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CHAPTER 1 

INTRODUCTION: 

THE CONTOURS OF 

CONTEMPORARY FREE 

WILL DEBATES 

ROBERT KANE 

There is a disputation [that will continue] till mankind is raised 

from the dead, between the Necessitarians and the partisans of 

Free Will 

Jalalu'ddin Rumi, twelfth-century Persian poet 

THE problem of free will and necessity (or determinism) is "perhaps the most 

voluminously debated of all philosophical problems," according to a recent history 

of philosophy. I This situation has not changed at the end of the twentieth century 

and the beginning of a new millennium. Indeed, debates about free will have 

become more voluminous in the past century, especially in the latter half of it-so 

much so that it has become difficult to keep up with the latest developments. This 
handbook was compiled as a remedy in the form of a sourcebook or guide to 

current work on free will and related subjects for those who wish to keep up with 

the latest research. 

The focus of the volume is on writings of the past thirty to forty years, an 

era of reborn interest in traditional issues regarding free will in the context of 

new developments in the sciences, philosophy, and humanistic studies. While ref-
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erences are frequent throughout this volume to major thinkers of the past who 

have discussed free will, the emphasis is on recent research.2 Many of the writers 

of the following essays are long-time contributors to contemporary debates about 

free will; others are younger scholars who are beginning to make significant con

tributions. By surveying and evaluating recent writings, the hope is that their essays 

will serve as a guide to the latest work and a resource for future research. 

What is often called "the free will issue" or "the problem of free will," when 

viewed in historical perspective, is related to a cluster of philosophical issues-all 

of them to be dealt with to some degree in this volume.3 These include issues 

about (1 )  moral agency and responsibility, dignity, desert, accountability, and 

blameworthiness in ethics; (2) the nature and limits of human freedom, auton

omy, coercion, and control in social and political theory; issues about (3) com

pulsion, addiction, self-control, self-deception, and weakness of will in philo

sophical psychology; ( 4) criminal liability, responsibility, and punishment in legal 

theory; (5 )  the relation of mind to body, consciousness, the nature of action,4 and 

personhood in the philosophy of mind and the cognitive and neurosciences; 

(6 )  the nature of rationality and rational choice in philosophy and social theory; 

(7) questions about divine foreknowledge, predestination, evil, and human free

dom in theology and philosophy of religion; and ( 8 )  general metaphysical issues 

about necessity and possibility, determinism, time and chance, quantum reality, 

laws of nature, causation, and explanation in philosophy and the sciences. Obvi

ously, this volume does not discuss every aspect of these complex issues, but it 

does attempt to show how contemporary debates about free will are related to 

them. 

In the remainder of this introduction, I describe the contours of contempo

rary free will debates, placing them-and the essays to follow-in historical and 

dialectical perspective. 

1. FREE WILL AND CONFLICTING VIEWS 

ABOUT PERSONS 

The problem of free will arises when humans reach a certain higher stage of self

consciousness about how profoundly the world may influence their behavior in 

ways of which they were unaware (Kane 1996: 95-6 ) .  Various authors have de

scribed this stage of self-consciousness as the recognition of a conflict between 

two perspectives we may have on ourselves and our place in the universe 
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(P .  F .  Strawson 1962; Nagel 1986; Bok 1998; Blackburn 1999) .  From a personal or 

practical standpoint, we see ourselves as free agents capable of influencing the 

world in various ways. Open alternatives seem to lie before us. We reason or de

liberate among them and choose. We feel it is "up to us" what we choose and how 

we act; and this means that we could have chosen or acted otherwise-for, as 

Aristotle succinctly put it, " [WJhen acting is up to us, so is not acting" (1915b: 

1113b6) . This "up to us-ness" also suggests that the origins or sources of our actions 

are in us and not in something else over which we have no control-whether that 

something else is fate or God, the laws of nature, birth or upbringing, or other 

humans.5  

These two features of the personal or practical standpoint are pivotal to what 

has traditionally been called free will: we believe we have free will when (a) it is 

"up to us" what we choose from an array of alternative possibilities and (b) the 

origin or source of our choices and actions is in us and not in anyone or anything 

else over which we have no control. Because of these features free will is frequently 

associated with other valued notions such as moral responsibility, autonomy, gen

uine creativity, self-control, personal worth or dignity, and genuine desert for our 

deeds or accomplishments (Anglin 1990; Kane 1996: ch. 6 ) .  These two features of 

free will also lie behind various reactive attitudes that we naturally assume toward 

our behavior and that of others from a personal standpoint (P .  F. Straws on 1962) . 

Gratitude, resentment, admiration, indignation, and other such reactive attitudes 

seem to depend upon the assumption that the acts for which we feel grateful, 

resentful, or admiring originated in the persons to whom we direct these attitudes. 

We believe that it was up to them whether they performed those acts or not (cf. 

Nathan: 1992: 46) .  

But something happens to this familiar picture o f  ourselves and other persons 

when we view ourselves from various impersonal, objective or theoretical perspec

tives (Nagel 1986: 110 ) .  Perhaps we only seem to "move ourselves" in a primordial 

way when in fact our actions are caused by physical forces over which we have 

no control (Trusted 1984) . Perhaps our choices from among alternative possibil

ities are determined by unconscious motives and other psychological springs of 

action of which we are unaware (Hospers 1958 ) .  These thoughts take many forms 

in human history, but in all their forms they threaten our self- image and cause a 

corresponding crisis in human thinking (Farrer 1967, Kenny 1978) .  Such is the 

case when we learn that much of our character and behavior is influenced by 

heredity or environment (Felt 1994) , or that our thoughts and behavior can be 
covertly influenced by social conditioning (Waller 1990; Double 1991 ) ,  or by subtle 

chemical imbalances of the neurotransmitters or hormones of our brains or 

bodies. 

Free will becomes an issue when, by reflections such as these, humans realize 

how profoundly the world may influence them in ways previously unknown. 
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The advent of doctrines of determinism or necessity in the history of ideas is an 

indication that this higher stage of awareness has been reached-which accounts 

for the importance of such doctrines in the long history of debates about free 

will (Woody 1998 ) .6 Determinist or necessitarian threats to free will have taken 

many historical forms-fatalist, theological, physical or scientific, psychological, 

and logical-all of which are discussed in this volume. But a core notion runs 

through all these forms of determinism, which explains why these doctrines ap

pear to threaten free will. Any event is determined, according to this core notion, 

just in case there are conditions (such as the decrees of fate, the foreordaining 

acts of God, antecedent physical causes plus laws of nature) whose joint occur

rence is (logically) sufficient for the occurrence of the event: it must be the case 

that if these determining conditions jointly obtain, the determined event occurs. 

Determination is thus a kind of conditional necessity that can be described in 

various ways. In the language of modal logicians, the determined event occurs in 

every logically possible world in which the determining conditions (e .g . ,  antece

dent physical causes plus laws of nature) obtain. In more familiar terms, the oc

currence of the determined event is inevitable, given these determining condi

tions. 

Historical doctrines of determinism refer to different kinds of determining 

conditions, but they all imply that every event ( including every human choice or 

action) is determined in this general sense.? One can understand as a consequence 

why such doctrines pose a threat to free will. If one or another form of deter

minism were true, it seems that it would not be (a) "up to us" what we chose 

from an array of alternative possibilities, since only one alternative would be 

possible; and it seems that (b) the origin or source of our choices and actions 

would not be "in us" but in conditions, such as the decrees of fate, the foreor

daining acts of God, or antecedent causes and laws, over which we had no control. 

But these apparent conflicts can only be the first word on a subject as difficult as 

this one. Many philosophers, especially in modern times, have argued that, despite 

intuitions to the contrary, determinism ( in all of its guises) poses no threat to 

free will, or at least to any free will "worth wanting," as Daniel Dennett (1984) 

has put it.8 

As a consequence, debates about free will in the modern era (since the sev

enteenth century) have been dominated by two questions, not one-the "Deter
minist Question": "Is determinism true?" and the "Compatibility Question": "Is  

free will compatible (or incompatible) with determinism?" Answers to these ques

tions give rise to two of the major divisions in contemporary free will debates, 

that between determinists and indeterminists, on the one hand, and that between 

compatibilists and incompatibilists, on the other. Let us look at the two questions 

in turn. 
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2. THE DETERMINIST QUESTION AND 

MODERN SCIENCE 

One may legitimately wonder why worries about determinism persist at all in the 

twentieth-first century, when the physical sciences-once the stronghold of de

terminist thinking-seem to have turned away from determinism. Modern quan

tum physics, according to its usual interpretations, has introduced indeterminism 

into the physical world, giving us a more sophisticated version of the Epicurean 

chance "swerve of the atoms" than the ancient philosophers could ever have con

ceived. We have come a long way since the beginning of the nineteenth century, 

when Pierre Simon, marquis de Laplace, could claim that discoveries in mechanics 

and astronomy unified by Newton's theory of gravitation have made it possible 

to comprehend in the same analytical expressions the past and future states of 
the system of the world . . . .  Given for an instant an intelligence which could 

comprehend all the forces by which nature is animated and the respective situ

ation of the beings who compose it-an intelligence sufficiently vast to submit 

these data to analysis-it would embrace in the same formula the movements 

of the greatest bodies of the universe and those of the lightest atom; for it 

nothing would be uncertain and the future, as the past, would be present to its 

eyes. (1951: 3-4) 

Twentieth-century physics threatened this Laplacean or Newtonian determinist 

vision in several related ways. Quantum theory, according to its usual interpre

tations, denies that elementary particles composing the "system of the world" have 

exact positions and momenta that could be simultaneously known by any such 

intelligence (the Heisenberg Uncertainty Principle) ;  and it implies that much of 

the behavior of elementary particles, from quantum jumps in atoms to radioactive 

decay, is not precisely predictable and can be explained only by probabilistic, not 

deterministic, laws. Moreover, the uncertainty and indeterminacy of the quantum 

world, according to the orthodox view of it, is not merely due to our limitations 

as knowers but to the nature of the physical world itself. 

In the light of these indeterministic developments of twentieth-century phys

ics, one may wonder why physical or natural determinism continues to be re

garded as a serious threat to free will, as evident in many essays of the volume.9 
Indeed, it is an important fact about the intellectual history of the twentieth 
century that, while universal determinism has been in retreat in the physical sci

ences, determinist ( and compatibilist) views of human behavior have been thriving 

(while antideterminist and incompatibilist views of free will continue to be on the 

defensive) . 

What accounts for these apparently paradoxical trends? There are four rea

sons, I believe, why indeterministic developments in modern physics have not 
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disposed of determinist threats to free will, all of them on display in this volume. 

First, there has been, and continues. to be, considerable debate about the concep

tual foundations of quantum physics and much disagreement about how it is to 

be interpreted. Orthodox interpretations of quantum phenomena are indetermin

istic, but they have not gone unchallenged. These issues about determinism and 

indeterminism in modern physics and related sciences, and their implications for 

the free will problem, are the subject of two essays of this volume, by David 

Hodgson and Robert Bishop. 

Second, contemporary determinists about free will often concede that if mod

ern physics is correct, the behavior of elementary particles is not always deter

mined (see Honderich 1988; Weatherford 1991; Pereboom 1995 ) .  Yet they insist that 

this has little bearing on how we should think about human behavior, since quan

tum indeterminacy is comparatively negligible in macroscopic physical systems as 

large as the human brain and body. Since physical systems involving many par

ticles and higher energies tend to be regular and predictable in their behavior for 

the most part, according to quantum physics itself, modern determinists argue 

that we can continue to regard human behavior as determined at the macroscopic 

level "for all practical purposes" (or "near-determined," as one of them has put 

itlO) even if microphysics should turn out to be indeterministic; and this is all that 

determinists need to affirm in free will debates. (For this line of argument, see 

the essays in this volume by Ted Honderich and Derk Pereboom; and for discus

sion of conflicting views about the role indeterminism might play in macroscopic 

systems, see the essays of Hodgson and Bishop. )  

Third, one often hears the argument i n  contemporary free will debates that 

if quantum jumps or other undetermined events did sometimes have non

negligible effects on the brain or behavior, this would be of no help to defenders 

of an incompatibilist free will. Such undetermined effects would be unpredictable 

and uncontrollable by the agents, like the unanticipated emergence of a thought 

or the uncontrolled jerking of an arm-just the opposite of the way we envision 

free and responsible actions (for example, Dennett 1984; G. Strawson 1986; Hon

de rich 1988; Double 1991) .  This argument has been made in response to sugges

tions by prominent twentieth century scientists ( such as Nobel laureates Louis De 

Broglie and A. H.  Compton [ 1935 ] in physics and Sir John Eccles [ 1970 ] in neu

rophysiology) that room might be made for free will in nature if undetermined 
events in the brain were somehow amplified to have large-scale effects on human 

choice and action. Unfortunately, such a modernized version of the Epicurean 

chance swerve of the atoms seems to be vulnerable to the same criticisms as its 

ancient counterpart. It seems that such undetermined events in the brain or body 

would occur spontaneously and would be more of a nuisance-or perhaps a curse, 

like epilepsy-than an enhancement of an agent's freedom. (For this line of ar

gument and others about the limitations of indeterminist free will, see the essays 
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in this volume by Galen Strawson, Honderich, and Christopher Taylor and Daniel 

Dennett. )  

The fourth and final reason why indeterministic developments of twentieth

century physics have not undermined determinist thinking about human behavior 

is perhaps the most important. While determinism has been in retreat in the 

physical sciences during the twentieth century, developments in sciences other 

than physics-in biology, neuroscience, psychology, psychiatry, social and behav

ior sciences-have been moving in the opposite direction. They have convinced 

many persons that more of our behavior is determined by causes unknown to us 

and beyond our control than previously believed. These scientific developments 

are many, but they clearly include a greatly enhanced knowledge of the influence 

of genetics and heredity upon human behavior (the recent mapping of the human 

genome is a symbolic as well as real indication of this influence, naturally arousing 

fears of future control of behavior by genetic manipulation) ;  greater awareness of 

biochemical influences on the brain; the susceptibility of human moods and be

havior to drugs; the advent of psychoanalysis and other theories of unconscious 

motivation; development of computers and intelligent machines that mimic as

pects of human cognition in deterministic ways; comparative studies of animal 

and human behavior suggesting that much of our motivational and behavioral 

repertoire is a product of our evolutionary history; influences of psychological, 

social, and cultural conditioning upon upbringing and subsequent behavior, and 

so on. (The impact of such trends on contemporary free will debates is discussed 

in essays by Taylor and Dennett, Paul Russell, Richard Double, Benjamin Libet, 

and Henrik Walter . )  

In sum, there continues to be considerable debate about determinism and 

indeterminism in the physical world, and about the relationship of both to human 

behavior, while contemporary sciences other than physics provide continuing sup

port for deterministic thinking about human behavior. Worries about determin

ism in human affairs therefore persist with good reason in contemporary debates 

about free will. 11 

3. THE COMPATIBILITY QUESTION AND 

ARGUMENTS FOR INCOMPATIBILISM 

These worries about determinism make the second pivotal question of modern 

free will debates, the Compatibility Question, all the more important. Is free will 
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compatible (or incompatible) with determinism? The free will problem arose his

torically because it was assumed that there was some kind of conflict between free 

will and determinism. If it turns out, to the contrary, that determinism is no 

threat to free will because the two can be reconciled, then worries about deter

minism would be misplaced. The traditional problem of free will would not only 

be solved, but in a manner "dissolved," for the supposed conflict with determinism 

that gave rise to it in the first place would have been shown to be illusory. 

Such a "dissolutionist" strategy has been the reigning strategy of modern 

compatibilists about free will since Thomas Hobbes in the seventeenth century. 

The strategy led in the twentieth century to claims by logical positivists and others 

that the traditional problem of free will is a "pseudo-problem" or a "dead issue" 

and ought to be laid to rest. This has not happened, of course; debates about free 

will are more alive than ever today. But compatibilist views have had a powerful 

influence throughout the twentieth century. The idea that free will and determin

ism are compatible continues to be a majority view among philosophers and 

scientists because it seems to offer a simple resolution of the conflict between 

ordinary views of human behavior from a practical standpoint and theoretical 

images of human beings in the natural and social sciences. (Philosophers always 

believe they have made progress when they discover something we don't have to 

worry about-or when they discover something we do have to worry about.) 

So while the debate over the Compatibility Question has not ended, the bur

den of proof has shifted back to those who believe in a traditional free will that 

is incompatible with determinism. One cannot simply assume that if determinism 

is true, we would lack freedom or free will in an important sense. Arguments 

must now be provided to show this; and one of the interesting developments of 

the past thirty years is that new arguments for incompatibilism have indeed been 

proposed to meet the challenge. These incompatibilist arguments have in turn 

provoked more sophisticated compatibilist responses, and new theories on both 

sides of the Compatibility Question, as we shall now see. 

Two features of free will were mentioned earlier that seem to imply its in

compatibility with determinism-(a) it is "up to us" what we choose from an 

array of alternative possibilities and (b) the origin or source of our choices and 

actions is in us and not in anyone or anything else over which we have no control. 

Most modern arguments for the incompatibility of free will and determinism have 
proceeded from feature (a)-the requirement that an agent acted freely, or of his 

or her own free will, only if the agent had alternative possibilities, or could have 

done otherwise.12 Let us refer to this requirement as the AP condition ( for "alter

native possibilities" )  or simply AP. (It is also sometimes called the "could have 

done otherwise" condition or the "avoidability" condition.) 

The case for incompatibility from this AP (or "could have done otherwise")  

condition has two premises: 



THE CONTO U RS OF CONTEMPORA RY F REE WILL DEBATES 11 

1. The existence of alternative possibilities (or the agent's power to do oth

erwise) is a necessary condition for acting freely, or acting "of one's own 

free will." 

2. Determinism is not compatible with alternative possibilities ( it precludes 

the power to do otherwise) .  

Since it follows immediately from these premises that determinism i s  not com

patible with acting freely, or acting of one's own free will, the case for incompa

tibilism (and the case against it) must focus on one or another of these premises. 

In fact, there have been heated and labyrinthine debates in recent philosophy 

about both premises. Premise 1 is just the AP condition itself (free will requires 

alternative possibilities or the power to do otherwise) and it has been subjected 

to searching criticisms. But I shall begin with premise 2, which is usually regarded 

as the most crucial (and vulnerable) premise since it asserts the incompatibility 

of determinism with the power to do otherwise. 

The most widely discussed argument in support of premise 2 in recent phi

losophy has been the so-called "Modal" or "Consequence" Argument for incom

patibilism. This argument was first formulated in varying ways by Carl Ginet 

(1966, 1980 ) ,  David Wiggins ( 1973 ) ,  Peter van Inwagen (1975 ,  1983 ) ,  James Lamb 

(1977) ,  and ( in a theological form) by Nelson Pike (1965 ) ,u Alternative formula

tions have since been proposed and defended by many others.14 Van Inwagen 

(1983 ) ,  who offers three versions of the argument, regards these as versions of the 

same basic argument, which he calls the "Consequence Argument," and states 

informally as follows: 

If determinism is true, then our acts are the consequences of the laws of nature 

and events in the remote past. But it is not up to us what went on before we 

were born; and neither is it up to us what the laws of nature are. Therefore, 

the consequences of these things (including our present acts) are not up to us. 

(p. 16) 

To see the connection between this argument and premise 2, recall that some

thing's being "up to us" implies our having the power to bring it about or not to 

bring it about. Given this assumption, the claims in the quote that " it is not up 

to us what went on before we were born" or "what the laws of nature are" imply 

that there is nothing we could have done to alter the past before we were born or 

the laws of nature. But if determinism is true, the past before we were born and 

the laws jointly entail our present actions. So it seems that there is nothing we 

can do to alter our present actions. We do not have the power to do otherwise 

and hence lack alternative possibilities. 

This Modal or Consequence Argument for incompatibilism is the topic of 

two essays in this volume, one by Tomis Kapitan, a compatibilist critic of the 

argument, the other by Peter van Inwagen, one of its best-known incompatibilist 
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defenders. The first half of Kapitan's essay surveys various formulations of the 

Consequence Argument and criticisms made against it over the past three decades. 

Like many of the argument's critics, Kapitan believes its soundness depends upon 

how one interprets modal notions such as "power" or "ability" (to bring some

thing about) and "could have done otherwise"; and the argument also depends 

on how one interprets related conditional statements about what would or might 

have happened if various abilities or powers had been exercised. Kapitan explores 

these topics in the latter part of his essay and, in the light of them, considers 

possible compatibilist strategies for answering the argument. 

In the first half of his essay, van Inwagen restates and reaffirms a formal 

version of the Consequence Argument first presented in van Inwagen ( 1983) 

(which has become the most widely discussed version of the argument in the 

1990s) and then defends this version against a recent objection by Thomas McKay 

and David Johnson (1996) .  In the second part of his essay, van Inwagen turns to 

a different topic that we will consider later-how one is to make sense of the 

incompatibilist or nondeterminist kind of freedom that the Consequence Argu

ment seems to require. Van Inwagen believes that no one to date has been able 

to give an intelligible account of incompatibilist freedom; and he has doubts about 

the possibility of doing so. Yet because he also thinks the Consequence Argument 

is undeniably sound, he argues that we must continue to believe in an undeter

mined free will even if we do not know how to give an intelligible account of it. 

4. CLASSICAL COMPATIBILISM: 

INTERPRETATIONS OF "CAN," "POWER," 

AND "COULD HAVE DONE OTHERWISE" 

Most compatibilists believe that the Consequence Argument and all arguments 

for incompatibilism can be defeated by giving a proper analysis of what it means 
to say that agents can (or have the power or ability to) do something; and con

sequently there has been much debate in recent philosophy about the meaning of 

these notions. Traditionally, compatibilists themselves have defined freedom in 

terms of "can," "power," and "ability." To be free, most compatibilists have in

sisted, means in ordinary language (1) to have the power or ability to do what we 

will (desire or choose) to do, and this entails (2)  an absence of constraints or 

impediments preventing us from doing what we will, desire, or choose. The con

straints or impediments they have in mind include physical restraints, lack of 
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opportunity, duress or coercion, physical or mental impairment, and the like. You 

lack the freedom to meet a friend in a cafe across town if you are tied to a chair, 

are in a jail cell, lack transportation, someone is holding a gun to your head, or 

you are paralyzed. Compatibilists have typically insisted that (1) and (2)  capture 

what freedom means in everyday life-that is, an absence of such constraints and 

hence the power ( = ability plus opportunity) to do whatever you will or want to 

do. 

A view that defines freedom in this way has been called "classical compati

bilism" by Gary Watson (1975 ) ;  and this is a useful designation. Classical com

patibilists include well-known philosophers of the modern era such as Thomas 

Hobbes, David Hume, John Stuart Mill, and numerous twentieth-century fig

ures ( such as A. J. Ayer 1954, Moritz Schlick 1966 and Donald Davidson 1973) .15 

Despite differences in detail, we can say that what these classical compatibilists 

have in common is that they define the freedom to do something in terms of (1) 

and (2) . What do they say about the freedom to do otherwise? It is also defined 

by classical compatibilists in terms of (1) and (2) . You are free to do otherwise 

than meet your friend when you (1) have the power or ability to avoid meeting 

him, which entails in turn that (2) there are no constraints or impediments pre

venting you from avoiding the meeting (e.g. ,  no one is forcing you at gunpoint 

to meet him) . Of course, an absence of constraints and hence the freedom to do 

something does not mean you will actually do it. But for classical compatibilists 

it does mean that you would do it, if you wanted or desired to do it. Thus they 

hold that (1) and (2) entail a third feature of classical compatibilism, namely, that 

terms such as can,  power, ability, and freedom should be given a conditional or 

hypothetical analysis: (3) that an agent can (has the power, is able, is free, to) do 

something means that the agent would do it, if the agent wanted (or desired or 

chose) to do it. 

Such conditional or hypothetical analyses of can,  power, and freedom were not 

invented by compatibilists to thwart the Consequence Argument. They were in

vented long before that argument in an effort to represent ordinary notions of 

freedom. But, if conditional analyses are correct, they would effectively thwart the 

Consequence Argument and other arguments for the incompatibility of freedom 

and determinism that appeal to alternative possibilities, or the power to do oth

erwise. For if the power to do otherwise means only that you would have done 

otherwise if you had wanted or desired, it would be consistent with determinism. 

It might be true that you would have done otherwise if you had wanted, though 

it is determined that you did not in fact want otherwise. Likewise, if the power 

to do otherwise has only such a conditional meaning, it would not require chang

ing the past or violating laws of nature. To say "you could have done otherwise" 

would only amount to the counterfactual claim that you would have done oth

erwise, if (contrary to fact) the past (or the laws) had been different in some way, 

for example, if you had wanted or desired or chosen otherwise.16 
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So if conditional or hypothetical analyses of power and freedom favored by 

classical compatibilists are correct, the Consequence Argument would fail. But 

such analyses are themselves controversial and have also been subject to searching 

criticisms in contemporary philosophy. Current debates about conditional anal

yses-and generally about the meanings of can, power, ability and "could have 

done otherwise" -are surveyed and critically evaluated in another essay of this 

volume, by Bernard Berofsky. Berofsky's survey begins with G. E. Moore (the first 

important figure of the twentieth century to put forward a conditional analysis 

of can)  but focuses primarily on the forty-year period since the publication of 

J. L. Austin's influential essay "lfs and Cans" (1961) ,  which criticized Moore's view. 

Though Berofsky is a compatibilist himself, he has been among the critics of 

conditional or hypothetical analyses of power and ability. He thinks compatibilists 

should look elsewhere if they wish to blunt the force of incompatibilist arguments 

and he explains his own compatibilist alternative at the end of his essay. 

Despite the difficulties with conditional analyses of can, power, and freedom 

chronicled in Berofsky's essay, conditional analyses are far from dead among con

temporary philosophers. Many compatibilists continue to believe that the spirit, 

if not the letter, of conditional or hypothetical analyses of power and freedom can 

be salvaged by focusing on more sophisticated interpretations of modal and coun

terfactual claims about what might or might not occur in possible worlds that are 

similar to the actual world. (See, for example, Lehrer 1976; Lewis 1981; Falk 1981; 

Flint 1987; Vivhelin 1991; Audi 1993; M. White 1993; Peacocke 1999; and the essays 

in this volume by Kapitan, Paul Russell and Taylor and Dennett ) .  Yet conditional 

analyses of can, power, and freedom have frequently been on the defensive in recent 

philosophy; and many other compatibilists now try to avoid them altogether while 

seeking other ways to undermine arguments for incompatibilism. To these new 

alternative compatibilist views we now turn. 

5. MORAL RESPONSIBILITY AND 

ALTERNATIVE POSSIBILITIES: 

FRANKFURT-STYLE EXAMPLES AND 

SEMI-COMPATIBILISM 

Recall the two premises mentioned earlier, on which arguments for the incom

patibility of free will and determinism have been based. (1) The existence of al

ternative possibilities (or the agent's power to do otherwise) is a necessary con-
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dition for acting freely, or acting "of one's own free will ." (2)  Determinism is not 

compatible with alternative possibilities ( it precludes the power to do otherwise ) .  

We have been focusing on arguments for and against premise 2 .  Premise 1 would 

appear to be less vulnerable. It simply states the AP, or alternative possibilities, 

condition-that free will requires alternative possibilities or could have done oth

erwise-a claim that persons on both sides of the compatibility debate (until 

recently) have tended to accept. Even most compatibilists in the past were willing 

to grant that freedom required the power to do otherwise. They assumed their 

task was to give an analysis or interpretation of this power (conditional or oth

erwise) that would show it to be compatible with determinism. 

This situation has changed dramatically in the past thirty years. Many con

temporary compatibilists on free will and determinism-influenced in part by the 

difficulties of conditional analyses, but more by new arguments-would now deny 

that alternative possibilities or the power to do otherwise are needed for free will 

in the first place, in the sense in which free will is required for moral responsibility. 

If this denial is correct and premise 1 ( the AP condition) is false, then any ar

gument for the incompatibility of free will and determinism based on alterna

tive possibilities-including the Consequence Argument--could not get off the 

ground. 

Recent support for the denial of premise 1, or AP, has come from two distinct 

kinds of argument, which should be distinguished. The first kind of argument 

appeals to what David Shatz (1997) has called "character examples" l 7; the second 

kind appeals to what have come to be known as "Frankfurt-style examples (or 

cases)" -named after Harry Frankfurt, who introduced the first example of this 

kind in an influential article "Alternate Possibilities and Moral Responsibility" 

(1969) .  

One o f  the best known arguments o f  the first kind-appealing to character 

examples-comes from Daniel Dennett (1984) . Dennett argues that the "could 

have done otherwise" principle (our AP) is false, citing as a counterexample the 

case of Martin Luther. According to Dennett, when Luther said, "Here I stand. I 

can do no other," upon finally breaking with the church in Rome, he meant "that 

his conscience made it impossible for him to recant" (p .  133) .  Suppose, says Den

nett, that Luther was literally right about this: he could not then and there have 

done otherwise because his act was determined by his character and motives. This 

would not matter to Luther's free will or responsibility, Dennett argues, for "we 

simply do not exempt someone from blame or praise for an act because we think 
he could do no other" or because we think his act was determined by his character 

(ibid. ) .  In saying, "I can do no other," Luther was not renouncing free will or 

moral responsibility, but rather taking full responsibility for acting of his own free 
will. Dennett concludes that neither free will nor moral responsibility require 
"could have done otherwise";  and hence neither requires the falsity of determin
Ism. 
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"Character examples" of this kind have their source in David Hume's well

known observation that we cannot be held responsible (or be said to act from 

"our own" free wills) unless our actions are to a considerable degree determined 

by our characters or motives in regular ways. The obvious truth of this claim 

gives character examples, like Dennett's Luther example, an undeniable force. Yet 

there is reason to think such character examples do not provide conclusive evi

dence that free will does not require alternative possibilities and hence that free 

will is compatible with determinism. For the following response to such examples 

is available to incompatibilists and has been made by some of them in recent 

debates (see Kane 1985, 1996; van Inwagen, 1989; Shatz 1997; Ekstrom 2000) .  

It may be true that Luther's "Here I stand" might have been a morally re

sponsible act done "of his own free will," even if he could not have done otherwise 

at the time he performed it and even if his act was determined by his then-existing 

character and motives. But this would be true only to the extent that one could 

assume other things about the background of Luther's action that made him re

sponsible or accountable for it-namely, that he was responsible by virtue of 

earlier choices and actions for making himself into the kind of person he now 

was, with this character and these motives, and that he could have done otherwise 

with respect to at least some of those earlier acts. If this were not so, one might 

argue, there would have been nothing he could have ever done to make himself 

different than he was-a consequence that is difficult to reconcile with the claim 

that he is morally responsible for being what he is. IS (The implications of this line 

of reasoning for issues about moral responsibility, desert, and freedom are dis

cussed-from differing points of view-in several essays of this volume, including, 

those of Paul Russell, Galen Strawson, Laura Ekstrom, and Robert Kane.) 

This argument, even if correct, would not show of course that character ex

amples like that of Luther lack significance-far from it. Such examples seem to 

show that alternative possibilities need not be required for every morally respon

sible act done of our own free wills; and, if correct, this would be a significant 

implication. Yet the preceding argument also seems to show that, if we take a 

broader view of an agent's life history, rather than focusing on individual acts in 

isolation, it does not necessarily follow that free will and moral responsibility do 

not require alternative possibilities at all, that is, at any times, in the course of an 

agent's life. 1 9  A stronger argument would be needed to show this; character ex
amples alone do not suffice. 

This leads to examples of the second kind mentioned earlier-Frankfurt-style 

examples or Frankfurt-style cases-which, according to many philosophers, do 

provide the stronger argument needed to show that alternative possibilities are 

not required at all for free will or moral responsibility. Examples of this kind were 

originally introduced by Frankfurt (1969) with the intent of undermining what he 

called the "Principle of Alternative Possibilities" (PAP) :  " [A] person is morally 
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responsible for what he has done only if he could have done otherwise" (p .  829 ) .  

This i s  our AP condition applied to  "morally responsible" acts rather than to  acts 

done "of our own free will." (The AP variant would be "a person acts of his own 

free will only if he could have done otherwise.") The two principles (PAP and 

AP) would be equivalent, if the moral responsibility at issue (in PAP) were pre

cisely the kind that free will ( in AP) is suppose to confer; and this assumption 

has been commonly made in free will debates. But we shall see that this assump

tion (linking moral responsibility and free will) has also come into question in 

contemporary free will debates, specifically in connection with examples of the 

Frankfurt type. 

Frankfurt-type examples typically involve a controller who can make an agent 

do whatever the controller wants (perhaps by direct control over the agent's brain) .  

The controller will not intervene, however, if the agent i s  going to d o  o n  his own 

what the controller wants. Frankfurt argues that if the controller does not inter

vene because the agent performs the desired action entirely on his own, the agent 

can then be morally responsible (having acted on his own)-even though the 

agent literally could not have done otherwise (because the controller would not 

have let him) . If this is so, the Principle of Alternative Possibilities, PAP, would 

be false: the agent would be morally responsible, though he could not in fact have 

done otherwise. If PAP and AP turn out to be equivalent, AP would be false as 

well. Neither moral responsibility nor free will ( in the moral responsibility

entailing sense) would require alternative possibilities; and arguments for incom

patibilism, such as the Consequence Argument, would be thwarted. 

Frankfurt-style examples of this sort involving "pre-emptive" (or  "counter

factual") control have proliferated since they were first introduced. The literature 

on them is now enormous and has had a significant impact on contemporary free 

will debates. Note that Frankfurt-style examples provide extra leverage against PAP 

and AP that character examples do not provide. For one might go on to imagine 

a "global" Frankfurt controller hovering over agents throughout their entire life

times, so that the agents never could have done otherwise; and yet the controller 

never in fact intervenes because the agents always do on their own what the 

controller wants. Such a global controller would be a mere observer of events, 

never actually intervening in the agents' affairs (a mere "counterfactual inter

vener," in John Fischer's words ) .  It seems that the agents would act "on their 

own" throughout their entire lifetimes and would be responsible for many of their 

actions even though they never could have done otherwise and never had any 
alternative possibilities.20 

Contemporary debates about the implications of Frankfurt-style examples are 

the subject of three essays of this volume, by John Martin Fischer, Laura Ekstrom, 

and David Widerker. Fischer, whose prior writings have contributed as much as 

any contemporary philosopher to our understanding of the implications of these 
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examples, provides a comprehensive survey of arguments about Frankfurt-style 

examples over the past thirty years. He considers various strategies by which critics 

of these examples have tried to rescue the Principle of Alternative Possibilities, 

PAP (or variations of it) from arguments based on such examples; and various 

responses to these strategies. Fischer himself is a defender of Frankfurt-style ex

amples, who believes that moral responsibility does not require alternative pos

sibilities ( that is, he denies PAP) .  But, surprisingly, he is also an advocate of his 

own version of the Consequence Argument (Fischer 1994) and believes that free

dom does imply alternative possibilities (that is, he affirms AP) .  This view, which 

Fischer calls semi-compatibilism, is defended by him and also by Mark Ravizza in 

a number of recent writings (Fischer 1994; Ravizza 1994; Fischer and Ravizza 

1998) . 2 1  It amounts to the claim that moral responsibility is compatible with de

terminism (since it does not require the power to do otherwise) ,  while freedom 

(which does require the power to do otherwise) is not compatible with determin

ismY 

Laura Ekstrom and David Widerker look at Frankfurt-style examples from an 

opposing incompatibilist or libertarian perspective. Ekstrom, along with other 

incompatibilist critics of these examples (for example, van Inwagen 1978, 1983; 

Kane 1985, 1996a; Lamb 1993; Widerker 1995a, and b,  Ginet 1996; Copp 1997; Wyma 

1997) , has argued that Frankfurt-style examples do not refute every relevant form 

of PAP and do not show that moral responsibility is compatible with determinism 

(cf. Ekstrom 2000: ch. 6 ) .  In her essay for this volume, she defends a number of 

objections to Frankfurt-style examples, arguing that intuitions to the effect that 

agents are morally responsible in such examples beg the question against those 

who believe free will is incompatible with determinism. Ekstrom also discusses a 

new Frankfurt-style example put forward in an influential article by Alfred Mele 

and David Robb (1998) ,  which was designed to answer objections to earlier 

Frankfurt-style cases by incompatibilist critics such as Widerker ( 1995a and b) and 

Kane (1985, 1996a) . 

Widerker is the author of several articles (notably, 1995a and b )  that have had 

a significant impact on recent debates about Frankfurt-style examples. In his essay 

for this volume, he defends the main theses of these articles by responding to new 

Frankfurt-style examples put forward in the past decade to answer his and other 

incompatibilist objections. Since Widerker has discussed the Mele/Robb example 
elsewhere (2000a) , and it is dealt with by Fischer and Ekstrom in this volume, he 

focuses on other recent Frankfurt-style examples designed to answer incompati

bilist objections-examples suggested by Eleonore Stump ( 1996a, 1999b) ,  David 

Hunt (1996a) ,  and others. Widerker's essay also discusses some theological impli

cations of Frankfurt-style cases. He concludes with a general argument (called the 

"W-defense" ) designed to show that it would be unreasonable to hold an agent 

morally blameworthy for an action if the agent could not have avoided performing 

the action. In the light of this defense, Widerker argues for a version of PAP for 
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at least one kind of moral responsibility-moral blameworthiness-against sup

porters of Frankfurt, such as Fischer (1994) . 

6 .  BEYOND CLASSICAL COMPATIBILISM: 

NEW COMPATIBILIST A p PROACHES TO 

FREED OM AND RESPONSIBILITY 

In addition to semi-compatibilism, a host of other new compatibilist views of 

both freedom and responsibility have been introduced in the past forty years in 

the attempt to answer objections to classical compatibilism. These new compati

bilist theories are described and critically evaluated in two further essays of this 

volume, by Ishtiyaque Haji  and Paul Russell. 

Haji's essay deals with two broad categories of contemporary compatibilist 

views of freedom and responsibility, which he calls reactive attitude theories and 

mesh theories. Mesh theories are further divided into "hierarchical theories," "val

uational theories," "reason theories," and others. Compatibilist theories of the first 

category-reactive attitude theories-have their roots in another seminal essay of 

modern free will debates, P.  F.  Strawson's "Freedom and Resentment" (1962) . 

Strawson argues that free will issues focus pivotally on the conditions required to 

hold persons responsible for their actions; and he argues that responsibility is 

constituted by persons adopting certain reactive attitudes toward themselves and 

others-attitudes such as resentment, admiration, gratitude, indignation, guilt, 

and the like. To be responsible, according to Strawson, is to be a fit subject of 

such attitudes. It is to be enmeshed in a "form of life" (to use Ludwig Wittgen

stein's apt expression for this view) in which such reactive attitudes play a con

stitutive role. 

Moreover, this form of life of which the reactive attitudes are constitutive is 

such that, according to Strawson, we would not give it up even if we found that 

determinism was true, because we could not give up assessing ourselves and others 

in terms of the reactive attitudes if we continued to live a human form of life.  So 
Strawson contends that the freedom and responsibility required to live a human 

life (whatever else they may involve) must be compatible with determinism. Free

dom and responsibility do not require some mysterious indeterminist or "contra

causal" free will, as incompatibilists claim. This Strawsonian reactive attitude view 

has inspired considerable debate since the 1960s, which is documented in Haji 's 

essay. It has also gained new adherents in the 1990S, one of whom is R. Jay Wallace, 
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whose book Responsibility and the Moral Sentiments (1994) is the most thoroughly 

developed Strawsonian view in the recent literature. Wallace's view is also critically 

evaluated in Haji 's essay. 

Mesh theories, which form another influential class of new compatibilist the

ories, insist that the freedom required for responsibility is a function of the ap

propriate "mesh" or connection between agents' choices or actions, on the one 

hand, and their reasons or motives for acting, on the other. The most widely 

discussed of mesh theories are the hierarchical theories of motivation of Gerald 

Dworkin (1970),  Harry Frankfurt (1971) , Wright Neely (1974) ,  and others. In his 

seminal essay "Freedom of the Will and the Concept of a Person" ( 1971 ) ,  Frankfurt 

argued that persons, unlike similar animals, "have the capacity for reflective self

evaluation that is manifested in the formation of second-order desires" (P . 7 )

desires to have or not to have various first-order desires. Free will and responsi

bility require that we assess our first-order desires or motives and form "second

order volitions" about which of our first-order desires should move us to action. 

Our "wills" -the first-order desires that move us to action-are free, according 

to Frankfurt, when they conform with our second-order volitions, so that we have 

the will (first-order desires) we want ( second-order desires) to have and in that 

sense we "identify" with our will. 

Classical compatibilism is deficient, according to hierarchical theorists such 

as Frankfurt, because it gives us only a theory of freedom of action (being able 

to do what we will) without a theory of freedom of will in terms of the conformity 

of first-order motives to higher-order motives (being able, so to speak, to will 

what we will ) .  Hierarchical theories remain compatibilist, however, since they 

define free will in terms of a conformity (or "mesh")  between desires at differ

ent levels without requiring that desires at any level be undetermined. It does 

not matter, as Frankfurt puts it, how we came to have the wills we want to 

have, whether by a deterministic process or not. What matters is that we have the 

wills we want and the power to realize them in action. That is what makes us 

free.23 

Hierarchical views are an improvement in many ways over classical compa

tibilism since they provide a compatibilist account of free will as well as of free 

action and a richer picture of the human person. But hierarchical views are not 

without problems; and they have also been subjected to searching criticisms, which 
Haji considers in his essay. Some of the criticisms of hierarchical views have given 

rise to other "mesh theories" that depart from the hierarchical model in various 

ways. Among further mesh theories discussed in Haji's essay are "valuational" 

theories, such as that of Gary Watson (1975) ,  and Susan Wolf 's "reason view" 

(1990) . For Watson, the relevant mesh required for free agency is not necessarily 

between higher-and lower-order desires, but between an agent's "valuational sys

tem" (beliefs about what is good or ought to be done) ,  which has its source in 
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the agent's reason, and the "motivational system" (desires and other motives) ,  

which has its source i n  appetite. Watson thus revives the ancient Platonic oppo

sition between reason and desire-arguing that freedom consists in a certain 

conformity of desire to reason. 

Susan Wolf 's " reason view" takes this approach in yet another direction that 

also has ancient roots. She argues that freedom consists in being able to do the 

right thing for the right reasons, which requires in turn the ability to appreciate 

"the True and the Good." Wolf's theory thus has a stronger normative component 

than many other mesh theories. According to her, you are free only when you 

are doing the right thing for the right reasons. Another recent theory that shares 

this particular kind of normative component and has affinities to Wolf 's, though 

it is original, is put forward by Phillip Pettit and Michael Smith 1996.  Normative 

theories of freedom of somewhat different kinds have also been defended by Mi

chael Slote (1980) and Paul Benson (1987) , among others.24 Wolf 's reason view 

has some unusual and controversial implications that Haji  also evaluates in his 

essay. For example, her view contains an "asymmetry thesis" according to which 

we act freely when we do the right thing for the right reasons, but do not act 

freely when we act wrongly or otherwise fail to do the right thing for the right 

reasons. Finally, Haj i's essay discusses yet another compatibilist mesh theory of 

recent vintage put forward by Hilary Bok (1998) .  

Paul Russell's essay considers a number o f  other contemporary compatibilist 

views, some of which fit into Haji's categories, but most of which are not easily 

classified. Russell organizes his essay around themes from Daniel Dennett's influ

ential compatibilist work, Elbow Room (1984) , and in the light of these themes 

considers other compatibilist views along with Dennett's, including those of Paul 

Benson (1987) ,  Martha Klein (1990) ,  John Fischer and Mark Ravizza ( 1998 ) ,2 5  Rob

ert Audi (1993) ,  and Kevin Magill (1997) .  Through these authors and a number of 

other authors cited in his essay, Russell discusses a variety of topics that have been 

of concern to contemporary compatibilists, such as control, reflexivity, respon

siveness to reasons, "moral luck," the place of character in moral evaluation, 

ultimacy, blameworthiness, and normative elements of freedom. 

As noted, Russell's discussion of Dennett focuses on the latter's earlier Elbow 

Room (1984) .  Dennett's more recent views may be seen in the essay he himself 

has contributed to this volume in collaboration with Christopher Taylor. Taylor 

and Dennett argue in defense of compatibilism that objections to compatibilist 

accounts of free agency are based on a flawed understanding of the relation of 

such notions as possibility and causation to freedom and agency; and they under

take an analysis of the relevant notions of possibility and causation to show this. 

Taylor and Dennett also employ analogies to the functioning of sophisticated 

computers to argue that the flexibility, reflexivity, and creativity that free will 

requires are consistent with the hypothesis that the behavior of humans, like that 
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of intelligent machines, is determined. As their essay illustrates, appeals to intel

ligent machines and computer simulations of human cognition and behavior have 

come to play an increasingly important role in modern debates about free will. 

7 .  LIBERT ARIAN OR INCO MPATIBILIS T  

THEO RIES O F  FREE WILL: 

THE INTELLIGIBILITY QUESTION 

Let u s  now turn from compatibilist theories t o  contemporary incompatibilist 

views of free will . Those who believe that free will is incompatible with determin

ism and who also affirm that free will exists (thus denying the truth of determin

ism) are usually referred to as libertarians in twentieth-century writings on free 

will. Libertarianism in this sense is not to be confused with the political doctrine 

of the same name. In free will contexts, libertarians are those who believe in the 

existence of a traditional antideterminist (or incompatibilist) free will, which does 

not necessarily commit them to political beliefs about freedom associated with 

political libertarianism. To avoid confusion, it would be more accurate to speak 

in free will debates of "free will libertarians" or "libertarians about free will" or 

"defenders of an incompatibilist free will" -making clear that the designation 

libertarian and its cognates is an abbreviation for these longer expressions-as it 

is assumed to be throughout this volume. 

Contemporary free will libertarians must not only answer the Determinist 

and Compatibility questions by denying determinism and denying the compati

bility of free will and determinism. They face an even more daunting task of 

answering a third pivotal question that has been at the heart of modern debates 

about free will and may be called the Intelligibility Question. Can one make sense 

of a freedom or free will that is incompatible with determinism? Is such an in

compatibilist freedom coherent or intelligible, or is it, as many critics contend, 
essentially mysterious and terminally obscure? 

The threat to free will from the perspective of this Intelligibility Question does 

not come from determinism, but from its opposite, indeterminism. If free will is 

not compatible with determinism, it does not seem to be compatible with inde

terminism either. (One might say that the Compatibility Question is about the 

first half of this ancient dilemma, while the Intelligibility Question is about the 

second half. )  An event that is undetermined might occur or not occur, given the 

entire past. Thus, whether or not it actually occurs, given its past, would seem to 
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be a matter of chance. But chance events are not under the control of anything, 

hence not under the control of the agent. How then could they be free and re

sponsible actions? Reflections such as these have led to charges that undetermined 

choices or actions would be "arbitrary," "capricious," "random," "irrational," "un

controlled," "inexplicable," or merely "matters of luck or chance,"  not really free 

and responsible actions at all. It appears that the indeterminism that libertarians 

demand for free will would not in fact enhance freedom but would undermine it. 

One of the significant features of recent free will debates is that an increasing 

amount of attention has been given to this Intelligibility Question concerning lib

ertarian free will. It is one thing for libertarians to put forth arguments for incom

patibilism or to point out flaws in compatibilist accounts of free agency (as they 

have often done) ;  it is quite another to give a positive account of the libertarian 

free agency that will show how such a free will can be reconciled with indetermin

ism and how it is to be related to modern views of human behavior in the natural 

and human sciences.  Recent efforts to give positive accounts of incompatibilist or 

libertarian free agency are discussed in four essays of this volume, by Timothy 

O'Connor, Randolph Clarke, Carl Ginet, and Robert Kane. 

It is instructive in reading these essays to sort recent libertarian theories into 

two broad categories-(I)  agent-causal (or AC) theories and (2) teleological intel

ligibility (or TI) theories (see Kane 1989 ) .  Agent-causal or AC theories, in 

O'Connor's words ( 199sa: 7 ) ,  posit "a sui generis form of causation by an agent 

that is irreducible (ontologically as well as conceptually) to event-causal processes 

within the agent." ( I  shall follow a common practice in recent writings on free will 

of hyphenating expressions such as "agent-cause" and "agent-causation" when 

talking about AC theories to indicate that a special kind of relation is intended. )  

AC theories have taken many historical forms. Indeed they have been the most 

common kind of libertarian theory until recent times. But, despite differences, 

they are usually motivated by a common line of reasoning. Since undetermined 

free acts might occur or not occur, given all the same prior events or states of af

fairs involving the agents, if we to avoid saying such acts merely happen by chance, 

we must posit some additional causal factor over and above (and not reducible to) 

prior events or state of affairs to account for their occurrence. This additional 

causal factor would be the agent itself, which cannot be caused in turn by prior 

events because it is not an event and therefore not of the right type to be the effect 

of any cause. The agent-cause, to use Roderick Chisholm's notable expression 
(1982b: 30) ,  must be a kind of "prime mover unmoved." 

Libertarian theories of the teleological intelligibility (or TI) variety, by con

trast, attempt to make undetermined free actions intelligible in terms of reasons 

or motives and intentions or purposes (hence teleologically intelligible ) ,  without 

postulating sui generis kinds of agency or causation that cannot be spelled out in 

terms of events or states of affairs involving the agent. TI theories in turn fall into 

two categories, depending on how they interpret the relation of reasons and in-
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tentions to actions: (1) simple indeterminist (or noncausalist) TI theories maintain, 

again from O'Connor (1995: 7), "that free agency doesn't require there to be any 

sort of causal connection (even of an indeterministic variety) between the agent 

[ 's reasons 1 and his free actions"; while (2) causal indeterminist (or  event-causal) 

TI theories maintain that agents cause their "free actions via [ their 1 reasons for 

doing so, but indeterministically" ( ibid. ) .  

As a consequence o f  these distinctions, recent positive libertarian theories 

have often been sorted into three categories: agent-causal, simple indeterminist, 

and causal indeterminist theories (see O'Connor 1993, 1995a; Clarke 1995, Ek

strom 1999 ) ,  the latter two being TI theories. But it is interesting to note that 

current agent-causal or AC theories can also be divided into two categories, de

pending on whether they interpret the relation of reasons to actions noncausally 

or causally. Some AC theorists maintain that reasons for acting play an essential 

(probabilistic) causal role in agent-causation (for example, Clarke 1993, 1996a) ,  

while other agent-cause theorists question this ( see, e.g. ,  O'Connor 1995a, 2000) .  

S o  there are really at least four types o f  libertarian theory in the contemporary 

literature: AC theories of noncausalist and causalist kinds and TI theories of non

causalist (simple indeterminist) and causalist (causal indeterminist) kinds. All 

four types are discussed in the four essays of this volume on current libertarian 

views. Indeed, the authors of the four essays represent each of the theories: 

O'Connor and Clarke are AC theorists of the noncausalist and causalist kinds, re

spectively; while Ginet and Kane are TI theorists of the noncausalist and causalist 

kinds, respectively. 

O 'Connor's essay provides an overview of recent agent-causal (or AC) theo

ries, explaining what motivates them through a discussion of mechanism, teleol

ogy and agency. He considers different accounts of the agent-causal relation by, 

among others, libertarians such as C. A. Campbell (1967) ,  Roderick Chisholm 

(1966, 1976a) , Richard Taylor (1967) , John Thorp (1980) ,  Michael Zimmerman 

(1984) , Richard Swinburne (1986) ,26 Godfrey Vesey ( in Flew and Vesey 1987) ,  Alan 

Donagan (1987) ,  William Rowe (1991) ,27 Randolph Clarke, (1993, 1996a) and 

O'Connor himself (1995a, 2000) .  O'Connor also poses the question whether agent

causal theories require a substance dualism of mind and body-as many philos

ophers have suspected they must, since they posit a sui generis causal relation 

between an agent and action that is irreducible to ordinary modes of causation. 
O'Connor argues that AC theories do not necessarily require substance dualism 

but may require some sort of strong emergence of mind from matter. He also 

discusses some contemporary dualist accounts of free agency in the light of this 

question (for example, those of John Eccles and Karl Popper 1977 and Richard 

Swinburne 1986, among others 28 ) .  

Clarke's essay critically examines T I  theories o f  both the simple indeterminist 

and causal indeterminist kinds. (He prefers to call the former "noncausal" theories 
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and the latter "event-causal" theories-two alternative designations that are also 

common in contemporary discussions . )  With regard to simple indeterminist or 

noncausal TI theories, Clarke critically examines two representative views, those 

of Carl Ginet (1990 )  and Hugh McCann (1998) (while also citing other views of 

this sort, for example, of Storrs McCall 1994 and Stewart Goetz 1997) . Clarke 

poses questions about how well these theories account for the relation of reasons 

to action and how well they are able to account for the causal role of agents in 

the control of free actions. His discussion of the second kind of TI theory, causal 

indeterminist or event-causal theories, is more complicated in that there are two 

distinct forms such theories have taken. The general possibility of causal indeter

minist libertarian theories (as alternatives to both agent -causation and simple 

indeterminism) was first suggested, though not worked out, by David Wiggins 

(1973) ,  Daniel Dennett ( 1978) ,  Richard Sorabji (1980) ,  and Robert Nozick (1981) . 

Attempts to develop such theories in more detail have taken two forms in the 

1980S and 1990S. 

In one form, the causal indeterminism is placed earlier in the deliberative 

process, in the coming to mind of considerations for choice or in the formation 

of preferences. It is these processes that are said to be undetermined. Dennett 

(1978) and Kane ( 1985)  first suggested views of this sort (which have been called 

"Valerian" libertarianisms29) ,  but neither unqualifiedly endorsed them.3D ( Indeed, 

Dennett, a compatibilist, suggested such a view only to criticize it. ) Clarke criti

cally examines two more recent versions of this kind of causal indeterminist view, 

those of Alfred Mele (1995) and Laura Ekstrom (2000 ) . 3 1  For causal indeterminist 

theories of the second kind, the indeterminism is not only placed earlier in the 

deliberative process, but also later, in choices themselves and in efforts of will 

preceding choice and action. Clarke also critically examines the most developed 

version of this second form of causal indeterminist theory, the view of Robert 

Kane (1985, 1996a ) .  With regard to both versions of causal indeterminism, Clarke 

(as he did with simple indeterminist theories) considers questions about how well 

they are able to account for the rationality and control agents are supposed to 

exercise over their free actions. He concludes his essay with an assessment of the 

evidence for the indeterminism in nature which these and other libertarian the

ories would require. 

Ginet's essay focuses on the issue that distinguishes causalist from noncausalist 

forms of both AC or TI theories-that is, the issue of how explanations of actions 

in terms of reasons or motives (beliefs, desires, intentions, and other motivating 

psychological attitudes) are related to causal explanations of behavior. This has 

been a central issue in the philosophy of action generally for the past forty years; 

and Ginet has been a major contributor to the debates about it. Causalists hold 

that reasons explanations are a form of causal explanation and require that there 

be a causal connection between the agent's reasons or motives and the actions 
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they explain. Noncausalists deny that reasons explanation are a form of causal 

explanation and deny that such explanations require a causal connection between 

reasons and the actions they explain. 

Ginet is a noncausalist and he defends a noncausalist account of reasons 

explanation in his essay, as he has in other writings (for example, Ginet 1990 ) .  

H e  notes that the issue has a n  obvious bearing o n  the free will problem, for if 

reasons can explain actions noncausally, then actions could be explained without 

the supposition that they are either caused or determined. But noncausalist ac

counts of reasons explanations have been controversial and have been criticized 

by compatibilists and many incompatibilists as well, ever since the publication of 

Donald Davidson's seminal article on the subject, "Actions, Reasons and Causes," 

in 1963. Ginet surveys these debates since Davidson's essay and undertakes a de

fense of noncausalism against its critics. In the process, he also criticizes Clarke's 

(and O'Connor's) agent-causal views, which Ginet, as a TI theorist and simple 

indeterminist, also rejects. 

Kane agrees with Ginet that a special kind of agent- or nonevent causation is 

not needed to account for libertarian free will. As a TI theorist, he too rejects sui 

generis forms of causation, such as AC theories postulate. But, as a causal inde

terminist, Kane disagrees with Ginet on the causalist issue: he does not think 

libertarians should deny that reasons explanation are a kind of causal explanation; 

nor need they deny that there are causal relations between reasons and actions in 

order to give an adequate account of incompatibilist free will. What matters is 

that the relevant causal relations involving reasons not always be deterministic 

(they may sometimes be nondeterministic or probabilistic) .  In short, "undeter

mined" need not mean "uncaused; and reasons, like other causes, may "incline 

without necessitating." If "undetermined" did mean "uncaused," one could see 

why libertarians might be tempted to posit (as AC theorists do) some extra kind 

of causation or agency to account for how free actions can be caused or produced, 

given that they are undetermined by events. Libertarian freedom, Kane contends, 

must be indeterminist, but it need not be "contra-causal."32 

But it is one thing to make such claims, and another to give an adequate 

account of libertarian free agency without appealing either to some special kind 

of agent-or nonevent causation or to the claim that reasons explanation are not 

causal. Kane undertakes this task in his essay and attempts to show how a TI 
account of free will of such a kind might be reconciled with modern conceptions 

of human beings in the natural and human sciences. His essay also addresses the 

Compatibility Question in addition to the Intelligibility Question, suggesting a 

novel route to incompatibilism that avoids direct appeals to alternative possibilities 

(AP) and the Consequence Argument, relying instead on a notion of "ultimate 

responsibility" (UR) . 
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8 .  HARD DETERMINISM, SUCCESS OR VIEWS, 

AND OTHER NONSTAND ARD THEORIES 

Not all of those who believe that free will is incompatible with determinism affirm 

the existence of free will (as libertarians do) .  Some incompatibilists also believe 

that determinism is true and so are committed to denying the existence of free 

will. Those who take such a stand are commonly referred to as hard determinists. 

The designation originated with the American philosopher and psychologist Wil

liam James (1907) ,  who distinguished "soft" from "hard" determinists. Both 

groups believe that all human behavior is determined. But soft determinists are 

compatibilists who insist that determinism does not undermine any free will or 

responsibility worth having, while hard determinists are incompatibilists who take 

a harder line: since determinism is true, free will does not exist in a sense required 

for genuine responsibility, accountability, blameworthiness, or desert. 

Few thinkers have been willing to embrace such a hard determinist position 

unqualifiedly, since it would require wholesale changes in the way we think about 

human relations and attitudes, how we treat criminals and criminal behavior, and 

so on. This has not prevented hard determinism from being unequivocably en

dorsed by some ( for example, Baron d'Holbach in the eighteenth century and 

Clarence Darrow and Paul Edwards 1958 in the twentieth) ,  but unequivocal en

dorsement has been rare. The principle at work seems to have been that of the 

Victorian lady who exclaimed when she first heard of Darwin's theory. "Descended 

from the apes," she said: "let's hope it isn't true. But if it is, let's hope it does not 

become generally known." 

Nonetheless, a core or kernel of the traditional hard determinist position has 

persisted into the twentieth century and continues to play a significant role in 

contemporary free will debates. This kernel persists in what might be called Suc

cessor Views to classical hard determinism. These Successor Views cannot strictly 

speaking be called hard determinist in the classical sense; and those who hold 

them would disown that title. But these views do contain a kernel of the classical 

hard determinist position that-detached from its traditional moorings-presents 

a powerful challenge to both compatibilist and libertarian views of free will. This 

kernel is defended in one form or another by four contributors to this volume, 
Galen Strawson, Ted Honderich, Derk Pereboom, and Saul Smilansky. None of 

them would accept the label of hard determinist with its classical connotations33; 

and their views differ from each other. But each accepts an important kernel of 

traditional hard determinism; and each accordingly presents a challenging alter

native to both contemporary compatibilist and libertarian views. 

The kernel may be identified as follows. Classical hard determinism consists 

of three theses: (1 ) free will ( in the strong sense required for ultimate responsibility 
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and desert) is not compatible with determinism; (2)  there is no free will in this 

strong sense because (3)  all events are determined by natural causes ( that is, 

determinism is true ) .  What I am calling Successor Views to classical hard deter

minism accept ( 1 )  and (2) ,  but remain noncommittal about (3)-whether uni

versal determinism is true. Aware of developments in twentieth-century physics, 

advocates of Successor Views are less confident than classical hard determinists 

about the truth of universal determinism; and they prefer to leave that question 

to the scientists. They remain convinced, however, that (1) free will-in what 

Galen Strawson (1986) calls the "true-responsibility entailing" sense-is incom

patible with determinism, and that (2) there is, no such incompatibilist or liber

tarian free will. 

This is the kernel-theses (1 )  and (2) . Though this kernel is clearly not hard 

"determinism" in the classical sense, because it does not unqualifiedly affirm uni

versal determinism (3) ,  it still represents a pretty "hard" view since it rejects free 

will in the "true-responsibility entailing" sense. According to it, persons cannot 

be responsible or deserving for what they do in the ultimate sense assumed by 

believers in traditional free will. But what is especially interesting about this kernel 

is that it puts advocates of Successor Views who hold it at odds with both con

temporary libertarian and compatibilist views. For, anyone holding the kernel 

holds (against compatibilism) that free will in the true-responsibility entailing 

sense is not compatible with determinism-thesis ( I )-and (against libertarian

ism) that incompatibilist or libertarian free will does not exist-thesis ( 2 ) .  

But why do advocates of  Successor Views think libertarian free will does not 

exist, if they remain noncommittal about the truth of universal determinism? One 

answer lies in the dilemma of free will mentioned earlier: if free will is not com

patible with determinism, it does not seem to be compatible with indeterminism 

either. In response to this dilemma, compatibilists try to refute the first horn (by 

arguing that free will can be reconciled with determinism) while libertarians try 

to refute the second horn (arguing that free will can be reconciled with indeter

minism) .  Many Successor Views (Pereboom's is an exception) reject both recon

ciliation projects and accept both horns of the dilemma. Thus, for these Successor 

Views, another thesis tends to play the role played by the thesis of universal 

determinism (3) in classical hard determinism, namely (3 ' ) :  free will is not com

patible with determinism and it is not compatible with indeterminism either. The 
first part of (3 ' )  is just (1) and the second half implies (2 ) ;  so the kernel is reached 

in a different way without assuming the truth of determinism. 

But this is not quite the whole story about Successor Views either. While they 
remain noncommittal about whether determinism holds universally in nature, 

most advocates of Successor Views do in fact believe that human behavior is 

regular and determined for the most part and that if indeterminism did exist in 

the microphysical world, its macroscopic effects on human behavior would be 
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negligible and of no significance for free will. If the effects of indeterminism on 

the human brain and behavior are insignificant, as most advocates of Successor 

Views believe, then the traditional problems posed by determinism for free will 

remain unchanged, whatever one's view about the microphysical world. More 

important, most advocates of Successor Views insist that if indeterminism at the 

micro-level did sometimes have macroscopic effects on human behavior, it would 

be of "no help" to believers in free will, since such indeterminism would not 

enhance, but would only diminish, freedom and responsibility. 

As noted, theses ( 1 )  and (2) put advocates of Successor Views at odds with 

both libertarians and compatibilists . We should not be surprised, therefore, to find 

the four contributors to this volume who defend Successor Views-Strawson, 

Honderich, Pereboom, and Smilansky-arguing against both existing libertarian 

and compatibilist solutions to the free will problem. In his essay, for example, 

Galen Strawson defends his influential argument that libertarian free will is an 

impossibility, whether determinism is true or not (Strawson 1986, 1994a, 2000) .  

Strawson argues that either libertarian free will requires a n  impossible infinite 

series of backtracking free choices by which we formed ourselves or it terminates 

in mere chance events over which we have no control. Strawson has also been a 

critic of positive accounts of libertarian free agency, like those considered in the 

previous section. And he has criticized compatibilist views as well ( including the 

"reactive attitude" view of his father, P. F. Strawson) for failing to give us all that 

we want in the way of true responsibility-entailing freedom (1986: ch. 5 ) .  

I n  the process o f  revisiting arguments against incompatibilist or  libertarian 

accounts of freedom in this volume, Strawson focuses attention on a different line 

of argument for incompatibilism from those we have so far considered. Recall the 

two features of traditional free will that seem to imply its incompatibility with 

determinism: (a)  it must be "up to us" what we choose from an array of alternative 

possibilities and (b)  the origin or source of our choices and actions must be "in 

us" and not in anyone or anything else over which we have no control. As noted, 

most arguments for incompatibilism (of which the Consequence Argument is the 

prime example) have proceeded from feature (a) . But another noteworthy feature 

of recent free will debates, especially of the past two decades, is that more attention 

has been directed toward the comparatively neglected condition (b) ,  the idea that 

agents must be the "ultimate sources" of their own wills and actions in a sense 

that entails that they, and they alone, are ultimately responsible for being the 

kinds of persons they are.34 In his essay, Strawson subjects this so-called "ultimacy" 

or "ultimate responsibility" condition to searching examination. Compatibilists 

are criticized for failing to recognize the importance of ultimacy for free will, 

while libertarians are criticized for thinking it is a realizable condition. ( It  is 
instructive in this regard to read Strawson's essay in conjunction with the preced

ing essay in this volume by Kane. Both philosophers argue that notions of ultimate 
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responsibility and desert are crucial for free will, but they differ about whether 

the freedom required for ultimate responsibility and desert is intelligible and can 

be realized in the actual world.35) 

Ted Honderich also argues for theses (1 )  and (2)  of the kernel of classical hard 

determinism, as he has done in other influential writings (1988, 1993 ) .  Honderich 

thinks that the traditional notion of free will requires a power of ultimate "origi

nation" of choices or actions that is incompatible with determinism ( thesis [ 1] ) . 36 

But he also argues that no such power of ultimate origination is possible or could 

exist in the real world (thesis [2 ] ) .  Of all the Successor Views canvased in this vol

ume, Honderich's comes closest to affirming the whole package of classical hard 

determinism, but even he does not quite affirm it all. The first clause of the title of 

his essay, "Determinism as true," suggests that he does, but it requires interpreta

tion. The determinism Honderich affirms is a qualified "macro-determinism" of 

human behavior that, he says, is consistent with micro- indeterminism of the kind 

that standard quantum theories postulate. Honderich's sympathies do clearly lie on 

the side of universal determinism, since he also questions whether quantum phys

ics should be interpreted indeterministically and whether it will turn out to be the 

last word about the physical world. But he does not take a final stand on these is

sues or on the truth of universal determinism, as classical hard determinists do. 

Honderich's main concern in the latter part of his essay (which he calls "the real 

problem" of free will) is how humans should react to the realization that their be

havior is mostly determined and libertarian free will impossible. Some important 

"life-hopes" must be abandoned, he believes, if determinism is true, but many 

other life-hopes that matter to us can be retained.37 

Derk Pereboom also defends both theses of the kernel of classical hard de

terminism-that (1) genuine free will is incompatible with determinism and (2)  

libertarian free will does not exist, offering his own arguments for each thesis. 

Pereboom calls the resulting position-which amounts to a rejection of both 

compatibilism and libertarianism-"hard incompatibilism" (see Pereboom 200l) .  

J:Ie candidly admits that accepting such a position involves "relinquishing our 

ordinary view of ourselves as blameworthy for immoral actions and praiseworthy 

for actions that are morally exemplary."38 The question that chiefly concerns Per

eboom in his essay is whether affirming such a view would have the dire conse

quences many people fear for a host of everyday concerns that matter to us-for 
example, for moral reform and education, for crime prevention, interpersonal 

relations, our reactive attitudes of indignation, guilt, gratitude, love and repen

tance, the ways we treat others, including children, and generally, for our form of 

life. Pereboom discusses each of these topics, arguing that the consequences of 
hard incompatibilism would not be as destructive as many people believe and 

would be compensated by benefits in the form of more humane treatment of 

others. 
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Saul Smilansky is another philosopher who holds the kernel of hard deter

minism without being a hard determinist in the traditional sense. But Smilansky's 

view is unusual among contemporary views of free will, including the other Suc

cessor Views we have been discussing. His view is defined by two radical theses, 

both of which he defends in his essay for this volume and in a recent work 

(Smilansky 2000) .  The first thesis, Fundamental Dualism, states that we can and 

should be both incompatibilists and compatibilists about freedom and responsi

bility. There is no reason, Smilansky argues, why it should not be the case that 

certain forms of moral responsibility, desert, and blame require libertarian free 

will, while other forms can be sustained without it. Thus, if libertarian free will 

is impossible (as he believes) ,  there is no reason why we have to choose between 

hard determinism or compatibilism. We can hold a mixed view that embraces 

what is true in both hard determinism and compatibilism, while denying that 

either has the whole truth. 

Smilansky's second thesis, Illusionism, is even more radical. In contrast to 

both Honderich and Pereboom, Smilansky thinks the consequences for humanity 

of widespread belief that we lack libertarian free will would be dire and destructive. 

Illusion on free will is therefore morally necessary, he argues ( this is the thesis of 

Illusionism) . It is not that Smilansky thinks we need to induce illusory beliefs in 

people-in Brave New World fashion-but rather that such beliefs are already 

"in place" (for example, most people either don't question whether they have 

libertarian free will or, if they are compatibilists, assume they have all the freedom 

and responsibility they need) ;  and these illusory beliefs play a largely positive social 

and moral role, he thinks. Recognizing that this thesis of Illusionism is likely to 

meet with considerable resistance (to put it mildly) , Smilansky offers a series of 

arguments in the latter part of his essay to show the necessity of illusion by 

explaining the difficulties that would prevail without it. In this connection, he 

considers issues concerning guilt and innocence, value and worth, remorse and 

integrity, and related issues. 

Richard Double defends yet another nonstandard view on free will which falls 

entirely outside the category of Successor Views we have been considering. Double 

calls his view free will subjectivism. The goal of his essay is to show how such a 

view and the free will problem in general are related to metaethical questions 

about the objectivity and subjectivity of value. In the process, he also considers 

how free will debates are influenced by differences in metaphilosophy-by differing 

views about the nature of philosophy (see Double, 1991, 1996a) . Double thinks 

that people generally designate by "free will" the amount and kind of freedom 

that is required for moral responsibility. But ascriptions of moral responsibility, 

he also believes, do not attribute objective properties to persons; rather they ex

press our subjective moral and evaluative attitudes toward people and their be

havior. Consequently, ascribing free will to persons is also not a matter of ascrib-
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ing some objective property they may or may not possess, but o f  expressing 

subjective attitudes toward them and signaling how they will be treated-for ex

ample, through reactive attitudes, verbal recrimination, praise and blame, retrib

utive punishment or reward, and so on. 

Double relates this free will subjectivism to metaethical views about value in 

the first part of his essay and argues that such a view best explains the persistent 

and seemingly irresolvable disagreements that have characterized debates about 

free will. In the second part of his essay, he compares and contrasts his view with 

those of other prominent contributors to contemporary free will debates, includ

ing several contributors to this volume: B. F .  Skinner (1948, 1971 ) ,  Daniel Dennett 

(1984) , Bruce Waller (1990) ,  Galen Strawson (1986) ,  P. F. Strawson (1962) ,  Thomas 

Nagel (1986) ,  Ted Honderich (1993) ,  and Peter Unger (1984) . 

Finally, Alfred Mele defends another nonstandard position on free will that 

does not fit into any of these categories. In his essay for this volume, Mele arrives 

at this position by a discussion of three topics that have been intertwined with 

contemporary debates about free will: autonomy, self-control, and weakness of will. 

Mele follows Aristotle in taking self-control (enkrateia) and weakness of will (ak

rasia) to be contraries-weakness of will being a deficiency of self-control. His 

essay begins with a survey of recent debates about the nature of self-control and 

weakness of will-debates to which Mele himself has been a significant contrib

utor (Mele 1987, 1995 ) .39 This survey leads him to an account of what he takes to 

be an "ideally self-controlled agent." 

Mele then poses the question whether an ideally self-controlled agent so 

conceived would necessarily also be autonomous ( that is, self-governing or self

legislating) in a manner that many contemporary philosophers would associate 

with free will. He discusses this question in the context of the growing corpus 

of recent philosophical writing on the topic of autonomy ( including works by 

Feinberg 1986; Dworkin 1988; Benn 1988; Lehrer 1997; Haworth 1986; Lindley 

1986; Christman 1991; Berofsky 1995; among others) .  Mele argues that auton

omy-and hence also free will-requires more than self-control, including ideal 

self-control, and he considers the additional conditions required, showing how 

contemporary discussions of autonomy are interwined with debates about free 

will (compare Mele 1995) .  Do these further conditions for genuine autonomy 

require that we choose between compatibilist and incompatibilist accounts of 
autonomy (and hence free will) ?  Mele thinks not, because one can give a "ro

bust, satisfiable" set of adequate conditions for both compatibilist autonomy 

and incompatibilist autonomy. One can thus remain agnostic on the Compati

bility Question regarding autonomy and free will without giving up the belief 

that there are autonomous human beings. He calls this view "agnostic auto-
. " nom1sm. 
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9 .  NEUROSCIENCE AND F REE WILL 

Contemporary debates about determinism in human behavior have by no means 

been confined to the implications of modern physics. As noted in section 2, while 

determinism was in retreat in the physical sciences during the twentieth century, 

developments in sciences other than physics-in biology, neuroscience, psychol

ogy, psychiatry, social and behavior sciences-have convinced many persons that 

more of their behavior is determined by causes unknown to them and beyond 

their control than previously believed. Of particular significance among these sci

entific developments is the growing knowledge of genetics and physiology, of bi

ochemical influences on the brain, including the susceptibility of human moods 

and behavior to drugs and biochemical sources of psychiatric disorders. All this, 

coupled with advances in understanding human cognition and neural networks, 

has led to a growing interest during the past two decades in the implications of 

the cognitive sciences and neurosciences for traditional issues about free will. This 

interest is reflected in two essays of this volume, by Benjamin Libet and Henrik 

Walter. 

Benjamin Libet, professor of psychology at the University of California, San 

Francisco, has been a pioneer in the neurophysiological study of volition and willed 

action. In 1958 he began a series of groundbreaking experimental studies in human 

subjects ( in collaboration with neurosurgeon Bertram Feinstein) relating brain 

activities to the appearance or production of conscious experience and willed 

action that have been much discussed by philosophers as well as scientists. In his 

essay for this volume, Libet discusses the implications of these experiments for 

traditional debates about free will, with special reference to the role that con

sciousness plays in free voluntary action. 

Libet and his collaborators found that voluntary acts are preceded by a specific 

electrical charge in the brain (the "readiness potential")  which begins several hun

dred milliseconds before the human subjects become consciously aware of their 

intention to act. This suggests that the volitional process is initiated unconsciously. 

While some philosophers and scientists have been tempted to conclude from 

Libet's findings that willed actions are determined by unconscious forces and 

hence that our awareness of conscious control is illusory, Libet himself has a more 

nuanced view of the results, which he presents in this essay. He believes there is 

still a role for consciousness in controlling the outcome of willed actions, since 

consciousness can veto the act once underway. Thus, free will is not necessarily 

excluded, though novel neuroscientific findings place constraints on how free will 

could operate and how we are to make sense of it in terms of current research 

on the brain. 

Henrik Walter is a neuropsychiatrist and philosopher who has also written 
perceptively about the implications for neuroscientific research for issues about 
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free will. His contribution to this volume consists o f  excerpts from his Neuro

philosophie des Willensfreiheit, published in Germany in 1996 and in English as 

Neurophilosophy of Free Will in 2001. In the excerpts, Walter discusses the role of 

the frontal cortex (and particularly the prefrontal association cortex) of the brain 

in the planning of actions, the selection from various options, and the organizing 

of behavior over time. He discusses neurological evidence for and against the claim 

that this region of the brain is the seat of the "will" in human beings, which some 

scientists have suggested (for example, Crick 1994) . Walter's view is that the func

tions of willing (deliberation, planning, and the like) are distributed throughout 

the brain, though the prefrontal areas play a pivotal role since they provide a link 

between the cortical regions involved in higher cognitive functioning and other 

parts of the brain that are the sources of emotions, feelings, and motor reactions. 

Walter also discusses fascinating neurological evidence suggesting that inter

ruption of circuits involving the frontal cortex and related parts of the brain due 

to lesions or other deficiencies gives rise to disturbances in the feeling of agency. 

These include, among other examples, "alien hand syndrome" (where the patient's 

hand seems to have a "will of its own") ,  obsessive-compulsive disorders, and the 

"self-disorder" of schizophrenics, where patients feel that certain experiences and 

mental actions no longer belong to themselves or are produced outside of them

selves. In the book from which these excerpts are taken, Walter defends a com

patibilist view of free will. He sides with those who believe that libertarian free 

will cannot be made intelligible. But he thinks that justice can be done to many 

libertarian intuitions, if we take a neurophilosophical approach to the notions of 

autonomy and free will. 

For further references to research in the neurosciences relevant to current 

debates about free will, readers should consult the bibliographical references in 

the essays of Libet and Walter as well as two noteworthy recent anthologies, The 

Volitional Brain: Towards a Neuroscience of Free Will (1999) ,  edited by Libet, An

thony Freeman, and Keith Sutherland, and Neurobiology of Decision Making (1956 ) ,  
edited by A.  Damasio, H .  Damasio, and Y. Cristen. 

1 0 .  THEOLOGICAL DETERMINIS M  

AND F AT ALISM 

While determinist threats to free will from the natural and human sciences have 

taken center stage in modern free will debates, the scientific challenges have not 

been the only ones of importance to current debates. Other historically important 
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determinist threats to free will of continuing interest are dealt with in two further 

essays of this volume-theological determinism (in Linda Zagzebski's "Recent 

Work on Divine Foreknowledge and Free Will" )  and fatalism, or logical determin

ism (in Mark Bernstein's "Fatalism") .  

The theological implications o f  the free will problem have been a central 

preoccupation of many religious traditions, Jewish, Christian, and Muslim, among 

others, as well as a central preoccupation of Western intellectual history in general, 

especially since St. Augustine's seminal work, On the Free Choice of the Will. In 

his classic poem Paradise Lost, John Milton describes the angels debating about 

predestination and free will-wondering how they could have freely chosen to 

serve or reject God, given that God had made them what they were and had 

complete foreknowledge of what they would do. Milton tells us that the angels 

debating this issue were in "Endless Mazes lost, " not a comforting thought for us 

mortals.40 

Many theologians through the centuries have believed that God's power, om

niscience, and providence would be unacceptably compromised if one did not 

affirm that all events in the universe, including human choices and actions, were 

foreordained and foreknown by God. But many other theologians argued, with 

equal force, that if God did in fact foreordain or foreknow all human choices and 

actions, then no one could have chosen or acted differently, making it hard to see 

how humans could have ultimate control over their actions in a manner that 

would justify divine rewards or punishments. In such a case, the ultimate re

sponsibility for good or bad deeds, and hence responsibility for evil, would devolve 

to God-an unacceptable consequence for traditional theists. 

In the past thirty years, there has been renewed interest among philosophers 

and theologians in these issues of theological determinism or theological fatalism; 

and contemporary debates about them have surpassed even medieval discussions 

in labyrinthine complexity. Most of the recent literature on this topic has focused 

on the relation of divine foreknowledge and divine providence to human freedom 

and the implications of these topics to such things as divine omniscience and 

power, prophecy, petitionary prayer, the relation of time and eternity, and nu

merous other religious concerns. Linda Zagzebski's essay is a comprehensive and 

illuminating guide to the contemporary literature on theological determinism by 

a philosopher who has herself contributed significantly to current discussions of 

the religious implications of free will issues. 

Mark Bernstein's essay deals with yet another historically important source of 
determinist thinking. The earliest of determinist or necessitarian doctrines that 

posed a threat to free will involved fate, conceived either as an impersonal cosmic 

force, or in the words of the ancient philosopher Empedocles, "an oracle of Ne

cessity, an ancient decree of the gods, eternal, sealed fast with oaths."4 1  Ancient 

concerns about fatalism were taken one step farther early in the development of 

Western philosophy when ancient Greek thinkers of the Megarian and (later) the 
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Stoic schools conceived the idea that laws o f  logic alone might imply that human 

wills are fated and not free. If every proposition must be true or false ( as the 

logical law of bivalence requires) ,  and if this is the case for propositions about the 

future as well, then it seems that every future event would be fated either to occur 

or not to occur. If the proposition "a sea fight will occur tomorrow" were true 

today (to use an example made famous by Aristotle) ,  then a sea fight could not 

but occur tomorrow. If the proposition were false, then a sea fight could not 

occur. Either way, the outcome would be necessitated by the past, together with 

the requirement that every proposition be true or false. This esoteric doctrine of 

logical fatalism or logical determinism has exercised thinkers for centuries and 

continues to be discussed in contemporary philosophy. Recent discussions of it 

are the subject of Mark Bernstein's essay. 

11. PLAN OF THE VOLUME 

This is a sourcebook. Each essay can be read on its own and the references within 

each essay direct the reader to further writings in that topic area. While the essays 

can be read in any order, some naturally go together and are grouped into sec

tions, guided by the three central questions discussed in this introduction. 

The Determinist Question. The first four essays consider various determinist 

threats to free will and the contemporary debates they have generated, from the

ological and fatalist doctrines that posed the earliest threats (part I: essays of 

Zagzebski and Bernstein) to considerations of determinism and indeterminism in 

the modern physical sciences (part II: essays by Hodgson and Bishop) .  

The Compatibility Question. The Modal o r  Consequence Argument for incom

patibilism, the most widely discussed recent argument for the incompatibility of 

free will and determinism, is discussed in part III (essays by Kapitan and van 

Inwagen) .  Part IV considers compatibilist responses to the Consequence Argu

ment and surveys a variety of contemporary compatibilist perspectives on freedom 
and responsibility (essays by Berofsky, Haji, Russell and Taylor and Dennett ) .  Part 

V considers issues about moral responsibility and alternative possibilities posed 

by so called "Frankfurt-style examples" and discusses doctrines of "semi

compatibilism" (essays by Fischer, Ekstrom, and Widerker) .  

The Intelligibility Question. The essays o f  Part V I  consider various incompa

tibilist or libertarian perspectives on free will and agency and address the question 

of whether traditional doctrines of free will that require indeterminism can be 

made intelligible. They also consider issues about the nature and explanation of 
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action, the relation of reasons to causes, control, rationality, and metaphysical 

issues about mind and body, agency and personhood (essays by O'Connor, Clarke, 

Ginet and Kane) . 

Part VII considers recent nonstandard views on free will, including Successor 

Views to hard determinism. The essays of this part also discuss a variety of further 

topics related to free will, including metaethical issues about the objectivity and 

subjectivity of value, morality and ultimate desert, criminal punishment, auton

omy, self-control and weakness of will, illusion, and metaphilosophy (essays by 

Strawson, Honderich, Pereboom, Smilansky, Double, and Mele) .  

Finally, Part VIII takes a look at all three questions-determinism, compati

bility, and intelligibility-from the perspective of the neurosciences, which have 

begun to influence debates about free will in the past decade and are likely to 

have further influence in the immediate future (essays by Libet and Walter) . 

N O TE S  

1 .  Matson 1987, vol. 1 :  158. 
2. I contemplated including essays on the history of free will debates in non

Western as well as in Western cultures but found this task excessive for one volume. 

Another volume with a historical or comparative focus would be a valuable project in 

its own right, but it also goes beyond the scope of this work. Some recent works on 

historical figures in the Western tradition do have relevance to contemporary debates 

about free will, and many are cited in various essays of this volume. Some prominent 

examples (by no means a complete list) include, on Aristotle, Hardie (1968) ,  Kenny 
(1969b) ,  Sorabji (1980) ,  Irwin (1980), (1988) , Fine (1981) , Broadie (1991) , Meyer (1993) ;  
o n  other ancient thinkers, Mi. White (1985) ; o n  Augustine, Babcock (1988 ) ,  MacDonald 

(1999) , Hunt (1996a, 1999) ; on Thomas Aquinas, Stump (1990) , Kenny (1993) ,  Loughran 

(1994) , Gallagher (1994) , Pink (1997) , MacDonald (1998): on medieval thinkers in the 

period from Aquinas to Scotus, Kent, (1995) ; on Ockham, M. Adams (1987) ; on Molina 

and Molinism, Freddoso (1983, 1988): on Locke, Yaffe (forthcoming) ; on Leibniz, R. Ad

ams (1982, 1994) , Blumenfeld (1988a) , Sleigh (1990, 1994) , Paull (1992) , Murray (1995) ; 

on Thomas Reid, Rowe (1991) ,  O'Connor (1994) ; on Hume, Russell (1995) ; and on Kant, 

Wood (1984) ; Allison (1990) .  

3 .  Introductions t o  the problem o f  free will which appeared i n  the past twenty 

years include C. Williams (1980) ,  Trusted (1984) , Flew and Vesey (1987) , Thornton 
(1990) , Honderich (1993) ,  Felt (1994) , Dilman (1999) ,  Ekstrom (2000) . Anthologies of 

readings on free will in the same twenty-year period include Watson (1982) , Fischer 

(1986) , Fischer and Ravizza (1993) ,  O'Connor (1995) , Mongkin and Kellner (1998) , Ek

strom (2001a) , Kane (2001) , and for theological issues about free will and divine fore
knowledge, Fischer (1989) . 

4. There is an enormous literature on the "philosophy of action" (or "theory of 
action") in the period covered by this volume, much of it relevant to issues about free 



38 INTRODUCT I ON 

will and frequently cited in this volume. Influential book-length treatments and antholo

gies include Goldman (1970) ,  von Wright (1971), Castaneda (1975) ,  Brand and Walton 

(1976) ,  Tuomela (1977) ,  Aune (1977), Thomson (1977), Thalberg (1977), Davis (1979 ) ,  

Peacocke (1979), Davidson (1980), Hornsby (1980),  O'Shaughnessy (1980) ,  Brand (1984), 

Bratman (1987), Donegan (1987), Frankfurt (1988),  Dretske (1988) ,  J. Bishop (1989) ,  Vel

leman (1989),  Wilson (1989),  Ginet (1990), Lennon (1990) ,  Schick (1991), Mele (1992),  

(1997b), Audi (1993) ,  Bennett (1995), McCann (1998).  

5. To be sure, this personal or practical standpoint involves other presuppositions 

as well, for example, that we as persons are enduring objects with a continuing identity 

in time. If one reduces persons to successions of causally related physical and mental 

events-denying they are enduring substances-as does Derek Parfit (1984) or much of 

the Buddhist tradition, then it may be argued that free agency and free will go by the 

board as well, in the normal way we understand them from a practical standpoint. (See 

Timothy O'Connor's essay in this volume for a discussion of some of these issues. ) In 

an insightful article, Mark Siderits (1987) argues that the Buddhist reductionist concep

tion of persons yields a novel compatibilist position on free will. 

6. Woody (1998)  provides an in-depth study of the historical and personal sources 

of free will issues. 

7. For further discussion of definitions of determinism, see the essay by Robert C. 

Bishop in this volume. The sense of determinism I have in mind here that is relevant to 

free will is what Jordan Howard Sobel (1998) calls determinism by "ancient causes." So

bel identifies ninety varieties of determinism, but he indicates that the ones that pose 

problems for free will are those that imply that all events have ancient causes (i.e., they 

are events that, for any past time, have sufficient antecedent causes earlier than that 

time). Other influential works on determinism of the past thirty years include Berofsky 

(1971), Montague (1974), Earman (1986), and Honderich (1988) .  

8. Those persons, like Dennett, who believe that freedom in every sense worth 

having is compatible with determinism, usually note that notions of freedom in ordi

nary language, such as freedom from coercion, from addiction, physical restraint, or po

litical oppression are all consistent with determinism. An interesting variation of this 

compatibilist strategy is exhaustively pursued by Christine Swanton (1992), who lists 

scores of ordinary statements in which we talk about agents' being free and tries to de

vise a "coherence theory" of freedom, as she calls it, satisfying all of them. 

9. E.g., those of Hodgson, Bishop, Kapitan, Russell, Taylor and Dennett, Honderich, 

Pereboom, Strawson, Smilansky, Libet, and Walter. 

lO. Honderich (1988, 1993). 

11. I have been speaking here of various kinds of scientific or causal forms of deter

minism (by antecedent causes and laws of nature) ,  which have been the focus of most 
of the attention in modern debates about free will. There continue to be worries about 
other sources of determinism of theological and logical, rather than causal, varieties in 

contemporary philosophy. These are discussed in a later section of this introduction and 

in essays in this volume by Linda Zagzebski (on theological determinism) and Mark 

Bernstein (on logical fatalism), chs. 2 and 3, respectively. 

12. While the vast majority of contemporary arguments for incompatibilism have 
taken this route, there are exceptions. A few contemporary philosophers have chosen to 
argue for incompatibilism by way of condition (b)-the requirement of ultimate origins 

or sources-rather than from condition (a) for alternative possibilities. For discussion of 
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this alternative approach to incompatibilism, see section 8 of this introduction and es

says by Strawson, Kane, and Russell, chs. 19, 18, and 10, respectively. In addition, there 

has been a tradition of arguing that a notion of indeterminacy is logically built into the 

notion of a free choice (see Mackay 1967; Popper 1972), or that Godel's incompleteness 

theorem has implications concerning the compatibility of human reasoning and deter

minism (Lucas 1970; Penrose 1989) .  Finally, an unusual self-referential argument for in

compatibilism is presented in Boyle, Grisez, and Tollefson (1976 ). 

13. Pike's theological form of the argument is discussed in Linda Zagzebski's essay 

(ch. 2) in this volume which discusses the theological aspects of the free will problem. I 

return to Zagzebski's essay and the theological issues later in this introduction. 

14. E.g., Widerker (1987),  Talbott (1988), Hasker (1989 ) ,  Ginet (1990) ,  O'Connor 

(1993, 2000 ) ,  Fischer (1994), Warfield (1996) and Finch and Warfield (1998). Differ

ences of various formulations and their implications are discussed in Kapitan's essay, 

ch. 6. 

15. For further discussion of classical compatibilism, see the essays of Russell and 

Berofsky. 

16. The role and interpretation of such counterfactual conditionals have therefore 

been important topics of discussion in free will debates. See the essays in this volume by 

Kapitan, Berofsky and Taylor and Dennett, chs. 6, 8, and 11, respectively. 

17. Shatz (1997) is an insightful discussion of character examples and one of the 

most thorough discussions of this topic in the recent literature. See also van Inwagen 

(1989 ) and Kane (1996: ch. 3 ) .  

18. Cf. Kane (1996: ch. 3 )  and Shatz (1997). Also see M. Zimmerman (1989, 1996)  

and Haji (1998) for this sort of  argument applied to morally blameworthy actions. 

19. Robert Audi is a compatibilist who, unlike most other recent compatibilists, has 

emphasized the importance of responsibility for character as well as for individual ac

tions (see, e.g., Audi 1991b for a perceptive account of responsibility for character) .  

Audi's view allows him to concede the points made in this paragraph about a need for 

the power to do otherwise, but he is also one of those compatibilists who offers a com

patibilist account of the power to do otherwise (1974, 1993) rather than denying its im

portance for responsibility. 

20. One can see why Frankfurt-style examples have also had an impact on debates 

about theological determinism. For discussion of their theological implications, see the 

essays in this volume of Zagzebski and Widerker, chs. 2 and 14, respectively. 

21. Semi-compatibilists must of course show what moral responsibility does require 

if it does not require the power to do otherwise. Fischer (1994) and Fischer and Ravizza 

(1998) attempt to do this in terms of notions of (what they call) guidance control and 

reasons-responsiveness. There is a discussion of their use of these notions in the essay by 

Russell in this volume. 

22. The possibility of separating moral responsibility and free will in this regard is a 
new wrinkle in free will debates. Once one conceives the possibility of disentangling 
them, one might consider going the other way-regarding moral responsibility as in

compatible with determinism, while freedom is compatible with determinism. Such a 

view has in fact a modern defender in Bruce Waller (1990),  whose view is discussed in 

Richard Double's essay for this volume ch. 23. The separation might also be considered 

in theological contexts. Some incompatibilists, such as Eleonore Stump (1990, 1996a) 

and Linda Zagzebski (1991, 2000) ,  influenced by Frankfurt-style examples, have also en-
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tertained the view that, while free will is incompatible with causal determinism, moral 

responsibility is not. See Zagzebski's essay in this volume, ch. 2. 

23. Two forthcoming collections of essays involving critical discussion of Frankfurt's 

views are Buss and Overton, eds. (n.d. ) and Betzler and Guckes, eds. (2000a, and b).  

24. A number of other distinguished philosophers, such as Bernard Williams (1986) 

and Thomas Scanlon (1988) ,  defend normative approaches to the free will problem of 

compatibilist kinds that differ in certain respects from those mentioned in these para

graphs. Williams is a compatibilist, but he does not think determinism can be recon

ciled with our "ethical conceptual scheme . . .  as it stands" (1986: 12) ,  which is strongly 

influenced by Judeao-Christian and Kantian ideas of moral duty and conscience. Incom

patibilism does seem to fit this scheme, Williams thinks. But he also thinks that modern 

"morality" conceived in this Kantian or deontological manner is deficient and thinks we 

have to "recast our ethical conceptions" (p. 13) by returning to ancient Aristotelian 

models of the ethical life which he argues are compatible with determinism. One's views 

about free will therefore depend on how one conceives the ethical life. (See Richard 

Double's essay in this volume on this point, ch. 23) .  Likewise, Scanlon's compatibilist 

view (1988)  is related to his influential contractualist ethical theory. What gives free 

choice and action their special value and moral significance, Scanlon holds, is the desire 

to regulate one's behavior by standards that other persons could not reasonably reject in 

an informed and unforced contractual agreement and the desire to justify one's behavior 

to others in accord with such standards. What the satisfaction of these desires requires 

by way of freedom and responsibility is the capacity for critically reflective, rational self

governance (which Scanlon spells out in a manner similar to hierachical theorists like 

Frankfurt). Yet another compatibilist who believes that the view one takes on the free

dom/determinism issue depends upon one's conception of ethics and the good life is 

Richard Warner (1987). 

25. Fischer and Ravizza are of course only (semi-)compatibilists about moral re

sponsibility, not freedom. But their account of responsibility in terms of "reasons

responsiveness" employs strategies, examined by Russell, that throw light on compatibil

ist views in general. 

26. O'Connor says that while Swinburne appears to be an AC theorist, some of his 

statements suggest otherwise. 

27. Rowe (1987, 1991) develops his view as an interpretation and defense of the the

ory of Thomas Reid, the seventeenth-century philosopher who is regarded by many AC 

theorists as the modern originator and inspiration for their view. 

28. Other noteworthy recent defenses of a dualist solution to the free will problem 

include Foster (1991) and Moreland and Rae (2000).  

29. The expression "Valerian" refers to the French poet Paul Valery, who argued 
that freedom and creativity involved the "intelligent selection" from a number of unde
termined alternatives. Dennett (1978) quotes Valery to this effect; and subsequently Mark 

Bernstein dubbed views of this sort "Valerian libertarianisms." See also Double (1988a) 

and Kane (1988).  

30. Fischer (1995) contains another more recent suggestion for a view of this kind. 

31. See the essays of Mele and Ekstrom in this volume, chs. 24 and 13, respectively, 

for defenses of their respective views against such charges. 
32. Even where "causal" has the ordinary sense of "event-causal." 
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33. Honderich comes closest, but even the determinism he affirms is not the univer

sal determinism of classical hard determinism, as I explain later. 

34. Examples of philosophers who have focused more attention on this so-called 

"ultimacy" condition include Paul Gomberg (1975 ),  Richard Sorabji (1980) ,  Robert Noz

ick (1981), Robert Kane (1985, 1996a), Thomas Nagel (1986) ,  Ted Honderich (1988) ,  W. S. 

Anglin (1990),  Martha Klein (1990),  Derk Pereboom 200l, and Strawson himself (1986) .  

Not all of these figures think this condition can be realized (indeed many of them argue 

against the possibility of its realization);  but they all think it is a significant feature of 

free will in the traditional sense. 

35. Paul Russell's essay (ch. 10) also considers issues of ultimacy, but from a compa

tibilist perspective. 

36. The assertion in the title of his essay that "Compatibilism and Incompatibilism 

are False" might suggest that Honderich is denying thesis (1) of the kernel, but this is 

not so. What he is claiming is that compatibilists go wrong when they insist that com

patibilist freedom is the only kind worth having and incompatibilists go wrong when 

they claim incompatibilist freedom is the only kind worth having. Both kinds support 

significant "life-hopes." 

37. Another philosopher who has construed the free will issue in terms of conflicts 

between certain of our beliefs and our deeply held desires is Nicholas Nathan. In his 

work Will and World (1992), Nathan develops a general view about the nature of philo

sophical issues as involving conflicts between beliefs and desires, applying such a meta

philosophical theory not only to the question of free will, but to other philosophical 

problems as well. 

38. This volume, p. 479. 

39. There is a rich recent literature on the problem of weakness of will or akrasia, 
much of which Mele refers to in his chapter. Significant recent works include Audi 

(1979 ), Bigelow, Dodds, and Pargetter (1990),  Charlton (1988) ,  Dunn (1987),  Davidson 

(1970) ,  Gosling (1990) ,  Hurley (1993), Jackson (1984), Kenny (1975 ),  Mortimore (1971) ,  

Pears (1985 ) ,  Pugmire (1994), K.  Robinson (1991), A. Rorty (198oa), Walker (1989) ,  and 

Watson (1977) .  

40.  These theological questions about free will also played a pivotal role in the Arab 

retrieval of ancient philosophical texts, so important in the development of late medieval 

Western culture. When Muslim scholars (about a century after the death of Moham

med) asked the caliphs if they could look at the ancient scrolls of the Greek philoso

phers hidden away in the libraries of the Middle East, one of their primary motives was 

to see if the pagan philosophers would provide insight into the vexing question of pre

destination and free will, which the Koran did not resolve. 

41. Wilbur (1979: 163). 
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LINDA TRINKAUS ZAGZEBSKI 

Two important doctrines of traditional monotheistic theology threaten to lead to 
fatalism. One is the doctrine of infallible divine foreknowledge; the other is the 
doctrine of divine providence. In the first doctrine the source of the fatalist danger 
is God's intellect; in the second it is God's will. Foreknowledge threatens fatalism 
because if God knows the entire future in a way that cannot be mistaken, then it 
looks as if nothing can happen differently than it does. If so, and if human 
freedom requires the ability to do otherwise, it appears that we are not free. Divine 
providence threatens fatalism because if everything occurs under the control of 
the divine will, then apparently everything happens the way God determines it 
and, again, it looks as if we lack the power to act differently and so we are not 

free. 
Both fatalism due to foreknowledge and fatalism due to providence have pre

cursors in Stoic philosophy; in fact, a central aspect of Stoic ethics was its teaching 
that human happiness resides in willing conformity to a preordained divine plan. 
More important for Christian philosophy, the doctrines of foreknowledge and 
providence have roots in Scripture, albeit in an ambiguous form, as is the case 
with most metaphysical doctrines (e.g., Psalm 3P3-15 , Matthew 6:26-34) . There 
may even be a hint of fatalism in the Bible-God determines the outcome of the 
casting of lots (Proverbs 16:33)-but for the most part the Bible is not fatalistic . 
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Contemporary philosophers of religion are virtually unanimous in treating fatal
ism as unacceptable, so if either foreknowledge or providence leads to fatalism, it 
must be rejected or at least modified.l 

Often foreknowledge and providence have been linked. Some philosophers 
have thought that foreknowledge is useful, perhaps even required, for providential 
purposes. Recently this idea has come under attack, as we will see in section 6. A 
more common traditional link was the reverse: God knows the future through his 
knowledge of his own creative will (Aquinas, Summa Theological 1. 14.8).2 The 
priority of the divine will over the divine intellect was the source of the Calvinist 
doctrine of predestination: God eternally decrees eternal life for some, eternal 
damnation for others (Institutes, bk. 3, ch. 21, sec. 5). However, it is difficult to 
find a contemporary philosopher who defends this doctrine in its strong form, 
and predestination is not an issue that has been widely debated in the recent 
literature (see Flint 1997b: 576). In contrast, the debate over foreknowledge and 
free will is as strong as ever. But as we will see, there has been a change in the 
popularity of some of the solutions. 

1. CONTEMPORARY FORM OF THE DILEMMA 

AND SUMMARY OF SOLUTIONS 

During the last few decades, the statement of the foreknowledge dilemma has 
been refined and the key premises and definitions clarified. The problem is usually 
posed by defining infallible belief and then considering three sequential moments 
of time: (1) some random moment in the past; (2) the present; and (3) some 
arbitrary moment in the future in which you will perform an act that is a good 
candidate for a free act if anything is. For simplicity let us use yesterday, today, 
and tomorrow for these three moments of time,3 and let us suppose that tomorrow 
you will get out of bed exactly seven minutes after you wake up. Call the prop
osition that you will perform this act on the day in question "B." Let us also 
define "infallible belief " as "belief that cannot be mistaken." Hence, if God believes 
B infallibly, then God cannot be mistaken in believing B. A typical contemporary 
way of stating the argument that if God knows B infallibly then you do not get 
out of bed freely is the following: 

1. Yesterday God infallibly believed B. (Supposition of infallible foreknowl
edge) 
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2. It is now necessary that yesterday God believed B.  (Principle of Necessity 
of the Past) 

3. Necessarily, if yesterday God believed B, then B. (Definition of infallibil
ity) 

4. So it is now necessary that B. (2-3, Transfer of Necessity Principle) 

5. If it is now necessary that B, then you cannot do otherwise than get out 
of bed tomorrow exactly seven minutes after you wake up. (Definition of 
necessary) 

6. Therefore, you cannot do otherwise than get out of bed tomorrow ex
actly seven minutes after you wake up. (4-5,  modus ponens) 

7. If you cannot do otherwise when you do an act, you do not do it freely. 
(Principle of Alternate Possibilities) 

8. Therefore, when you get out of bed tomorrow, you will not do it freely. 
(6-7, modus ponens) 

By parity of reasoning you can argue that no act any human person performs is 
done freely. 

There is a consensus that this argument or something close to it is a very 
strong threat to the compatibility of infallible foreknowledge and human free will. 

Attention has therefore focused on the key premises, (1) , (2) ,  and (7) , and the 
only arguable inference, the one from (2) and (3) to (4). Let me begin, however, 
by commenting on the claim that God has beliefs infallibly (premises [1] and [3]) . 
Notice that omniscience simpliciter is too weak to generate the dilemma, but 
essential omnscience is stronger than is required. Omniscience is usually defined 
as simply the property of knowing the truth value of all propositions. A being S 
is omniscient if and only if for every proposition p, S knows whether p is true or 

false. But this definition of omniscience commits us to nothing about whether it 
is possible for an omniscient being to be mistaken. An omniscient being is not 
mistaken in any of his beliefs, and he has a belief corresponding to every prop
osition, but omniscience is not the same as essential omniscience; a being could 
be omniscient even though he might have made a mistake. Such a being is om
niscient, although- he might not have been. Given that to be infallible is to believe 
in such a way that the believer cannot make a mistake, omniscience does not 
entail infallibility. Premises (1) and (3) could be false even though God is omnis
cient and believes B. 

Suppose now that God is essentially omniscient. In that case God would not 
only be omniscient as things actually are, but he could not be anything but om
niscient. In the common parlance of possible worlds, to say that God is essentially 
omniscient is to say that God is omniscient in every possible world. Not only is 
God not mistaken in any of his beliefs, he cannot be mistaken. Necessarily, God 
believes B if and only if B. Hence, if God is essentially omniscient and believes B, 
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then God believes B infallibly and (1) and (3) are true. Essential omniscience entails 
infallibility. 

Notice, however, that believing infallibly does not require essential omnis
cience. The latter is more than we need for the truth of (1) and (3) , because 
essential omniscience not only involves the impossibility of making a mistake in 
a belief; it also includes having a belief corresponding to every proposition. But 
this argument generates a problem for any belief God has that is infallible, re
gardless of the scope of his other beliefs. This means that the fatalist argument 
does not rely on omniscience or essential omniscience, so those who wish to avoid 
the fatalist conclusion by limiting God's foreknowledge must not only deny divine 
omniscience on the above definition but must deny that God knows any propo
sition about future free human acts in an infallible way. 

We are now ready to classify the traditional and contemporary responses to 
this argument. I will begin with two that are not in fashion. One is to deny that 
contingent propositions about the future have a truth value. This apparently was 
Aristotle's position in the famous Sea Battle Argument of De Interpretatione 9. In 
the recent literature, this view has been defended by J. R. Lucas (1989) , Richard 
Purtill (1988) , and Joseph Runzo (1981) , but it has received little attention in the 
past decade. The reason for the lack of interest in this way out of the problem 
no doubt comes from logic rather than theology. The idea that propositions, or 
the bearers of truth value, are tenseless and have their truth value immutably has 
a strong hold on the contemporary philosophical mind. Giving up the view that 
future contingents have truth value would require a serious alteration in the gen
eral theory of propositions. But consider logical fatalism, the view that future 
truth makes the future necessary. It is usually thought to be easy to refute any 
argument for logical fatalism. But if any such argument is valid, we seem to be 
forced to give up the premise that there are true propositions about the contingent 
future. Lately the argument that theological fatalism is equivalent to logical fatal
ism has resurfaced (Warfield 1997; Finch and Warfield 1999). If someone is con
vinced of that equivalence, he or she could either conclude with Warfield that 
theological fatalism is as harmless as logical fatalism, or that logical fatalism is as 
threatening as theological fatalism. If the latter move attracts any adherents, there 
might be a resurgence of interest in the position that future contingents have no 
truth value. We will look at these recent essays on the connection between logical 
and theological fatalism in section 7. 

A second response unpopular in the current literature is that human beings 
do not have libertarian free will; that is, that the sense in which humans are free 
is compatible with determinism. Virtually all discussants of the foreknowledge 
issue agree that the problem is not solved unless the solution preserves free will 
in a sense that is incompatible with determinism. I know of no prominent writer 
on the issue since Anthony Kenny (1967a) , who resolves the problem by claiming 
that even though God's foreknowledge determines our future acts, we are still free 
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in a good enough sense of free. But I suspect that the absence of this solution 
from the recent foreknowledge literature is misleading, because determinists prob
ably refrain from participating in that discussion only because their solution is so 
simple-they can give it in one sentence. One would expect them to devote their 
attention to writing about determinism rather than foreknowledge. It is possible, 
then, perhaps even likely, that this position is more common then it appears from 
the discussions of foreknowledge. 

Let us return to the key premises in the argument for theological fatalism in 
order to classify the other solutions to the problem. One way is to deny premise 
(1) . That premise is straightforwardly denied by those who deny that God knows 
the future infallibly even though future contingents have a truth value. Such a 
position is currently popular and will be discussed in section 6. But premise (1) 
can be rejected for reasons that do not limit God's knowing power. If God either 
does not have beliefs or does not exist in time, then God did not literally believe 
anything yesterday. The former move appears in an essay by William Alston (1986) 
but has not been widely discussed. I suspect that the lack of literature on this 
solution is not due to a lack of intellectual worth as much as to the problem of 
figuring out where to go with it. I do consider reasonable the notion that God's 
way of knowing is sufficiently superior to our own that attributing beliefs to him 
is problematic. Nonetheless, we need to say something about God's mental states, 
including those that are analogous to our beliefs. The foreknowledge dilemma 
arises from a minimal assumption about those states-that they exist at moments 
of time. Those who question whether God has beliefs therefore tend to use this 
idea to bolster their doubts that God's past epistemic states have the necessity of 
the past (the Ockhamist solution) . This is, in fact, what Alston does with this 
suggestion that God does not have beliefs. A related approach has been attempted 
by David Hunt (199sa, 1995b) , who has worked out a dispositional account of 
God's knowledge to circumvent the problem. 

The latter move, that premise (1) is false because God does not exist in time, 
has a long history stemming from Boethius and Aquinas and remains one of the 
most respected solutions to the dilemma of theological fatalism. This solution 
received a boost in recent philosophy of religion from Stump and Kretzmann 
(1981) and Brian Leftow (1991a and b) , but the coherence of the doctrine of time
lessness and its desirability for Christian theology have been under sustained attack 
for some time. The popularity of this solution in published work has declined in 
recent years, although I see no reason to think it will not regain favor in the 
future. I will address the literature on this Boethian solution in section 2. 

Another historically important way out of the problem is to deny premise (2) ;  
that is, to deny that God's past beliefs have the necessity of the past. The idea 
that the past has a kind of necessity or fixity that the future lacks is expressed in 
the aphorism, "There is no use crying over spilt milk." The idea is simple enough, 
but it is notoriously difficult to figure out how to identify past events that have 
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this kind of necessity. The proposal that God's past beliefs are not really, or strictly, 
past comes from William of Ockham and was brought into the contemporary 
literature by Marilyn Adams (1967). This solution enjoyed considerable popularity 
and frequent debate throughout the seventies and eighties, but discussion about 
it has declined in the past decade. The literature on this solution will be discussed 
in section 3. 

Another possibility is to deny the principle warranting the inference to (4) , 
the principle that the necessity of the past is preserved under entailment: If the 
proposition that God believed B yesterday now has the necessity of the past and 
that proposition entails B, then B now has the necessity of the past. There have 
been recent attempts to deny this principle (e.g. , Zagzebski 1991: 162-68) ; and 
Alfred Freddoso (1988: 57-58) says that Molina implies a rejection of the principle 
as well. Michael Tooley (2000) has argued against my use of this move. John 
Martin Fischer critically discusses the attempt to reject a different but related 
principle in "Scotism" (1985a). But we should consider any move of this kind only 
after rejecting virtually all others. 

The last disputable premise is premise (7) , the Principle of Alternate Possi
bilities (PAP): If when you do an act you cannot do otherwise, you do not do 
the act freely. Harry Frankfurt (1969) presented a famous set of counterexamples 
to this principle, generating a considerable literature in which determinists argue 
that Frankfurt-style cases succeed in falsifying PAP and libertarians argue that 
they fail. (On this literature, see the chapters of this volume by Fischer, Ekstrom, 
and Widerker [l2, 13 and 14)). Recently, however, a few defenders of Frankfurt 
cases have been libertarians who argue that even though Frankfurt has succeeded 
in showing the falsity of PAP, determinism is false as well. Hence, the argument 
for theological fatalism falters at the last step (Zagzebski 1991; ch. 6; Hunt 1999). 
Hunt argues that a solution of this kind can be found in Augustine. This is the 
newest solution in the literature and, if Hunt is right, it also has important his
torical precedent. I will discuss the literature on this solution in section 5. 

This brings us to the Molinist solution, an important way out of the problem, 
and one that has generated considerable debate in the past decade. Luis de Molina 
and others developed the theory of middle knowledge, according to which God 
knows what any possible free creature would freely choose in any possible cir
cumstance. By knowing the circumstances in which future creatures will be placed, 
God knows what they will freely choose. Hence, God has foreknowledge because 
he has middle knowledge. Freddoso's translation of and introduction to Molina's 
On Divine Foreknowledge (Freddoso 1988) brought this solution into the contem
porary debate. Curiously, it is not at all clear which step of the argument for 
theological fatalism the middle knowledge solution rejects. A discussion of this 
literature will be the topic of section 4. 

I know of one more way out of the dilemma. This is the solution of Leibniz, 
discussed in articles by Robert Sleigh (1994) and Michael J. Murray (1995). Ac-
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cording to Murray, Leibniz developed a unique position according to which a 
sufficient reason for a free act is found in dispositions of intellect and will. These 
dispositions neither metaphysically nor physically necessitate choice but necessitate 
them only "morally," a kind of necessitation compatible with free will. God can 
foreknow human choices by knowing these dispositions. This solution is another 
one that rejects premise (7) . 

2. THE BOETHIAN SOLUTION 

A timeless being lacks temporal location and has no temporal properties. Hence, 
a timeless being has no beliefs at moments of time. In the sixth century Boethius 
gave a classic definition of eternity as "the complete, simultaneous, and perfect 
possession of illimitable life" (The Consolation of Philosophy, book V ,  prose 6). It 
may not be immediately obvious that this definition has anything to do with time, 
but it is clear that Boethius intended his definition to have the consequence that 
an eternal being is timeless, indeed, more than timeless, and God is eternal. All 
things are present to God, not in the sense of being temporally simultaneous, but 
in the sense of being "before the mind." This includes everything that is future 
to us. Since the foreknowledge dilemma arises only for an infallible being within 
the flow of time, it does not apply to an eternal God. There is no problem in 
attributing comprehensive infallible knowledge to God, including knowledge of 
the precise moment you will pull yourself out of bed tomorrow. 

Aquinas took up the Boethian solution, using some of the same metaphors, 
for example, the circle analogy. Both Boethius and Aquinas compared the way an 
eternal God is present to each and every moment of time to the way in which 
the center of a circle is present to each and every point on the circumference. The 
points on the circle are spatially ordered in such a way that no point coincides 
with any other, yet each point is equidistant from and directly opposite the center 
of the circle. Likewise, although the moments of time are ordered in such a way 
that they are truly distinct from one another, each is present to eternity.4 

The metaphysics of eternity is certainly dramatic and while we are no doubt 
right to be skeptical of analogies, the fact that we have no experience of a timeless 
realm is not in itself any reason to think there is no such realm; and if the timeless 
realm exists, the need for metaphors is unsurprising. An important attempt to 
bring the Boethian concept of eternity into the contemporary idiom was Stump 
and Kretzmann's article, "Eternity" (1981) . Stump and Kretzmann took themselves 
to be explicating Boethius but introduced the idea of atemporal duration as an 
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aspect of God's eternity. This idea generated much controversy, but as far as I can 
see, it is not important for the use of the idea of God's timelessness as a way out 
of the foreknowledge dilemma. What is important for that dilemma is Stump and 
Kretzmann's idea of E-T simultaneity, which they use to explain the relation be
tween God's timeless knowing state and contingent temporal events that are the 
objects of knowledge. E-T simultaneity is intended to be a species of simultaneity 
in which every moment of time is simultaneous with eternity but no moment of 
time is simultaneous with any other-the point of the circle analogy of Boethius 
and Aquinas. An important aspect of this kind of simultaneity is that it is defined 
relative to an observer, either in the temporal sphere or in eternity. Events that 
are simultaneous relative to a timeless observer are not simultaneous relative to a 
temporal observer. Criticisms of Stump and Kretzmann's view on eternity appear 
in several places, including Hasker (1989a) , Wierenga (1989) , Widerker (1991b) , 
and Padgett (1992) . Stump and Kretzmann argue that the eternity doctrine pro
vides an adequate solution to the foreknowledge dilemma in (1991) and defend 
their view of eternity in (1992) . 

Objections to the timelessness solution to the foreknowledge dilemma usually 
focus on objections to the doctrine of timelessness itself, either in the form pre
sented by Stump and Kretzmann or in some other. This literature is important 
for natural theology, but from the point of view of the problem of theological 
fatalism, the important issue is whether God's timelessness would get us out of 
the dilemma anyway. One reason has been proposed in recent years for thinking 
that it would not (Zagzebski 1991: ch. 2) . It seems to me that a dilemma struc
turally parallel to the argument for theological fatalism can be posited for timeless 
knowledge as well as for foreknowledge. Such an argument would mirror the 
argument given at the beginning of section 1, but in place of premise (2) ,  which 
is about the necessity of the past, we would have a premise about the necessity of 
eternity: (2') It is now necessary that God timelessly believes G. Surely the timeless 
realm is as ontologically determinate and fixed as the past. Perhaps it is inappro
priate to say that timeless events are now necessary. Even so, we have no more 
reason to think that we can do anything about God's timeless knowledge than 
about God's past knowledge. If there is no use crying over spilt milk, there is no 
use crying over timelessly spilling milk either. If we cannot do anything about 
God's timeless knowing state, then it also looks as if we cannot do anything about 
what those states entail. There may, of course, be solutions to the timeless knowl
edge dilemma as well as to the foreknowledge dilemma. My point is that time
lessness alone does not solve the problem. David Hunt (1999: n) has recently 
made the same observation. 

Another argument that timelessness does not escape the problem has been 
given by Robert Brown (1991) , who argues that timeless omniscience is compatible 
with human free will only if God lacks immutability and aseity. Brown maintains 
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that the real threat to human freedom comes from the latter attributes, not from 
God's knowing our future. 

Another kind of objection to Boethianism has received attention in recent 
years. It is not actually an objection to the effectiveness of this approach as a way 
out of the foreknowledge dilemma but a point about the motive for attributing 
either foreknowledge or timeless knowledge to God at all. This is the argument 
of Basinger (1986) and Hasker (1989a) that neither simple foreknowledge (without 
middle knowledge) nor timeless knowledge is any help to God's providence. As 
mentioned at the beginning of this chapter, some people think the theological 
motive for attributing to God knowledge of what is for us the contingent future 
is just that God can then use this knowledge in arranging a providential outcome 
for human history. If timeless knowledge is useless for this purpose, then some 
philosophers claim that we lose the motive for attributing such knowledge to God. 
This issue will be addressed in section 6 .  

3. THE OCKHAMIST SOLUTION 

Nelson Pike's important article "Divine Omniscience and Voluntary Action" (1965) 
set the agenda for much of the debate in the ensuing twenty-five years and is 
largely responsible for the popularity of Ockhamism during that period. Pike 
posed the problem as follows: 

If God existed at T1 and if God believed at T1 that Jones would do x at T2, 

then if it was within Jones' power at T2 to refrain from doing x, then (1) it was 

within Jones' power at T2 to do something that would have brought it about 

that God held a false belief at T1, or (2) it was within Jones' power at T2 to do 

something which would have brought it about that God did not hold the belief 

He held at T1, or (3) it was within Jones' power at T2 to do something that 

would have brought it about that any person who believed at T1 that Jones 

would do S at T2 (one of whom was, by hypothesis, God) held a false belief 

and thus was not God-that God (who by hypothesis existed at T1) did not 

exist at Tl. (P. 34) 

In this presentation of the dilemma, there are only three possible ways out. 
The first appears to be incompatible with God's infallibility. The second appears 
to be incompatible with the necessity of the past. The third appears to be impos
sible simpliciter. When the problem is posed in this way, the most promising (or 
least unpromising) way out is the second. But (2) is not worded correctly as it 
stands. What it should say instead is: 
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(2') It was within Jones' power at T2 to do something such that if he did it, 

God would not have held the belief he in fact held at Tl. 

Unlike (2) , (2' ) does not commit us to backward causation. It does commit us to 

backward counterfactual dependency, which is less implausible than backward 
causation. Nonetheless, (2' ) is incompatible with one way of understanding the 
asymmetry between past and future. David Lewis (1979) claims that it is consti
tutive of temporal asymmetry that whereas we now have it in our power to act 
so that the future would be different from what it will be, we do not have it in 
our power to act so that the past would have been different from what it was. 
Therefore, (2' ) runs up against a deep intuition about time. 

In a well-known response to Pike, Marilyn Adams (1967) argued that Pike's 
three alternatives are all unacceptable only if God's past beliefs are really or strictly 
in the past. But following Ockham, she argued that both God's existence and 
God's past beliefs are not strictly past. They are "soft" facts about the past. A 
strict, or "hard," fact about the past, she proposed, is one that is not at least in 
part about a time in the future. This idea can generate a solution to the fore
knowledge dilemma provided that the fixity or necessity of the past applies only 
to the "hard" past and propositions stating God's past beliefs are not hard facts. 

Adams's article led to a series of articles on the hard fact/soft fact distinction, 
some attempting to define "hard fact" and "accidental necessity" (the necessity of 
the past) in a way that preserves the Ockhamist solution, some arguing that the 
solution was doomed. Probably the best known Ockhamist proposal after Adams 
was Alvin Plantinga's article, "On Ockham's Way Out" (1986) . Plantinga defined 
the accidentally necessary in terms of lack of counterfactual power, and argued 
that counterfactual power over God's past beliefs is coherent. God's past beliefs 
are not accidentally necessary. Ockhamism was also defended by Freddoso (1983) , 
Hoffman and Rosenkrantz (1984) , Jonathan Kvanvig (1986) , Zemach and Widerker 
(1987) , Reichenbach (1988) , Wierenga (1989, 1991) ,  Craig (1990) , and Talbott (1993) . 
Critical discussions of Ockhamism appeared for some time-for example, Fischer 
(1983b and 1985b) , Hasker (1985, 1989a) , Widerker (1990) , and Pike (1993) . Dis
cussion on both sides of the issue has abated in the last several years, but Dale 
Brant (1997) has recently given an interesting argument against Plantinga. Brant 
argues that Plantinga's defense of Okhamism is logically defective because he im
plicitly makes the following assumptions: (1) Equivalent propositions are either 
both about a given time or neither is; (2) If a proposition is about a given time, 
so is its negation; (3) If two propositions are about a given time, so is their 
conjunction. Surprisingly, Brant argues, although these assumptions are plausible, 
they are inconsistent. 

In my opinion a serious problem with Ockhamist solutions is that even if 
they can produce an account of temporal asymmetry that has the consequence 
that God's past beliefs do not have the necessity of the past, it is unlikely that this 



RECENT W ORK ON D I V I N E  F OREKNOWL EDG E  AND F R E E W I L L  55 

can be done in a way that is independently plausible. That is true because a divine 
past belief seems to be as good a candidate for something that is strictly past as 
anything we can think of-say, an explosion that occurred last week. (I argue this 
in Zagzebski 1991: ch. 3) . Therefore, if the Ockhamist solution is to be convincing, 
it should be supplemented with some account of God's belief states that makes it 
intuitively plausible to think of a temporal deity as independent of the modalities 
of time aside from our interest in resolving the foreknowledge problem. Other

wise, the solution is in danger of being ad hoc. I attempted to import some aspects 
of the Thomistic view of how God knows into Ockhamism to bolster this solution 
(ibid.) , to which Tooley (2000) has responded. In any case, the Ockhamist solution 
has been discussed less frequently in recent years. 

A more straightforward way of interpreting Pike's second alternative is to 
claim that backward agent causation is possible and that our free acts bring about 
or cause God's past beliefs. Many people think backward causation makes no 
sense, but since the direction of causation from earlier to later is only one of the 

arrows of time, it is not obviously impossible (see Stephen Hawking 1988: ch 9) . 
In the philosophical literature, Michael Dummett gave a famous defense of the 
possibility of backward agent causation (1964) , and the possibility has been dis
cussed by Freddoso (1982) , Mavrodes (1984) , Forrest (1985) , Talbott (1986), and 
Reichenbach (1987) , but I know of no defenses of it in the past decade. Alan 
Padgett (n.d.) has attempted to demonstrate its impossibility, and it seems likely 
that this is one of the solutions that awaits further work on the philosophy of 
time. 

4. THE MOLINIST SOLUTION 

The middle knowledge solution has received a lot of attention in the past decade. 
One of its advantages is that it is an account of how God knows the contingent 
future, not just an argument that infallible foreknowledge of free acts is not im

possible. Another advantage is that a strong view of divine providence is included 
in the same theory as an account of foreknowledge. The theory is highly contro
versial, but it is undeniably ingenious and powerful. As mentioned earlier, the 
theory was brought into the contemporary literature by Freddoso's translation of 
Molina (1988) , and it received a recent boost from its defense by Thomas Flint 
(1998) . Much earlier, Alvin Plantinga had independently thought of the idea as a 
way out of the problem of evil (1973, 1977) . Middle knowledge is said to be "mid
dle" because it stands between God's knowledge of necessary truths and his knowl-



56 T H E O L O G Y  A N D  F A T A L I S M  

edge of his own will. The objects of middle knowledge are counterfactuals of free
dom: If person P were in circumstances C, P would freely do X. Middle knowledge 
requires that there are true counterfactuals of this form corresponding to every pos
sible free creature and every circumstance possible for that creature. These propo
sitions are contingent, but they are prior to God's creative will. In fact, God uses 
them in deciding what to create. By combining his knowledge of what he wills to 
create with his middle knowledge, God knows the entire actual future. 

Recently, William Hasker (1989a) and Robert Adams (1991) have argued 
against the possibility of middle knowledge. Hasker and Adams argue that it fol
lows from Molinism that we do not bring about the truth of any counterfactual 
of freedom about us. Hasker uses as a premise in his argument a controversial 
Power Entailment Principle (PEP): 

PEP: If it is in my power to bring it about that P, and "P" entails "Q" and "Q" 
is false, then it is in my power to bring it about that Q. (P. 49) 

Let us apply PEP to the example used in our fatalist argument. Suppose that I 
get up tomorrow seven minutes after I wake up and I do it freely. That means 
that I have the power to get up at a different time, say, four minutes after I wake 
up. But a proposition to the effect that I get up four minutes after I wake up 
entails the following counterfactual of freedom: If the circumstances tomorrow 
morning when I wake up obtained, I would freely get up four minutes after I 
wake up. Call this counterfactual C. C is false and by PEP it is in my power to 
bring it about that C. But how can I have the power to bring it about that C 
when, by hypothesis, the falsehood of C is prior to God's creative will? 

In Adams's version of the argument, Molinism is committed to the position 
that the truth of all counterfactuals of freedom is explanatorily prior to God's 
decision to create us. But, Adams argues, the truth of a counterfactual to the effect 
that I do A in C is strictly inconsistent with my refraining from A in C, and so 
my refraining from A in C is precluded by something prior in the order of 
explanation to my action in C. But that is inconsistent with my acting freely in 
C. The key premise in Adams' argument is the following: 

AP If I freely do A in C, no truth that is strictly inconsistent with my 
refraining from A in C is explanatorily prior to my choosing and act
ing as I do in C. 

Craig critiqued the Adams argument (1994), Hasker defended a version of it 
(1995) and responded to Craig (1997) ,  Craig replied to Hasker (1998) , and Hasker 
gave a rejoinder to Craig (2000 ) . Flint also attempted to rebut Adams (1998: ch . 
7) . Arguments against PEP are given in my book (1991) and by Craig (1998) . 
Hasker replies to my arguments (1993) and I give a rejoinder (1993) . Flint tries to 
show that the notion of bringing about can be understood in so many different 
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ways that arguments employing power entailment principles are often guilty of 
equivocation (1991, 1998, ch. 6) . See also Gaskin (1993) for a discussion of other 
problems with the logic of middle knowledge. A good recent defense of middle 
knowledge is given by Eef Dekker (2000) . 

A different kind of objection to Molinism has been given by Jerry Walls 
(1990) . In "Is Molinism as Bad as Calvinism?" Walls argues that since Molina 
maintained that God chooses to put people in situations in which he knows they 
will choose damnation, Molinism is as morally abhorrent as the Calvinist doctrine 
of predestination. According to Molina God does not give an equal opportunity 
to all to be saved. For example, particular persons would have been saved had 
they lived longer or died sooner. This is a form of the problem I have elsewhere 
called "religious luck" (1994) . It seems to me, however, that it is compatible with 
middle knowledge that God does give an equal opportunity to all to be saved 
(regardless of what Molina thought himself) .  Perhaps none of the damned would 
have been saved had they died at a different time. In any case, this is a problem 
for more theories than Molinism. 

Let us assume, however, that God has middle knowledge and knows the con
tingent future in the way described by Molina. How, exactly, does that solve the 
dilemma of section I? Freddoso says in the introduction to his translation of 
Molina (1988:57-58) that Molina rejects the principle that accidental necessity is 
closed under entailment. But someone could reject that principle without adopting 
the theory of middle knowledge and someone could accept middle knowledge 
without rejecting the transfer principle. The Molinist solution, then, seems to 
include more than middle knowledge. 

One of the interesting twists in the debate about middle knowledge is the 
claim by Basinger (1986) , Hasker (1989a) and some others that simple foreknowl
edge is useless for providence and hence, either God has middle knowledge or 
there is no point in affirming foreknowledge. Since they think middle knowledge 
has been refuted, they argue that the most viable position is to give up the tra
ditional view that God has infallible foreknowledge. This view will be addressed 
in section 7. 

5. THE FRANKFURTIAN/AUGUSTINIAN 

SOLUTION 

A large literature on the Principle of Alternate Possibilities (PAP) was sparked by 
Harry Frankfurt's famous counterexamples (1969) (see chapters 12, 13 , and 14 of 
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this volume) . Frankfurt intended to drive a wedge between responsibility and 
alternate possibilities, and he thought he could thereby drive another wedge be
tween responsibility and libertarian freedom. I have argued that PAP is false even 
if libertarianism is true and hence, premise (7) of the argument of section 1 is 
false (1991, ch. 6) . Hunt has also defended this position (1999, 2000) and claims 
that it can be found in Augustine (1996b, 1999) . Apart from the application to 
foreknowledge, support for the Frankfurtian rejection of PAP from an incompat
ibilist perspective can be found in Stump (1990, 1996a) , Zagzebski (2000) , and 
Pereboom (2000) . 

A typical Frankfurt-style case follows: 

Black, an evil neurosurgeon, wishes to see White dead but is unwilling to do 

the deed himself. Knowing that Mary Jones also despises White and will have a 

single good opportunity to kill him, Black inserts a mechanism into Jones's 

brain that enables Black to monitor and to control Jones's neurological activity. 

If the activity in Jones's brain suggests that she is on the verge of deciding not 

to kill White when the opportunity arises, Black's mechanism will intervene 

and cause Jones to decide to commit the murder. On the other hand, if Jones 

decides to murder White on her own, the mechanism will not intervene. It will 

merely monitor but will not affect her neurological function. Now suppose that 

when the occasion arises, Jones decides to kill White without any "help" from 

Black's mechanism. In the judgment of Frankfurt and most others, Jones is 

morally responsible for her act. Nonetheless, it appears that she is unable to do 

otherwise since if she had attempted to do so, she would have been thwarted 

by Black's device. 5 

Two sorts of objections to the use of Frankfurt cases to falsify PAP have been 
given in the recent literature. One is the argument that the description of cases 
like this presupposes determinism. The Frankfurt machine cannot operate unless 
it is possible to be a perfect predictor in a nondeterministic universe. But since 
that is impossible, a Frankfurt machine is impossible. Robert Kane (1985, 1996a) 
and David Widerker (1995a, and b) have independently given this objection. One 

kind of response to it has been given by Mele and Robb (1998) , and another by 
Stump (1996a) . Other replies appear in Hunt (1999) , Pereboom (2000) ,  and Zag
zebski (2000) . In brief, the point of the latter class of replies is to describe a case 
in which the Frankfurt-style manipulator intervenes whenever a causally necessary 
but insufficient condition for the act the machine does not want occurs. Such a 
scenario prevents the agent from doing otherwise without presupposing deter
minism. (See essays by Fischer, Ekstrom, and Widerker in this volume for further 
discussion of this literature [chapters 12, 13, and 14]) . 

A second type of objection to the use of Frankfurt cases to falsify PAP is the 
argument that even if F cases are successful against some forms of PAP, some 
other form of PAP survives. A number of writers have given arguments of this 
type, and I will only mention a few. An early version of this response to Frankfurt 
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appears in Naylor (1984), and another in Wierenga (1989: 85) . More recent versions 
appear in McKenna (1997) and Otsuka (1998). Fischer defends Frankfurt in several 
places, e.g., Fischer (1994) .  For very recent discussion of these debates see Pere
boom (2000) Zagzebski (2000) and chapters 12, 13, and 14 herein. 

I have argued that PAP might be false even if we have libertarian freedom, 
but there is an important disanalogy between the Frankfurt cases and infallible 
foreknowledge that arguably permits the defender of the compatibility of fore
knowledge and free will to preserve PAP. The point of Frankfurt cases is to de
scribe a situation in which the agent deliberates and chooses in the usual way, 
but his or her will is thwarted in close possible worlds-worlds in which the 
machine operates.  But in the foreknowledge case, the agent's will is not thwarted 
by God in any world, at least not due to his foreknowledge. If God's knowledge 
is infallible, the closest Frankfurt analogy would be a case in which the machine 
is set to make the agent do whatever she decides to do anyway. In worlds in which 
she chooses C, the machine is set to make her choose C if she does not do so on 
her own, and in worlds in which she chooses not C, the machine is set to make 
her choose not C if she does not do so on her own. It is, of course, hard to see 
how such a case can be coherently described, but the point is that that is the way 
the case would have to be for it to be parallel to divine foreknowledge. And what 
is important about such a case is that it is most reasonably described as one in 
which the agent can do otherwise. He does otherwise in counterfactual circum
stances in the same way he would in the absence of a God with foreknowledge. 
If the point of Frankfurt cases, as Frankfurt says himself, is that the machine 
makes no difference to what the agent does, surely the point is even stronger in 
the case of a foreknowing deity. Not only does foreknowledge make no difference 
to what the agent actually does, it does not even make any difference to what she 
might have done instead. (I argue this point in Zagzebski 1991: ch. 6, sec. 2.2) .  
Nonetheless, like the Molinist solution, it is not clear what premise of the argu
ment for fatalism should be rejected if we take this approach.  

6. THE "OPEN GOD" VIEW 

Recently a group of philosophers and theologians have been promoting what they 
call the "openness of God" theory, or alternatively, "free will theism." Their claim 
is that the classical Christian view of a God who knows the contingent future is 
problematic both philosophically and biblically. In The Openness of God (1994), 
Clark Pinnock, Richard Rice, John Sanders, William Hasker, and David Basinger 
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reject divine timelessness, immutability, impassibility, and infallible foreknowledge, 
ideas that were anticipated in this century by the process theology of Whitehead 
and Hartshorne.6 Although discussion of process thought has waned in recent 
decades, it had considerable influence throughout most of the twentieth century. 
The "open God" view, according to its advocates, is less radical than process 
theology, however, in that the "open God" theorists claim their position is not 
unorthodox but more faithful to Scripture than the classical notion. The philo
sophical motive for their position is the view that infallible foreknowledge is in
consistent with human free will, but they also maintain that a God who "takes 
risks," who enters into genuine give-and-take relationships with human persons, 
is better supported in Scripture than the God of classical Christian theology. God 
knows everything that logically can be known, they say, but God does not know 
the truth value of all propositions; for example, he does not know, at least not 
infallibly, whether you will get up tomorrow exactly seven minutes after you wake 
up. 

From one point of view, this position does not count as a solution to the 
dilemma of this chapter, since it capitulates in the face of the fatalist argument 
and admits that it is forced to give up the doctrine of foreknowledge. But these 
theorists argue that one of the primary motives for the doctrine of foreknowledge 
is a misconception. Basinger (1986) , Hasker (1989) , and Sanders (1997) argue that 
foreknowledge without middle knowledge (what they call "simple foreknowledge") 
is useless for providential purposes. In contrast, middle knowledge would be prov
identially useful but is unsupportable. They conclude that the open God view is 
the position of choice. God has neither foreknowledge nor middle knowledge. 

The argument that simple foreknowledge is useless for providential purposes 
goes roughly as follows: Suppose that God would be providentially motivated to 
intervene to prevent some future event from occurring, say, a plane crash . If God 
has foreknowledge of such an event, then that event is in the actual future. But 
if it is in the actual future, then ipso facto God will not prevent it. In fact, God's 
knowledge of the entire future includes both the knowledge that the plane crash 
will occur and the knowledge that he will not intervene to prevent it . How, then, 
can he use knowledge of the future to prevent the future from occurring? He can't 
prevent what will occur from occurring, but he can prevent what would have 
occurred without his prevention from occurring. To do that, he must know, not 
what will occur but what would occur in alternative futures; he would have to 
have middle knowledge. Comprehensive knowledge of the entire future is in itself 
of no use, whether such knowledge is foreknowledge or timeless knowledge. 

One of these "free will" or "openness of God" theorists, John Sanders, dis
cusses an alternative model of simple foreknowledge for providential purposes, 
the tape analogy (1997) . According to this model God unrolls the tape of the 
future in his mind a little at a time. He stops it at any point at which he wants 
to intervene, writes his intervention onto the tape, then unrolls the tape further, 
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deciding whether and how to intervene again, and so on. Sanders argues that 
God's ability to intervene on this model is no greater than it is on the open view, 
since on this model God's response is always later in time than the event to which 
he is responding. A God without foreknowledge can do as much. 

David Hunt (1993a) defends the providential use of simple foreknowledge and 
responds to two critics (Kapitan 1993 and Basinger 1993) in the same journal issue. 
But while this debate will no doubt continue, it seems to me unlikely that the 
historical motive for affirming infallible foreknowledge was that it is necessary for 
divine providence, as the open view claims. Instead, it seems to me that infallible 
foreknowledge was affirmed because it was thought to be an aspect of cognitive 
perfection and hence a requirement for a perfect being. Nonetheless, the open 
God theorists are right to call attention to the connections between the doctrines 
of providence and foreknowledge since historically they have been connected, 
whether or not it is in the way they maintain. 

7 .  LOGICAL AND THEOLOGICAL FATALISM 

Arguments for the equivalence of logical and theological fatalism have surfaced 
from time to time. For example Plantinga (1986) argues that Jonathan Edwards's 
argument for theological fatalism reduces to logical fatalism. (For further discus
sion of logical fatalism, see Mark Bernstein's essay in this volume) . Nonetheless, 
most writers on foreknowledge take the theological form of the argument to be 
more threatening because the principle of the necessity of the past is more per
suasive when applied to God's past knowing states than when applied to the past 
truth of a proposition. Recently Warfield (1997) has argued for the equivalence of 
the two forms of fatalism if God is necessarily existent and essentially omniscient. 
Under that assumption, the following two propositions are logically equivalent: 

1. It was true in sO A.D.  that Planting a will climb Mount Rushmore in 2000 

A.D.  

2. God knew in s O  A.D.  that Plantinga will climb Mount Rushmore in 2000 

A.D.  Since almost everyone rejects logical fatalism, they must agree that 
(1) is consistent with 

3. Plantinga will freely climb Mount Rushmore in 2000 A .D .  

But since (3) is  logically consistent with ( I ) ,  (3) is  also logically consistent with 
anything logically equivalent to (1) ; in particular, (3) is also logically consistent 
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with (2) . Therefore, anyone rejecting the argument for logical fatalism must also 
reject the argument for theological fatalism. 

Responses to Warfield have been given by William Hasker (1998) and Anthony 
Brueckner (2000 ) . Brueckner argues that rejection of an argument does not force 
one to hold that there is a possible world in which the premises are true and the 
conclusion false. The conclusion might be true in all possible worlds for indepen
dent reasons. So one could be right to reject the argument for logical fatalism 
even though human beings lack free will in all possible worlds. In such a case, he 
says, it would be "incautious" to express the rejection of any argument for logical 
fatalism by saying that (1) and (3) are logically consistent since there is no possible 
world in which (1) and (3) are both true. We would say instead that the logical 
fatalist has not identified what makes us lack freedom. Something else does; per
haps it is divine foreknowledge. Brueckner concludes that the compatibility of 
foreknowledge and free will cannot be demonstrated by the strategy Warfield 
employs. Warfield responds both to Brueckner and to Hasker in Warfield (2000 ) . 

8 .  RELATED PROBLEMS AND 

ANOTHER DILEMMA 

One issue related to foreknowledge is petitionary prayer about the past. Suppose 
that Smith receives a letter telling him whether he did or did not get tenure. 
Before he opens the letter, does it make sense for him to pray that the contents 
of the letter are favorable even though the outcome has already been decided? It 
seems as if prayer at that late date is either useless or superfluous, but if God has 
foreknowledge, he could take Smith's prayer into account in deciding whether to 
intervene on Smith's behalf. If that is possible, however, it seems as if Smith's 
prayer should also be efficacious after he reads the letter. Yet nobody would offer 
a petitionary prayer after they know the letter's contents. Michael Dummett (1964) 
raised this issue many years ago in a famous articles, and I believe it deserves 
more attention. See Flint (1997a) for the middle knowledge perspective on the 
problem. 

The foreknowledge problem also raises the issue of how the various solutions 
to the problem (Boethian, Ockhamist, and so on. )  deal with prophecy. Some 
authors (for example, Widerker 1991a, Freddoso 1988) claim that prophecy creates 
special problems for attempts at resolving free will and foreknowledge. It is a 
problem for the eternity solution because prophecy seems to bring some bit of 
eternal knowledge into time, thus transforming it into foreknowledge. It is a 
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problem for the Ockhamist solution because it is hard to make a case that past 
prophetic knowledge infallibly communicated by God is not a strict fact about 
the past. A recent attempt to deal with the issue from the Boethian perspective is 
given by Stump and Kretzmann (1991) , while Wierenga (1991) approaches it from 
the Ockhamist perspective. 

Another problem related to theological fatalism is that of how an agent can 
freely perform an act while knowing what that act will be. For example, if Jesus 
tells Peter that he will deny him three times before the cock crows and Peter 
believes him and keeps his belief in mind, is Peter able to decide whether to deny 
Christ? We might call this the problem of self-foreknowledge. A recent discussion 
of this problem and its relation to the problem of this chapter appears in Hunt 
(1996a) , which includes references to recent literature on the issue. 

At the beginning of this chapter I remarked that in addition to foreknowledge 
the Christian doctrine of providence threatens to lead to fatalism. There are many 
forms of this doctrine (see Flint 1997b for a summary) , and not all of them are 
so threatening, but the doctrine of predestination has always been problematic . It 
is hard to find any philosopher of religion these days who supports a strong form 
of predestination, but a recent article by Hugh McCann (199Sb) argues that God's 
determining decisions are compatible with our possessing libertarian free will, to 
which there is a reply by William Rowe (1999) . 

Finally, I have proposed another dilemma that shows a direct conflict between 
the assumption of an essentially omniscient foreknower, the law of excluded mid
dle, and the modal asymmetry between past and future. ( "A New Foreknowledge 
Dilemma," 1990;  also in 1991, appendix, and in 1997) . If I am right that this 
argument is valid, only a strong form of Ockhamism would suffice to save the 
hypothesis of an essentially omniscient foreknower. The dilemma has nothing to 
do with free will. 

N O T E S  

1. Most of the recent literature is by Christian philosophers, but the problem occurs 

in Jewish and Muslim philosophy as well. For a recent collection of essays from a Jewish 

perspective, see Mongkin and Kellner (1998 ) .  For a Muslim perspective, see M. A. Rauf 
(1970 ) .  

2 .  See Brian Shanley (1997) for a contemporary exposition o f  Aquinas o n  how an 

eternal God knows things other than himself by causing them. Shanley (1998)  discusses 

the problem of how Thomas's view is consistent with human freedom. 
3. Obviously, the referents of "yesterday," "today," and "tomorrow," change each day, so 

for precision you may fill in the dates of these three days in the argument below. I have 
chosen the indexical terms because it makes the language of the argument more natural. 
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4. For Boethius see Consolation book IV, prose 6, and De Trinitate, 354.78-366.82. 

For Aquinas see Summa contra gentiles I,  ch. 66. 

5. This adaptation of Frankfurt's example, which uses a neurological device, is simi

lar to some of the cases described by John Martin Fischer. An early use of this type of 

example appears in "Responsibility and Control," Journal of Philosophy 89 (January 

1982), pp. 24-40. 

6. See A. N. Whitehead (1978), Charles Hartshorne (1941) and (1967), and Griffin 

and Cobb (1976). 



CHAPTER 3 

FATALIS M  

M ARK BERNSTEIN 

FAT ALI SM is the thesis that whatever happens must happen; every event or state 
of affairs that occurs, must occur, while the nonoccurrence of every event and 

state of affairs is likewise necessitated. With respect to human affairs, fatalism 
claims that we lack the power (capability, ability) to perform any actions other 
than the ones that we do, in fact, perform. Our belief that there are alternative 
courses of action available to our decisions and choices is mistaken. As a result, 
there is no such thing as (libertarian) free will. If, as many believe, this sort of 
freedom is necessary for the justified ascription of moral responsibility, then there 
can be no legitimate attributions of moral responsibility. As a result, the common 
assessments of persons being praiseworthy and blameworthy are unwarranted. It 

would be difficult to imagine any thesis whose truth would prove so destructive 
to our self-concept. 

Fatalism is frequently characterized as a conceptual or logical thesis. !  This is 
somewhat misleading for two reasons. If this characterization is meant to suggest 
that fatalists see themselves arguing for a logical or conceptual truth, it is unfair 
to all but the most sophomoric fatalists. It is true that upon the discovery of some 
logical truth we may realize that some goal of ours is impossible to fulfill. Hobbes, 
for example, thought he could, and actually did, square the circle. We realize now, 
as some knew then, that Hobbes could not have squared the circle. It is mathe
matically impossible (and I take this to be a type of a conceptual or logical im
possibility) that anyone could square the circle. Alternatively, it is logically im
possible that anyone has the power to square the circle and that anyone who 
believes that they have such a power is (logically) necessarily mistaken. Neverthe
less, although some fatalists do view themselves as arguing for the logical necessity 
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of their thesis, most do not. Most fatalists attribute what may be called "meta
physical necessity" to their thesis; the nature of their 'must' ,  although not of the 
force of logic, is still powerful enough, so they believe, to eradicate the possibility 
of any robust free wilU 

The second way in which the description of fatalism as a logical thesis misleads 
is that in so classifying it we may foster the impression that the premises used in 
the argument refer only to laws of logic. Again, unless we restrict ourselves to the 
most implausible of arguments, the impression is illusory. Serious arguments for 
fatalism employ premises that refer to some (putative) fundamental facts about 
the nature of time and truth . As a result, the type of necessity that attaches to the 
fatalist's thesis, the necessity that I have categorized as 'metaphysical' ,  is the ne
cessity that all past events acquire when they become past. That is, when the 
sophisticated fatalists claim that everything that occurs, must occur, or that we 
lack the power (ability, capability) to perform acts other than the ones that we 
actually do perform, what they are saying is that in the sense that we have no 
power to perform actions that would alter the constitution of the past, we are 
equally powerless to choose (or decide) among alternative courses of action in the 
future. The belief that we have the ability to pick among different courses of 
action-the belief that we have (libertarian) free will-is false. 

One would hope that philosophers would feel some uneasiness about sum
marily dismissing a subject that, in the ancient world alone, occupied Aristotle, 
the Stoics, the Peripatetics, and other thinkers. This proud pedigree should at least 
suggest the thought that the issue has been unfairly caricatured. W hen we interpret 
fatalism charitably, as a sophisticated, substantive thesis, it provides entry into 
some thorny problems regarding the nature of truth and time. In fact, I will 
suggest that when properly understood, reports of the death of fatalism are at 
least somewhat exaggerated. 

1 .  SOME COMMON MISUNDERS TANDINGS 

( OR WHY NOT TREAT FATALISM 

LOGICALLY ) 

Fatalism is not the view that what will be, will be. It is true, of course, that 
whatever will happen will happen, but this is a mere tautology. For similar rea
sons, fatalism is not the view that necessarily what will occur, will occur, where 
the necessarily is given wide scope. When the necessarily is seen governing the 
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proposItion "what will happen, will happen," we have merely a proposition 
that expresses the tautologous nature of the first mistaken understanding of fa
talism. 

It is sometimes suggested that fatalism implies that what happens, happens 
no matter what, that is, that the occurrence of whatever happens is, in some sense, 
inevitable or unavoidable. Such a view suggests that fatalism mocks the relation
ship of causality, at least where causes are viewed as necessary conditions of effects. 
If some states of affairs will occur no matter what else occurs, and more partic
ularly will occur regardless of what events or states of affairs antedate the state of 
affairs in question, it may be that no particular event can be a causally necessary 
condition for any state of affairs. Some interpret fatalism as having this implica
tion and thus conclude it is a sham (Ayer 1963: 238; Grunbaum 1953: 772; Mor
genbesser and Walsh 1962: 1; van Rensselaer Wilson 1955: 70-71) . Some who believe 
that fatalism does not have this implication believe that if it did, it would be a 
fraud, even a logically inconsistent one (Cahn 1967: 19) . Their reasoning for this 
is straightforward. Suppose that Jones will meet his grandfather Wednesday and 
that this will happen no matter what. This is seen as absurd since if Jones gets 
killed Tuesday, then he cannot meet his grandfather tomorrow. Thus, if fatalism 
really is committed to an occurrence happening no matter what else occurs, the 
thesis should be quickly dismissed. 

Fatalism does not have this implication. If it is true that Jones will meet his 
grandfather Wednesday, then no one has the power to prevent this meeting. If 
Jones's being killed Tuesday would prevent that meeting, then Jones is not capable 
(lacks the capacity) of being killed tonight. None of this suggests to the meta
physical fatalist that the true proposition "Jones meets his grandfather Wednesday" 
is a tautology or logically necessary truth. Jones, however, can relax. If it is true 
that he will meet his grandfather tomorrow, and being killed would prevent this 
meeting, then he (metaphysically) cannot be killed beforehand. 

2. FATALISM AND DETERMINISM 

Determinism, like fatalism is, in some measure, a term of art. The thesis of deter
minism, like that of fatalism, can also be stated as "whatever happens must hap
pen." The theses also share the presumption that any acceptable elucidation of 
them would threaten the existence of free will. Yet important differences exist 
between the two theses; the must or necessity of fatalism is distinct from the must 

of determinism. 
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Grounding the thesis of determinism is the intuitive idea that the world works 
in ways that continually reflect regularities. Unimpeded dropped books fall to 
earth, glass tends to be shattered when met by massive, fast-moving objects, in
gestion of bread and tofu disposes nourishment. Let us call these and other reg
ularities, these workings of the world, "laws of nature." The term law is suggestive; 
violations are naturally impossible, a thought manifested in the work of many 
philosophers and theologians who characterize miracles as events that violate these 
laws and whose cause can only be a supernatural or divine being. We natural, 
mortal creatures lack the power to bring about any event that is in violation of a 
law of nature. 

Consider now the existence of certain events governed by natural laws. It 
appears as if any such events must occur. Given a prior state of the world that is 
governed by laws of nature, a unique state of the world is forthcoming. It is helpful 
to think of the laws of nature operating as mathematical functions and the an
tecedent events as arguments for these functions. Once the function and the ar
gument (input of the function) are settled, the output is necessitated. To imple
ment the mathematical analogy, let f(x) = 5X + 2 and the input to the function 
be 3. The output of f (3) is 17, a mathematically necessitated result relative to the 
function and argument. Just as any other result is mathematically impossible-a 
violation of the rules or laws of mathematics-any event other than the one that 
actually occurs, relative to the antecedent state of the world and the laws of nature, 
is naturally impossible. Only by supernatural interference could an outcome other 
than the actual one occur in a world with the identical prior state and laws. 
Determinism can then be defined as claiming that it is logically impossible that 
there are worlds with natural laws and pasts congruent with the actual world and 
yet with futures distinct from that of the actual world. 

Deterministic necessity attaches to an event just in case the event appears in 
every logically possible world that shares the natural laws and antecedent state of 
affairs of the actual world. Consider a logically possible world congruent to that 
of the actual world up to and including a specific time but immediately afterward 
containing a different set of natural laws than that of the actual world. There is 
no reason to believe that this world's future will be anything like, let alone identical 
to, the future of the actual world. Books may well rise when dropped, glass may 
no longer shatter when struck by massive high velocity objects, and bread may 
no longer nourish. All bets are off concerning what events may occur once the 
laws of nature diverge. Next, reflect upon the scenario where logically possible 
worlds contain natural laws that are unflaggingly identical to those of the actual 
world, but whose antecedent states of affairs diverge from those of the actual 
world. Obviously, some of these worlds will differ greatly from the actual one. 
Since some of these worlds will simply not contain any books, there will be no 
future consisting of books plummeting to earth when they are released. The ne-
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cessity of determinism therefore requires (depends upon, is contingent upon) the 
intelligibility of transworld identity of natural laws and prior events. 

Subtleties aside, it is natural to understand deterministic necessity as a species 
of causal necessity-more particularly, a type of efficacious causality where the 
causal antecedents of a state of affairs make or bring about a subsequent state 
rather than exist as mere concomitant accoutrements. What, then, is the relation
ship between fatalism and determinism? Were fatalism merely a logical thesis, it 
would be consistent in both indeterministic and deterministic worlds. Logical 
truths are completely unaffected by the causal relationships that may hold between 
states of affairs. Conceptual fatalism, a view of the happenings of the world that 
makes their occurrence logically mandated, does eviscerate cause and effect of any 
efficacy. Tautologies are not, and cannot be, true by virtue of some set of ante
cedent events. 

Given our understanding of both the metaphysical necessity of fatalism and 
the causal necessity of determinism, the natural task is to describe their relation
ship. If an event is metaphysically fated, we are as unable to influence it as we 
are incapable of modifying the past. I see no reason to think that this same event 
might not be causally necessitated. Of course, if it is causally necessitated, this 
relationship of causal necessitation is itself metaphysically necessitated if (meta
physical) fatalism is true. But there is no logical impediment to this. The two 
types of necessity are compatible. 

3. ARGUMENTS FOR FATALISM 

The simplest historical argument for fatalism does in fact appeal only to the laws 
of logic, thus fostering the view that fatalism is merely a logical thesis. 

1. it is (logically) necessary that: each individual proposition is either true 
or false. 

2. Therefore each individual proposition is either (logically) necessarily true 
or (logically) necessarily false. 

The usual rejoinder is to accept the truth of premise (1 ) , which is basically an 
expression of the principle of logical bivalence, but to deny the argument's validity. 
Logical necessity does not distribute over a disjunction. Consider the present 
weather conditions. It is (logically) necessary that it is either raining or not raining. 
Yet surely if it is raining, this event is not logically necessitated. The cumulus 
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clouds (logically) could have passed by the neighborhood; they just did not. Like
wise, if it is not raining, it (logically) could be; rain clouds could have dropped 
precipitation in the area; they just did not. Thus this argument for fatalism is 
invalid. 

Fatalists can, of course, always claim that this argument is question-begging. 
To insist that logical necessity does not distribute over a disjunction is tantamount 
to denying the fatalist's thesis. But given a choice between the logical principle 
prohibiting distribution of necessity over a disjunction and the fatalist's thesis, 
most people find the former far more plausible. 

Thankfully, most fatalistic arguments are versions of the one to be found in 
Aristotle's De Interpretatione, bk. 9, in which concerns about truth and time, in 
addition to the laws of logic, come into play. It is fair to claim that the following 
version (call it RF for 'representative fatalism') owes its inspiration to Aristotle 
and is representative of the great majority of subsequent arguments purporting 
to demonstrate the truth of fatalism. 

1. There will be a sea battle on 11112010 or there will not be a sea battle on 
111/2010. 

2. If there will be a sea battle on 11112010, then it was always true that (it 
was always a fact that) there will be a sea battle on 11112010; if there will 
not be a sea battle on 1/1/2010, then it was always true that (it was al
ways a fact that) there will not be a sea battle on 11112010.  

3. If it was always true that (it was always a fact that) there will be a sea 
battle on 11112010, then there was never a time at which anyone or any
thing could prevent the sea battle; if it was always true that (it was al
ways a fact that) there will not be a sea battle on 11112010, then there was 
never a time at which anyone or anything could bring about the sea bat
tle. 

4. Thus either no one (or nothing) , at any time, could prevent the sea bat
tle or no one (or nothing) , at any time, could bring about the sea battle. 

5. Thus, either the occurrence of the sea battle is necessary (that is, no one 
and no thing has the power, at any time, to prevent the sea battle) or 
the nonoccurrence of the sea battle is necessary (that is, no one and no 
thing has the power, at any time, to bring about the occurrence of the 
sea battle) . 

6. Thus, in general, fatalism is true. 

Unsurprisingly, philosophers have questioned this argument in a host of ways. 
Some, most notably Aristotle, denied premise (1) when the disjuncts concerned 
future contingents (cf. Cahn 1967: chs. 7, 8) . Although each disjunct in isolation 
had to be either true or false, a disjunction of future contingents is neither. This 
radical response is currently unpopular. It seems to most philosophers ad hoc. 
They are inclined to look for other responses to the argument before restricting 
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the application of the logical Law of Excluded Middle and its close relative, the 
principle of bivalence. One would hope less draconian measures would be required 
to meet the fatalist's challenge. Some have questioned the legitimacy of the infer
ence from "there will be a sea battle" to "it was always true that there will be a 
sea battle" involved in the step from (2) to (3) . But while it is clear that the fatalist 
employs this inference, it is less clear what motivation we have to reject it other 
than the question-begging reason that it leads to a result with which we do not 
want to be saddled. 

A more frequently voiced criticism takes aim at the very intelligibility of 
tensed facts and tensed propositions. It is claimed that to speak of an event or 
state of affairs as always (that is, at all times) being the case (or not) and to speak 
of a proposition always being true (or false) makes as little sense as the putative 
unintelligibility of imputing spatial attributes to facts or propositions. Just as it is 
(allegedly) senseless to speak of a state of affairs being the case in Connecticut or 
a proposition being true in New York, it is meaningless to speak of states of affairs 
obtaining at certain times or propositions having truth-values at particular times. 

But there may be less to this objection than meets the eye. We can understand 
"proposition p is true in place q" as "had anyone uttered in q the sentence that 
expresses proposition p, he would have expressed a true proposition." Similarly, 
we can analyze "proposition p is true at time t" as "had anyone uttered at t the 
sentence that expresses proposition p, he would have expressed a true proposi
tion." In effect, the translation assigns to the moment of utterance the disposi
tional property of containing a true proposition p had anyone uttered the sentence 
" "3 p. 

If this Aristotelian argument (RF) were sound, we would be left with the task 
of explaining how we can be legitimately said to have libertarian free will regarding 
any of our actions in the face of its antecedently being true that we will perform 
one particular act. At least at first blush, it seems that if we had the ability to 
choose between alternative courses of action, then we would have the ability to 
change the past. We would have the ability to make a proposition that was true 
at some prior time false at that time or to make one false at a prior time true. 

Fatalists thus allege that the denial of their position commits one to the intolerable 
result that we have the power to alter the past and so commits us to denying the 
self-evident fact that the past is inviolable or fixed. Belief in the inviolability or 
fixity of the past amounts to the belief that if the sea battle has occurred at some 
particular time, then we now lack the power to make it the case that it did not 
occur at that time and if the sea battle has not occurred at some particular time, 
we now lack the power to make it the case that it did occur at that time. 

While most philosophers would accept the fact that we lack the power to alter 
the past, many would claim that we do not need this power to falsify step (3) of 
RF. Many claim that the expression "it was always a fact that the sea-battle will 
occur" does not refer to a fact that concerns the past, or, at least, does not refer 
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to a fact solely about the past. As such, the power that we normally believe we 
have regarding this fact is real, and the exercise of this power does not violate the 
legitimate stricture concerning the impossibility of altering the past. The distinc
tion, difficult as its exact expression is, between facts that are truly about the past 
(often called "hard" facts) and so unamenable to any of our powers, and those 
facts "about the past" over whose existence we do have some say (called by con
trast "soft" facts) , finds its medieval ancestor in Ockham. Expression of soft facts 
may masquerade as hard facts, but we need not be taken in by the illusion. We 
can make it a fact (a fact that was "always the case," if you like) , that the sea 
battle will not occur by simply making the captain realize that entering into such 
a battle would have an exorbitant human cost. In so doing, we are not violating 
the principle that the past cannot be changed. Rather, we are performing some 
act, an act that fatalism has given us no reason to think that we cannot perform, 
such that as a result, the constitution of the world is different than it would have 
been had we not exercised our power to perform this act. Using the fatalist's 
jargon, in speaking to the receptive captain, we are making it the case that it was 
always a fact that the sea battle will not occur. We sometimes have the power to 
perform acts that make it the case that some states of affairs have always been 
facts. 

It may be helpful to consider a scenario where the Yankees win the pennant 
in 2010, the Indians win in 2011, and the sport of baseball is terminated prior to 
the 2012 season. To the fatalist, it was always true that (always a fact that) the 
Yankees won the penultimate American League pennant. Yet, the Ockamist claims 
that this fact is at least partially a product of something that occurred just prior 
to the 2012 season. If the season had been terminated just prior to the 2013 season, 
then it would not be a fact (and never would have been a fact) that the Yankees 
won the penultimate American League pennant. We should not be misled by the 
expression "always the case that" into thinking that the truth or fact has already 
been fixed in the past. While hard facts about the past are "fully accomplished" 
and "over and done with" (Fischer 1989: 5) , some soft facts, like the penultimacy 

of the Yankee pennant, are determined, at least in part, by what occurs afterward. 
In 2011 or any time before the termination of the 2012 baseball season, it was a 
soft fact that the Yankees were the penultimate team to win the American League 
pennant, although it was a hard fact, in 2011, that the Yankees won the 2010 
pennant. While all hard facts are fixed, not all soft facts are. If the 2012 baseball 
season had not been terminated (let us imagine that the commissioner ordered it 
to be played) , it would not have been a fact that the Yankees won the penultimate 
American League pennant. When we speak of the fixity or inalterability of the 
past, we are expressing what we take to be the relationship between our powers 
and hard facts. 

Do these Ockhamist considerations destroy the viability of (metaphysical) 
fatalism? I think not. The problem is not merely to make a hard fact/soft fact 
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distinction4 but to explain why such a distinction should carry so much weight. 
Ockhamists appear guilty of question-begging if they simply assume that hard 

facts about the past are fixed while some soft facts are not. Whether one can 
distinguish between facts that are essentially temporally related to subsequent 
times from those that are not, is not the crucial issue. What fatalists want to know 
is why this distinction makes (some) soft facts immune from their argument. 
Fatalists may grant that in 2010 the fact that the Yankees won the penultimate 
pennant in the American League may be different-in some ways-than the fact, 
in 2010, that Lincoln delivered the Emancipation Proclamation. They may also 
grant the merely verbal point that we will call facts of the former sort "soft" facts 
and call the latter "hard" facts. Still, they will insist on an explanation of how we 

can make it the case that the Yankees won the American League's penultimate 
pennant if it was always true that they would be the League champions. How, 
precisely, can something that has always been a fact depend upon events that are 
in our power to perform? To be told, in effect, that this is just the way some 
temporally relational facts work, is not to give an answer but to abruptly end the 
dialogue. The fatalist is not likely to be converted. At this point, the ever-recurring 
meta-issues regarding burden of proof and question-begging are likely to resur
face. 

Some believe that we can adopt a bolder position. Perhaps we should question 
the dogma that there are hard facts; that is, what if we challenge the common 
assumption shared by Ockhamists, fatalists, and ordinary persons, that we lack, 
indeed, necessarily lack, the power to bring about and prevent past events. What 
if we not only have the power to bring about past events that have already oc
curred and the power to prevent the occurrence of possible but nonactual past 
events, but even have the more remarkable power to bring about past events that 
did not occur and to prevent events that did occur? If, somehow, these powers 
are not, as they seem on the surface, impossible, then we may have the most 
direct, and stunning, defeat of fatalism that we can imagine. If our powers re
garding the past are like our powers regarding the world's future, we may be 
relieved of the fear that we lack free will. 

Some believe that such powers are possible (for example, Mavrodes 1983) . But 
we must be very careful about how we conceive the nature of such power. It is 

not the power to bring it about that there was a past time at which it was true 
that some event occurred and a subsequent time at which it was not true that 
that very same event occurred . That is, advocates of even this remarkable power 
do not conceive it as a power to change the actual existence status of events relative 
to different times. Rather, the remarkable power is conceived as the power to 
make it the case that states of affairs that have been facts for some time are 
henceforth not facts anymore. 

How can such a remarkable power exist? I think that we must conceive it as 
a 'meta-ability' (Bernstein 1992: 106ff.) or a 'generalized power' (Hasker 1989a: 
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ch. 7) . We must view the power not as an ability to perform a particular act in 
particular circumstances (for, if we did, then, there could be no such power) , but 
rather as an ability to gain the ability to perform acts of a certain kind. Neither 
my friend nor I can speak Russian; we both lack sufficient knowledge to do so 
and it would be the height of foolishness to take either of us as tour guides of 
Moscow. Still, my friend, unlike myself, is quite good at learning new languages. 
Put in the right settings, with proper instruction, she would learn competent 
Russian. I, on the other hand, am linguistically challenged; the greatest Russian 
teachers in the world would be forever stymied in their attempts to teach me the 
language. While neither my friend nor I can speak Russian, only she has the meta
ability to speak it. 

The power, then, to prevent states of affairs that have been facts up to this 
point from ever being facts, requires (a) the possibility of there being an act such 
that if I presently performed it, the state of affairs that was a fact up to this point 
would never had existed, and (b) the meta-ability to perform such an act. Of 
course, such a possibility requires the possibility of backward (or retro-) causation, 
but this, relatively speaking, is a small price to pay. (After all, the relatively simple 
power requires this.) And we need to understand that, given our present situation, 
we lack the ability (and so, on the "lower level," we cannot) perform such an act. 
The fact that the Yankees won the 1927 pennant is safe from revision; we can no 
more do this than I can learn Russian despite the greatest tutelage the world has 
to offer. 

What bearing does this have on free will? Have these considerations lived up 
to the aforementioned hope that we can demonstrate that free will exists despite 
the arguments of the (metaphysical) fatalist? In a word, no. The easiest way to 
see this is to concede that there is a sort of power that we may well have that is 
compatible with changing (affecting, causing, bringing about) the past. But lib
ertarian free will, unlike a compatibilist version of free will, demands the ability, 
in the very circumstances that the individual finds herself, to choose among var
ious alternative courses of action. Putting it another way, libertarian free will 
requires the ability, not merely the meta-ability, to do this; it requires the partic
ular (or specific) ability and not generalized ability. Picturesquely, libertarianism 
demands that there are alternative paths available to us, right then and there, and 
not merely that under certain causally possible conditions, though not the ones 
present, we would have such available options. (In fact, this shows that this un
derstanding of power really seems, at bottom, to be a compatibilist rendition) . 
Only under these conditions do the libertarians see freedom having the robustness 
that we demand of free individuals. Thus, regardless of how successful one believes 
this account is for articulating a notion of power (ability) to accommodate our 
ability to affect the past, it fails to resolve the issue in favor of the antifatalist. 
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It is worthwhile to note an interesting implication of (logical) fatalism to the way 
we usually characterize argumentation. Deductive arguments are distinguished 
from inductive ones by the fact that the evidential link between the premises and 
the conclusion is absolute; there is no (logical) possibility of all the premises being 
true and the conclusion false. Inductive arguments are those where there is at least 
one possible world where all the premises are true and the conclusion false. De
ductiveness and inductiveness are not matters of the actual truth-values of any of 
the statements involved. Consider an argument that we normally would consider 
inductive in which all the premises and conclusion are true. If fatalism is true, 
then this argument is not truly inductive, for there is no possible world where the 
conclusion is false. This trivially follows from the idea that fatalism collapses the 
possible worlds into the actual one. Indeed, fatalism entails that the only inductive 
arguments are those in which all the premises are true and the conclusion is false. 
Assimilating, as is common, deductivity with logical validity and inductivity with 
logical invalidity, this highlights the point that the domain of the most significant 
logical notions is greatly altered under fatalism. 

Does this signal the death-knell for fatalism? Not necessarily. The (logical) 
fatalist is free to suggest that some logical distinctions that we have made, can
onized though they may be in our logic textbooks, need to be modified. What 
antifatalists view as a fundamental, perhaps decisive criticism, fatalists consider an 
illuminating insight. 

5. THEOLOGICAL FATALISM 

For centuries, the driving force behind most discussions of fatalism has come 
from religion. There is at least a powerful prima facie case that the existence of a 
Judeo-Christian God is incompatible with human freedom. More particularly, the 
divine attribute of eternal infallible omniscience is seen to clash with libertarian 
human freedom. 

Consider the case of Sue, who forgoes eating dinner this coming Thursday 
evening. God, being omniscient, believes, from time immemorial, that Sue would 
not be eating dinner this Thursday. Being infallible, God cannot be mistaken in 
this belief. Employing the Ockhamist terminology, this belief of God seems to be 
a hard fact. God infallibly believed one thousand years ago, for example, that Sue 
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will forgo eating this Thursday dinner. It would appear to be beyond our power 
to make it the case that God did not so believe. Thus, it appears as if Sue cannot 

eat dinner this coming Thursday, for if she could, then it would be in her power 
to make it the case that God did not believe that she would refrain from Thurs
day's dinner. Generalizing, we are to conclude that if God exists, humans never 
have the ability to act other than they do. 

This argument for incompatibility is fairly characterized as fatalistic as op
posed to deterministic. There is no reference to causation or natural laws. The 
argument would be unaffected if, as scientists currently popularly believe, the 
workings of the world are, at bottom, indeterministic. Still, it is important to 
notice how this type of fatalistic argument differs from arguments like RF that 
purport to establish fatalism. After all, while some contemporary philosophers 
accept the theological argument for the incompatibility of God's foreknowledge 
with human freedom, few, if any of them, accept the similar fatalist argument 
against human freedom. For these philosophers, therefore, that God believes a 
certain fact must have pivotal significance over and above the truth of the fact. 

I have already alluded to one key difference between this argument and the 
general argument for fatalism that makes no reference to the beliefs of anyone, 
mortal or divine. We have seen that the currently fashionable response to the 
general fatalistic argument is to claim that the fatalist has given us no reason to 
think that we cannot alter some soft facts about the past. In so doing, we are not 
violating our commonsense precept that we cannot alter hard facts about the past. 
Assuming that it is true that Sue will not eat dinner this coming Thursday, it is 
arguably an alterable soft fact about the past that it was always true that Sue will 
forego dinner this Thursday. The key difference with the theological version is 
that by granting Sue the power to eat dinner this coming Thursday, we apparently 
grant her the power to change a belief that God has at some earlier time. But the 
having of a belief-by anyone, mortal or divine-at some earlier time seems 
clearly to be a hard fact, a fact that is fully accomplished and over and done with . 
To see the force of this, notice that even the destruction of the world 500 years 
ago would not alter the fact that God (or anyone else, for that matter) 1 ,000 years 
ago had the belief that Sue would not eat dinner this coming Thursday. The having 
of the belief, in other words, does not seem to be temporally relational in the 
manner of the sort of soft facts regarding the past over which we seem to have 
some control. Granting Sue the power to eat dinner this Thursday, so it seems, 
does violate the stricture that no one has the power to change the past. 

Why is it important that an infallibly omniscient God have this belief rather 
than a mere mortal like you or me? An infallibly omniscient being has, and can 
have, all and only true beliefs. There is no truth that God does not believe and 
God can have no false beliefs. We, on the other hand, can have false beliefs. 
Suppose that both God and we believe, at some antecedent time, that Sue will 
not eat dinner at some later time. If Sue exercised her power to eat dinner (a 
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possibility that the antifatalist insists upon) ,  then she would have the power to 
bring about a change in the propositional content of God's belief; that is, Sue 
would have the power to bring about a change of belief in God. It appears that 
had Sue exercised her power then, since God is infallibly omniscient, God would 
have believed at the earlier time that Sue would have eaten her Thursday dinner. 
Thus, it appears that Sue has power over the content, an inherent or intrinsic 

property, of God' s  belief. Since having a belief at an earlier time does seem to be 

a hard fact (a fact that is over and done with) ,  attributing the power to Sue of 
doing other than what she actually does, a ppears to violate of the principle that 
the past cannot be altered. On the other hand, if you or I had the belief, the 
implementation of Sue's power would not have changed a hard fact, but only the 
truth value of our belief. Not being infallibly omniscient, the content of our belief 
would not need to, and presumably would not change, since having the mortal 
belief at an earlier time is ju st as much a hard fact as a divine earlier belief. And 
this, so it has been alleged, is merely a change of an appropriate soft fact and 
does no violence to our belief in the fixity of the past. 

An Ockh amist may respond by submitting that this Cartesian conception of 
belief is mistaken. W hat makes a belief the belief that it is, is not, as the Cartesian 
would suggest, merely a matter of what is going on "inside the head." It is not as 
though we could look inside the mind (or brain) of an individual and read off 
what a person believes. Appropriating Hilary Putnam's idea that meanings and 

beliefs "ain' t  in the head," the Ockhamist may claim that if S ue eats dinner this 

coming Thursday, then the state of God's mind that actually constituted God's 
belief would not have constituted this belief (Putnam 1975: 215- 71 ) .5 To Putnam, 
the belief, for example, that water is wet would have been a different belief had 

XYZ and not water constituted the oceans, lakes, and streams. Although my state 
of mind-the formal reality of my idea, so to speak-would have been identical 

whether water or XYZ made up the oceans, lakes, and streams, my belief would 
have been different. Instead of believing that oceans were made of water, I would 
have believed that the oceans were made of XYZ. Transporting this idea to the

ological fatalism yields the Ockhamist conclusion that God's belief is partially a 
function of what Sue freely decides to do this coming Thursday evening. Of 
course, one would need to argue for the plausibility of an "externalist" conception 
of belief before this idea gains many apologists. The argument is further compli
cated by the worry that an externalist conception may militate against the Judeo
Christian conception of divine omniscience. 

Ockhamism is not the only strategy available to compatibilists regarding hu

man free will and divine foreknowledge. Assuming consensus on the facts that 
God does have beliefs at times and that some of these beliefs concern human acts 
at subsequent times, the Molinist offers an account of how we humans can have 
power over the past (Hasker 1989a: ch. 2; Zagzebski 1991: ch. 5 ) .  The theory holds 
that God knows, in advance, what every possible free creature would freely choose 



7 8  T H E O LO G Y  AN D F AT ALIS M 

to do in every possible situation in  which a free choice can be exercised. God 
knows not only what will happen from time immemorial but also what would 

happen even if in fact it will not. Humans make free choices, but God chooses to 
create them and place them in particular situations. Applying this view of so
called middle knowledge, we can imagine God realizing that a free choice that I 

would make in 2010 that would have great benefits for all of humanity would be 
possible only if God made it the case the Lincoln never existed. No doubt this is 
an unlikely scenario, but one in which we have an example of counterfactua l power 

over the past. In th is same sense we are said to have power over the earlier beliefs 
of God. W e  can freely perform an act such that if we performed it, God would 
not have the belief that he previously had. 

Most of the contemporary criticism of middle knowledge comes from putative 

problems concerning the so-called counterfactuals of freedom. Middle knowledge 
requires that some relevant conditionals of the form "if conditions X occurred, P 
would freely do Y" be both capable of being true (and so m eaningful) and know
able by God. Pre-philosophically, we tend to have no particular problem in as
signing truth values to (some) counterfactuals of freedom. It surely seems true 
that had my university offer ed me a $20,000 raise, I would have accepted it. I 
would claim to know this with a very high degree of certainty. W hat, then, are 
the problems inherent in the counterfactuals of freedom that are necessary to the 

viability of Molinism? 
Robert Adams (1977 ) and W illiam Hasker ( 1989a) have worried that counter

factuals of freedom seem to have no grounding.6 Hasker claims not to understand 
how a counterfactual of freedom can be true. This metaphysical concern, I think, 
can be managed straightforwardly. What makes a simple declarative proposition 
true is the fact that it references; "snow is white" is true in virtue of snow being 
white. Using the semantics of counterfactuals developed by Stalnaker (1968) and 
Lewis (197 3) ,  we assign truth to a counterfactual just in case some possible world 

in which the antecedent and consequent are true is more similar to the actual 

world than any world in which the antecedent is true and the consequent false. 
W hile there may be obscurities and difficulties with this semantic analysis of 
counterfactuals, there appears to be no special reason why this analysis cannot be 
used to provide the "grounding" for counterfactuals of freedom. It is true, of 
course, that we need to consult other possible worlds in order to assign truth
values, but this is normally taken as a mere heuristic device to deal with modalities 
in general. ?  

Adams's worry about grounding is  different and aimed more specifically to
ward the personal liberty that is supposed in the counterfactuals of freedom. He 
claims to be unable to see how a counterfactual of freedom can be true. He 
suggests that the antecedent of such a conditional can neither logically nor causally 
necessitate the consequent and, as a result, speculates that no connection between 
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antecedent and consequent of a true counterfactual of freedom would allow the 
consequent to be contingent in a sense that is required for libertarian freedom. 

It seems, however, that whatever the merit of these rather technical problems, 
Molinism still fails to solve the foreknowledge/ free will dilemma. Counterfactual 
power, based on the theory of middle knowledge, is a misnomer. It is not power 
worth the name and is certainly not robust enough to satisfy either the ordinary 
man or the libertarian, both of whom believe that we have free will. Molinism 

tells us that God's knowledge of a particular future human action is contingent. 

Assume, that as a matter of fact, God believes from time immemorial that Sue 
will not eat her Thursday dinner. We are also told that Sue is free to eat or not 
eat this Thursday's dinner. To the libertarian, this means that Sue, as she is at the 
very moment of choice, in her very psycho-physical state at the moment, has these 
two alternatives open to her. It would seem, then, that Sue has the power to 
change a belief of God, a possibility that Molinism expressly precludes. Molinists 
claim that if Sue (freely) chose to eat this Thursday's dinner then, God would 

never have believed that Sue would not eat this Thursday's dinner. In fact, God 

would have always believed that Sue would eat this Thursday's dinner. Sue, 
though, exerts no causal influence over God; no one can, let alone does, do that. 
It is just that God, being infallibly omniscient, would have always had the true 
belief about Sue and her upcoming dinner. Sue's power to eat and not eat dinner, 
her freedom of will at this particular moment, entails the possibility of there being 
a realizable world in which she eats dinner. But this is not enough for libertarian 

freedom. If God knows from time immemorial that Sue will not eat dinner this 

Thursday, then Sue, on Thursday, does not have alternative courses of action from 

which to choose. If she really did have this libertarian freedom, then she would 
have the power to bring about a change in God's beliefs, and this, the Molinist 
concurs, is impossible. 

Boethius, Anselm, and Aquinas are the sources of the eternalist tradition that 
God is an atemporal being and as such it makes no sense to attribute temporal 
qualities to him.s In particular, it is unintelligible to claim that God knows some 

proposition at a certain time or that God believes something before or after an 
event occurs. God is timeless and God's beliefs and knowledge are timeless as well. 
The incompatibility problem putatively evaporates (rather than being resolved) ,  
for the premise that i s  necessary t o  generate the problem, namely, that God knows 
or believes what will happen before it happens, is taken to be necessarily inappli
c able to a timeless G od. 

Problems for this view can be usefully divided into two groups. Some objec
tions submit that the timeless view of God is inconsistent with the scriptural 

accounts of a Judeo- Christian God; others derive from the worry that, even if 
coherent, atemporal knowledge only serves to re- establish the dilemma in a slightly 
altered form. The Judeo-Christian God is a personal God, one who thinks and 
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acts. These seem like activities o r  processes and as such require that the agent 
have a temporal dimension. On the other hand, one wonders whether the timeless 
knowled ge of what we will do really mitigates the problem of reconciliation with 
free will. Although timeless knowledge would not be burdened with necessity of 
the past (metaphysical necessity) , it arguably attracts a similar onus. As Marilyn 

Adams has put it ( 1987: 1135 ) ,  " [ll f the necessity of the past stems from its on
tological determinateness it would seem that timeless determinateness is just as 

problematic as past determinateness." I take the point to be that determinateness, 
manifested in either its past or timeless guises, precludes us from having any effect 
upon the future. As far as the question of our powers is concerned, the necessities 
of pastness and timelessness accomplish the same purpose (compare Zagzebski 
1991). 

We should always be wary of reports that proclaim that a philosophical prob

lem has been solved, dissolved, or shown to be without merit. Fatalism provides 
us with further confirmation of this platitude.9 

NO T E S  

My thanks to Robert Kane and Michael Almeida for very helpful comments. 

1. Cahn (1967:8) tell us that fatalism "is the thesis that the laws of logic alone suffice 

to prove that no man has free will, suffice to prove that the only actions which a man 

can perform are the actions which he does, in fact, perform, and suffice to prove that a 

man can bring about only those events which do, in fact, occur and can prevent only 

those events which do not, in fact, occur" (my emphasis ) .  J. M. Fischer ( 1989:  8) tells us 

that fatalism "is the doctrine that it is a logical or conceptual truth that no person is 

ever free to do otherwise." Van Inwagen (1983: 23 ) says that he will understand by fatal

ism "the thesis that it is a logical or conceptual truth that no one is able to act other

wise than he in fact does; that the very idea of an agent to whom alternative courses of 

action are open is self-contradictory." For some recondite formulations of fatalism, see 

Sobel (1998).  

2.  This terminology is used and justified in Bernstein (1992). The terminology is 

closely related to the medieval notion of accidental necessity, although I am hesitant in 

identifying the two for fairly arcane reasons. For a helpful introduction to the genesis of 
accidental necessity, see Zagzebski (1991: ch.1) .  

3. See van Inwagen (1983 ) ,  especially the interesting note 16 (pp. 228-29) ,  and Wir

derker (1989: 97-105) .  

4 .  The discussion of the hard fact/soft fact distinction has grown to  a cottage in

dustry. Many of the best articles can be found in Fischer (1989). In addition to his very 

helpful introduction concerning this issue, I would especially recommend the contribu

tions of Pike (1995 ) ,  Wirderker (1989 ) ,  and Hasker (1989a). 

5. Fischer ( 1983b) exploits this idea in "Freedom and Foreknowledge," reprinted in 
idem (1989 ) .  
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6. These and other objections are discussed in Zagzebski, (1991: 141-52 ) .  

7 .  This may be unfairly dismissive. Since libertarian freedom allows, indeed insists, 

on the possibility of two worlds being identical up to the moment of distinct choices or 

overt personal actions, it would appear arbitrary to think of one of these two worlds as 

being "closer" to the actual world. If this is what Hasker has in mind, the problem is 

more of assessment of counterfactuals of freedom than their grounding, although I 

would not want to place too much weight on a point that may be merely a verbal quib

ble. Adams, discussed later in the text, may be bothered by this problem as well. See 

Flint (1998) for a very recent and detailed account of Molinism. 

8. For an extensive discussion of the eternalist tradition, see Hasker (1989a:  chs. 8-

10) ,  Robinson (1995 ) ,  and Zagzebski (1991: ch.2) . It may be worth consulting Bernstein 

(1989 ) ,  where it is argued that the 'block conception' or eternalist conception of time 

has no fatalistic consequences. 
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CHAPTER 4 

QUANTUM PHYSICS, 

CONSCIOUSNESS, AND 

FREE WILL 

DAVID HODGSON 

By about 1920, classical relativistic physics-the physics of Newton and Maxwell 

and Einstein-provided an a ccount of the workings of matter and energy in space 

and time that was apparently accurate and comprehensive. Two outstanding fea
tures of this account were (1 )  that it was deterministic and (2) that it required 
locality of causation. 

Looking first at determinism, classical physics postulated that the material 
universe develops or changes over time wholly in accordance with definite and 
unequivocal physical laws, so that for any inert ial frame of reference (any frame 

of reference not itself subject to any acceleration) the state of the universe at any 
time is wholly and unequivocally determined by the state of the universe at prior 
times and the physical laws of nature. Or, to put essentially, the same idea in the 

language of relativity theory, independently of frames of reference: any event at 
any location in space-time is wholly determined by events within its past light 
cone and the physical laws of nature.l 

The last statement links with the second important feature of classical physics, 
loca li ty of causation.  I n  classical physics, anyt hing that happens at any location in 
space-time is entirely unaffected by events with spacelike separation from it- that 
is, events occurring at locations in space-time other than within its past or future 
light cones. I n  fact, classical physics restricts locality of causation even more 
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strictly than this: what happens at any location in space-time is considered as 
determined either by matter coming to that location by passing through adjacent 
regions of its past light cone, or else by force or energy fields the state of which 
at any location in space-time depends on its state in adjacent regions of its past 
light cone. 

These features of classical physics would leave little room for free will, in any 
strong sense. If one accepts classical physics, free will must apparently be ex

plained as being compatible with determinism. The only alternative to compati
bilism, if sense is to be made of free will, would be to postulate that the laws of 
physics do not have universal application and that human free will can cause 
things to happen contrary to those laws. It might be suggested that Kant found a 
third alternative, but if so it is one I am unable to understand. Furthermore, any 
strong sense of free will requires that mental events, such as those involved in 
decisions and voluntary actions, h ave efficacy in the physical world. Mental 
events appear to be associated with patterns of physical events spread over sub

stantial regions of the brain; so that if th e mental events, as such, are to have an 

impact on the world, this would seem to suggest some non-locality in causal his

tories. 
Then in the 1920S came quantum mechanics (QM) .  And QM seemed to in

dicate that the world was not deterministic; that the past plus laws of nature did 
not determine outcomes unequivocally but rather left open a spectrum of alter
native outcomes, with varying probabilities. Further, QM seemed to indicate that 
causation was not entirely local, but rather that what happens in one location can 

be interdependent with and thus affect and/ or be affected by what happens at 

another location with spacelike separation from it. 
Not surprisingly, some people saw the indeterminism of QM as making pos

sible an account of a strong sense of free will, as being incompatible with deter
minism, and as selecting from the outcomes left open by the past and (quantum) 
physical laws of nature. Notably, this approach was put forward by Arthur Ed
dington in The Nature of the Physica l World ( 1929 ) ,  and a similar suggestion 
appeared in Compton ( 1935 ) .  However, this view did not appeal to neuroscientists 

or philosophers: they pointed out that the indeterminism suggested by QM is 

mere randomness, which is hardly conducive to rational choice; and that in any 
event in systems as hot, wet, and massive as neurons of the brain, quantum 
mechanical indeterminacies quickly cancel out, so that for all practical purposes 
determinism rules in the brain. Eddington was strongly attacked, for example, by 
Susan Stebbing in Phi losophy and the Physicists ( 1937); and it was not until qu ite 
recently that the possibility that quantum physics was relevant to free will was 
again taken up in any substantial way. 

However, another feature of QM, namely its treatment of measurement and 
observation, was seen by some as suggesting an intimate link between QM 
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and consciousness. I will be looking later at von Neumann's treatment of mea
surement, which has been taken to indicate that QM presupposes and depends 
upon the existence of conscious observers (see London and Bauer 1983; Wigner 

1983 ) .  
By  the early 1980s, physicist Henry Margenau was publishing views to  the 

effect that QM was relevant to free will (see Margenau 1984; LeShan et al. 1982) ,  
and later in the 1980s the idea that QM may be relevant to consciousness in general 
and free will in particular began to receive significant attention. The most prom
inent recent exponent of the view that QM is relevant to consciousness is math
ematician Roger Penrose, whose book The Emperor's New Mind was published in 

1989 and has caused considerable debate. In the same year, philosopher Michael 

Lockwood published Mind, Brain and the Quantum; and since then there have 
been a number of books relating QM with consciousness, including my own The 

Mind Matters ( 1991) ,  Mind, Matter and Quantum Mechanics by physicist Henry 
Stapp (1993 ) ,  How the Self Controls I ts Brain by neuroscientist John Eccles (1994) ,  
and Shadows of the Mind by Roger Penrose (1994) .2 Some of these books (notably 
Lockwood's) do not directly support a strong sense of free will, but all are of 
relevance to the debate. 

In addition to QM, one other area of twentieth century physics is seen by 
some as relevant to free will, namely chaos and complexity theory. One finding 

of this area of physics is that in complex systems the minutest differences in initial 
conditions can produce great differences in outcomes. Most scientists and philos
ophers do not see this as supporting indeterminism, much less free will: rather, 
they see it as explaining why there can be unpredictability in complex systems, 

even when they are strictly deterministic. However, a respectable minority think 
that the impossibility of 100 percent accuracy in measuring initial conditions and 
consequent large uncertainties in outcomes could signal actual indeterminism that 

is not dependent on quantum theory (see Prigogine and Stengers 1984; Polkingh
orne 1996) .  I will not consider this view in any detail in this essay, although it 

will come up in passing. (There is discussion concerning this approach in Robert 
Bishop's essay [ chapter 5] in this volume. ) 

In this essay I will focus on the relevance of QM to the free will debate. First, 
I will outline how QM involves three features potentially of relevance to free will, 
namely indeterminism, nonlocality, and what may be called observer

participation. Second, I will look at interpretations of QM that might be seen as 
restoring determinism to physics, namely the many-worlds interpretation and the 
Bohm interpretation. Third, I will outline some objections that have been raised 
to the notion that QM is relevant to free will. Fourth, I wi ll briefly discuss the 
approaches of some of the authors mentioned above. And last, I will outline some 
of my own thoughts on the matter. 
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1. INDETERMINISM, NONLOCALITY, AND 

OBSERVER-PARTICIPATION 

I will begin by briefly saying something about the way in which QM represents 
physical systems and then suggest how this gives rise to the three features I have 
mentioned. 

1.1.  QM Representations 

In classical physics, the quantities of observable properties (or 'obser vables' ) of 
p hysical systems, such as position or momentum or energy, are represented di
rectly by mathematical objects-so that for example one may expect to find the 
energy of a system represented by a symbol such as E, and one may take that to 
mean that the system really does have the q uantity of energy that E indicates. 

However, in QM the mathematical objects used do not generally represent directly 
the quantities of the observables but rather indicate the probabili ti es of various 
observables being disclosed on measurement, if an appropriate measurement 
should be made. 

A typical representation in QM of the sta te of a physical system is by the 
mathematical object ltV> , which carries the information that, if a measurement 
of an observable, such as the energy of the system is made, the possible results 
are energy levels Ep E2, • • •  , En' etc. ,  with respective probabilities p p P 2' ... , p n' 
etc. Each quantity En is associated with a different possible state (called an 'energy 

eigensta te') of the system, represented by mathematical objects ItVn> -so that ItVl> 
is associated with Ep ItV 2> is associated with E2, and so on. The probability P n 
that the system will be measured as a particular En is Icnl 2, the absolute square of 
a number cn , generally complex, which is given by a relationship between ltV> 
and ItVn> , called an inner product and written <tVnltV> . The inner product 
<tVnltVn> is 1; and in the special case where the system before measurement hap

pens to be in an eigenstate ItVn> , an energy measurement will disclose the partic
ular En with certainty (probability 1): otherwise, as noted earlier, ltV> will give 
only a range of possible results and their respective probabilities. 

Consistently with the preceding discussion, once the energy of the system has 
been measured and found to be a particular En' then, according to QM, the state 
of the system has been reduced from the general state ltV> to the eigenstate ItVn> ; 
and a further measurement of energy, made immediately, before the system has 
time to change, will give En with certainty. 

The orthodox view of QM is that the failure of ltV> generally to indicate a 
particular energy does not mean that there is some incompleteness in what ltV> 
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tells us about the energy of the system. Rather, unless and until a measurement 
is made, the system is not considered to have any particular energy, but rather to 
be in a superposi tion of all the possible energy eigenstates It/in> , weighted by the 

numbers cn -one reason for this being that the behavior of such systems is most 
readily understood in terms of the existence of such superpositions and the in
teraction of their elements. Such a superposition can be written L cnlt/in> , where 
Cn = <t/inlt/i> , and Ll cnl 2 = 1 .  It is different from what is called a sta tistical mixture 

in classical physics, in that, although a statistical mixture indicates probabilities 
for a range of states that a system may be in, such a mixture is considered to 
indicate that the system actually is in one of those states but only the probabilities 
are known. 

Another feature of QM is that representations of systems involve a minimum 

indeterminacy of certain combina tions of observables, such as position and mo
mentum. Broadly, for any It/i> , the product of indeterminacies of position and 
momentum must always be at least of the order of Planck's constant h, a very 
small quantity of a variable called action; and this means that if either position 

or momentum is measured precisely, the other becomes wholly indeterminate. 
T his is Heisenberg's uncertainty principle. 

1.2. Indeterminism 

Just as classical physics has equations that specify how a physical system will 
change over time, so also does QM. And these equations are just as deterministic 
as those of classical physics: according to QM, a QM state It/i> will change de
terministically over time, so long as no measurement of the system is made. 

However, orthodox QM is nevertheless fundamentally indeterministic, for two 

reasons. 
First, what changes deterministically is a QM state It/i> which, as we saw, 

itself involves minimum indeterminacies of certain combinations of observables. 
T he product of indeterminacies of position and momentum of any system must, 
according to QM, always be at least of the order of h; and application of deter
ministic laws to initial conditions with such indeterminacies can produce great 
indeterminacies in outcomes, particularly in complex systems like the human 
brain. 

Second, even in relation to observables made certain by an initial quantum 

state It/i> , deterministic time-development of It/i> results in indeterminacy and 
thus indeterminism in outcomes. Deterministic change of It/i> will generally 
change th e probabilities Icnle for the various observables that could be found on 
measurement. For example, if energy has been measured and found to be a par
ticular En' and if the system is not remeasured immediately but allowed to change, 
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then there will be a deterministic development of the system that will change it 
away from the particular state I ljJn> corresponding to the particular energy En ; 

and this will mean in turn that, if the energy of the system is subsequently mea
sured, the outcome could be any of a spectrum of En s, with the probabilities given 
by the new values of the I cn lz s produced by the deterministic development of the 
system. T hat is, indeterminism is involved in the reduction of the quantum state 
that is considered as happening upon measurement. 

1.3. N onlocality 

When two QM systems (say 1 1jJ> and 1<1» ) interact, they become correlated or 
entangled; and until this entanglement is destroyed, for example by a measure
ment, the systems cannot accurately be represented separately as superpositions 
of the possible states of the respective systems, because this would leave out the 
way in which possible states of 1 1jJ> and 1<1» are correlated with each other. In 
some cases, measurement of a particular state of 1 1jJ> will mean that 1<1» would 

certainly be measured to be in a particular state, even though the systems 1 1jJ> 
and 1<1» are some distance apart. 

T his can be demonstrated in the case of polarization of photons. 
When photons have passed through a polarizer, they are plane-polarized in 

the direction of the axis of the polarizer (let us say, vertical) ;  and they will then 
all pass with certainty through another polarizer of the same orientation. However, 
if instead they encounter a polarizer orientated at an angle e to the vertical, then 

only about cosze of the photons will pass, and about sinze of them will be ab
sorbed. According to QM, the vertically polarized photons are indistinguishable 
from each other as to their polarization, and it is not determined in advance 

which will pass the e -orientated polarizer and which will be absorbed. QM treats 
each photon as being in a superposition of e -oriented polarization states cl le> 
+ cz le + 7th> , where CI = cose and Cz = sine and asserts that, if its polarization 
in the e direction is measured by means of the e -orientated polarizer, the prob
ability that it will be measured as Ie> by passing the polarizer is cosze ,  and the 

probability th at it will be measured as Ie + 7th> by not passing is sinze (cf. Dirac 
1958: 4-7 ) · 

When two photons have interacted in a particular way, their polarization 
states become correlated in such a way that, after the photons separate, they will 
be measured in a way consistent with their having the same plane polarization. 
Accordingly, if one photon in such a pair passes through a vertically orientated 
polarizer, there is certainty that the other would pass through such a polarizer, 
whether or not this is actually put to the test; and there is cosze probability that 
the other would pass through a e -orientated polarizer. Experiments conducted by 
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Alain Aspect in the 1980s, combined with a theorem devised by the late John Bell, 
showed that it cannot be the case that, prior to measurement, a photon pair will 
have properties that determine with certainty that its component photons will or 
will not pass through the polarizers orientated in each of three distinct directions 
(such as vertical, 30° from the vertical, and 60° from the vertical) .  Since any 

direction can be measured, this means that, even though the photons wh en mea
sured have spacelike separation, the polarization of one photon, when it is mea
sured, is then instantaneously correlated with, and thus affects or is affected by, 
the polarization of the other photon (see Aspect et al. 1982b; Bell 1987 ;  Davies and 
Brown 1986; Mermin 1985 ) .  This is an example of the nonlocali ty implicit in QM. 

1.4. Measurement and Observers 

For most practical applications, the inability of QM to do more than give prob
abilities of measurements does not matter much, since the indeterminacies and 
indeterminism of QM are generally at atomic scales, and in fact QM both gives 
virtual certainties for the behavior of systems comprising large numbers of par
ticles of matter or radiation, and also con firms the substantial accuracy of classical 

physics for macroscopic systems. 
Thus, if one has a collection of radioactive atoms, with a half-life of ( say) one 

year, then the probability that any particular atom will decay within one year is 

0 .5 ;  and it is generally accepted that all of such atoms are relevantly identical, that 
there is nothing to distinguish those that will decay with in a year (or indeed, 
within a second) from those that will not. Yet, there is near-certain ty as to the 
relative frequencies of decay and non-decay of large numbers of such atoms over 
a period of time; namely, that very close to one half of (say) one billion atoms 

will deca y  within one year, and one half will not. One may compare this with the 
tossing of coins. In 10 tosses of an unbiased coin, the probability that there will 
be between 4 and 6 heads (5 heads ± 20% )  is about 0.66; while in 50 tosses, the 

probability that there will be between 20 and 30 heads (25 heads ± 20% ) is about 
0.93. In a billion tosses, the probability that there will be a half a billion heads ± 

20% (or even ± 1% ) is very close indeed to 1 .  
According to QM, the regularity of the behavior of macroscopic objects de

pends on the high probabilities of relative frequencies in the behavior of vast 
numbers of particles. For most nonconscious macroscopic systems in most cir
cumstances, the probabilities amount to virtual certainties, so that for ordinary 
purposes we can safely proceed on the assumption that the middle-sized objects 
that we deal with in our everyday lives do exist, independently of being observed, 
in definite positions and with definite motion and do behave in accordance with 
the laws of classical physics. 
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However, on a theoretical approach, there is a considerable mystery. The fact 
remains that these ordinary middle-sized objects are composed of atoms that 
generally do not have determinate position or motion or energy, and in respect 

of which the most fundamental laws of physics assert a determinate position or 

motion or energy only in terms of a probability of observation. 
QM suggests that, prior to measurement, a system will generally have no 

definite energy but be in a superposition of energy eigenstates; that measurement 
of energy will disclose a particular energy associated with a particular energy 
eigenstate; and that, immediately after measurement, the system will be in this 
particular energy eigenstate. How, then, is it that measurement brings about this 

reduction of a superposition of eigenstates to one particular eigenstate? This is 

the measurement problem of QM. It is a problem because the mathematics of 
QM, in dealing with the way systems change over time, deals only with deter
ministic development in the absence of measurement and does not indicate how 
measurement can select out one element of a superposition. 

Schrodinger's cat is a cliche ,  but it is a graphic illustration of the measurement 
problem. Readers will be familiar with the thought ex periment that Erwin Schro
dinger ( 1983: 157) described in the following words: 

A cat is penned up in a steel chamber, along with the following diabolical de

vice (which must be secured against direct interference by the cat ) ;  in a Geiger 

counter there is a tiny bit of radioactive substance, so small that perhaps in the 

course of one hour one of the atoms decays, but also, with equal probability, 

perhaps none; if it happens, the counter tube discharges and through a relay 

releases a hammer which shatters a small flask of hydrocyanic acid. 

We suppose that the device switches off after one hour, and some time later the 
ex perimenter opens the chamber. We suppose that the relevant region of the world 

is divided into three parts: (1 )  the system actually observed (the radioactive sub
stance) ;  (2) the measuring instrument (the Geiger counter, hammer, and acid; the 
cat; and the steel chamber) ;  (3) the actual observer. 

According to QM, after one hour, the radioactive substance (unmeasured) 
would be in a superposition of states 

where Ic1 1
2 

= Ic2 12 = 0.5. If one treats (1 ) alone as developing according to the 
rules of QM, and the whole of (2) and (3) as measuring (1 ) ,  then (I) would in 
fact be measured as having decayed if and when the Geiger counter discharged, 
and otherwise as not having decayed. However, if one treats ( 1 )  and part of (2) 
(say, the Geiger counter, hammer, and acid) as developing according to the rules 
of QM, then the state of this system (unmeasured) after one hour would be 

c1 1not decayed, flask unbroken> + czl decayed, flask broken> , 
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and this system would be measured by the state of the cat, alive and dead. And 
if one treats ( 1 )  and the whole of (2) as developing according to the rules of QM 
(as one can) ,  then the state of this system after one hour would be the superpos
ition 

c,l not decayed, cat alive> + c2l decayed, cat dead> , 

and it would remain in this state (apart from possible phase changes, which need 
not concern us) until the observer opened the chamber and observed either a live 
or dead cat. One can go even farther, treating the observer as part of the measured 
system, which is developing in accordance with the rules of QM, and introduce, 
say, a supervisor as the measuring part of the world. On that approach, when the 

observer opens the box ,  the system would go into the superposition 

c,l not decayed, cat alive, live cat observed> 
+ c2l decayed, cat dead, dead cat observed> , 

and measurement would take place only when the supervisor became aware of 
what the observer discovered when he opened the chamber. 

Von Neumann dealt with this problem in his 1932 treatise on the mathematics 

of QM (1955: 417-45) with his "projection postulate," which suggests that, in 

measurement, two things happen: (1 )  the QM superposition L cnlljJ> becomes a 

classical mix ture, so that only one of the IljJn> s actually obtains, with probability 
Icnll ; and (2) this particular IljJn> becomes known to the observer. He called this 
process 1, so as to distinguish it from the deterministic development of systems, 
in the absence of measurement, which he called process 2. He gave no ex planation, 
in QM terms, of how or why process 1 occurred in measurement: rather, he argued 
that no such ex planation was necessary, because it did not matter how much of 

( 1 ) ,  (2) and (3) one treated as the measured system-the ultimate observer would 

always detect a particula r  IljJn> in system (1 ) ,  with probability IcIY ,  whether this 
be considered as brought about by an immediate measuring instrument (such as 

a Geiger counter) ,  or by a higher level measuring device ( such as live or dead 
cat ) ,  or by an intermediate observer (such as a person who opens the steel cham
ber and reports what he sees to a supervisor) . 

Now, if one accepts that physical theories such as QM are no more than math
ematical models that enable accurate predictions of observations and measure
ments, then one may well be satisfied with this. That line is taken, for ex ample, by 
Stephen Hawking in A B rief History of Time (1988: 9, 139) ;  and he thereby evades 
the tricky questions concerning his central concept of imaginary time, as well as 
any necessity of even mentioning the measurement problem of QM. However, I 
think most of us ex pect more of science than mere prediction: we want to know 
about what things ex ist and how they actually work. And it is difficult to sustain a 
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consistent "models" approach. Hawking does not do so: contrary to his statements 
about models, most of his book in fact consists of assertions about what things ex 
ist and how they work (see, for ex ample, ibid. :  10, 13, 168- 69,  174-75 ) .  

Furthermore, since the laws o f  QM enable more accurate predictions o f  ob
servations than do the laws of classical physics, as well as accounting for all the 
predictions that follow from the laws of classical physics, it is reasonable to believe 
that we should get a better indication of what things ex ist and how they work 
from the laws of QM than from the laws of classical physics; so that it is reasonable 
to look for an ex planation of what is really going on when measurement of a 
quantum system occurs. 

1.5. Solving the Measurement Problem? 

There are various proposals for interpreting or modifying QM so as to dispense 
with reference to observation, without surrendering to Hawking's "models" ap
proach. Three broad alternatives can be identified. 

First, some proposals acknowledge that QM is substantially accurate in its 
account of process 2 (deterministic development) and seek to account for process 

1 (reduction to a single eigenstate) as a purely objective physical process ( see, for 
ex ample, Ghirardi et al. 1986; Penrose 1989: 367-71) .  However, no single one of 
these has wide support, and it appears that any such account would alter the 
statistical predictions of QM, which are well confirmed ( see generally d'Espagnat 
1989 ) .  Further discussion is beyond the scope of this essay. 

Second, there is the suggestion that, although QM's account of process 2 is 
accur ate, there is in fact no process 1 . This "many worlds" interpretation of QM 
asserts that process 2 development correlates the system being measured and the 

measuring part of the world (including any conscious observers) into a super
position that associates each possible state of the measured system with a relative 
state of the measuring part of the world, and that there is in fact no selection 
from this superposition of observers, measuring devices, and possible states of the 
measured system: all elements of this superposition are taken as not merely pos
sibilities but actualities, an d all of them are taken to continue in ex istence after 
measurement. Nonlocality is affi rmed, but indeterminism and observer
participation are denied. This version of QM has been supported by distinguished 
cosmologists (such as Barrow and Tipler 1988) ,  science writers (such as Gribbin 
1985 ) ,  and philosophers (such as Lockwood 1989) .  Despite many criticisms, it is 
stil l  advocated in Deutsch and Lockwood (1994) and Deutsch (1998) and seemingly 
approved in Weinberg ( 1993: 65, 186, 224) and Gell-Mann ( 1994: 137-65) .  Since 
this approach could be seen as a way of undermining the support free will may 
have from the observer-dependence and indeterminism of QM, I will take a little 
time in the nex t  section to show why I believe that this version of QM is untenable. 
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Third, there are suggestions that QM is inaccurate or incomplete in its ac
count of both process 2 and process 1, and that there are "hidden variables" 
underlying the probabilities of QM. The most developed candidate for "complet
ing" QM in this way, and thus removing the need to postulate measurement or 
observation, is the theory of the late David Bohm, which, like the many-worlds 
interpretation, affi rms nonlocality; but it could be seen as denying indeterminism 

and observer-participation, so I will say a little about it also in section 2. 
I have not in this review mentioned an interpretation of QM that is said to 

be gaining acceptance in recent years, the so-called "consistent histories" inter
pretation (see Whitaker 1996: 292-97; Omnes 1994) . I find it less than clear; and 
I believe that, if it is not an objective reduction theory like that of Ghiradi and 
his collaborators, then it is really (as suggested in Gell-Mann 1994: 138-53) a 
variation of the many-worlds version, so that it can escape the objections to that 
version only by retreating to the "models" approach. 

Thus, none of the proposals has general acceptance; and it remains a reason
able possibility that, while QM enables superbly accurate predictions of the out

comes of observation and gives a better indication than classical physics of what 
things ex ist and how they work, it does not and cannot give a precise account of 
what happens in the process of observation or indeed in the absence of observation. 
This leaves as a possibility that no theory invoking mathematical laws can do so, 
which suggests in turn that reference to observations may always remain a fun

damental feature of basic physical theory, and thus that matter is to some degree 

dependent on mind. As we will see, this approach is advocated by Henry Stapp 
(and see also d'Espagnat 1989) .3 

2. MANy-WORLDS AND BORM 

2.1. Many-Worlds 

According to the many-worlds or relative state version of QM, when the observer 
opens the steel chamber containing Schrodinger's cat, the superposition 

cll not decayed, cat alive, live cat observed> 
+ c2l decayed, cat dead, dead cat observed> 

does actually obtain: so that there are thereafter two instances of the observer, 
one that sees the live cat and one that sees the dead cat, each unaware of the 



96 P H Y S IC S ,  D E T E R M INIS M ,  AN D IN D E T E R M IN I S M 

other. No element of the superposition is eliminated. This ( it is said) is what the 
mathematics of QM indicates, unless one introduces the unex plained process 1; 
and it cannot be disproved, because there is no possibility of either version of the 
observer being able to detect the ex istence or nonex istence of the other. 

In order to show what I believe to be the absurdity of this view, I will first 
suggest a modification of the Schrodinger's cat thought ex periment. By reducing 
the amount of radioactive material, and having the device switch itself off after 
( say) two minutes, the probability of an atom decaying and of the cat being 
killed is reduced from 0.5 to 0.01. The ex periment is performed 100 times. Ac
cording to the many-worlds version, each time the steel chamber is opened, there 
occur two instances of the observer, of which one observes a live cat, and the 
other observes a dead cat. After the ex periment has been performed twice, there 

will be 4 observer histories: observer sees live cat, then live cat; observer sees live 
cat, then dead cat; observer sees dead cat, then live cat; observer sees dead cat, 
then dead cat. After 100 performances, there will be 21 00 observer histories. And 
just as, after 2 performances, two of the four histories showed an equal number 
of observations of live and dead cats, so also, after 100 performances, the 21 00 his
tories will be grouped, in a bell-shaped curve, around results showing equal num
bers of observations of live and dead cats. QM would predict that the histories 
should be grouped around results showing 99 observations of live cats for every 

one observation of a dead cat. 
We can see what has happened. In standard QM, the probabilities 0.99 and 

0.01, respectively, for each observation of a live or dead cat are reflected ( 1 )  in the 
high degree of confidence (approaching certainty) that one can have, in making 
each observation, that it will be of a live cat and not of a dead one; and (2) in 
the distribution of results over many observations. Both (1 )  and (2) depend upon 
one of the possible results occurring on each occasion, and the other not occur
ring: so that by postulating that both possible results always actually occur, the 
many-worlds interpretation ex cludes these reflections of probability. 

This line of argument has been noted by advocates of many worlds ( see, for 
ex ample, Graham 1973; Lockwood 1989: chapters 12 and 13 ); although surprisingly 
it is entirely ignored in Deutsch (1998) ,  a prominent book that advocates a 
worldview based on the many-worlds approach. Three main responses have been 
suggested: (A) that probabilities of individual occurrences are reflected in prob
abilities of relative frequencies, and worlds split only in respect of relative fre
quencies; (B )  that probabilities are reflected in the number of worlds or histories 

produced when splitting occurs; and (C) that ( in some sense or other) some of 
the worlds or histories that actually occur are more or less probable and so 
should (in some way or other) count more or less than others. None of these is 
acceptable. 

Response (A), suggested by Graham (1973 ) ,  notes that the regularities in our 
world are due to the relative frequencies of huge numbers of quantum events; so 
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that, except in those rare cases where individual quantum events are obser ved, 
there is no need to suggest that worlds or histories split for individual quantum 
events. Accordingly, it is said, for all practical purposes, the many-worlds approach 

can take account of probability. 
However, even though QM does indicate very high probabilities for relative 

frequencies consistent with the regular behavior of matter, it also gives finite, albeit 
very low, probabilities for other relative frequencies that are inconsistent with such 
behavior-just as ordinary probability theory gives very high probabilities for 

about 50 percent of heads in a billion tosses of an unbiased coin, and finite, albeit 

very low, probabilities for results widely diverging from this ( including for 2, 1, 
or even 0 heads in a billion tosses) .  On Graham's view, there must be an actual 
world or history for each possibility, including those with as little probability as 
o heads in a billion tosses (see Squires 1994: 203) .  

Turning to  response (B) ,  we could suggest that, in  my modified Schrodinger's 
cat thought experiment, each time the steel chamber is opened, there occur 100 
instances of the obser ver, one of which sees a dead cat and 990 f  which see a live 

cat. Then, after 100 performances, the 100 100 histories will be grouped around 
results showing 99 observations of live cats for every one obser vation of a dead 
cat, appropriately reflecting the statistical predictions of QM. 

However, it is crazy to suggest that the number of worlds or histories created 
in measurement should depend on what happen to be the numerical probabilities 
of the possible outcomes of the particular measurement that is made-particularly 
when some observables can take values anywhere within a continuous range, with 

no limit in principle to the precision of measurement, and thus no limit to the 
number of worlds or histories created (on this approach) by measurement. In 
fact, as pointed out by Squires ( 1991: 285 ) ,  there will be deviations from the pre

dictions of quantum theory to a degree that increases with time unless the number 
of worlds or histories is infini te; and this is just what is proposed by Lockwood 
(1989) and discussed by Albert (1992) .  According to the approach discussed by 
Albert, associated with each observer are an infinite number of minds, and QM 
probabilities of the result of any measurement are reflected in the proportion of 

minds for each possible result. 
This overcomes the problem of determining the number of possible worlds 

or histories-but has absurdities of its own. Suppose one takes a piece of radio
active substance with a billion particles, having a half-life of one year, and sets up 
a G eiger counter so that it will signal any decays and display the number of decays 
on a dial. After one year, assuming no malfunctions, the probability that the dial 
will show no decays is one in 2 1000000000: yet on the approach under consideration 
there will be an infinity of minds associated with an observer who then reads the 
dial, which observe that the dial shows no decays. ( Infinity divided by 2 1000000000 is 
still infinity! ) 

So what this means is that QM, devised to explain the regular behavior of 
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objects in our world, on the basis of the virtual certainty of the statistics of the 
behavior of vast numbers of particles, leads, in this many-worlds version, to the 
postulation of the actual existence of myriad infinities of worlds or histories or 
minds, for which there is no such regular behavior, because the statistical predic
tions of QM do not hold good; indeed, in Albert's version, an infinity of minds 
for every possible outcome of every quantum process, however wildly improbable 

(one in 21000000000, or one in 21000000000 raised to the power of 21000000000, and so on) . 

The statistics of QM, and the regularity of the behavior of matter with which we 
are familiar, are then supposedly explained by the ratios between all these infin
ities. This is not merely metaphysical baggage, as is sometimes said of the many
worlds view, it is an utter absurdity. 

Response (C) is that the probabilities indicated by QM are reflected in the 
probabilities of the different worlds or histories; so that, in relation to my modified 
Schrodinger's cat thought experiment, the great majority of the 2100 observer his

tories, reflecting probabilities for dead as against live cats much in excess of one 

in one hundred, are themselves highly improbable and can be discounted accord
ingly ( see DeWitt and Graham 1973: 163 ) .  

By  suggesting that one world or  mind for each possible outcome i s  enough, 
this response avoids the absurdity of postulating an infinity of worlds or minds 
for each possible outcome; but this deprives the central concept of probability of 
any meaning. Since every possible outcome actually does occur in j ust one world 
or for j ust one mind, no meaning can be given to what are said to be the different 
probabilities of the different outcomes. 

Thus, none of the three responses answers the probability argument. Standard 

QM asserts that in measurement on each occasion only one result actually occurs, 
and the other possible results do not occur, with these actual occurrences and non
occurrences over many measurements reflecting the statistical predictions of QM. 
The many-worlds version asserts that, on every occasion, every possibility actually 
occurs-so that the probabilities of QM cannot be expressed in the statistics of ac

tual occurrences and nonoccurrences because there are never any nonoccurrences. 

This makes nonsense of QM. SO I contend that, of all the main interpretations of 

QM, the many-worlds version can most confidently be dismissed. 

2.2. The Bohm Version 

Although I introduced Bohm's version of QM as identifying "hidden variables," 
Bohm himself, in his last comprehensive statement of his interpretation, preferred 
to call it an ontological interpretation (Bohm and Hiley 1993: 2) , because his theory 
was concerned with what actually exists and happens, in contrast with orthodox 
QM, which as we have seen relates to measurements or observations and thus 
can be considered as directed primarily toward epistemology .  
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One central feature of Bohm's interpretation is that particles of matter such 

as electrons are considered as always having a well-defined position, independently 
of any observation or measurement: in this respect Bohm's version is like classical 
physics. However, the motion of the particles is affected, not merely by forces 
recognized by classical physics, but also by a force due to what Bohm calls a 
quantum field. This field is unlike classical fields, particularly in that its effect is 
considered to be independent of the strength of the field but totally dependent 
on its form, with the result that this effect does not decrease with distance. 

The quantum field proposed by Bohm is such that the position of individual 
particles cannot be controlled or predicted, and that in ordinary circumstanc es 

the statistical results of orthodox QM will be produced. In certain circumstances, 
the Bohm system could give rise to statistics different from those of orthodox 
QM, but it has not yet been possible to investigate those circumstances ( see Bohm 
and Hiley 1993 : 345-48 ) .  

The Bohm interpretation is like orthodox QM in  embracing nonlocality: in 
situations like those dealt with by the Aspect experiments, the quantum field is 
seen as able to instantaneously correlate the polarization of distant particle pairs. 
As noted above, it is unlike orthodox QM in making no reference to observation 

or measurement. 
As regards indeterminism, the interpretation could be considered determin

istic if it were accepted as final and comprehensive. However, Bohm took the view 
that "nature in its total reality is unlimited, not merely quantitatively, but also 
qualitatively, in its depth and subtlety of its laws and processes" (Bohm and Hiley 
1993: 321; compare Bohm 1984) . For this reason, Bohm claimed that reality is 

neither absolutely deterministic nor absolutely indeterministic, but "somewhere 
between and beyond [ these views l, as indeed it is beyond what can be captured 
in thought, which is always limited to some abstraction from the totality" (Bohm 
and Hiley 1993: 324) .  So Bohm himself does not rule out the possibility of inde
terministic free will, supported by postclassical physics.4 

3. MARGINALIZING QM 

As noted earlier, the possible relevance of QM to consciousness in general and 
free will in particular has been taken up again over the last couple of decades. In 
general and overall, it seems that philosophers and neuroscientists have tended to 
dismiss this approach, and that its principal advocates have been a few physicists 
and just one neuroscientist. I will look briefly at the grounds on which QM 
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is dismissed, and also at what two prominent philosophers have said about the 
relevance of QM to free will; and then, in section 4, at the views of some scientists 
who argue that QM is relevant at least to consciousness, if not also free will. 

3.1.  Standard Arguments 

As I have said, ( 1 )  the orthodox interpretation of QM involves a measure of 
irreducible indeterminism in the development over time of systems in the world. 
Also, (2) QM contradicts the causal locality and reductionism of classical physics 
which is still generally assumed in the broader scientific orthodoxy, thus opening 
up the possibility that an agent's conscious mental activity could act holistically 
in exercising a causal influence not fully explicable from a physical viewpoint. 
And (3) the mathematics of QM links not objective events but observations of 

events; so that the participation of conscious subjects is presupposed, and the total 
dependence of consciousness upon matter, which is assumed in the scientific 

orthodoxy, is thus put into question. 
These considerations have so far had little effect on the orthodox scientific 

worldview. 
The first is dealt with by acknowledging that there may be some indetermin

ism in the world, but suggesting that this is of little moment and in particular 
does not allow for any exercise of free will independent of physical causation. Any 
indeterminism ( it is said) occurs at levels of scale in size and time which cannot 
be relevant to any supposed exercise of free will; and in any case, the indetermin
ism involves only randomness, which (as shown by Hume) would not be con
ducive to efficacious human choice. 

The second consideration, combining nonlocality with holism, is generally 
ignored, or at best dismissed as again occurring at scales and in circumstances 
irrelevant to free will. Although nonlocality sits uneasily in various ways with the 
theory of relativity, it is in fact generally accepted that quantum nonlocality does 

not permit the transmission of a detectable signal at faster than the speed of 

light-so that for practical purposes it might seem that locality of causation is 
maintained. The scientific orthodoxy, it is said, is thus not threatened by this 
exotic implication of QM which is so remote from anything significant for the 
operations of the brain. 

The third consideration, the presupposition of observers, is assumed to be a 
temporary feature of QM, which will be supplanted when QM is better under
stood. As we have seen, there are various theories about QM in which the observer 
is not presupposed; and although none of these has general acceptance, it is rea
sonable ( it is said) to believe that the wholly implausible idea that matter is to 
some extent dependent on mind will be rooted out of QM. 
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Philosopher David Chalmers has jokingly called the project of relating QM 
to consciousness a strategy for the minimization of mysteries (McCrone 1994) :  

QM is  a mystery, consciousness i s  a mystery, so  by saying they are the same 
mystery, you have reduced the number of mysteries by one. 

3.2. Dennett 

In his major work on free will, Elbow Room (1984) ,  Daniel Dennett dismisses QM 

as irrelevant to free will. He points out (77n) that QM indeterminism would not 
involve macroscopic indeterminism of human action unless there happened to be 
something of the nature of natural Geiger counters in our brains, so as to amplify 
QM indeterminism to the requisite macroscopic scale; but he adds that in any 
event it is difficult to discern the point of such mechanisms. His reason is that 
any possible advantage of random processes, for example in throwing up alter
natives for acceptance or rejection, could equally well be served by pseudo-random 
processes such as those used by present-day computers ( see ibid . :  120, 151 ) .  

He  also makes the point ( ibid. :  136)  that, i f  free will and responsibility de

pended upon our actions being "the magnified effect of quantum-level indeter
minacies o�curring in our brains," then it is extremely unlikely, given the com
plexity of our brains even at the molecular level, that we could ever know whether 
any particular act was or was not one for which the person was responsible-and 
this, he says, is absurd. 

3.3. Honderich 

Ted Honderich is another philosopher who has considered QM in relation to the 
free will question, and concluded it is irrelevant. 

He makes the point (Honderich 1993: 37) that, if someone is to be responsible 
for his or her mental state following what is supposed to be a free choice, then 
that mental state must follow reliably from the mental processes involved in the 

choice; yet for indeterministic free will, the mental processes involved in the choice 

itself must not follow reliably from their precursors. Even then, he says, QM only 
postulates random or chance events, and we cannot be responsible for chance 
events. 

He also advances an argument ( ibid . :  61-66)  to the effect that QM does not 
really provide a sound basis for believing in indeterminism, which could be rel
evant to human choices. He argues that the success of the formalism of QM does 
not guarantee the truth of particular interpretations of QM, that in any event 
much that QM suggests not to be deterministic effects are not the sort of thing 
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that determinists claim to be deterministic effects, and that the lack of evidence 
for chance events in the ordinary macroscopic world makes it reasonable to doubt 
that QM really could produce such events. 

4 .  Q M  AND CONSCIOUSNESS 

4.1. Penrose 

As mentioned earlier, the most prominent advocate in recent years of the rele
vance of QM to consciousness is mathematician Roger Penrose. 

A central plank of Penrose's argument is the nature of human rationality, and 

the capacity of humans to solve problems one cannot solve by applying rule-based 
procedures or algorithms. This capacity, he argues, requires understanding, which 
in turn requires consciousness. He supports this by reference to Godel's theorem, 
developing an argument previously advanced by philosopher John Lucas ( 1970 ) .  
Penrose ( 1994) contains a very extensive discussion and elaboration of  this argu
ment. 

Penrose then asks what kind of physical process could possibly support non
algorithmic rationality. He points out that both classical physics and von Neu

mann's process 2 in QM are algorithmic: in each case, time-development proceeds 
strictly in accordance with definite rules in a way that is, in principle at least, 
computable. However, von Neumann's process 1 in QM is different. According to 
standard QM, it is purely random within probability parameters established by 
the process 2 development; but Penrose suggests both that standard QM is in
adequate in its account of process 1, and that an adequate account of process 1 
may involve nonalgorithmic development of the type required for consciousness 
and human rationality. 

Penrose argues that QM needs a new account of process 1, the reduction of 
the quantum state, as an objective process-what he calls OR, or objective re
duction. He suggests that both nonalgorithmic rationality and consciousness are 
associated with nonlocal co-ordinated objective reductions occurring over ex
tended regions of the brain. 

Now it would seem that such nonlocal quantum events, if they are to be 
associated with conscious experiences, would require QM entanglement or coher

ence extending over substantial areas of the brain for periods of time of the order 
of at least (say) one-tenth of a second; so Penrose considers whether there are 
any features of the brain that could support the spread and duration of entangle-
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ment to that extent. And he adopts a suggestion, first made by anesthetist Stuart 
Hameroff, that structures within the neurons of the brain called microtubules could 
isolate quantum states in such a way as to do just that. 

On the question of free will, Penrose believes that the nonalgorithmic pro

cesses of his theory could make free will possible, but that such processes could 
also be compatible with determinism. He gives a simple example (Penrose 1997) 
of a "toy universe" in which each step of time-development depends on whether 
a plane can be tiled by a shape determined by the previous time-step: such a 
universe would be deterministic, but its development would not be computable 
by application of algorithms. 

4.2. Stapp 

Another prominent advocate of the relevance of QM to consciousness and free 
will is the physicist Henry Stapp, a collaborator of QM pioneer Wolfgang Pauli. 
Unlike Penrose, Stapp does not suggest that QM is in need of significant modi
fication but rather embraces QM's reference to observation as the basis for a 
theory of the relationship and interaction of mind and matter. 

Stapp adopts the general approach of von Neumann and Wigner, suggesting 
that the mathematical representations of QM do not refer to mind-independent 
observable properties that exist independently of observers: rather, they refer to 
objectively existing i nformational structures, carrying the maximum information 
that can be had about the world. The process 1 of von Neumann can then be 
understood as changing in that maximum information, through measurement and 
observation. This is not the same as saying that the observer's consciousness of 
the result of measurement has the physical effect of changing the otherwise mind
independent physical state of the observed system, as is sometimes said about this 
type of approach: it is the more subtle view that the representations never do 
precisely specify mind-independent physical states at all but rather specify the 
maximum information that can be had about them. Nor is it the same as saying 
that there are no mind-independent physical states: the informational structures, 
and indeed physical states underlying them, are treated as objectively existing, and 
not dependent on being actually known by any particular mind or consciousness. 

Stapp believes that classical physics provides us generally with very close ap
proximations to the observable properties and functioning of mind-independent 
macroscopic physical entities in the world, including human brains; and that if 
one is to show that QM plays a significant role in the functioning of the brain, 
an explanation is required as to how this can be, given what we know about the 
conditions obtaining in the brain. In Stapp (1993: ch. 6 ) ,  he postulates that a 
function of brain activity is to process information about the world coming in 
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from sensors, in order to produce a "template for action" that can give rise to 
appropriate action. One feature of the complex dynamic systems studied in chaos 
theory is that, while minute differences in initial conditions can give rise to huge 
differences in outcomes, calculation of outcomes often shows high probabilities 

for outcomes approximating closely to a small number of states, called attractors. 

Stapp suggests (1998: 243 ) that this may be so for the brain, with the various 
attractors representing the various possible templates for action. He goes on to 
analyze the effect of Heisenberg uncertainties in the position and momentum of 
presynaptic calcium ions and concludes that this involves uncertainties as to dis

charge of neurotransmitters, which in turn breeds myriad different possibilities, 

each of which could be expected to evolve into something very close to one of a 
small number of different attractors. The selection between the attractors could 
then occur by a "reduction of the wave packet," that is, by a process 1 reduction 
of the quantum state. Stapp concludes (ibid. :  244) : 

It should be emphasized that this effect is generated simply by the Heisenberg 

uncertainty principle, and hence cannot be simply dismissed or ignored within 

a rational scientific approach. The effect is in no way dependent upon macro

scopic quantum coherence, and is neither wiped out nor diminished by thermal 

noise. The shower of different macroscopic possibilities created by this effect 

can be reduced to the single actual macroscopic reality that we observe only by 

a reduction of the wave packet. 

Thus, Stapp argues, whereas classical physics has no room for consciousness and 
offers no possibility of any explanation of or role for consciousness, the picture 
of the world provided by QM incorporates consciousness in a natural and par
Slmomous way. 

On the relevance of all this to free will, Stapp does not question that the out

comes of process 1 reductions are random within the probability parameters given 
by relevant quantum states; but he points out that outcomes depend very much 
upon what measurements are made and with what frequency. For example, accord
ing to QM, there are cases where the probability for a particular outcome increases 
over time, in the absence of measurement, in such a way that the probability of 
that outcome can be made to approach zero by sufficiently frequent observations: 
this is called the quantum Zeno effect (or "a watched pot never boils" :  see Sudbery 
1986: 192-93) .  Although of course we do not deliberately select what "measure
ments" to make of the quantum states of our brains, our intentional actions could 
make measurements that constrain outcomes in this sort of way. 

4.3. Eccles 

The last advocate of the relevance of QM to consciousness that I will consider is 
the late John Eccles, a prominent neuroscientist and Nobel laureate. He has ad-
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vanced (Eccles 1994) a hypothesis that focuses on the triggering of the discharge 
of neurotransmitters, giving rather more anatomical detail than Stapp. 

It is well known that the neocortex of the human brain contains thousands 
of millions of nerve cells called neurons. Each neuron consists of a body or soma, 
fibers called dendrites through which signals are received from other neurons, and 
a fiber called an axon through which it sends signals to other neurons. The axon 

itself ends in many branches, and these branches terminate in synaptic knobs or 
boutons, each of which closely abuts the surface of a spine from a dendrite, or of 
the soma of the receiving neuron: each such area of functional contact is called 
a synapse. When a neuron signal reaches a bouton, discharge of neurotransmitters 
(or exocytosis) may occur, the probability of such occurrence being of the order 
of 0.25. If exocytosis occurs, neurotransmitters cross the synaptic space or cleft to 

the receiving neuron and there make an excitatory or inhibitory contribution to 

the firing of that neuron. Whether or not a neuron fires will depend upon the 
total of such contributions, through all the synapses of its dendrites and soma, 
which may number several thousand for a single neuron. 

Something like one-half of the neurons of the neocortex have pyramid-shaped 
bodies and dendrites ascending from their apexes towards the surface of the brains. 
As they ascend, these dendrites become closely grouped in bundles or clusters, 
which comprise dendrites from about 70 to 100 neurons. The dendrites from each 
neuron have about 2,000 spine synapses, some as many as 5 ,000, so that each 
cluster has over 100,000 spine synapses. Eccles contends that these clusters of 
dendrites, which he calls dendrons, are basic anatomical units of the cortex. 

Eccles gives close consideration to the structure and contents of the presy
naptic boutons. Each bouton generally contains something like 2,000 vesicles, 
quantal packages of neurotransmitter molecules, with each vesicle containing 
about 5 ,000 to 10,000 molecules. At any time, about 30 to 50 of these vesicles 
are located in a grid that adjoins the synapse, and thus are ready for exocytosis. 
When a neuron signal reaches the bouton, one (but no more than one) of these 

vesicles may discharge the whole of its contents into the synaptic cleft; and this 
happens only with a probability of the order of 0.25, or one in four. It is Ec
cles's contention that this probability is an indeterministic quantum mechanical 
effect, and not merely an expression of our ignorance of hidden variables. His 
hypothesis is that the self affects brain processes by momentarily increasing the 
probabilities of exocytosis in all of the 100,000 or so boutons of a "dendron." 
Chapter 9 of Eccles (1994) contains calculations that suggest that the quantities 
of energy, distance, and time involved in the process are sufficiently small for 
quantum mechanical effects to be significant; and also that conservation laws 
would not be violated. On the other hand, simultaneously increasing the prob
abilities of exocytosis in as many as 100,000 boutons could macroscopically af
fect brain processes and thereby contribute to the realization of subjective in
tentions. 
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Now Eccles advocated a dualist theory, according to which there is a conscious 
spiritual self distinct from the brain; and he proposed the hypothesis I have out
lined in order to account for interaction between the spiritual self and the physical 

brain. As noted later, I believe there are very powerful objections to that kind of 
dualism. However, the central thesis of Eccles's book, the proposed mechanism 
for interaction between the self and the brain, could equally explain how the 
mental aspect of the brain-and-mind can contribute to physical processes without 
violation of any physical law; and it does stand as a plausible hypothesis as to 
how quantum mechanical indeterminism could give rise to alternatives for choice. 

5 .  CONCLUSION 

I will conclude with a brief statement of some views of my own. 
First, I agree with Stapp that classical physics has no place and no role for 

consciousness. If the development over time of the physical world proceeds ac
cording to physical laws that admit of no alternatives and engage with physical 
quantities of mass, electric charge, distance, momentum, and so on, then con
sciousness would seem to be an accidental superfluity, having no causal role other 
than just going along with the developments required by physical laws that engage 
with physical states and events upon which consciousness, on this approach, su
pervenes. 

Take pain, for example. Pain has useful functions that explain why evolution 

has selected in its favor: namely, it draws our attention to possible damage to 
ourselves and gives us a strong motive to take steps to remedy it and to avoid 
damage in the future. Yet if our actions were based upon computation-like pro
cedures governed by classical physics, then the pain would be a superfluity. A 
computer does not need pain, or any other consciously felt incentive, to make it 
run in accordance with its program, as required by physical laws of nature; so 
why would we? 

Second, I agree with Penrose that our rationality is not merely algorithmic. 

Of course, it can plausibly be argued that, although our rationality cannot be fully 
explained in terms of known algorithmic rules, such as those of logic, mathe
matics, and probability, nevertheless it is entirely algorithmic or computational, 
in the sense that it uses computational procedures unknown to us but selected 
for their efficacy over millions of years of evolution. But our rationality seems to 
have much more general application than this argument would suggest; and it 
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also seems to depend on consciousness, in a way for which this argument has no 
explanation (see Hodgson 1991: ch. 5 ;  1995; 1999 ) .  

Certainly, our brains perform staggering computations, outside consciousness, 
such as the preconscious calculations necessary to achieve three-dimensional vi
sion and apparent stability of a viewed scene despite voluntary movements of 
head and eyes, and those necessary for walking on uneven ground and for catching 
balls. Compared with these nonconscious feats, our conscious efforts may in fact 
seem paltry: conscious performance of such tasks as simple mental arithmetic is 
clumsy and prone to error, conscious reasoning generally is riddled with fallacies 
and biases, and conscious awareness of a crisis can bring on irrational panic. One 
might therefore have expected that evolution, which has given us both our pro
digious nonconscious computing capabilities and our fallible conscious processes, 
would have made sure that, for really important decisions, and especially in a 

crisis, our consciousness would be shut off, in order that our nonconscious pro
cesses could work away without interference to find the solution and give effect 
to it. Yet, as we know, the reverse is true. When faced with an important decision, 
and particularly in a crisis, our conscious attention is automatically brought to 
bear, so that we cannot help addressing the problem with full consciousness. This 
strongly suggests that something about our conscious processes gives them an 
advantage over wholly nonconscious computations, which cannot be explained in 

terms of algorithms that could be carried out unconsciously. 
Third, I believe that the locality of causation entailed by classical physics is a 

further reason why classical physics must be inadequate to account for conscious
ness. Whatever else consciousness involves, it involves a bringing together or 
chunking, into broadly unified experiences, of multitudes of events in extended 
regions of the brain; and the occurrence of these experiences, and any causal roles 
they may have, possess a nonlocal character beyond anything that can be explained 
in terms of classical physics or indeed any science that assumes the correctness of 

classical physics. Current attempts to solve this "binding problem" of conscious
ness in terms of co-ordinated 4o-Hertz oscillations seem to me to be hopelessly 
inadequate, so long as these oscillations are considered as arising and having 
effects attributable to the local causation of classical physics ( see Hodgson 1996) .  

Fourth, for all these reasons it i s  very strange to me that s o  many scientists 
and philosophers are dogmatic in their dismissal of the relevance of QM to con
sciousness, and in their insistence that consciousness can be explained in terms 
of classical physics. 

Their strongest argument is that, in systems as massive, hot, and wet as neu
rons of the brain, any quantum entanglement and indeterminacies would be elim
inated within times far shorter than those necessary for conscious experiences; 
and that this is well and good, because any significant quantum indeterminism 
would only prejudice rationality. Recent calculations by Max Tegmark have sug-
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gested that any macroscopic quantum entanglement in the brain would be de
stroyed in times of the order of 1O- 1 3to 10-20 seconds (see Seife 2000 ) .  

However, Tegmark's arguments have been criticized by Hameroff and Hagan 

(2000) ,  while Stapp (2000) claims they do not affect his position. In any event, 
even if arguments such as Tegmark's were to show that orthodox QM cannot 
assist in explaining consciousness, they would not overcome what I say is the clear 
inadequacy of classical physics to do so. And arguments to the effect that inde
terminism must prejudice rationality miss the points that our rationality seems to 
be nonalgorithmic, that the operation of QM in the brain may permit nonalgo
rithmic rational processes in ways such as those suggested by Penrose and Stapp, 
and that, if there were any ways in which quantum processes could be used to 
advantage in the brain, it is likely that evolution would have found them. 

Fifth, plausible accounts can be given of how nonalgorithmic rationality could 
give rise to free will. 

I do not believe this can be achieved by a dualistic theory such as that of 
Eccles, which raises the question, exactly what is the self 's contribution to actions 
and decisions? Eccles is content to postulate that the self 's willing of intentional 
action can, by the mechanism he describes, be effected by the physical brain. What 
he does not consider is whether, and if so to what extent, the physical brain is 
involved in forming the intentions in the first place. If Eccles were to say that 
intentions are formed by the self, without assistance from related brain activity, 
then further questions arise. How can it do so? What is the self 's (presumably 
nonphysical) structure that enables it to form intentions, and why does it need 
to have such a complicated brain to do no more than put intentions into effect? 
On the other hand, if Eccles were to say that physical brain processes are involved 
in forming intentions, then he would have to identify the respective roles in this 
of the brain and the self: if the self cannot form intentions on its own, exactly 

what can it do, what is its distinctive contribution? And as before, one may also 
ask how the self makes this contribution: what structure does it have to enable it 
to do so? 

For such reasons I do not accept outright dualism but say rather that the 
brain-and-mind (or brain-and-self) is a physical-and-mental whole, whose causal 
properties are not fully captured by the physical aspect. 

The approaches of Penrose and Stapp, on the other hand, could support an 
account of rational indeterministic free will. Stapp, for example, treats process 1 
reduction as involving two elements not included in process 2 deterministic evo
lution: the selection and application of a particular "measurement" and the par
tially random result. The first of these elements may as a practical matter deter
mine the outcome; and that element may occur as "willed" by the whole prechoice 
conscious state associated with the prechoice physical state of the brain. This in 
turn would provide a way in which the totality of conscious experiences may 
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contribute nonrandomly to outcomes not predetermined by physical laws of na
ture. 

For a fuller statement of my views, I refer readers to Hodgson ( 1991; 1996; 
1999 ) :  in the last of these, I argue at length that the supposed dichotomy between 
determinism and randomness, relied on by Dennett and Honderich among many 
others, is a fallacy. And for a careful presentation of a view similar to mine, I 
refer readers to Kane ( 1996a) . In chapters 8 to 10, Kane endorses four of the key 
contentions that I have advocated in my writings: 

1 .  The contention that, prior to a choice being made, an agent's reasons are 
characteristically inconclusive, inter alia because they are incommensura
ble; and that it is the agent's choice or decision that resolves the issue 
( 1991: 133-35; 1999) .  Kane (1996a) endorses the idea of incommensurabil
ity at p. 167; and at p .  133, he postulates that, in situations where an 
agent has to choose between alternative courses of action and has rea
sons or motives supporting each alternative, the agent makes one set of 
reasons or motives prevail over the others by deciding. 

2. The contention that what the physical perspective can only treat as a 
chance occurrence may correctly be seen from the mental or experiential 
perspective as an agent's choice (1991: 389-93, 444-47; 1999 ) .  Kane says 
(1996a, 147) ,  that from the physical perspective, free wi ll looks like chance, 

since from a physical perspective, there is just an indeterministic chaotic 

process with a probabilistic outcome, whereas experientially considered, 
the process is the agent's effort of will and the single outcome is the 
agent's choice. 

3. The contention that the problem of free will is closely interlinked with 
the problems of consciousness and of the indeterminism disclosed by 
QM (1991 passim and esp. 393-94; 1999 ) .  Kane asks ( 1996a, 148 ) "How 
can a physical process of the brain be at the same time a consciously 
experienced effort of will?" and suggests that this is just part of the mys
tery of "how neural firings in the brain could be conscious mental 
events." On pp. 150-51, he suggests it is also implicated with the general 
problem of indeterminacy-in-nature introduced by quantum physics. 

4. The contention that the objective probabilities for various outcomes are 
to some extent reflected in the subjectively felt strength of reasons; and 
that rational decisions may nevertheless favor actions with lower antece
dent probabilities ( 1991: 392-93; 1999) .  Kane (1996a: 177) points out that 
antecedent probabilities of available alternatives do not necessarily indi

cate which of them are more or less rational for the agent to choose. 

Kane's position might seem at variance with mine in that, whereas he appar
ently eschews special forms of agency or causation, I distinguish between what I 
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call physical causation (apparently proceeding in accordance with laws o f  nature 
and randomness) and what I call volitional causationS (manifested in the decisions 
and actions of conscious agents, and selecting between alternatives left open by 
physical causation) . But I believe that a closer consideration shows that his rejec

tion of special forms of agency or causation is qualified in a way that makes it 
less than decisive, and that the latter part of his book, where he comes close to 
my position, does involve an implicit introduction of a special form of agency or 
causation.6 

One other possible difference between Kane's position and mine is that he 
appears to distinguish sharply between theoretical reasoning, or deciding what to 
believe, and practical reasoning, or deciding what to do (pp. 22-23) ,  and he con
siders free will only in relation to the practical reasoning, whereas, consistently 

with my agreement with Penrose, I closely link free will with consciousness and 
plausible reasoning generally and suggest that volitional causation can be exercised 
in deciding what to believe, as well as what to do. This brings out what I see as 
the important link between volitional causation and rationality; and it makes 
possible an account of volitional causation and free will as a natural and vital part 
of human activity, and understandable as a product of evolution. 

N O T E S  

1 .  The past light cone of an event is all that region of the totality of space-time 

from which the location of the event could be reached by traveling at light speed or less; 

while its future light cone is all that region of space-time that could be reached from its 

location by traveling at light speed or less. 

2. Others include Wolf (1984) , Zohar (1990) ,  Squires ( 1990) ,  Herbert (1993 ) ,  and 

Jibu and Yasue (1995) .  

3 .  For further approaches to the interpretation o f  Q M  by two philosophers, see 

Maxwell 1988 and Price 1994. 

4. Indeed, physicist Jack Sarfatti has devised a theory of consciousness and free will 

based upon Bohm's version of QM, or post-QM. Sarfatti's unorthodox work does not 

yet appear in any book or published article, but it can be found on the internet at http:// 
stardrive.org/title.shtml 

5. I have previously used the term "agent causation"; but because of certain conno

tations of that term, I now think it best to use a different term. 

6 .  See Hodgson (1999: 214) . 



CHAPTER 5 

CHAOS, IND ETERMINISM, 

AND FREE WILL 

RO B E R T  C .  B IS HO P  

1. PHYSICAL DETERMINISM 

UNDERSTANDING the nature of determinism is notoriously difficult. At an abstract 

level of analysis, there are at least ninety varieties of determinism (Sobel 1998: 77-
166 ) .  Furthermore, there are .several ways to construe determinism (for example, 
physical, psychological, theological, logical, metaphysical) .  Since the question of 
how physical laws are related to the exercise of free will appears explicitly in free 
will discussions (see, for example, the essays in this volume on the Consequence 
Argument by Kapitan (ch. 6) and van Inwagen (ch. 7) ;  Kane 1996a) , my primary 
focus will be on physical determinism, the thesis that everything is determined to 
occur according to physical laws. This choice removes only part of the compli
cation, however, because there are several conceptions of physical determinism as 
well. It could be viewed as a metaphysical thesis where all of physical reality is 
ontologically determined. Or it could be viewed as an observed phenomenon of 
our experience. Alternatively, physical determinism might be a concept relevant 
to the mathematical models of physics and other sciences, while its relevance to 
the world of everyday choice and action is questionable. 

There have been numerous attempts to clarify and explain physical deter
minism (for example, Earman 1986; Kellert 1993; Laplace 1951; Montague 1974; 
Popper 1982; Russell 1953; Stone 1989; van Fraassen 1988 and 1991 ) .  Syntactic ap
proaches favored by the logical positivists have largely been abandoned, having 
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proven inadequate for describing scientific practices (Bishop and Kronz 1999: 129-
30) . Even innovative approaches trying to combine formal systems and semantics 
such as Richard Montague's (1974: especially 303-60) do not break free of serious 
limitations. The types of second-order formal languages Montague studies can 
only represent a finite number of physical magnitudes and so are inadequate for 
cases where an uncountable number of distinct physical magnitudes interact to 
produce determinism. The laws and models of physics are more appropriately 
described by mathematical equations. The important questions for physical de
terminism in such laws and models are the existence and uniqueness properties 
of the solutions, not necessarily questions of quantification or logical entailment. 

1.1.  The Laplacean Vision 

Our modern notion of physical determinism is largely drawn from classical phys
ics and extended to other sciences. The mathematical models of physics and their 
implications have given rise to the Laplacean vision for determinism (Bishop 
n.d. (a) Stone 1989: 124-25; Kellert 1993: 49-62) : 

(DD) Differential dynamics. There exists a nonprobabilistic algorithm relat

ing a state of a model at any given time to a state at any other time. 
(UE) Unique evolution. A model is such that a given state is always followed 

by the same history of state transitions. 
(VD) Value determinateness. Any state of a model can be described with ar

bitrarily small (nonzero) error. 
(AP) Absolute prediction. Any state of a model can be generated from the 

algorithm with arbitrarily small (nonzero) error from any other state of 

the model. 

The equations of physical theories along with their initial and boundary conditions 
provide the motivation for DD expressing the Laplacean belief that there are no 
indeterministic events in classical physics. UE is closely associated with DD and 
captures the Laplacean belief that models of classical physics will repeat their 
behaviors exactly if the same initial and boundary conditions are specified. The 
third element of this vision, VD, is motivated by the Laplacean belief that there 

is nothing in principle in classical physics that prevents mathematical descriptions 
of arbitrary accuracy. The final element, AP, is a prima facie reasonable expec
tation that given DD, UE, and VD, it should be possible in principle to predict 
the exact state a model would take on at any time. This implication, however, 
does not follow (Bishop n.d. ) .  
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1.2. Unique Evolution 

I take UE to be the crucial element of the Laplacean vision in the relationship 
between physical determinism and free will. Imagine a typical physical model as 
a film. UE means that if we start the film over and over at the same frame 
( returning the model to the same initial state) ,  it would repeat every detail of its 
total history over and over again and identical copies of the film would produce 

the same sequence of pictures. So no matter whether we start Jurassic Park at the 
beginning frame, the middle frame or any other frame, it plays the same from 
that frame forward or backward. No new frames are added to the movie nor is 
the sequence of frames changed simply by starting it at an arbitrary frame. In 
other words, any model isomorphic to our original model, each having the same 
initial and boundary conditions, would follow the same sequence of state transi
tions. 

By contrast, suppose it was the case that returning the model to the same 

initial state produced a different sequence of state transitions on some of the runs. 
Consider a computer that generates a different sequence of pictures on some 
occasions when starting from the same initial picture. Suppose further that the 
computer has the property that simply by choosing to start with any picture 
normally appearing in the sequence, it is sometimes the case that the chosen 
picture is not followed by the usual sequence of pictures or that some pictures 
often do not appear in the sequence or new ones are added from time to time. 
Then there is no guarantee that identical copies of a model with this behavior 

starting from identical initial states would follow the same sequence of state tran
sitions. Such a model violates UE and is incompatible with the Laplacean vision. 

More formally UE may be stated as follows: Let M stand for the collection of 
all models sharing the same set L of physical laws and suppose that P is the set 
of relevant physical properties for specifying the time evolution of a model rec
ognized by L. Then 

A model m E M exhibits UE if and only if every model m' E M isomorphic 

to m with respect to P undergoes the same evolution as m (Bishop and 
Kronz 1999: 131 ) . 1 

UE can be given two readings when abstracted from the rest of the elements of 
the Laplacean vision. It can be construed as a statement of causal determinism 

where "every event has a cause that is an event that takes place at some antecedent 
time or times" (Sobel 1998: 84) . It may also be read as a statement of block

universe determinism characterized by William James as " [  t 1 he whole is in each 
and every part, and welds it with the rest into an absolute unity, an iron block, 
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in which there can be no equivocation or shadow of turning" (1956 :  150) .  As 
Jordan Sobel points out, these two forms of determinism can be distinguished 
(1998: 102-5 ) .  The former derives from the causal principle that every event has 
an antecedent cause, a flow from cause to effect, if you will, that may be contin
uous or have gaps. The latter reflects the intuition that a difference anywhere in 
the universe requires a difference everywhere. For example, in this context Sobel 

distinguishes "fast-starting" series of causally linked states (1998: 89) .  These are 

series where every state has a temporally antecedent determining cause, but the 
series itself has no antecedent deterministic cause ( its beginning is undetermined 
by prior events and may have a probabilistic cause) and no state in the series 
occurs before a specified time. The causal principle that every event has an an
tecedent cause would fail for a fast-starting series as a whole though it would 
apply wi th in such a series. This would be an example where causal determinism 
failed, but where block-universe determinism would still hold.2 On the other hand, 

if one explicates the causal principle in terms of the laws L and properties P, then 
the idea that a difference anywhere in a model m' isomorphic to m requires a 
difference everywhere in m' with respect to m can be explicated in terms of 
differences in either L or P. 

1.3. Fixed Laws and the Past 

I will make no attempt here to explicate the notion of physical laws L other than 
to gesture at the fact that in classical physics laws are often taken to be expressed 
by the equations fulfilling DD, VE, and YD. There is currently no consensus 
among philosophers of science on a problem-free conception of natural laws (for 
example, Bunge 1998; Cartwright 1983 and 1989; Giere 1999; Suppe 1989; van Fraas
sen 1988 and 1991)3 and, fortunately, this minimal construal of physical laws is 

sufficient for many free will discussions such as the various versions of the Con

sequence Argument. By restricting the notion of laws of nature occurring in the 
Consequence Argument to the set L (P should also be included, strictly speaking) , 
one can discuss the fixedness of the past in terms of the principles or models in 
the practice of physics. One can construe the current understanding of the evo
lution of the universe as evidence for change of L or P over time or the emergence 
of new laws or properties in the history of this evolution. In the practice of physics, 
however, this evolution is seen as the unfolding of the consequences of L and P, 
and the history of the discovery of new laws or properties is simply the temporal 
discovery of fixed elements of the sets L and P that have always existed. 

There are cases such as the standard models of the evolution of the universe, 
where particular epochs are characterized by a smaller set of laws and properties 
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while others exhibit the emergence of new laws and properties (Kolb et al. 1986; 
Kolb and Turner 1990) .  In such cases these "new" laws and properties are viewed 
as consequences of the "old" laws and properties and often the former can be 
mathematically derived from the latter, given appropriate conditions (though this 
derivation is not a logical entailment; see Prim as 1998) .  In this sense the set of 
laws L and properties P are still considered as fixed. One can object to construing 
L and P as fixed for these cases, but over the time span relevant to human history, 
we have no evidence suggesting that L and P are anything but fixed, so the history 
of human choices and actions takes place within a domain over which L and P 
are fixed.4 

Fixed L and P, combined with DD, UE, and VD, leads to a strong sense in 
which past events are fixed such that given the same L and P for two identical 
models m and m' ,  the past histories of both m and m' as well as their future 
histories will be identical. If this conception is applied to the history of all events 
in the world, then the world's past and future history of events-including all 
human motives, reasons, decisions, actions, and so on-are fixed and the con

sequence argument, under the Laplacean vision, bites very deeply. 

2 .  INDETERMINISM 

The past (as well as the future) history of events may not be fixed even though 
L and P are fixed, however, if indeterminism is present.s Indeterminism can enter 
into the models of physics given fixed L and P by making various modifications 
to the Laplacean vision. There are two ways of getting indeterminism. The first is 
to modify DD by making the equations of the model irreducibly indeterministic 
or by introducing irreducibly indeterministic initial or boundary conditions. The 
second way to get indeterminism is to drop UE (for example, Lucretius's atom 

where indeterminism emerges from the lack of unique evolution: the famous 
Epicurean "swerve" of the atom) .6 Clearly the first strategy implies the second as 
irreducibly indeterministic equations, and initial or boundary conditions guar
antee that it is a contingent matter whether identical models will follow the same 
history of state transitions. The second strategy does not imply the first, since the 
loss of UE alone does not imply that the evolution equations be explicitly prob
abilistic (van Fraassen 1991:51 ) .  In order for our models obeying L and P to have 
any in telligible content other than their being indeterministic, however, an explic
itly probabilistic prescription is required.? 
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2.1. Quantum Mechanics) Probabilistic Causation) and the 

Nature of Indeterminism 

This lack of explanation (or sufficient reason) can lead one to think that inde
terministic models are noncausal even if probabilities are brought explicitly into 
the mathematical models.s This forms the basis for one of the most common 
objections to incompatibilist theories of free will which draw on indeterminism 

in some crucial fashion: namely, if indeterminism is important in determining the 
outcome of an agent's decision to do A, then there would be no sufficient reason 
for the agent having chosen to do A rather than otherwise. Everything was a 
matter of chance and as such, fails to explain the agent's decision nor explain the 
agent's power to decide (see Kane 1996a: 105-23 for a discussion of and response 
to this type of argument) .  

Quantum mechanics i s  the paradigm indeterministic theory in  physics. Its 

explicit probability assignments have been verified in a wide range of laboratory 

experiments and made possible a number of now common devices found in every
day life (for example, transistors, lasers, NMR scanners ) .  Let me illustrate the 
difference between the quantum mechanical world and our everyday world in the 
following way. In our everyday world, stoplights operate with a predictable pattern 
of green, then yellow, then red. To comprehend how different the quantum realm 
is, suppose quantum stoplights have two possible patterns: either green, yellow, 
red or green, red, yellow. 

The key feature of quantum stoplights is that they have a 50 percent prob

ability for exhibiting the green-yellow-red pattern and 50 percent for exhibiting 
the green-red-yellow pattern. Let me emphasize that the probability refers to the 
green-yellow-red pattern or the green-red-yellow pattern, not to the appearance 
of any individual color.9 If you were approaching a quantum stoplight that was 
currently yellow, you would not know if the light was going to turn red or 
green next, because you would not know what pattern the light was exhibiting 

based on the color you were seeing. You could observe the quantum stoplight 

over a long period of time to determine probabilities for the two patterns. But, 
according to conventional interpretations of quantum mechanics, you have no 
way of knowing in advance which pattern the light will exhibit as you come to 
the intersection because the patterns at the level of observation are indetermin
istic. 

If the quantum stoplights are observed to be in a particular pattern, an ex
planatory account can be given for why that pattern was exhibited in terms of 
the equations and probabilities governing the model. Take radioactive decay as a 
concrete example. Our models for radioactive decay do not allow us to predict 
the precise time a radioactive atom will decay, but only the probabilities for a 
decay event in a specified time range. We can then take measurements to test the 
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predictions. Based on the physics of radioactive atoms, we can explain why the 
atom decayed in the time range it did with the predicted probability. 

Radioactive decay, tunneling of particles through energy barriers, and the 
absorption and emission of light are typical quantum phenomena that fit this 

kind of probabilistic form of explanation. Philosophers of science have developed 
a rich literature on the notion of indeterministic or probabilistic causation (for 
example, Baker 1999; Collins 2000; DeVito 1996; Eells 1991; Good 1961 and 1962; 
Hall 2000; Harper and Skyrms 1988; Hitchcock 1993: 335-64; Humphreys 1980: 25-
37 and 1989; Koons 2000; Lewis 1986a: vol. 2, 175-85 and 2000; Mellor 1986: 166-86 
and 1999; Menzies 1996; Noordhof 1998 and 1999; Paul 2000; Pearl 1997 and 2000; 
Reichenbach 1956; Salmon 1984, 1993: 137-53 and 1998; Shaffer 2000; Skyrms 1999; 
Skyrms and Harper 1988; Suppes 1970 ) .  The general idea of probabilistic causation 
is this: for an event (or set of events) C to be a cause of an event E, C's occurring 
must raise the probability of E's occurring and this probability is conditional on 
an appropriately chosen set of background factors B .  The probability must be 
conditionalized on background factors so that the increase in probability picks 
out a genuine case of causation rather than a spurious case of accidental corre

lation. There are two particularly difficult problems for theories of probabilistic 
causation: ( 1 )  The causal relevance of ( some of the events) C may appear or 
disappear as the partition of the factors B is refined (e.g. ,  in terms of the level of 

detail) . Related to this problem is another: (2) the fact that C's occurring raises 
the probability of E's occurring on B should be robust with respect to B in the 
sense that additions to B (e .g . ,  new experience) do not introduce such changes to 
the probabilities that these facts no longer hold. Although these problems are 
difficult to address in a general theory ( indeed, they seem to tell against the 

prospects for such a general theory) , focusing on a specific context like quantum 
mechanics makes the difficulties more tractable (though not necessarily less 
messy! ) .  We can then reference the appropriate laws in L and properties in P as 
well as the particular experimental setup for the background B and explicate causal 
relevance and robustness in terms of B.  

While i t  is  possible to give a philosophical account of probabilistic causation 
in quantum mechanics, the nature of the probability involved remains an open 
question. Let us return to our quantum stoplights for a moment. There is a 50  

percent probability for each pattern to be exhibited by such lights. The key ques

tion is whether to understand the nature of this probability as epistemic or ontic. 
Along epistemic lines, one possibility is that there is some additional factor (a  
hidden mechanism) such that once we discover and understand this factor, we 
would be able to predict the observed behavior of the quantum stoplight with 
certainty (physicists call this approach a "hidden variable theory" ; for example, 
Bell 1987: 1-13, 29-39; Bohm 1952a and b; Bohm and Hiley 1993; Bub 1997: 40-
114; Holland 1993; see Hodgson in this volume ch. 4). Or perhaps there is an 
interaction with the broader environment such as the neighboring buildings, trees, 
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and so on that we have not taken into account in our observations, to explain 
how these probabilities arise (physicists call this approach decoherence or consis
tent histories; see, for example, Giulini et al. 1996; Omnes 1994; Zurek 1981, 1982, 
and 1991 ) .  We would then interpret the indeterminism we observed in the behavior 
of the stoplights as an expression of our ignorance about the actual workings. 
Under an ignorance interpretation, indeterminism would not be a fundamental 
feature of quantum stoplights, but merely epistemic due to our lack of knowledge 

about the system. Quantum stoplights would turn out to be deterministic after 
all. 

The alternative possibility is that the indeterminism we observe is ontic in the 
sense that there are no factors to fully determine what pattern the stoplights are 
going to exhibit at any given moment as in the so-called von Neumann projection 
postulate (see, for example, Rae 1986; von Neumann 1955 ) or quantum stochastics 
(for example Di6si 1988 and 1989; Di6si, Gisin, and Strunz 1998; Ghirardi, Rimini, 
and Weber 1986; Gisin 1984 and 1989; Gisin and Percival 1992; Plenio and Knight 
1998) .  Under an ontic interpretation, indeterminism would be a fundamental fea
ture of quantum stoplights. 

3 .  FREE WILL AND P HYSICS 

By now it is perhaps clear how physics in the form of the laws L and properties 
P under the Laplacean vision of determinism is relevant to free will discussions. 
The fundamental principles of physics certainly play a role in the brain (a bio
physical organ) ,  which in turn is involved in consciousness and free will ( although 
not necessarily in a reductive sense) .  If classical physics in this Laplacean picture 
is the whole story of the matter, then whatever free will amounts to, it must be 

influenced ( if not completely determined) by L and P. 
Since quantum mechanics is more fundamental than classical mechanics and 

quantum mechanics is one of the most empirically successful of our physical 
theories, many authors have looked to it to support theoretical accounts of human 
freedom (for example, Beck and Eccles 1992; Compton 1935; Eccles 1970; Kane 
1996a; Penrose 1989, 1994, and 1997; Stapp 1993; Hodgson [ch. 4, this volume] 
discusses the views of a number of these authors ) .  Still it has been less clear to 
many that quantum mechanics is relevant to free will. For example, an early 
objection to quantum effects influencing human volitions was offered by philos
opher J .J .c.  Smart (1963: 123-24) .  Smart accepted the truth of indeterminism at 
the quantum level but argued that the brain remains deterministic in its operations 
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because microscopic events are insignificant by comparison. After all, a single 
neuron is known to be excited by on the order of a thousand molecules, each 
molecule consisting of ten to twenty atoms. Quantum effects, though substantial 
when focusing on single atoms are presumed negligible when focusing on systems 
involving large numbers of atoms. So it seems that quantum effects would be too 
insignificant in comparison to the effects of thousands of molecules to play any 
possible role in deliberation. 

3.1. Routes for Amplification: 

Chaos and Quantum Mechanics 

Arguments such as Smart's do not consider the possibility for amplifying quantum 
effects through the interplay between chaos (Baker and Gollub 1990; Hilborn 1994) 
at the level of the classical world (for example, chairs, trees, brains)  on the one 
hand and quantum effects ( for example, tunneling through energy barriers, ra

dioactive decay) on the other. Philosophers Jesse Hobbs (1991) and Stephen Kellert 

( 1993; 69-75) have argued that chaos in classical systems can amplify quantum 
fluctuations due to sensitivity to the smallest changes in initial conditions. Briefly, 
the reasoning runs as follows. Given two chaotic models m and m' of classical 
mechanics in nearly identical initial states (for example, specification of the initial 
positions and velocities of the model) ,  they will evolve in radically different ways 
in a relatively short time period as the slight differences in initial conditions are 
amplified. Because no known lower limit to this sensitivity exists, there is the 
possibility of chaotic macroscopic systems being extremely sensitive to quantum 
fluctuations because quantum mechanics sets a lower bound on how precisely the 

initial conditions can be specified. Hence UE must fail for chaotic models in 
classical mechanics. 

Along these lines, suppose the patterns of neural firings in the brain corre
spond to decision states. Chaos could amplify quantum events, causing a single 

neuron to fire that would not have fired otherwise. If the brain (a macroscopic 
object) is also in a chaotic dynamical state, which makes it sensitive to small 

perturbations, this additional neural firing, small as it is, would then be further 
amplified to the point where the brain states would evolve differently than if the 
neuron had not fired. In turn these altered neural firings and brain states would 
carry forward such quantum effects that affect the outcomes of human choices. 1 0  

There are several objections to this line of argument. First, the presence of 
chaos in the brain and its operations i s  an empirical matter currently hotly debated 
and inconclusive (Diesmann, Gewaltig and Aertsen 1999; Kaneko, Tsuda and Ike
gami 1994 103-89; Lehnertz et al. ,  Forthcoming; Vandervert 1997; see also Walter 
[ch. 26 in this volume] ) .  Second, these kinds of sensitivity arguments depend 
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crucially on how quantum mechanics itself and measurements are interpreted 
(Bishop and Kronz 1999: 134-38) .  As discussed in §2.1, some versions of quantum 
mechanics are ontically deterministic and others are ontically indeterministic, so 
the nature of the small quantum effects amplified by chaos is open to interpre
tation. I 1 Third, although the abstract sensitivity arguments do correctly lead to the 
conclusion that the smallest of effects can be amplified, applying such arguments 
to concrete physical systems shows that the amplification process may be severely 
constrained. For example, investigating the role of quantum effects in the process 

of friction in sliding surfaces indicates quantum effects can be amplified by chaos 
to produce a difference in macroscopic behavior, provided that the effects are 
large enough to break molecular bonds and are amplified quickly enough (Bishop 
1999: 82-86) .  In the case of the brain, we currently do not know what constraints 
on amplification exist. 1 2 

3.2. Routes for Amplification: 

Nonequilibrium Statistical Mechanics 

An alternative possibility avoiding many of the difficulties exhibited in the chaos 
+ quantum mechanics approach of §3 .1 is suggested by the research on far-from
equilibrium systems by Ilya Prigogine and his Brussels-Austin Group. Their work 
offers reasons to search for a different type of indeterminism at both the micro 

and macrophysical levels (Antoniou and Prigogine 1993; Petrosky and Prigogine 

1996 and 1997; Prigogine 1997) , 1 3 

If a system of particles is distributed uniformly in position and momentum 

in a region of space, the system is said to be in thermodynamic equilibrium (like 
cream uniformly distributed throughout a cup of coffee) . In contrast, a system is 
far-from-equilibrium (nonequilibrium) if the particles are arranged so that highly 
ordered structures appear (for example, a cube of ice floating in tea ) .  The follow
ing properties characterize nonequilibrium statistical systems: 

• Large number of particles 
• High degree of structure and order 
• Collective behavior 
• Irreversibility 
• Emergent properties 14 

The brain possesses all these properties, so that the work of the Brussels-Austin 
Group can be applied to analyzing the brain as a nonequilibrium system. 

Let me quickly sketch a simplified version of the approach in order to point 
out why the developments of the Brussels-Austin Group offer an alternative for 
investigating the connections between physics and free will. Conventional physics 
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describes physical systems using particle trajectories as a fundamental explanatory 
element of its models ( this is clear from the way the Laplacean vision is articulated 
in §1) . This means that the behavior of a model is derivable from the trajectories 
of the particles composing the model. The equations governing the motion of 
these particles are reversible with respect to time (they can be run backward and 
forward like a film) .  When there are too many particles involved to make these 
types of calculations feasible (as in gases or liquids) ,  coarse-grained averaging 
procedures are used to develop a statistical picture of how the system behaves 
rather than focusing on the behavior of individual particles .  

In contrast, the Brussels-Austin approach views these systems in terms of 

models whose fundamental explanatory elements are distributions; that is to say, 
the arrangements of the particles are the fundamental explanatory elements and 

not the individual particles and trajectories. l s  The equations governing the behav
ior of these distributions are generally i rreversi ble with respect to time. In addition, 
focusing exclusively on distribution functions opens the possibility that macro
scopic nonequilibrium models are irreducibly indeterministic, an indeterminism 
that has nothing to do with ignorance about the system. If true, this would mean 
that probabilities are as much an ontologically fundamental element of the mac
roscopic world as they are of the microscopic and are free of the interpretive 

difficulties found in conventional quantum mechanics. 
One important insight of the Brussels-Austin Group's shift away from trajec

tories to distributions as fundamental elements is that explanation also shifts from 
a local context ( set of particle trajectories) to a global context (distribution of the 
entire set of particles) .  This implies that a system acting as a whole may produce 
collective effects that are not reducible to a summation of the trajectories and 
subelements composing the system (Petrosky and Prigogine 1997) . The brain ex

hibits this type of collective behavior in many circumstances (Engel et al. 1997) ,  
and the work of Prigogine and his colleagues gives us another tool for trying to 
understand that behavior. Though it is still speculative and contains some open 
technical questions (Bishop nd. (b) and (c) ) ,  this approach offers both an alter
native for exploring the relationship between physics and free will and a new 
possible source for exploring indeterminism in free will theories. 16 

4 .  FINAL T HOUGHTS 

One way to characterize free will debates is as an attempt to find a home for free 
will in a physical world picture that seems hostile to such freedom. There would 
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seem to be no viable sense of free will without some form of determination or 

ordered realm of causes and influences in which to act and make a difference. 
On the other hand, that freedom has to be real and meaningful and cannot just 
amount to the effect of causes that play upon the human agent. It is possible to 
argue that the full reality of free will and constraints upon it can only be fully 
explicated in terms of an emergent realm of human social and rational influences 
and counter-influences that depends upon the physical world for its existence but 
is not reducible to physical processes (Martin and Sugarman 1999 ) .  The contem
porary developments in determinism and physics surveyed in this chapter indicate 

that the existence of pockets of determinism in physics do not imply that deter

minism holds sway over all domains of physics, so that the existence of creases 
or joints in the causal fabric of our world for genuine human action becomes 
more plausible (Richardson and Bishop n.d. ) .  

N O T E S  

1. Both Hobbs and Kellert use John Earman's construal of "Laplacian Determinism" 

(Earman 1986: 13 ) to spell out UE. However there are technical reasons for preferring 

the definition given in the text (Bishop and Kronz 1999: 130-31 ) . 

2. Sobel suggests that such fast-starting series could be seen as free actions because 

they "leave open that they should be produced by 'out-of-the-world' agency" but is du

bious that such agency makes sense (1998: 97) . Perhaps this supposed need for "out-of

the-world" agency might be alleviated in shifting to a "dialogical" conception of agency. 

Here within-the-world processes of mutual influence and shaping among persons (e .g. ,  

conversations) could provide a genuine source of influence for free actions provided that 

dialogical influence is treated at least on par with efficient causation (Gadamer 1989; 

Bishop 1999; 156-93; Richardson and Bishop n.d. ) .  

3 .  Among the more extreme positions on physical laws i s  that of Nancy Cartwright, 

who argues that our conception of nature as a seamless web of causal law-like connec

tions is mistaken. Although short on details, John Dupre ( 1996 ) , drawing on Cart

wright's work, argues against the idea that every event is governed by some quantita

tively precise law, so that the causal order turns out to be partial and incomplete. He 

conceives of human agents as sources of causal power and order acting in this partially 
complete causal web and bringing order to this web. Though Dupre does not propose a 

positive account of agency, he suggests that clarifying human agents as causal sources of 

freedom and action requires viewing agents as embedded in the languages and practices 

of society (1996: 400; cf. Bishop 1999; 156-93 and 211-32 and Richardson and Bishop 

n.d. ) .  

4 .  A n  additional complication arises from considering the possibility that new 

properties arise in physical systems that are not implied by L and P but are due solely 
to the organization of the components of the systems in question (Beckermann, Flohr, 

and Kim 1992) . A strong emergentist might argue that among these emergent properties 
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are causal powers that, while not fully constrained by L, P, and the constituents of the 

physical system, nevertheless are able to influence or manipulate the physical system in 

question. Jaegwon Kim has argued forcefully against this strong emergentist possibility 

(for example, 1993: 265-84, 309-35, 1999 ) ;  however there are counterexamples to his ar

guments in physics and chemistry in the phenomena of temperature, chemical potential, 

chirality, and others (Primas 1998) .  What these counterexamples mean regarding the fix

edness of L and P is an open question. 

5 .  Earman has discussed several cases in the context of Newtonian mechanics where 
determinism in the form of UE appears to fail. Particularly noteworthy are his discus

sions of so-called space invaders cases (1986: 33-35 and 45-47) and systems of colliding 

billiard balls ( ibid.: 39-40) .  These cases have been critically discussed in (Bishop 1999: 34-

39; Bishop and Kronz 1999: 132-33) .  

6 .  Some have thought that relaxing VD would introduce indeterminism into the 

models of physics (Glymour 1971: 744-45 ) ;  however, determinism can be revised to allow 

for set- and interval-valued properties evolving along uniquely determined paths (Ear

man 1986: 217-18; Fine 1971; Teller 1979 ) .  

7 .  I have stated this requirement for intelligibility only i n  the context of physical 

models and theories. This is not meant to suggest that human rationality is limited to 

algorithmic processing (either deterministic or probabilistic) . See Hodgson (this volume, 

ch. 4 ) .  

8.  This i s  true mainly because the principle of  sufficient reason (PSR) does not 

hold for such models. An insightful treatment of PSR and its related principles and axi

oms may be found in Kane 1986. 

9 .  The patterns of my quantum stoplights are analogous to a two-state system. The 

green-yellow-red pattern would be an up state and the green-red-yellow pattern would 

be a down state. Approaching the intersection would be analogous to a measurement on 

the system. 

10. Eccles ( 1970 ) and Kane (1996a) make explicit use of such amplifications in their 

accounts of free will ( see also Hodgson's [ ch. 4l discussion of Eccles in this volume) .  

11. Ted Honderich relies o n  these interpretive difficulties a s  his main line o f  argu

ment against the relevance of quantum effects for questions about free will and deter

minism (1988: vol 1 ,  269-304) .  

12. There are two other lines o f  argument worth mentioning, regarding the rele

vance of quantum mechanics to free will, one by Roger Penrose (1989, 1994, and 1997) 

and the other by Henry Stapp (1993 ) .  Penrose argues that the conscious acts of thinking 

and choosing are tied directly to the processes of resolving quantum superpositions of 

potentialities to one actuality requiring the presence of a kind of large-scale quantum 

coherence in the brain. Stapp's approach focuses on the nonlocal correlations exhibited 

in the Einstein-Podolsky-Rosen experiments (Einstein Podolsky, and Rosen 1935 ; Aspect, 

et al. 1982a and b; Bell 1987; 14-21; Stapp 1993: 5-9 ) .  Roughly, these experiments seem to 
question a commonsense assumption about locality: if a pair of simultaneous measure

ments is made in two far-apart regions of an extended system, the two measurements 

should be independent of each other. Stapp argues that non local holism exhibited by 

these so-called EPR experiments implies that quantum effects play an important role in 
consciousness and decision making, where quantum mechanics provides the basis for a 

Heisenberg-Whiteheadean ontology for reality that is neither dualist nor physicalist, but 

instead involves a kind of mind/body duality (1993: especially ch. 6 ) .  Stapp's view is ulti-
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mately deterministic in that he construes quantum indeterminism as existing due to our 

ignorance (ibid: 91-92) .  

13 .  For a critical historical review, see Bishop (n .d .  (b) and (c ) .  

14 .  Whether these properties are strongly emergent in  the sense of note 4 this chap

ter, or in some weaker sense is usually left open. 

15. Many, including me, have at times concluded that Prigogine and collaborators 

were arguing that trajectories did not exist. The matter is somewhat technical and the 

Brussels-Austin Group has been notoriously unclear in writing about this point ( see 

Bishop n.d. (b) and and (c ) .  

16 .  Although I am unaware of anyone actively exploring this direction in the litera

ture, related to and indeed influenced by the Brussels-Austin work is a proposal by John 

Polkinghorne that the randomness in macroscopic chaotic models and systems be inter

preted as representing a genuine indeterminism rather than merely a measure of our 

ignorance (1991: 34-48) .  He shares a deep skepticism that the interpretive difficulties of 

quantum mechanics raised in §3.1 will be overcome soon, casting doubt, in his mind, on 

whether this is the right source for the openness or indeterminism he thinks important 

to the free will and action we experience (ibid: 40-41) .  Polkinghorne argues that the 

physical world must possess openness (causal creases or joints if you will ) for human 

free will to operate in the sense we experience (as well as for God to be active in the 

world; see idem: 1988 and 1989 ) .  In essence the sensitivity to small changes exhibited by 

the systems and models studied in chaotic dynamics, complexity theory, and nonequili

brium statistical mechanics is taken to represent an opening at the ontic level in the 

physical order for human choice to cause physical changes (for example, bodily changes 

such as beginning to walk) . However, the sensitivity upon which Polkinghorne relies 

would also be open to quantum influences whether deterministic or indeterministic. 
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A MASTER ARG UM ENT 

FOR INCOM PATIBILISM ? 

TOMIS KA PITAN 

THE past twenty-five years have witnessed a vigorous discussion of an argument 
directed against the compatibilist approach to free will and responsibility. This 

reasoning, variously called the "Consequence Argument," the "Incompatibility Ar
gument," and the "Unavoidability Argument," may be expressed informally as 
follows: If determinism is true, then whatever happens is a consequence of past 
events and laws over which we have no control and which we are unable to 
prevent. But whatever is a consequence of what is beyond our control is not itself 
under our control. Therefore, if determinism is true, then nothing that happens 
is under our control, including our own actions and thoughts. Instead, everything 

we do and think, everything that happens to us and within us, is akin to the 
vibration of a piano string when struck, with the past as pianist, and could not 
be otherwise than it is. 

While a number of philosophers interpret this reasoning as vitiating the pros
pects of compatibilism, others challenge its assumption that unavoidability "trans
fers" from sufficient condition to necessary condition or from cause to effect. The 
ensuing debate has occasionally been vitriolic-Hume once remarked that the 
free will issue is "the most contentious question of metaphysics, the most con
tentious science"-yet undeniably fruitful in generating more detailed examina

tions of ability and practical freedom. Whether we incline toward compatibilism 
or incompatibilism, this latter development is likely to be of lasting value. 

As a compatibilist, I believe that the Consequence Argument fails to prove 
incompatibilism, and here I will develop criticisms of it that, for the most part, 
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are already in the existing literature. Although a short chapter cannot provide the 
theoretical account of practical freedom needed to underpin and justify this com
patibilist critique, it will clarify the tasks that lie ahead. 

1. DEVELOPMENT OF THE ARGUMENT 

The Consequence Argument was independently developed in the 1970S by David 

Wiggins ( 1973 ) ,  Peter van Inwagen (1975 ) ,  James Lamb (1977) ,  and Carl Ginet 
(1980) .  Since then, versions have been advanced in van Inwagen (1983 ) ,  Widerker 
(1987) , Ginet (1990 ) ,  O'Connor (1993a and 2000 ) ,  and Fischer (1994) among oth
ers. The core reasoning is similar to the "Master Argument" of Diodoros Cronos, 
who argued that since the past is fixed and inevitable, and the impossible cannot 
follow from the possible, then nothing is possible except the things that do happen 
or will happen. Given an apparent assumption of the argument, namely, that the 
past determines the present and future, then nothing other than what does happen 

or will happen can happen and, consequently, no one can do other than one does 
or will do (Mates 1961: 36-40; White 1985: 69-91; Knuuttila 1993: 14-16 ) .  

The emergence of formal representations for modal reasoning has led to a 
renewed examination of the modal elements in descriptions of action and capa
bilities. Abbreviating an agent S's ability at time t to bring about a situation p as 
"As,tP" then " �As,tP" expresses S's inability at t to bring about p, " �As,t�p" is S 's 
inability at t to prevent p, and "Ns,tp" the claim that p is unavoidable for S at t, 
that is, "p & �As,t�p." So represented, proposals about the governing principles 

of these practical modali ties can be more readily discerned and debated. 
In several publications Peter van Inwagen has forcefully presented a clear 

formulation of the Consequence Argument (see 1975 , 1983, and ch. 7 here) .  It 
utilizes an operator "N" where "Np" expresses the universal unavoidability of p 
or, in van Inwagen's preferred locution, "p and no one has or ever had any choice 
about whether p," and the following inference rules: 

a Dp :. Np 

� Np, N(p ::J q) :. Nq. 

Then, where "0" expresses logical necessity, "Po" the state of the world at some 
time in the remote past, "L" the conjunction of the laws of nature, and "P" an 
arbitrary true proposition, the following is a consequence of determinism: 
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1. O( (Po & L) =::J P) .  

I t  i s  easy to  derive NP as  follows: 

2. O(Po =::J ( L  =::J P) )  
3 .  N(Po =::J (L  =::J P) )  
4 ·  NPo 

5. N(L =::J P) 
6 .  NL 
7. NP 

1, propositional logic 
2, rule ex 

premlse 

3, 4, rule � 
premlse 
5, 6, rule � 

Accordingly, determinism renders every truth unavoidable. Van Inwagen takes the 
premises of this argument as "obviously true," rule ex as "obviously valid," and 
rule � as something that "appeals immediately to the reflective intellect" (1983: 
124) . While he notes that � is the most difficult element of the argument to defend 

(ibid. :  96) and the "most doubtful thesis the incompatibilist must accept" ( ibid. : 

222) ,  he stresses that "one could have no reason for being an incompatibilist" 
without accepting this rule ( 1989: 405 ) .  

While it i s  often true that the consequences of  what i s  unavoidable are them
selves unavoidable (van Inwagen 1983: 98), the argument makes itself felt when it 

rules out certain abilities simply because events are determined, abilities we would 
normally assume agents to have. For example, suppose that in a large office at ll: 

59:30 A M  EST on March 12, 2005, Margo notices a copy of Lady Chatterley's Lover 

on Suzanne's desk. She picks it up, reads a few sentences, and decides that she 

would like to read a bit more in the evening. Since Suzanne is on her coffee break 
and no one else is in the immediate vicinity, Margo discretely slips the book into 
her briefcase at 1l:59 :50 .  She briefly considers returning it but then moves on, 
leaving the book in her briefcase the rest of the day. Let P represent the state of 
affairs of the book being in Margo's briefcase at exactly noon. If determinism is 

true, then some remotely past state of the universe, Po, together with laws of 
nature, L, necessitate that P obtains and that no one has any choice about that. 
According to the argument, since no one is able to prevent Po and L from ob
taining, then no one is able to prevent P from obtaining, including Margo who 

at 1l :59.52 is alert, cognizant that it is Suzanne's book and that she ought not steal 
it, and possessed of the physiological and psychological capacities needed to stop, 
remove the book from her briefcase, and return it to the desk within the next 
eight seconds. If responsibility for returning the book implies an ability to do so
and van Inwagen understands his "having a choice" locution to be relevant to 
moral responsibility (1983: 104-5 , 184-88)-then Margo is not responsible for her 
theft if determinism is true; indeed, no one is responsible for anything. l 
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Rule �, or similar closure rules and principles that "transfer" unavoidability 
from antecedents to consequents, is common to all versions of this elegant ar
gument for incompatibilism.2 Rule � is also featured in Ginet's rendition (1980, 
1983), while others (for example, Fischer 1994: ch. 1) appeal to an indexed coun
terpart: 

P' Ns"p, Ns,,(p ::J q) :. Ns"q, for any agent S and time t. 

Wiggins uses a variant of the Diodoran principle that the impossible cannot follow 
from the possible, namely, that if at time t it is inevitable that not-p, then p 
cannot follow from what could be the case at a later time l' (1973: 43-44). So if I 
could bring about q but do not, and my not doing so is caused by not-p, then 
my bringing about q would entail p. Since not-p is inevitable then, by the prin
ciple, I could not bring about q. The argument offered by Lamb assumes that if 
an event E is a logical consequence of a set F of true propositions, and S can 
prevent E, then S can do something such that some member of F would be false 
(1977: 23, 29). When combined with the premises that the past and laws cannot 
be altered, this principle of "can-entailment" justifies an inference to the conclu
sion that no agent can refrain from doing what is determined. 

The arguments by Wiggins and Lamb differ from the van Inwagen/Ginet 
version in that the past and laws are connected to the unavoidable action or its 
result through entailment rather than the relation expressed by "N(p ::J q)." What 
is common to the two approaches is the assumption of the "transfer" or "closure" 
of unavoidability under a consequence relation, that is, 

Rl. Whatever is a consequence of what is unavoidable is itself 
unavoidable. 

Assuming that unavoidability is a type of necessity, this principle gains credibility 
from the widely accepted modal law, 

Ml. Whatever is a consequence of a necessity is itself necessary. 

The point is that there are versions of R1 besides � which are capable of generating 
the consequence argument, including those that are immune to counterexamples 
suggesting that � would fail in an indeterministic universe (Widerker 1987; Vih
velin 1988).3 Some writers favor this version of R1: 

R2. Np, O(p ::J q) :. Nq, 

with "N" read in Ginet's fashion (Widerker 1987: 41). Alicia Finch and Ted War
field (1998) also favor R2, describing it as "less vulnerable to criticism" than van 
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Inwagen's � ( ibid.: 522) and as "clearly valid" ( ibid.: 525). With it, a simpler version 
of the Consequence Argument is available: 

1. O( (Po & L) ::J P) premIse 
2. N(Po & L) premise 
3. NP I, 2, R2. 

An indexed counterpart of Rl appears in Talbott 1988: 247, and this counterpart 
ofR2, 

R3. Ns"p, O(p ::J q) :. NsA' 
for any agent S and time t, 

is deemed by Timothy O'Connor to be "clearly even more intuitive" than rule W 
(O'Connor 2000: 9). It is easy to derive both R2 and R3 from rules a and �, 
though neither �. nor W follow from R2 or R3 without additional assumptions. 
Finally, O'Connor (1993b: 209) has also proposed, 

R4. Ns"p, Ns,,(p ::J q) :. Ns"q, for any p, q such that q is made true later 
than p, 

in order to avoid counterexamples to �' found in Widerker 1987 and Zagzebski 
1991: 165-68. 

Another problem for rule � is presented in McKay and Johnson 1996, which 
shows that if the ability to bring about p is an ability to ensure that p obtains, 
then rules a and � support the inference from Np and Nq to N(p & q)-the so
called rule of agglomeration. That is, since O(p ::J (q ::J (p & q))) is logically 
true, then N(p ::J (q ::J (p & q))) follows by rule a. By successive applications of 
rule �, we get N(p & q). However, just as ability to ensure does not distribute 
over a disjunction, unavoidability is not closed under conjunction. Suppose a 
man is able to flip a coin but does not. Then, both "the coin does not land 
heads" and "the coin does not land tails" are true, and there is nothing he can do 
to prevent them from being true since it is not within his power to ensure that 
the coin lands head nor within his power to ensure it lands tails. Thus, both 
"N(the coin does not land heads)" and "N(the coin does not land tails)" are true. 
However, the conjunction "The coin does not land heads and the coin does not 
land tails," while true, is within his power to prevent because he is able to flip the 
coin. Thus, "N(the coin does not land heads and the coin does not land tails)" is 
not true. 

This difficulty is not insurmountable. That unavoidability is not agglomerative 
does not show that the particular propositions NPo and NL could be true and 
N(Po & L) false (Finch and Warfield 1998: 523), and we need not go through 
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agglomeration to justify the premise N(Po & L) since it is true in its own right 
(ibid.: 523-24). Even if we abandon rule p, the McKay-Johnson argument does 
not affect R2 or R3; agglomeration cannot be derived in the above manner by 
means of these rules since O( q ::J (p & q)) is not true (though Blum 2000 
provides a different derivation). McKay and Johnson suggest reading "Np" as "p 
and no one can or could (choose to) do anything that might lead to p's being 
false." This yields a strong unavoidability that rules out even a weak ability to 
prevent p, that is, an ability to do something such that p might be true (an ability 
that is disjunctive-distributive), but preserves the premises of van Inwagen's ar
gument. The coin toss counterexample to agglomeration for this strengthened 
operator fails, so the barrier is removed to accepting a rule structurally identical 
to p, with "N" so understood and retaining van Inwagen's original argument. In 
this volume van Inwagen (chapter 7) also construes the unavoidability operator 
along these lines, providing a model that validates both p and agglomeration. (I 
will say something about his revision in section 4.) 

Regardless of what version of the Consequence Argument is adopted, its ap
peal would be considerably diminished were it insisted at the outset that a nec
essary condition of one's being able to prevent a situation q is that it not be 
already determined that q will occur, or, in what comes to the same thing, that 
not-q be consistent with the past and laws. For suppose that Np holds and that 
the entailment of q by p is a consequence of determinism; then it is already 
determined that q holds and that no one will bring about q. If so, then according 
to the proposed condition, no agent is able to prevent q and Nq follows imme
diately. Naturally, those who have not yet ruled out compatibilism will hardly be 
persuaded by an argument that begins by placing an indeterministic condition on 
ability. What makes the Consequence Argument so attractive is that it is plausible 
prior to any analysis of ability (Foley 1979: 73-74; van Inwagen 1980b: 100; Slote 
1982: 22). 

2. COMPATIBILIST RESPONSES 

Compatibilists have attacked the Consequence Argument from the outset (for 
example, Stoic critics of the Diodoran version (White 1985: ch. 4)). Some deny 
its relevance to moral responsibility by rejecting the assumption that moral re
sponsibility requires an ability to do otherwise (Frankfurt 1969; Dennett 1984; 
Fischer 1994). There is considerable debate whether a principle of alternative pos
sibilities can be so easily abandoned, but, in any case, the parallel direct argument 
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against the compatibility of determinism and responsibility remains to be con
tended with (see note 1 this chapter). Another compatibilist response is that rule 
� fails on the conditional analysis of ability that compatibilists have traditionally 
favored (Gallois 1977; Foley 1979). However, the conditional analysis suffers from 
defects of its own (Lehrer 1964; Berofsky 1987; Kane 1996a), and van Inwagen 
emphatically rejects it (1977a and b, 1980, 1983, 1990a). 

Despite the failure of the conditional analysis, the strategy of attacking the 
Consequence Argument through an account of the relevant practical modalities 
is ultimately the route a compatibilist must pursue. This point is emphasized by 
Michael Slote (1982), who argues that rule � rests on the questionable assumptions 
that the unavoidability operator is both agglomerative and closed under entail
ment (ibid.: 10). He contends that not all modal operators are agglomerative, 
closed under entailment, or governed by �-like rules, for example, certain episte
mic and deontic operators, as well as the alethic modality of "nonaccidentality." 
Such modalities are selective inasmuch as they hold only relative to certain cir
cumstances, say, as an obligation holds relative to a particular promise but not to 
another. Perhaps unavoidability is similarly selective. For example, a particular 
event in the past may be unavoidable relative to our present desires, beliefs, skills, 
and dispositions insofar as they are incapable of changing that event, yet relative 
to these same factors we might be able to do other than what we are caused to 
do (ibid.: 19-20). If so, rules like � and R2 fail. 

These are rich suggestions if the ability needed for practical thinking and 
responsibility is "selective" as Slote suggests, especially if it includes epistemic el
ements (Dennett 1984: 148-49; Slote 1985: 328, Kapitan 1986b). Unfortunately, 
Slote's largely promisory remarks have left his essay open to criticism. Some 
deny that he has adequately motivated the denial of the closure principles for 
any type of necessity (O'Connor 1993b: 212-14), and even if a �-like principle 
fails for some types of necessity, he has not shown it to fail for van Inwagen's 
notion of unavoidability (Fischer 1986a; van Inwagen 1990a). Moreover, even if 
a prospective action is not unavoidable given the agent's present doxastic and 
motivational states, it may be relevantly unavoidable with respect to yet other 
conditions that have nothing to do with such states (Fischer 1994: 40-44). 

A more detailed compatibilist response to the Consequence Argument begins 
by challenging the premises that the past cannot be altered or that the laws of 
nature cannot be violated (Narveson 1977; Gallois 1977; Lewis 1981; Horgan 1985). 
On the face of it, this approach seems utterly absurd; how are we mortals able to 
alter what has already happened or change the laws that govern the course of 
nature? Are not the following principles absolutely ironclad? 

Fixity of the Laws: No one is able to bring about that a law of nature is 
violated. 

Fixity of the Past: No one is able to bring about that the past is altered. 
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(Here, the extension of the past is fixed by the time at which the ability is 
possessed.) In fact, the response in question is subtler than a brute denial of these 
apparent truths. The critical move is that there is more than one concept of an 
ability to bring about a situation, thus, more than one concept of unavoidability, 
and while on some construals the Fixity Principles are beyond challenge, there is 
another in which they are jeopardized. Moreover, the concept of unavoidability 
for which the Fixity Principles are correct is not closed under a relation of con
sequence, whereas when closure does hold then one or both of the Fixity Principles 
is endangered. This type of argument-hereafter, the "main compatibilist re
sponse" -requires a careful look at the relevant practical modalities. 

In general terms, an agent is able to bring about a situation p just in case he 
or she is able to perform an action of which p would be a consequence. However, 
different sorts of consequence relation permit distinctions among types of ability. 
One type is captured by the following: 

Broad Ability: 5 is broadly able at t to bring about p iff there is a course of 
action K such that at t (1) 5 is able to do K, and (2) were 5 to do K then p.4 

This formula leaves open what consequence relation underlies the conditional in 
(2). The entailment of p by the action is one candidate, but since what we are 
able to do typically depends upon the cooperation of the environment, for ex
ample, bringing it about that a door is open, we can also interpret the conditional 
as asserting that p would be a "consequence" of 5's K-ing if p would obtain were 
5 to do K in the prevailing circumstances. Counterfactual dependency is one 
variety of such conditional dependency. 

50 defined, one is broadly able to bring about logical and mathematical ne
cessities, an odd-sounding result given that the locution brings about suggests 
causation, as when I bring about the vibration of a tuning fork upon striking it 
against a hard surface or when my team wins by scoring a winning goal. 50 
understood, what is "brought about" comes to obtain as a result of one's action, 
that is, its causal effects, and therefore it cannot be a situation that obtains of 
necessity or prior to undertaking that action. More liberally, let us say that one 
brings about whatever becomes true or begins to obtain by virtue of one's action, 
so that those who killed John Kennedy brought it about that Mrs. Kennedy became 
a widow, that a certain trigger was pulled, that John Kennedy perished while 
Churchill was still living, and that the conditional "the Eifel Tower is in Paris ::J 

John Kennedy is dead" is true. Expressing it by the phrase "make it the case that," 
we may characterize this liberal notion of causal ability as follows: 

Causal Ability: 5 is causally able at t to bring about p iff there is a course of 
action K such that at t (1) 5 is able to do K, and (2) 5's doing K would 
make it the case that p.s 
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Causal ability is obviously more restrictive than broad ability, though the latter 
remains a necessary condition so that broad inability implies an analogous causal 
inability. Both notions capture the sense in which ability involves opportunity to 
achieve a certain result, namely, that in the prevailing circumstances one would 
achieve that result were one to undertake a certain action. 

Return to the main compatibilist response. Granting that Margo is able to 
return the book to Suzanne's desk, then she is both broadly and causally able to 
bring it about that the book is on the desk at noon. Since it is entailed by the 
past (Po) and the laws (L) that the book is in Margo's briefcase at noon (P), then, 
were she to return the book to Suzanne's desk at noon, P would not obtain. 
However, if P were to not obtain then Po & L would not obtain, in which case, 

a. Margo is able to do something such that if she did it then Po & L would 
not obtain. Consequently, by definition, Margo is broadly able to bring 
about � (Po& L), and if this is so, then one of the following would be 
true: 

b. Margo is able to do something such that if she did it then Po would not 
obtain. 

c. Margo is able to do something such that if she did it then L would not 
obtain. 

Compatibilists differ about which is preferable; while the "local miracle" approach 
opts for (c), the so-called backtracking approach favors (b).6 In either case, Margo 
is broadly able to bring about either that L does not obtain or that Po does not 
obtain. So, if the unavoidability operator is defined in terms of broad ability, then 
one of the premises of both van Inwagen's and the simpler version of the con
sequence argument is false.? 

To continue the main compatibilist response, if ability to bring about is in
terpreted in the causal sense, then the premises of the Consequence Argument are 
true; Margo cannot change the past or laws, that is, she cannot "make it the case 
that" either Po or L does not obtain through anything she does. However, since 
Margo is able to return the book to Suzanne's desk and by so doing would make 
it the case that � P, then she is causally able to bring about � P. We thereby have 
a counterexample to rule �, and to any of the other mentioned candidates for a 
transfer rule with unavoidability interpreted in the causal sense. In sum, the main 
compatibilist response is this: while the Consequence Argument is valid on the 
broad sense of ability, its premises are false, and though the premises hold on the 
causal sense, it is invalid since the appropriate closure rule fails. As David Lewis 
(1981: l20-21) concluded, there is no one consistent reading of the critical modality 
that would render the argument sound. 
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3. STRICT ABILITY 

The main compatibilist response faces two immediate problems. First, as it stands, 
it operates with an undefined notion of an "ability to do," one that allows that 
agents are able to do other than what they are caused to do. Those who wonder 
about the viability of compatibilism are correct to demand a fuller account. Sec
ond, neither broad nor causal ability is rich enough to account for all ascriptions 
of responsibility, since neither can explain certain cases where one lacks respon
sibility because one is unable to bring about a desired result. Here I will develop 
this second problem and argue that the main compatibilist response can withstand 
the necessary qualifications, and I will reserve the first problem until the next 
section. 

Like broad ability, causal ability is also extraordinarily liberal given the manner 
in which we ordinarily ascribe ability. While it is clear enough that one is causally 
unable to bring about necessary truths, the definition allows that one is causally 
able to bring about what one produces accidentally or unintentionally, or without 
the faintest conception of what is being accomplished. For example, my daughter 
bowled a strike the very first time she rolled a bowling ball down the lane. Five
year-old novice that she was, she was unable to duplicate that feat in the next 
five-hundred or so tries. Was she able to throw a strike on her maiden attempt? 
It might be thought that one is able to do whatever one does. Yet her throwing 
a strike was a matter of pure luck; we wouldn't hesitate to explain her subsequent 
failures to throw a strike by saying that she lacked the general ability or skill to 
throw a bowling ball in such a way to knock down all the .pins. In short, there is 
a further sense of ability whereby she was unable to bring it about that all the 
pins are knocked down on a single roll even though on a particular occasion she 
was able to do so in both the broad and causal senses. 

How does skill differ from luck? One difference is that a skilled bowler can 
roll a strike regularly, that is, on all or a relatively high percentage of attempts 
(Brown 1988, 1990). It might be thought that skill is simply a causal ability to 
regularly bring about a certain sort of result by performing a particular kind of 
action, what we might call regular causal ability. Yet, even this is not enough, 
whether or not regularity is construed as a guarantee or a comparatively high 
degree of probability. I am able to hit a certain sequence of keys on my computer 
keyboard even though I never have before. Suppose that any time I were to hit 
that sequence I would invariably log onto a particular Pentagon computer; then 
I have a regular causal ability to bring about my being logged onto that computer, 
since being logged on would be a regular result of hitting just that sequence. Do 
I have the skill to bring it about that I am logged on to that computer? It would 
seem not. Do I have this skill if I actually hit a sequence of keys that logs me on? 
Again, it seems not, or at least this is what I hope the FBI would conclude after 
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a proper investigation. After all, I am an amateur, not a seasoned hacker, and I 
blindly stumbled into the Pentagon computer system. I lacked proper know-how, 
not in hitting the particular sequence of keys I did-I may have done that very 
deliberately-but in logging onto the particular Pentagon computer as a result. If 
I can remember how I got there, then I may very well acquire the skill as a result 
of my experiment, but only because I have picked up a valuable piece of infor
mation.R 

The point is that skill involves some measure of know-how in addition to a 
regular connection between action and result. If we add opportunity to know
how and regularity, we may speak of an agent as having the strict ability at a time 
to bring about a certain result. To characterize this notion more precisely, we first 
define a notion of consequence: 

Reliable Consequence: p is a reliable consequence of S's doing action K at 
time t just in case (1) S's intentionally K-ing at t made it the case that p, 
(2) at t, S acted on a plan according to which his K-ing then would make it 
the case that p, (3) there is a regular connection between S's doing K-type 
actions and p-type results as envisioned in S's plan at t. 

This relation can obtain even when p is not brought about intentionally and S 
only tacitly envisions the appropriate plan, for it is sufficient if p is embedded in 
the plan as a foreseen or foreseeable result of a K-type action.9 Accordingly, p 
would be a reliable consequence of S's K-ing at t just in case p would result from 
S's undertaking by way of a plan then envisioned by S. In this sense, strict ability 
requires know-how. So we have, 

Strict Ability: S is strictly able at t to bring about p iff there is a course of 
action K such that at t (1) S is able to do K, and (2) p would be a reliable 
consequence of S's doing K. 

Strict ability entails broad and causal ability, but it differs in requiring that "bring
ing about" involves both a regular connection between an undertaking and a result 
as well as the agent's conceptions of the undertaking, the result, and a strategy for 
producing the latter from the former.lO 

The notion of strict ability is critical to our discussion; its absence can block 
both prospective and retrospective ascriptions of responsibility despite presence 
of a corresponding regular causal ability. Think of what is accomplished through 
the use of computers, from writing an e-mail message to landing an airplane safely 
to selling stocks online, situations that result from simple basic actions that people 
perform with the slightest movements. Suppose a machine operator, Bradley, can 
freeze the operation of his machine, should he receive notice of a safety threat, 
by pressing the keys Fl, K, A, N, 0, N, in that order, followed by "Enter" on his 
computer keyboard. One day he is instructing a trainee, Mike, and is about to tell 
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him the six-membered code when he receives an emergency signal. The alarm 
causes Bradley to suffer a heart attack from which he immediately perishes before 
he can give the code to Mike. The latter, who has heard only that the code is a 
six-membered sequence, frantically tries various combinations that spring to 
mind, but to no avail; the machine fails to shut down and several workers are 
injured. Was Mike responsible for the injuries suffered? Presumably not, and the 
reason is that he was unable at that point to bring the machinery to a halt. On a 
keyboard with seventy-five keys, there are nearly two hundred billion possible six
membered sequences, not counting those with double-keyed members, and Mike 
can hardly be blamed for not hitting the right sequence in the short interval he 
had. Yet the action of hitting keys PI, K, A, N, 0, N, in that order, followed by 
"Enter" is easily something he was then able to do, and had he done it then, he 
would have stopped the machine and prevented the injuries. In short, Mike had 
the regular causal ability to stop the machine but lacked the strict ability to do so. 

The point is that there are cases when an agent lacks responsibility for a 
situation because of a strict inability to prevent it despite the presence of both 
broad and causal abilities to prevent it. This is evidence that both prospective and 
retrospective ascriptions of responsibility are governed by the principle that S is 
morally responsible at tl for bringing about p at t2 only if S is strictly able at t1 
to bring about p at t2. If so, then the Consequence Argument poses a threat to 
compatibilism only if it can be shown that determinism precludes strict ability to 
do otherwise, and interpreting "N" in this strict fashion makes the argument no 
less plausible. 

Yet, on the face of it, the main compatibilist response easily withstands the 
shift to strict ability. Obviously Margo lacks the strict ability to prevent Po & L, 
but if she does have the causal ability to bring about the book's being on the desk 
at noon, it is but a small step from there to claim that she also has the strict 
ability to do so; all we need to add is that � P would be a reliable consequence 
of the action that she is able to perform. The case has been described in a way 
that makes this addition reasonable. 

4. REPLIES AND REJOINDERS 

The second problem facing the main compatibilist response is more challenging. 
The assumption that agents are able to do other than what they are caused to do 
has been thought to beg the question against the incompatibilist, since it appears 
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to "presuppose" that an ability to do otherwise is compatible with determinism 
(an objection noted in Kane 1996a: 51-52). Van Inwagen writes that it would be 
"nice" to see a counterexample to rule � that did not presuppose compatibilism 
(1983: 102), and some would make this a condition on any acceptable counter
example (Ekstrom 2000: 40-41; Crisp and Warfield 2000: 175). Three things should 
be pointed out here. First, the compatibilist need not argue from compatibilism 
to the claim that Margo, say, has the ability to do otherwise, and thus, he or she 
is not "presupposing" the compatibility thesis qua premise. Second, the ability 
claim is offered as an unproblematic assessment of Margo's current skills, oppor
tunities, and knowledge. As long as this ascription is not prima facie outlandish, 
then the ball is thrown back into the incompatibilist's court; why isn't Margo able 
to return the book to Suzanne's desk? In what way is she incapacitated? Incom
patibilists have made similar undefended ability claims in their discussions of the 
transfer principles (for example, that an agent is able to refrain from tossing a 
coin; McKay and Johnson 1996). Third, the response that Margo is unable to place 
the book back on Suzanne's desk because she is caused to do otherwise is tanta
mount to begging the question on behalf of the incompatibilist. Defending the 
consequence argument by stipulating that a counterexample to � must not be 
consistent with or "presuppose" an assumption that an agent is able to do other 
than what is determined, is unlikely to impress anyone not already committed to 
incompatibilism. 

Nevertheless, if the compatibilist's claim that Margo is able to do otherwise 
cannot be separately explicated and defended, then the consequence argument has 
not been shown to be unsound on either the broad, causal, or strict readings of 
ability. To be sure, an account of the ability-to-do or of the "openness" of a course 
of action is essential to secure the counterexample to the argument, but why 
suppose that such an account is not available? While the familiar conditional 
analyses of old-fashioned compatibilism might be deficient, these are not the only 
candidates to be found in the literature. II It will not do to scoff and complain 
that the alternative accounts obviously misuse the term able prior to any exami
nation of their merits; rejecting any one of these compatibilist analyses must be 
based on an argument that it is inadequate for the purposes of ascribing respon
sibility. 

Still, by acknowledging that Margo is able to do something that would imply 
a difference in the past or in the laws, the compatibilist must agree that if deter
minism is true then agents have abilities whose exercise would require either prior 
miracles or an altered past. This conditional may appear "incredible," as 
O'Connor insists: 

When I wonder what is now in my power to do, I am wondering what is open 

to me given the way things are and have been and the laws that constrain how 

things might be . . . .  I want to know which of those abilities I am able to exer-
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cise in the present circumstances . . . .  An 'ability' to act here and now, the actual 

exercise of which strictly requires a prior condition that is lacking and which I 

cannot in any way contribute to bringing about, is, in the sense at issue, no 

ability at all. (This is essentially what closure under logical entailment for una

voidability implies.) 12 

Several points can be made in response. First, the locutions "given the way things 
are and . . .  might be" and "the present circumstances" must fall within the scope 
of "wondering" and "know," respectively, if O'Connor's description of what hap
pens in deliberation is accurate. Given our limited grasp of the actual facts, what 
we wonder about and want to know is what we can do given what we take to be 
the relevant past, present, and future circumstances. However, the conviction that 
what we take to be relevant allows for different open alternatives is entirely con
sistent with adopting a deterministic stance (Kapitan 1986a). Second, that one is 
strictly able to do something that would require a change in the past or laws if 
we did it may seem incredible, but why any more so than the incompatibilist's 
affirming that Margo would be unable at 11:59:52 A.M. to return the book to 
Suzanne's desk by noon if determinism were true, especially when we grant that 
Margo would retain the requisite skill, knowledge, and opportunity to take the 
book out of her briefcase and place it on Suzanne's desk during the said interval? 
Third, in his last sentence, O'Connor assumes the closure of ability under entail
ment-or, under the relation denoted by "requires" -noting that it is implied by 
closure for unavoidability. But any compatibilist who disputes the latter will 
equally reject closure for ability, as argued in sections 5 and 6. 

In this volume (ch. 7), van Inwagen speaks of an agent's ability to bring about 
p in terms of "access" to a region (world) in which p is true. To avoid the McKay
Johnson counterexample to rule p, he introduces the notion of exact access to a 
region, defined as access to a region but to none of its proper subregions, and 
proposes the following construal of "N": 

Np iff P and every region to which anyone has exact access is a subregion 
of p. 

This, he claims, gives us the notion of the sheer inescapability from p, that is, from 
the region or world determined by p, that is, the idea that nothing one can do 
even might lead to the falsity of p. Now, if Np and N(p ::J q) are true, then every 
region to which anyone has exact access is a subregion of both p and p ::J q, so 
that no one has exact access to any region outside q. Hence, Nq is true and rule 
p is valid. Similarly, agglomeration is retained, for if both Np and Nq hold, then 
the only regions to which anyone has exact access are subregions of both p and 
q, that is, to subregions of p & q. 

Van Inwagen is well aware that compatibilists will not accept his account of 
ability and, instead, would favor an analysis-no doubt "some version of the 
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conditional analysis"-that will sanction the conditional that an agent like Margo 
can perform an act such that if she did it then Po & L would be falseY But this 
move, he writes, " . . .  is contrived and ad hoc; . . .  it seems that our freedom can 
only be the freedom to add to the actual past; it seems that our freedom can only 
be the freedom to act in accordance with the laws of nature" (p. 167). Contrived? 
Ad hoc? No more so than van Inwagen's own rendition of "N" in terms of exact 
access to regions of logical space. Nor does it beg the question any more than 
insisting that one is able to do only what is consistent with the past and laws. 
According to van Inwagen's account, if Np holds, then not only is p unavoidable 
for everyone, but so is anything that p implies, for if one had exact access to q 
where q implies �p, then one would have exact access to �p. Similarly, if N(p 
::J q) holds, then anything anyone is able to do must preserve the truth of p ::J 

q, in which case no one has exact access to �(p ::J q). It immediately follows 
that the truth of q must be preserved by anything anyone is able to do. But A � 
P can be true only if someone has exact access to a region in which �p is true, 
that is, only if some region to which someone has exact access is not a subregion 
of p. No one has such access if Np and N(p ::J q) hold. Of course rule � can be 
validated in this manner, but only through a construal of ability that explicitly 

excludes anyone from being able to prevent what is already determined. Predict
ably, the compatibilist will reject this analysis. 

I noted earlier that the neutral observer should be unimpressed by a presen
tation of the Consequence Argument that begins with an analysis of ability ex
plicitly requiring that what one is able to bring about must be consistent with the 
past and laws. Similarly, he or she should not be swayed by a defense of the 
argument that relies upon such an analysis. 

5. THE DIODORAN STRATEGY 

At this stage, it might seem that the debate has reached an impasse (Fischer 1994: 
83-85; Kane 1996a: 51-52), and some readers might harbor a suspicion that the 
compatibilist-incompatibilist divide over free will is unresolvable. 14 I think this 
would be premature; since the study of the practical modalities has a healthy 
future in front of it, there is little ground for supposing that the powerful reason
ing underlying incompatibilism can be so easily quieted. Other possibilities of 
developing the Consequence Argument turn on new interpretations of, or on 
interrelations among, the notions of ability and unavoidability. I examine a few 
in the the three sections that follow. 
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Recall that the conclusion of the Consequence Argument is relevant to moral 
responsibility only if it is interpreted as asserting a strict unavoidability of whatever 
is determined. Abbreviating broad, causal, and strict ability by "Ab," "N," and 
"N" respectively, letting (�' represent entailment, and taking uniform indices and 
operands to be implicit, these operators are related as follows: 

Contraposing, there is this pattern of entailment for types of inability: 

and, similarly, for unavoidability: 

This shows that insofar as something is unavoidable in any of the three senses of 
unavoidability, then it is also strictly unavoidable. If so, establishing the Conse
quence Argument is a matter of justifying the inference that P is unavoidable in 
some sense-for then it will also be strictly unavoidable-whenever Po & L is 
unavoidable in some sense (see Ginet 1990: 97). Satisfying this minimal inference 

pattern is necessary if the Consequence Argument is sound. 
The next thing to note is that the interdefinability of the practical modalities 

suggests that a suitable closure rule for unavoidability might be derivable from a 
simpler and more appealing closure rule concerning ability. This method for de
fending the Consequence Argument begins by noting the similarity of the pattern, 

PI. Ap, q is a consequence of p :. Aq 

where A is an ability operator, to the Diodoran principle, 

M2. Whatever is a consequence of a possibility is itself possible. 

Accordingly, if rules like �, R1, and their variants acquire plausibility through 
similarity to the modal law, 

MI. Whatever is a consequence of a necessity is itself necessary, 

then PI gains credibility from M2. Moreover, just as Ml and M2 are equivalent, 
perhaps an instance of PI could be used to derive a suitable instance of, 

P2. Np, q is a consequence of p :. Nq 
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where N is an unavoidability operator correlated to A. Consider, for example, the 
following refinement of PI: 

P3. Ap, P entails q :. Aq. 

Since entailment contraposes, we can easily derive, 

which van Inwagen has described as "clearly analytic" (1977b: 94) and a "trivial 
truth" (1983:72). From P4 we obtain, 

Ps. �A�p, P entails q :. �A�q, 

Proof. Suppose that � A �p and that p entails q. If � A �q were false, then we 
would have A�q and, by P4, A�p. But this contradicts the supposition. With PS, 
it is but a short step to 

P6. Np, P entails q, :. Nq. 

Similar reasoning allows us to derive other forms of closure for unavoidability.ls 
Can this "Diodoran" strategy of arguing for incompatibilism from a PI-like rule 
provide a means for satisfying the minimal inference pattern of the Consequence 
Argument? 16 

At issue is whether the Diodoran strategy applies to appropriate instances of 
these general patterns set forth in terms of the three types of ability and una
voidability so far uncovered. Consider, first, the following rule for broad ability: 

Cl. Np, P entails q :. Nq. 

Proof. Suppose that Np and p entails q. Then, by the definition of "broad ability," 
there is a course of action that S is broadly able to do such that p would obtain. 
Since p entails q, then q would also obtain. Then S is broadly able to do something 
that would result in q, that is, Nq. By the reasoning that took us from P3 to P6, 
we derive the following instance of P6: 

C2. Nbp, P entails q :. Nbq. 

Similarly, with 
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(see note 15) we obtain 

Proof. Suppose both Nbp and W(p ::J q). Being broadly unable to prevent p, there 
is no course of action that S is broadly able to do whose performance would result 
in �p, and similarly for p ::J q. So there is no course of action S is able to perform 
that would result in �q; if there were, then by C3 S would be broadly able to do 
an action which would ensure �p, contrary to the supposition. Hence, � Ab�q. 
Since q follows from the supposition, we have Nbq, and in this way we derive 
both C2 and C3. Of course, with Nbq we can immediately prove Nsq, in which 
case the following rule is also valid: 

C5. Nbp, P entails q :. NSq, 

which would deliver the incompatibilist's goal in one step. 
Do we have the means for satisfying the minimal inference pattern by virtue 

of these lines of reasoning? Not at all. Return to the case of Margo and recall that 
her ability to return the book to Suzanne's desk by noon yields her strict ability 
to bring about � P, that is, 

which is the cornerstone of the main compatibilist response. Accepting this ability 
claim under the assumption that P is already determined, the compatibilist must 
deny both that 

(b) NSP (P is strictly unavoidable), 

and, by the previous entailments, that 

(c) WP (P is broadly unavoidable), 

Given that (Po & L) entails P, then the valid rules C2 or C3 require the compa
tibilist to deny 

(d) W(Po & L). 

The appeal to the Fixity Principles is of no avail in defense of (d). As long as we 
are speaking of broad ability, then CI-C5 must be accepted, and given that Margo 
is broadly able to bring about �P and that Po & L entails P, then she is able to 
do something such that Po & L would be falsified. Hence, Margo is broadly able 
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to bring about �(Po & L), contrary to (d), and the main compatibilist response 
is safe despite the derivation of C2, C4, and C5. 

Does the situation change if we shift to causal ability? Here the Fixity Prin
ciples are unquestionably true and we can readily accept 

(e) Nc(Po & L) (the past and the laws are causally unavoidable), 

and consequently, 

(f) Ns(Po & L). 

The question now is whether a plausible closure rule can carry us from either (e) 
or (f) to the strict unavoidability of P and thereby secure a sound instance of the 
minimal inference pattern. Is the Diodoran strategy of any help here? 

Let us consider. If we had 

C6. Ncp, p entails q :. Ncq, 

then from (e) we could derive 

(g) NCP (P is causally unavoidable) 

and we could prove what is desired, namely, 

(b) NSP (P is strictly unavoidable), 

contrary to the compatibilist's (a). Similarly, if we had 

C7. Ncp, NC(p ::J q) :. Ncq, 

we could derive (g) and our work would be finished. Now, can either C6 or C7 
be justified? We could derive C6 by the reasoning that allowed the derivation of 
P6 from P3 if we had the relevant instance of P3 for causal ability, namely, 

cs. A'p, P entails q :. A'q. 

But since what is entailed by what someone brings about need not itself be some
thing that is brought about, for example, necessary truths, then CS fails. However, 
a related principle holds: 

C9. A'p, p's obtaining would make it the case that q obtains :. A'q, 
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if we assume that the "makes it the case" relation is transitive. Now if we had 

ClO. �N�p, p's obtaining would make it the case that q obtains :. N�q, 

we could derive 

Cn. Ncp, p's obtaining would make it the case that q obtains :. Ncq 

and use it to obtain (g) from (e). But we cannot establish ClO from C9 in the 
manner in which we derived Ps from P3 because the "makes it the case" relation 
does not contrapose. This is a good thing, for ClO is invalid in any case. Consider 
that my having been born with a certain deformity in my hands (p) would have 
made it the case that I cannot play Beethoven's Moonlight Sonata on the piano 
within the next hour (q). I am not now causally able to bring it about that I was 
not born with that deformity, so � N�p holds. However, since I am able to play 
that sonata on the piano within the next hour, then I am able to prevent my not 

playing it on the piano within the next hour, in which case N�q holds and 
� N�q does not. Consequently, ClO fails. 

An alternative Diodoran route to C6 and Cn goes through 

Cl2. Np, P entails q, q is false :. Nq, 

that is, if an agent can do something that makes it the case that p then, since p 
entails q and q is false, the agent's making it the case that p would also make it 
the case that q. With this principle-deemed "unassailable" by William Hasker 
(1989a: n2-ll4)-we avoid the problem that doomed C8. Moreover, Cl2 is par
ticularly relevant to the compatibilist claim that a person is able to bring about a 
situation which is already determined not to obtain. If Cl2 is true, we can establish 
C6 as follows. Suppose that we have both Ncp and p entails q, but that Ncq is 
false, that is, �Ncq. Then �(q & �N�q), that is, either �q or N�q. Since p 
entails q and Ncp implies p, then q is true. Accordingly, N�q is true. Since �q 
entails �p and �p is false, then, by Cl2, N�p. But N�p contradicts Ncp, which 
is given. Consequently, with Cl2 we establish C6 and, by similar reasoning, Cll. 
With either C6 or Cn, we have the means for deriving (g) and, hence (b) from 
the premise (e). The conclusion of the Consequence Argument would then be 
secured by way of acceptable premises. 

Does this clinch it? Once again, the compatibilist who thinks that Margo is 
able to return the book to Suzanne's desk accepts 

and consequently rejects 
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and thereby concludes that C6, C7, and Cll are all invalid. Since C6 and Cll are 
derivable from Cl2, then the compatibilist is forced to deny the validity of Cl2. 
Is this feasible? Yes, and the route to so doing is to recognize that the following 
instance of Cl2 is invalid: 

(i) N�P, P entails �(Po & L), it is false that �(Po & L) :. N(Po & L). 

Accepting (h), each of the premises of (i) can be granted, but since Margo is 
unable to make it the case that �(Po & L) obtains, then the conclusion is obviously 
false. So Cl2 is invalid and the proof of C6 and Cll collapses. 

It is important to distinguish Cl2 from the valid C9 and, thus, from this 
equally valid refinement of C9: 

C13. Np, p's obtaining would make it the case that q obtains, q is false :. 
Acq, 

While this rule cannot be used to derive Cll, it might be thought to show that 
the compatibilist is committed to denying one or both of the fixity principles. 
Consider this instance of C13: 

(j) N�P, �p's obtaining would make it the case that �(Po & L) obtains, 
it is false that �(Po& L) :. N�(Po & L). 

Since (h) holds, and it is false that �(Po& L), one might be tempted to use (j) in 
deriving, 

which would violate the Fixity Principles. One way to avoid this is to deny (h), 
but if we do this, then we are committed to affirming (g) and, thus, the desired 
(b). To block this inference, the compatibilist need only notice that while (j) is 
valid, the premise 

(1) � P's obtaining would make it the case that �(Po & L) obtains 

is clearly false, since the counterfactual dependency of �P upon �(Po & L) is 
simply not of the "make it the case" variety. Hence, C13 does not threaten the 
compatibilist with an embarrassing denial of the fixity principles. 

Despite its initial appeal, the Diodoran strategy affords no effective reply to 
the compatibilist critique as long as discussion is confined to broad and causal 
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ability. The valid rules C2, C4, and Cs for broad ability cannot be coupled with 
true premises to satisfy the minimal inference pattern, and the considerations 
raised against C6, C7, and Cll suggest that there is little hope for finding a valid 
closure rule for causal unavoidability. 

6. STRICT ABILITY AND THE 

CLOSURE PRINCIPLES 

Perhaps the minimal inference pattern can be satisfied by considerations of strict 
ability alone. Since 

(0 Ns(Po & L) 

is undoubtedly true, perhaps we can infer 

(b) NSP 

directly by means of a closure principle for strict unavoidability, namely, 

or 

C14. Nsp, p entails q :. Nsq 

CIS. Nsp, NS(p ::J q) :. Nsq. 

Are these rules valid? No. Once again, the example of Margo is as effective against 
C14 and CIS as it is against C6 and C7. Furthermore, even if Cl4 and CIS follow 
from a Diodoran rule for strict ability such as 

or 

C16. Np, p entails q :. Nq 

C17. Np, if p were the case then q would be the case :. Nq, 
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the cognitive requirements on strict ability block the closure of strict ability over 
the involved consequence relations. The computer examples of section 3 show that 
an agent might be strictly able to bring about that a certain sequence of keys is 
struck within a ten-second interval, but not strictly able to bring about each of 
the causal consequences of that event or the abstruse necessary truths it entails 
since these would not be reliable consequences. Again, by virtue of certain bio
logical laws, my inhaling cigar smoke may entail that my nervous system is in 
chemical state NIC. Ignorant as I am of physiology, I have utterly no conception 
of this state much less than that it is brought about by my smoking a cigar. It 
was induced by something I did intentionally, but, lacking the requisite concepts, 
I did not bring it about reliably. These examples render the likes of C16 and Cll 
futileY 

Do any closure principles hold for strict ability and unavoidability? How do 
we deal with the powerful suggestion that if unavoidability is a type of necessity 
and ability is a type of possibility then both practical modalities should be gov
erned by closure principles akin to the modal laws Ml and M2? In fact, the 
classifications are only partly correct. A critical difference between these practical 
modalities and the alethic modalities is that strict ability and strict unavoidability 
harbor epistemic elements that the ordinary alethic modalities lack. While allu
sions to "blind necessity" (and "blind possibility") are entirely apt, the sort of 
ability worth caring about is blessed with vision, fortunately. 

Still, is it not correct to maintain that you can do what is required by what 
you can do (O'Connor 2000: ll)? For example, Jenine might be obligated to see 
to it that her son is enrolled in the college of his choice, and in most institutions 
of higher learning this would involve her undertaking a substantial course of 
action composed of many subsidiary steps, for instance, paying the application 
fee. Assuming that she is able to act as she ought, must she not also be able to 
perform all the subsidiary actions required to complete the larger course of action? 
Well, of course, but this answer must be properly formulated in terms of the 
appropriate consequence relation suggested by required. For example, the follow
ing principle is plausible: 

CIS. Np, q would be a reliable consequence of S's bringing about p :. Nq 

where the temporal parameter on the consequence relation is the same as that on 
the ability operator. That is, if at t agent S correctly envisions both that p would 
result from a considered action and that q would result from p, then at t S 
accurately anticipates that q would be a result of his action. It is in this way that 
S's ability to bring about p implies an ability to bring about whatever is reliably 
"required" by bringing about p. So if Jenine is strictly able to enroll her son in 



150 THE MODAL OR CONSEQUENCE ARGUMENT FOR INCOMPATIBILISM 

the chosen college, then she is strictly able to perform any act reliably required 
by so doing. As a refinement of C18 we have 

C19. N�p, �q would be a reliable consequence of S's bringing about �p 
:. N�q 

and so, 

C20 � N�q, �q would be a reliable consequence of S's bringing about 
�p :. �Np. 

Hence, 

C21. NSq, �q would be a reliable consequence of S's bringing about �p . .  
NSp. 

While each of C20-C2I3 holds, the following rule, 

C22. Nsp, q would be a reliable consequence of S's bringing about p . .  
Nsq. 

is invalidated any time S possesses more than one way of reliably bringing about 
q. Inability to prevent a situation from obtaining does transfer to any action that 
would reliably prevent it, but there is no automatic transfer from sufficient con
ditions to actions. IS 

Compatibilists need have no quarrel with any of CI8-C2I, since these rules 
cannot be used to support the Consequence Argument. To illustrate, suppose, as 
before, that Po & L entails P and we accept the counter factual 

(m) If Margo were to bring about �P, then �(Po & L) would obtain, 

as well as what the compatibilist insists upon, namely, 

(n) Margo is strictly able to bring about �P. 

If we had Cll, then we could infer the implausible 

(0) Margo is strictly able to bring about �(Po & L) 

and thereby reveal the implausibility of the compatibilist's position. However, Cll 
is invalid. Alternatively, one might try to infer the implausible (0) from (n) by 
means of the valid CI8 if the following held: 
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(p) �(Po & L) would be a reliable consequence of Margo's bringing about 
�P. 

Yet it is pretty certain that (p) fails. Even if a theory of causation allowed that 
�(Po & L) would be a causal consequence of Margo's bringing about �P, it would 
be a reliable consequence only when Margo correctly envisions a route from her 
returning the book to Suzanne's desk to �(Po & L). But this sort of envisionment 
is clearly impossible for any finite agent like ourselves, since �(Po & L) is beyond 
our cognitive grasp. 19 So (p) is implausible as well. Alternatively, from C14 and 
the obviously true 

(q) Po & L and Margo is strictly unable to prevent Po & L, 

we could infer the negation of the compatibilist's (n). However, we have noted 
that C14 and other rules of the P2 sort for strict ability are invalid. On the other 
hand, the valid C20 could be used to infer the negation of (n) from the negation 
of (0) if (p) were true, contrary to what the compatibilist wants. However, (p), 
as we have seen, is false. 

The upshot? The Diodoran strategy is of no more use in deriving a suitable 
closure rule for strict unavoidability than it was for causal unavoidability, and the 
closure rule that is valid, namely (C21), is something the compatibilist can live 
with. To the extent that we have so far articulated the practical modalities, the 
Consequence Argument has not succeeded. 

7. STRENGTHENING THE 

UNAVOIDABILITY OPERATOR 

While I have distinguished three senses in which an agent S is able to bring about 
p, they are alike in that the action S is able to do that would bring about p is 
such that its exercise would ensure p. But now we must deal with a weaker notion 
whereby S is able to bring about p if S is able to act so that it might be the case 
that p (O'Connor 2000: 13), an adjustment that yields weakened senses of broad, 
causal, and strict ability. From the standpoint of responsibility ascriptions, we 
should not restrict attention to actions that ensure a result since there are relevant 
senses of ability that do not require any such guarantee. Prospectively, we can 
ascribe responsibility for probable outcomes of acts (see Kane 1996a: 55). Retro
spectively, uncharitable fans might blame a basketball player for missing a layup 
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in a closely contested game even though any of the actions open to him would 
only make it highly probable that the ball would go through the basket. Again, a 
teacher might blame a student for failing to submit a paper on time even though, 
when the paper was assigned, there was no plan of action at the student's com
mand that would guarantee that the paper would be completed and submitted on 
time. Sometimes the probabilities of success are slight; if I deliberately feed you 
a kind of mushroom I know to be 5 percent fatal, I am blamable for bringing 
about your death should you perish upon eating it. 

A weakened sense of the ability to bring about corresponds to a strengthened 
unavoidability operator so that N"tP holds just in case "p is true and the agent s 
cannot act (at or subsequent to t) in such a way so much as might be the case 
that not-p" (O'Connor 2000: 13; McKay and Johnson 1996: 119, and van Inwagen 
Ch. 7, this volume). Whether this operator is to be interpreted as broad, causal, 
or strict unavoidability, or is better defined in terms of regular causal ability, is 
uncertain, so let us simply give it a new label, "Nw," assume that it entails strength
ened strict unavoidability, and see if we can justify the appropriate reasoning in 
accord with the minimal inference pattern. As before, there is no barrier to ac
cepting 

with the operator indexed to Margo at 11:59:52. The proposed transfer principle 
is either 

for O'Connor, or 

for McKay and Johnson and van Inwagen. Have we here a means of justifying 
the main inference pattern? Not at all, for anyone who accepts (r) and resists the 
conclusion 

(s) NWP 

will take the case of Margo and the book to be as much a counterexample to C23 
and C24 as it is to C6, C7, C11, C14, and CIS. If we grant that Margo is strictly 
able to ensure that � P, that is, 
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then it follows that she is able to do something that might bring about � P, that 
IS, 

holds when interpreted in the strict sense. If so, then by the definition of una
voidability, 

is false read in the strict sense. But since we can readily concede (r) whenever P 
is entailed by Po & L, then C23 and C24 are invalidated when Nw is taken in the 
strict sense. Since, by hypothesis, the strict reading of Nw is entailed by the broad 
and causal readings of Nw, it follows that C23 and C24 are also invalid in the 
broad and causal senses. Therefore, the revised argument of O'Connor, McKay 
and Johnson, and van Inwagen fares no better than its predecessors do. The main 
compatibilist response emerges unscathed, as before. 

8 .  CONCLUSION : 

THE COMPATIBILIST'S TAS K 

At this stage I have explored the Diodoran strategy and concluded that it fails to 
generate a valid closure rule of unavoidability that can justify the reasoning of 
the minimal inference pattern. Of the closure rules that are valid, either they 
cannot be mated to corresponding true premises, as is the case with CI-CS, C9, 
and CI3, or they are unable to generate the desired conclusion from its premises, 
as with CI8-C21. 

Nothing precludes the definition of still further senses of able and unavoidable, 

or the proposal of further closure principles in terms of which the incompatibilist's 
argument might be cast. One route is to understand that since an undefined 
notion of consequence was used in the characterization of broad, causal, and strict 
ability, then there are as many species of ability under each of these three headings 
as there are consequence relations. So, with n distinct consequence relations, we 
have 3n concepts of ability to bring about and 3n unavoidability operators. Every 
such operator would be correlated with n different candidates for transfer rules, 
each asserting the closure of that operator under a specific consequence relation, 
generating 3n X n distinct rules for unavoidability in all. Perhaps among this 
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multitude there are some capable of providing the right sort of inferential mech
anism that the Consequence Argument needs. Until they are unearthed, however, 
I conclude that there is good reason to be suspicious of the claim that any variant 
of the Consequence Argument can achieve a wholesale refutation of compatibil
ism.20 

This assessment provides compatibilists with momentary breathing room at 
best. As indicated in section 4, those who accept that responsibility for a situation 
implies ability to bring it about and, perhaps, an ability to prevent it, must explain 
how agents are able to do other than what they are caused to do. Without it, they 
can give no defense of their counterexamples. With it, they can be confident that 
the Consequence Argument, by itself, is no refutation of their position. Incom
patibilists might shake their heads in exasperation, even scorn, about the prospects 
for success in this endeavor and insist that the compatibilist misuses the term 
"able." But as long as the compatibilist provides an account of the ability-to-do 
that will underwrite the main compatibilist response to the Consequence Argu
ment, then the incompatibilist has no choice but to confront the proposed account 
squarely. The battle can only be decided on the terrain that drives concern about 
free will, specifically, the nature and presuppositions of moral responsibility. While 
the standard conditional analysis of ability is flawed, we are not automatically 
pushed to accept an indeterminist analysis if the other compatibilist accounts of 
practical freedom already in the market place do the job (see n. ll ) .  If they are 
ultimately shown to be deficient, it should be remembered that the field of mo
dality is rich with possibilities, theoretical as well as practical, and with a sharpened 
set of metaphysical tools the compatibilist may yet produce what is needed. 

N O T E S  

I am indebted to Robert Kane and Saul Smilansky for their helpful comments on an 

earlier version of this essay. 

1. If responsibility does not imply "having a choice," a parallel argument can be 

given by construing "Np as "no one is, or ever has been, even partly responsible for the 
fact that p," an argument whose rules and premises van Inwagen takes to be equally 

plausible (1983, 104-5, 183-88) . This "direct" argument for the incompatibility of deter

minism and responsibility is criticized in Kapitan (1986b ) ,  Ravizza (1994) , and Fischer 

and Ravizza (1998: ch. 6 ) .  It is defended in Warfield (1996) against Ravizza (1994) , and a 

refined version is given in an unpublished manuscript by Michael McKenna, who criti

cizes the treatment of the argument in Fischer and Ravizza (1998) .  

2 .  John Fischer ( 1994: 62-66 )  presents what he calls the "conditional version" o f  the 

"Argument for Incompatibilism" and contends that it does not utilize a "transfer princi

ple" of the sort used in van Inwagen's argument. Van Inwagen (1994: 99) alleges that 
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this argument is invalid, though Fischer is careful to point out that while the argument 
is not formally valid it is nonetheless reasonable to accept its conclusion given the con
tent of its premises (Fischer 1994: 228 n.43, and see Fischer and Ravizza 1996: 220-22) .  
Contrary t o  Fischer's contention, I have argued that his conditional version tacitly relies 
on a type of transfer principle (Kapitan 1996:  432-33) .  

3 .  The proposed counterexamples t o  rule � by David Widerker ( 1987) and Kadri 
Vihvelin (1988) depend upon an assumption of indeterminism. For this reason they do 
not achieve what a compatibilist might hope, namely, a demonstration that � fails in a 
deterministic universe, a point emphasized by McKay and Johnson (1996: u8) .  The inde
terministic examples are also discussed in O'Connor (1993a and 2000: 9-14) and Crisp 
and Warfield (2000) .  

4 .  See, for instance, John Fischer, who writes: "The strategy I have been presenting 
construes certain statements of the form, 'S can bring about such-and-such, ' as implic

itly involving conjunctions. The two conjuncts are a 'can-claim' such as'S can do X' 

and a conditional, such as 'If S were to do X, then Y would occur' " ( Fischer 1994: 75 ) .  
Gallois ( 1977: 102) also suggested this analysis, and arguably, van Inwagen's definition of 
"can render false" fits the pattern as well ( 1983: 68). The apparent circularity of the defi
nition can be mitigated by treating the definiendum as "ability to bring about" and of
fering a separate account of the "ability to do" of the definiens (as I do in Kapitan 
1996) .  

5 .  Carl Ginet provides a similar formula: "It was open to S at t to make it  the case 
that p if and only if it was open to S at t to act in such a way that had S so acted, S 

would thereby have made it the case that p" (Ginet 1990: 102) .  I merely economize in 
calling this sort of ability "causal," acknowledging a difference between 'causing' and 

'making it the case that' (see Kim 1974 and Hasker 1989a: 105 ) .  The distinction between 
broad and causal ability is noted in Gallois ( 1977: 102-4) , Lewis (1981: 120 ) ;  and Horgan 
(1985: 347) .  Vihvelin (1991, 1995a and b) argues that counterfactual power over the past 
or laws is not itself a causal ability, even given Lewis's counterfactual analysis of causa
tion. Ekstrom (1995, 1998a) contests Vihvelin's claim, suggesting that the proponent of 
the Consequence Argument can profit by adopting a Lewisonian analysis of causation. 
However, a problem with this analysis is that it ignores the apparent temporal direction
ality of causation. 

6 .  David Lewis's local miracle approach does not require that the action Margo is 
able to do is itself a law-breaking event; rather, the law may be broken by some "diver
gent miracle" occurring shortly before her action (Lewis 1981; Horgan 1985; and Kapitan 
1991b: 337-38nn. 4 and 5 ) .  That the compatibilist might opt for a backtracking approach 
is noted in Greenspan (1976) and articulated in several places, including Narveson 
(1977) ,  Foley (1979 ) ,  Fischer ( 1983a) ,  Horgan (1985 ) ,  and Peacocke (1999: ch. 7, sec. 4)· 
Choice of either alternative depends partly upon one's approach to counterfactuals. 
While the backtracking theory requires the entire past to be substantially altered in or
der to retain the laws, the local miracle approach alters the laws and requires only a 
slight adjustment of the past. 

7. If unavoidability is not agglomerative, then the correlated notion of ability is not 
disjunctive-distributive. Thus, even if Margo is able to bring about (-Po or -L), it 
would not follow that she is able to bring about -Po or able to bring about -L. But 
then one must either defend the claim that the truth of (a) does not require the truth of 
one of (b) or (c ) ,  or avoid interpreting the premises in terms of broad ability. 
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8. Mark Brown (1988) accounts for skill in terms of what he calls a "reliable" con
nection between action and result: I am able to reliably bring about p if P is true at 
every world within a relevant cluster of worlds, where a cluster is relevant  if it "corre
sponds to choices of actions of which I am actually capable" (p. 5 ) .  For example, a 
skilled archer reliably brings about the arrow's hitting the bull's-eye since in every world
or in most worlds-in which he intentionally performs certain actions the arrow hits 
the bull's-eye. While an ordinary archer might not hit the bull's-eye at will, he may very 
well be able to reliably bring about the arrow's hitting the target. By omitting cognitive 
elements, Brown's notion of reliability does not capture what I am here calling "strict 
ability" or "skill." The principal shortcoming of his account-and hence, of his seman
tics for the language of ability-is that its concept of ability is not rich enough for re

sponsibility ascriptions, as I argue in the next three paragraphs of the main text. Both 
O'Connor (1993a, 2000) and Ginet (1990) acknowledge that there is a notion of ability 
that includes a cognitive requirement, though it plays little role in their development 
and defense of the consequence argument. Others who acknowledge cognitive conditions 
on ability include Dennett (1984: 116-18), Vilwelin (1988) ,  Kapitan (1989, 1991a, 1996),  
and Glannon (1995 ) .  

9 .  There are several accounts o f  intentional action where the intentional status of 
projected actions is understood in terms of plans or envisioned routes. See, for example, 
Goldman (1970: ch. 3), Castaneda (1975: ch. 12), Brand (1984: chs. I, 8, and 9) ,  Bratman 

(1987, chs. 3 and 8 ) ;  and Moser and Mele (1994) . 
10. The problem with the definitions of broad and causal ability is that by allowing 

someone to be able to bring about whatever results from his or her undertakings they 
squeeze ability out of blind luck. That the sort of ability relevant to responsibility re
quires skill has been emphasized by several philosophers, notably Kenny (1975) ,  Gert and 
Duggan (1979) ,  Shatz (1988: 185 ), and Brown (1988, 1990) .  On the importance of general 
ability (skill) for responsibility, see Wallace (1994: 182-92) . See also John Fischer's discus
sion of Kenny's example in (1994: 25-29 ) .  

11. See, for example, the accounts offered in  Dennett ( 1984) ; Berofsky (1987) ;  Mele 
(1996), and Bok ( 1998) .  In previous writings I have a defined a notion of doxastic open
ness as follows: a course of action A is doxastically open at time t to agent Sam, say, just 
in case relative to what Sam then takes himself to believe, (1) if he undertook to A then 
he would A, and if he undertook to refrain from A-ing then he would refrain, and (2) 
his undertaking A is as yet contingent (Kapitan 1996:  437) .  Only actions that an agent 
conceives can be doxastically open for him or her. I then argue that by adding the effi
cacy conditionals, namely, that Sam actually would do A (or refrain from doing it) de
pending on whether he undertook to do so (or not), we produce a notion of the ability
to-do (or, of a course of action being an "open alternative") that is rich enough to 
justify ascriptions of responsibility (see Kapitan 1986b, 1989, 1996, 2000) . 

12. O'Connor (2000: 17) . See also Greenspan (1976: 244), which makes a similar 
point. 

13. Here's an example of a compatibilist analysis in terms of access to regions of 
logical space. For any time t and course of action K, an agent S at t has access to both 
(1) some region in which S performs K whenever K is an open alternative for him at t 
and (2) to some region corresponding to p whenever p would be a reliable consequence 
of S's K-ing. Then Ns,tP holds whenever p is true and there is no course of action S is 
able to do that would reliably result in -po On this analysis, rule P fails. Naturally, the 
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notion of an agent's being able to perform an action, must itself be characterized in 
compatibilist terms (see n. 11 ) .  

14. Strawson (1986) and Double ( 1991) express skepticism that the debate between 
compatibilists and incompatibilists can ever be satisfactorily resolved or that either posi
tion can be adequately defended, but I have argued that their critiques are unconvincing 
(Kapitan 1990, 1994) .  A more promising, less skeptical, "hybrid" view that combines ele
ments of both compatibilism and incompatibilism is developed in Smilansky (2000) .  

15 . For example, i f  we have "Ap, N (p  ::J q )  : .  Aq," a refinement o f  PI, we can 

obtain "Np, N(p ::J q) :. Nq," assuming that N(p ::J q) contraposes to yield "A -q, N(p 
::J q) :. A-p." Likewise, "Np, If P were the case then q would be the case :. Nq" is 
derivable from "Ap, if P were the case then q would be the case :. Aq" given the transi
tivity of conditional dependency, a defensible claim when the relevant contexts or cir
cumstances in which the dependency holds are held constant, as argued by Lycan (1984: 
449 ) ;  Honderich (1988: 33) ,  and Lowe (1990: 84-85 ) .  Note that a pattern F is a refinement 

of pattern G just in case any structure that exhibits F also exhibits G (compare Casta
neda 1975: 69 ) ·  

16 .  The Diodoran strategy is  explicit in Talbott (1986a: 458-60) and Hasker (1989a: 
111-15 ) ,  but employed whenever the Consequence Argument is defended by appeal to a 
closure principle for ability (for example, in van Inwagen 1983: 72 and O'Connor 2000: 
17) . 

17. If we acknowledge cognitive requirements on the ability-to-do (n. 11) , then a 
similar argument can be used against the principle: "If S can do X and doing X would 
be truly describable as doing Y, then S can do Y." On the other hand, if the description 
of S's action as being one of doing "Y" is external to "can" because it falls outside the 
constitutive cognitive operator, however, as J .  M. Fischer suggests ( 1994: 28) ,  then while 
the principle is true enough, it cannot be used to refute compatibilism since "can" 
would have no more force than "broadly able," thereby inviting the main compatibilist 
response once again. 

18. J. M. Fischer makes a similar point in arguing against the principle that if S 
cannot do X and doing X would be doing Y then S cannot do Y (Fischer 1994: 29 ) .  It 
should be noted that C22 cannot be derived from C18 in the manner in which P6 was 
obtained from P3, since the relation of reliable consequence does not contra pose to pro
duce the required lemmas. 

19. This provides another means of countering Laura Ekstrom's attempt to rescue 

the Consequence Argument by means of David Lewis's theory of causation (see n. 5 ) ·  
20 . Two other versions of the Consequence Argument are presented in Ginet (1990: 

101-6) and Fischer (1994: 62-66) .  I have criticized the former in Kapitan (1991a: 238-39 
and 1996:  433-35)

' 
and the latter in (1996: 432-33) .  



CHAPTER 7 

FREE WILL REMAINS 

A MYSTERY 

PETER VAN INWAGEN 

THIS chapter has two parts. In the first part, I concede an error in an argument 
I have given for the incompatibility of free will and determinism. I then show 
how to modify my argument to avoid this error, and conclude that the thesis that 
free will and determinism are compatible continues to be-to say the least
implausible. But if free will is incompatible with determinism, we are faced with 
a mystery, for free will undeniably exists, and it also seems to be incompatible 
with indeterminism. That is to say; we are faced with a mystery if free will is 
incompatible with indeterminism. Perhaps it is not. The arguments for the in
compatibility of free will and indeterminism are plausible and suggestive, but not 
watertight. And many philosophers are convinced that the theory of "agent cau
sation" (or some specific development of it) shows that acts that are undetermined 
by past states of affairs can be free acts. But the philosophical enemies of the idea 
of agent causation are numerous and articulate. Opposition to the idea of agent 
causation has been based on one or the other of two convictions: that the concept 
of agent causation is incoherent, or that the reality of agent causation would be 
inconsistent with "naturalism" or "a scientific worldview." In the second part of 
this paper, I will defend the conclusion that the concept of agent causation is 
useless to the philosopher who wants to maintain that free will and indeterminism 
are compatible. But I will not try to show that the concept of agent causation is 
incoherent or that the real existence of agent causation should be rejected for 
scientific reasons. I will assume-for the sake of argument-that agent causation 
is possible and that it in fact exists. I will, however, present an argument for the 
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conclusion that free will and indeterminism are incompatible even if our acts or 
their causal antecedents are products of agent causation. I see no way to respond 
to this argument. I conclude that free will remains a mystery-that is, that free 
will undeniably exists and that there is a strong and unanswered prima facie case 
for its impossibility. 

1. THE A RGUMEN T FO R IN C OMPA TIBILI SM 

I have offered the following argument for the incompatibility o f  free will and 
determinism. I Let us read "Np" as "p and no one has or ever had any choice 
about whether p." I employ the following two inference rules: 

a []p f- Np 

� Np, N(p ::) q) f- Nq. 

(The box, of course, represents necessity or truth in all possible worlds. )  Let "L" 
represent the conjunction of the laws of nature into a single proposition.  Let "Po" 
represent the proposition that describes the state of the world at some time in the 
remote past. Let "P" represent any true proposition. The following statement, 
proposition ( 1 ) ,  is a consequence of determinism: 

(1)  D( (Po & L) ::) P) .  

I now argue, 

(2)  0 (Po::) [L  ::) P] ) 
(3) N(P 0 ::) [L ::) P]) 
(4) NPo 
(5) N(L::) P) 
(6 )  NL 
(7) NP 

1, standard logic 
2, a 

Premise 
3 ,  4, � 
Premise 
5, 6, �. 

Since the two premises are obviously true-no one has any choice about the past; 
no one has any choice about the laws of nature-(7) follows from (1) if the two 
rules of inference are valid.2 And from this it follows that if determinism is true, 
no one has any choice about anything. 

Are the two rules of inference valid? Rule a obviously is, whatever Descartes 
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would have us believe about God. The question of the soundness of the argument 
comes down to the question whether � is valid. And although � does not, perhaps, 
share the "luminous evidence" of a, it nevertheless seems plausible. One way to 
appreciate its plausibility is to think in terms of regions of logical space, by which 
I mean a space whose points are possible worlds. (Distances between points cor
respond to the "distances" that figure in a Lewis-Stalnaker semantics for counter
factual conditionals; areas or volumes represent probabilities.3) Consider figure 7.1. 

Suppose Alice is inside p and has no choice about that; suppose she is also 
inside the region that corresponds to the material conditional whose antecedent 
is p and whose consequent is q (the heavily shaded region)-and has no choice 
about that. Alice will, of course, be inside the intersection of p and q, and hence 
inside q.4 Has she any choice about that? It would seem not. As an aid to our 
intuitions, let us think of the regions displayed in the diagram as physical regions. 
Examination of the diagram shows that any way out of q-any escape route from 
q, so to speak-will either take Alice out of p or out of the shaded region.  
Therefore, because Alice has no way out of p and no way out of the shaded region 
(p  ::J q) , she has no way out of q. To be inside a region and to have no way out 
of it is to be inside that region and to have no choice about whether one is inside 
it. Rule �, therefore, would seem to be valid. This intuitive, diagrammatic argu
ment is very plausible, and at one time I found it, or something very like it, 
cogent. Unfortunately, as any student of geometry knows, figures can be mislead
ing, since a figure may have unintended special features that correspond to un
warranted assumptions. And this must be so in the present case, owing to the fact 
that McKay and Johnson have discovered what is undeniably a counterexample 
to �.s 

McKay and Johnson begin by noting that a and � together imply the rule of 
inference that Michael Slote has called Agglomeration: 

Np, Nq f- N(p & q) . 

(To show this, assume Np and Nq. The next line of the proof is "O(p ::J ( [q ::J 

(p  & q) ] ) ." The proof proceeds by obvious applications of a and �.) Rule a is 
obviously correct. To show � invalid, therefore, it suffices to produce a counter
example to Agglomeration. McKay and Johnson's counterexample to Agglomer
ation follows: 

Suppose I have a coin that was not tossed yesterday. Suppose, however, that I 
was able to toss it yesterday and that no one else was. Suppose that if I had 
tossed it, it might have landed "heads" and it might have landed "tails" and it 
would have landed in one way or the other (it is false that it might have 
landed on edge, it is false that a bird might have plucked it out of the air .. . ), 
but I should have had no choice about which face it would have displayed. It 
seems that 
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N The coin did not land "heads" yesterday 

N The coin did not land "tails" yesterday 

are both true-for if I had tossed the coin, I should have had no choice about 
whether the tossed coin satisfied the description "did not land 'heads,' " and I 
should have had no choice about whether the tossed coin satisfied the descrip
tion "did not land 'tails.' " But 

N (The coin did not land "heads" yesterday & the coin did not land "tails" 
yesterday) 

is false-for I did have a choice about the truth value of the ( in fact true) con
junctive proposition The coin did not land "heads" yesterday and the coin did 

not land "tails" yesterday, since I was able to toss the coin and, if I had exer
cised this ability, this conjunctive proposition would have been false. 

The case imagined is, as I said, undeniably a counterexample to Agglomeration. 
Agglomeration is therefore invalid, and the invalidity of � follows from the in
validity of Agglomeration. Our diagrammatic argument for the validity of � 
therefore misled us. But what is wrong with it? 

We may note that a similar intuitive, diagrammatic argument could have been 
adduced in support of Agglomeration. Imagine two intersecting regions, p and q. 
Their region of overlap is, of course, their conjunction. Suppose one is inside p 
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and has no way out of p; and imagine that one is inside q and has no way out of 
q. One will then be inside p & q; but does it follow that one has no way out of 
p & q? Inspection of the simple diagram that represents this situation shows that 
any way out of p & q must either be a way out of p or a way out of q. What is 
wrong with this argument? 

To answer this question, we must examine the concept of "having a way out 
of a region of logical space." Suppose we know what is meant by "having access 
to" a region of logical space. (A region of logical space corresponds to a propo
sition, or to a set containing a proposition and all and only those propositions 
necessarily equivalent to it. To have access to a region of logical space is to be 
able to ensure the truth of the proposition that corresponds to that region, or to 
be able to ensure that that region contains the actual world. If one is inside a 
region, one ipso facto has access to that region. If one has access to p, one ipso 
facto has access to the regions of which p is a subset-to the "superregions" of 
p. ) To have a way out of a region p of logical space that one is inside is then 
defined as follows: to have access to some region that does not overlap p-or to 
have the ability to ensure that the proposition that corresponds to p is false. Now 
consider figure 7.2. 

Suppose I am "inside" the region p & q. Suppose I have access to and only 
to the following regions: (a) p & q and the other regions I am inside, and (b) r 
and the superregions of r. ( "But what about the subregions of r?" From the fact 
that one has access to a certain region of logical space, it does not follow that one 
has access to any of its proper subregions. I may, for example, be able to ensure 
that the dart hit the board, but unable to ensure with respect to any proper part 
of the board that it hit that proper part . )  It follows from these suppositions that 
I am inside p and have no way out of p-for every region to which I have access 
overlaps p. (And, of course, the same holds for q: every region to which I have 
access overlaps q. ) But I do have a way out of p & q, for I have access to a 
region-r-that does not overlap p & q. ( It is not essential to the example that 
r be a nonconnected region. It might have been "horseshoe-shaped" or a "ring." 
What is essential is that r overlap p and overlap q and not overlap p & q. ) 

If one thinks about the issues raised by McKay and Johnson's counterexample 
in terms of diagrams of logical space, it is easy enough to construct a counter
example to � itself (at least in the sense in which figure 7.2 represents a counter
example to Agglomeration) . 6  Here is a simple counterexample to �. Consider three 
regions of logical space, related to one another as in the following diagram: 

Suppose I am inside p and inside p :J q.  (Or, what is  the same thing, suppose 
I am inside p & q. ) Suppose I have access to and only to the following regions: 
(a) the regions I am inside, and (b) r and its superregions. Then I have no way 
out of p (every region to which I have access overlaps p) and no way out of p :J 

q (every region to which I have access ove'rlaps p :J q) , but I have a way out of 
q, for I have access to a region-r-that does not overlap q. 
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Fig. 7.2 

How did figure 7-1 and the intuitive argument based on it mislead US? The 
answer is simple. The informal argument invited us to think of "having a way 
out of a region" as something like having available a path or line leading from a 
particular point inside that region to a particular point outside that region. (Recall 
my use of the term "escape route.")  That, after all, is what it is normally like to 
have a way out of a region of physical space, and our intuitive grasp of any sort 
of space is mainly by way of analogy with physical space. But if we exercise our 
imaginations, we can think of ways in which one might have an ability to change 
one's position in physical space that is entirely different from the ability to follow 
a path that leads to a given point. We might for example suppose that one can 
bring it about that one changes one's position in space without moving-by 
magic, perhaps-and that when one changes one's position by this means, one 
might arrive at any of the points that make up some extended region. 

Now consider once more Alice and figure 7.1 (but add to figure 7.1 a region 
r that is related to p and q just as r is related to p and q in figure 7.3 ) .  Our intuitive 
argument for the conclusion that a way out of q must either be a way out of p 

or a way out of p ::J q (the shaded region) was this: 

As an aid to our intuitions, let us think of the regions displayed in the diagram 
as physical regions. Any way out of q-any escape route from q, so to speak
will either take Alice out of p or out of the shaded region. 

As long as Alice moves by following a continuous path through space (an "escape 
route"), this is correct: any continuous path that leaves both p and the shaded 
region must leave q. But suppose that although Alice has no way of crossing any 
of the boundaries shown in the diagram by following a continuous path through 
space, she has a single magical resource: a magical lamp such that if she rubs it, 
the Slave of the Lamp will instantaneously translate her to a randomly chosen 
point inside the region r. Has Alice a way out of p? Has she a way out of p ::J q? 
The answers to these questions, perhaps, depend on how one defines "a way out." 
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Fig. 7.3 

But if we define "a way out" in a way parallel to our definition of "a way out of 
a region of logical space," that is. 

If one is inside a region of space r, one has a way out of r just in the case 
that one is able to ensure that one is inside a region that does not over
lap r, 

the answer to both questions is no: she has no "way out" of either of these regions. 
But Alice does have a way out of q: rubbing the lamp constitutes a way out of q, 
for rubbing the lamp will ensure that she is not in q. Our intuitions about physical 
space therefore misled us. As the world is, the only way to leave a region of 
physical space is to follow a continuous path out of that region, and our intuitions 
reflect this fact. Our diagrams of logical space are, of course, drawn in physical 
space and the diagrams therefore invite us to think of one's having access to a 
region r of logical space (a false proposition, a region not containing the actual 
world) in terms of one's ability to move along a line drawn from the point in the 
diagram that represents the actual world to some point inside the section of the 
diagram that represents r. Our "diagrammatic" argument misled us into thinking 
that there could be no counterexample to � (or to Agglomeration) because noth
ing in the concept of "access to a region of logical space" corresponds to the 
"continuous path" requirement that the real world imposes on our intuitions 
about "access to a region of physical space." A continuous path through physical 
space terminates in a single point, not in an extended region. To "have access" to 
an extended region of physical space is therefore (normally) to have access to one 
or more of the points that make up that "region. To have access to a region of 
logical space, however, is in no possible case to have access to a point in logical 
space (a single possible world) :  Since one's power to direct the course of events 
is limited, from the fact that one is able to ensure that some possible world in 
which, say, the coin is tossed is actual, it does not follow that one is able to ensure 
with respect to any given world in which the coin is tossed that one will be able 
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to ensure that that world is actual. And of course, one never is able to ensure 
this; if one were, one would not only be able to ensure that a tossed coin lands 
on one particular face, but one would be able to determine the truth value of 
every contingent proposition. 

My definition of "Np" was "p and no one has or ever had any choice about 
whether p." The definiens is equivalent to 

p and every region of logical space to which anyone has, or ever had, access 
overlaps p. 

Why? Well, suppose that p, and that I did not do but was able to do X (and was 
able to do nothing else that was relevant to the truth value of p) , and that if I 
had done X, p might have been true and might have been false. It seems wrong 
in that case to say that I had a choice about the truth value of p. If, for example, 
the coin was un tossed and I was able to toss it, and if I had tossed it, it might 
have fallen "heads" and might not have fallen "heads," it is wrong to say that I 
had a choice about the truth value of the (true) proposition that the coin did not 
land "heads." (This point is the essence of the McKay-Johnson counterexample 
to Agglomeration . )  Now if it were important that the coin have landed "heads" 
( if someone's life depended on its landing "heads," say) , there would be something 
wrong with my defending my failure to toss the coin by saying, "Look, the coin 
didn't land heads, and I didn't have any choice about that." And it is perhaps 
intuitively plausible to suppose that if p and if I had no choice about whether p, 
then I cannot properly be held morally responsible for p. But I do not think that 
this consideration has any tendency to show that I had a choice about how the 
coin fell. If I did offer the imagined lame excuse, the proper response would not 
be, "You did too have a choice about whether the coin landed 'heads' "; it would 
rather be, "You had a choice about whether the coin was tossed, and if you had 
tossed it, it might have landed 'heads. '  What you are to blame for is not doing 
your best to bring it about that the coin landed 'heads. '  " In sum, if p is a true 
proposition, having a choice about the truth-value of p implies being able to ensure 

that p is false.7 And, as we have seen, the following is possible: p is true and no 
one is able to ensure that p is false; the conditional whose antecedent is p and 
whose consequent is q is true, and no one is able to ensure that that conditional 
is false; someone is able to ensure that q is false. 

McKay and Johnson are therefore right. Rule � is invalid, and my argument 
for the incompatibility of free will and determinism is invalid. 

This, of course, does not imply that free will and determinism are compatible, 
or that there is no plausible argument for the incompatibility of free will and 
determinism. I think, in fact, that my original argument for the incompatibility 
of free will and determinism can be turned into a valid argument by a minor 
modification of rule �.8 Suppose that, instead of defining "Np" as "p and no one 
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has, or ever had, any choice about p" -that is, as "p and every region to which 
anyone has, or ever had, access overlaps p"-, we were to define "Np" as follows: 

p and every region to which anyone has, or ever had, exact access is a sub

region of p. 

One has exact access to a region if one has access to it and to none of its proper 

subregions. Intuitively, one has exact access to p if one can ensure the truth of p 

but of nothing "more definite." The properties of the "exact access" relation differ 
from those of the "access" relation in several important ways. If I am inside a 
region, I do not in general have exact access to that region. (This is an under
statement: the only region I am inside and have exact access to is the actual 
world.9) If I have exact access to a region, then, by definition, I have exact access 
to none of its (proper) superregions. 10 If I have exact access to the region of 
logical space in which Hillary Clinton proves Goldbach's Conjecture, it follows 
that I do not have exact access to the region in which someone proves Goldbach's 
Conjecture-although it follows that I do have access to that region. It is, unfor
tunately, impossible to give a plausible example of a nonactual region to which I 
have exact access. Suppose that, although I do not throw the dart, it is within my 
power to ensure that it hit the board-and that, for no proper part of the board 
is it within my power to ensure that the dart hit that part. Do I have exact access 
to a region in which the dart hits the board? Presumably not, for presumably I 
have access to a region in which the dart hits the board and I exclaim, "Ah!" For 
one to have exact access to the nonactual region p, it must be the case that one 
can ensure the actuality of p but not the joint actuality of p and any logically 
independent region. If one could ensure the actuality of some nonactual world, 

one would have exact access to that world, of course, but obviously no one can 
do that-or no one but God. Still, it seems evident that there must be regions of 
logical space to which any given human being has exact access, simply because a 
human being's ability to ensure the truth of things, to "fine-tune" his or her 
actions and their consequences, must come to an end somewhere. 

Consider now our operator "N," redefined as I have suggested. I think that 
this is what I was trying to . capture when I defined "Np" as "p and no one has, 
or ever had, any choice about p." What McKay and Johnson's counterexample 
shows is that the concept "not having a choice about" has the wrong logical 
properties to capture the idea I wanted to capture-the idea of the sheer inescap

ability of a state of affairs. But if "N" is redefined in the way I have proposed, the 
redefined "N" does capture this idea. If every region to which I have access over
laps p, it may nevertheless be true that there is some action I can perform such 
that, if I did, then p might be false. But if every region to which I have exact 

access is a subregion of p, every action I can perform is such that, if I did perform 
it, p would be true: it is not the case that p might be false. 



FREE WILL REMAINS A MYSTERY 167 

Now if "N" is redefined as I have suggested, rule � is valid-for the simple 
reason that every set that is a subset of both p and p � q (that is, of p & q) is a 
subset of q. Thus, if every region of logical space to which anyone has exact access 
is within both p and p � q, every region of logical space to which anyone has 
exact access is within q. (And, of course, rule ex is valid: every region of logical 
space to which anyone has exact access is a region of logical space . )  

What about the two premises of the argument for the incompatibility of free 
will and determinism? These both seem true-or at least the reasons for thinking 
them true are no worse than they were on the "no choice" understanding of "N." 
Every region of logical space to which anyone has exact access will be a subregion 
of Po; every region of logical space to which anyone has exact access will be a 
subregion of L. (The compatibilist will disagree. The compatibilist will define "is 
able" in some way-will no doubt employ some version of the "conditional anal
ysis of ability" -that will have the consequence that each of us is able to perform 
various acts, such that, if he or she did perform them, then the conjunction of Po 
and L would be false. Thus, the compatibilist will argue, we do have exact access 
to regions that are not subregions of both Po and L. But this is an old dispute, 
and I have nothing new to say about it. I will say only this-and this is nothing 
new-the compatibilist's "move" is contrived and ad hoc; it is "engineered" to 
achieve the compatibility of free will and determinism; it seems that our freedom 
can only be the freedom to add to the actual pastil; it seems that our freedom can 
only be the freedom to act in accordance with the laws of nature . )  

I t  seems, therefore, that I now have what I thought I had when I thought rule 
� was valid on the "no choice" understanding of "N": a valid argument for the 
incompatibility of free will and determinism whose premises seem to be true. And 
this, mutatis mutandis, is all that can be asked of any philosophical argument. At 
any rate, no more can be said for any known philosophical argument than this: 
it is valid and its premises seem to be true. 

2. AGEN T CA U S A TIO N A ND THE 

MIND A RGUMEN T 

Free will, then, seems to be incompatible with determinism. But, as many phi
losophers have noted, it also seems to be incompatible with indeterminism. The 
standard argument for this conclusion (which I have called the Mind Argument 
because it has appeared so frequently in the pages of the journal, Mind) goes 
something like this: 
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If indeterminism is to be relevant to the question whether a given agent has 

free will, it must occur because the acts of that agent can. not be free unless they 

(or perhaps their immediate causal antecedents) are undetermined. But if an 

agent's acts are undetermined, then how the agent acts on a given occasion is a 

matter of chance. And if how an agent acts is a matter of chance, the agent can 

hardly be said to have free will. If, on some occasion, I had to decide whether 

to lie or to tell the truth, and if, after much painful deliberation, I lied, my lie 

could hardly have been an act of free will if whether I lied or told the truth 

was a matter of chance. To choose to lie rather than tell the truth is a free 

choice only if, immediately before the choice was made, it was up to the agent 

whether he lied or told the truth. That is to say, before the choice was made, 

the agent must have been able to lie and able to tell the truth. And if an agent 

is faced with a choice between lying and telling the truth, and if which of these 

things the agent does is a mere matter of chance, then it cannot be up to the 

agent which of them he does. 

(At any rate, this is one way to formulate the Mind Argument. Other statements 
of the argument are available, including some that do not appeal to the concept 
of chance. I will presently return to this point . )  In An Essay on Free Will, I tried 
to show that the Mind Argument depended on the "unrevised" version of rule �. 
If this is correct, then, since "unrevised W' is invalid, the Mind Argument is 
invalid. But perhaps I was wrong to think that the Mind Argument depended on 
"unrevised �," at least in any essential way. Perhaps the Mind Argument depends 
only on the employment of some rule of inference of the same general sort as 
"unrevised W' Perhaps, indeed, the Mind Argument could be rewritten to depend 
only on "revised �." I will not consider these possibilities. I will not try to answer 
the question whether the Mind Argument is in fact valid. I have a qifferent project. 
I wish to consider the Mind Argument in a very informal, intuitive form, to 
contend that in this intuitive form the argument has a great deal of plausibility, 
and to use this contention as the basis of an argument that the concept of agent 

causation is entirely irrelevant to the problem of free will. This is no trivial con
clusion. Most philosophers who have thought carefully about the problem of free 
will maintain that the concept of agent causation is incoherent-and perhaps also 
maintain that if, per impossibile, this concept were coherent, it would be contrary 
to naturalism or to some other important philosophical commitment to suppose 
that it applied to anything in the real world. A sizable and respectable minority 
of the philosophers who have thought carefully about the problem of free will 
maintain that the concept of agent causation is coherent and, moreover, that agent 
causation is real and figures in an essential way in the acts of free agents. But 
almost everyone seems to think that if there really were such a thing as agent 
causation, its reality would constitute a solution to the problem of free will. I will 
try to show that even if agent causation exists, even if it is an element in the acts 
of free agents, the problem of free will is just as puzzling as it would have been 



FREE WILL REMAINS A MYSTERY 169 

if no one had ever thought of the idea of agent causation.  I am going to try to 
show that even if agent causation is a coherent concept and a real phenomenon, 
and we know this, this piece of knowledge will be of no help to the philosopher 
who is trying to decide what to say about free will. 

I begin my argument by characterizing the problem of free will and the con
cept of agent causation. 

The problem of free will in its broadest outlines is this. Free will seems to be 
incompatible with both determinism and indeterminism. Free will seems, 
therefore, to be impossible. But free will also seems to exist. The impossible 
therefore seems to exist. A solution to the problem of free will would be a way 
to resolve this apparent contradiction. There would seem to be three forms a 
solution could take, three ways in which one might try to resolve the apparent 
contradiction. One might try to show, as the compatibilists do, that, despite ap
pearances, free will is compatible with determinism. Or one might try to show, 
as many incompatibilists do, that, despite appearances, free will is compatible 
with indeterminism. Or one might try to show, as many "hard determinists" do, 
that the apparent reality of free will is mere appearance. (To be reasonably plau
sible, a solution of the third type would probably have to incorporate some sort 
of argument that moral responsibility does not, as it appears to, require free will
or else an argument that a belief in the reality of moral responsibility is not, as 
it appears to be, an indispensable component of our moral and legal and political 
thought. ) This is the problem to which, in my view, agent causation is irrelevant. 
(Perhaps there is some other problem that could reasonably be called "the problem 
of free will" and to which agent causation is relevant. I can only say that if such 
a problem exists, I don't know what it is . )  

Agent causation is, o r  i s  supposed t o  be, a relation that agents-thinking or 
rational substances-bear to events. Agent causation is opposed to event causation, 
a relation that events bear to events. The friends of agent causation hold that the 
causes of some events are not (or are only partially) earlier events. They are rather 
substances-not changes in substances, which are of course events, but "the sub
stances themselves." Thus, they say, Thomas Reid caused the movements of his 
fingers when he wrote the sentence, "There is no greater impediment to the ad
vancement of knowledge than the ambiguity of words." These movements, they 
insist, were caused simply by Reid, and not by any change in Reid. Or, speaking 
more carefully, since they are aware on empirical grounds that these movements 
were in fact caused by changes in Reid's hand and arm and spinal cord and brain, 
they will say that there were some events, events that occurred no more than a 
few seconds before these movements and were among their causal antecedents, 
events that presumably occurred within the motor centers of Reid's brain, that 
were caused by Reid and not by any prior events. Speaking even more carefully, 
they may say that at any rate there were causal antecedents of the movements of 
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Reid's fingers to whose occurrence Reid, Reid himself, the thinking substance, 
contributed causally-thus allowing the possibility that earlier events in Reid's 
brain also contributed causally to the occurrence of these events. 

Let this suffice for a characterization of the problem of free will and the 
concept of agent causation. Now how is the concept supposed to figure in a 
solution of the problem? I believe that the reality of agent causation is supposed 
to entail that free will and indeterminism are compatible. The idea is something 
like this. A certain event happens in Reid's brain, an event that, through various 
intermediate causes, eventually produces a bodily movement that constitutes some 
voluntary action of Reid's-say, his writing the sentence "There is no greater 
impediment to the advancement of knowledge than the ambiguity of words." 
(Perhaps we need not attempt to explain the notion of a bodily movement's 
"constituting" a voluntary action. The idea is illustrated by this example: certain 
movements of Reid's arm and hand and fingers constitute his writing the sentence 
"There is no greater impediment, and so on.") And Reid is, let us suppose, the 
agent-cause of the aforementioned brain-event that was a causal antecedent of his 
writing this sentence-or at any rate he contributes agent-causally to its occur
rence. ( From this point on, I will neglect the distinction between agent -causing 
an event and contributing agent-causally to its occurrence. ) The action, or the 
event that is Reid's performing it, is not determined by the state of the universe 
at any time before the antecedent brain-event occurred. (And why not? Well, 
because the event that was his agent-causing the antecedent brain-event was not 
determined to occur by any prior state of the universe. And if that event-his 
agent-causing the antecedent brain-event-had not occurred, his hand and fingers 
would not have moved and he would not have written the sentence. )  And yet it 
is as obviously true as anything could be that he is responsible for this event, for 
he was its cause: it occurred because he caused it to occur. It was therefore an 
act of free will, and free will is therefore consistent with indeterminism. 

In the sequel, I will take it for granted that the relevance of the concept of 
agent causation to the problem of free will is to be found in the supposed fact 
that the reality of agent causation entails that free will is compatible with inde
terminism. And I will take it for granted that the argument of the preceding 
paragraph is a fair representation of the argument that is supposed to establish 
this compatibility. If there is some other reason agent causation is supposed to be 
relevant to the problem of free will, or if the argument of the preceding paragraph 
is a poor or incomplete representation of the reasons for supposing that the 
concept of agent causation can be used to establish the compatibility of free will 
and indeterminism, then the argument of the remainder of this chapter will be at 
best incomplete and at worst entirely beside the point. 

In my view, this argument does not successfully in show that the reality of 
agent causation entails the compatibility of free will and indeterminism. Its weak 
point, I believe, is the reasoning contained in its last two sentences: "And yet it 
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is as obviously true as anything could be that [Reid] is responsible for [ the an
tecedent brain-event] ,  for he was its cause: it occurred because he caused it to 
occur. It was therefore an act of free will, and free will is therefore consistent with 
indeterminism." It is not my plan to make anything of the fact that Reid knew 
even less than I about what goes on in the motor centers of human brains-or 
of the fact that other agents, agents who act freely if anyone does, do not even 
know that they have brains. Any doubts about the argument that might be based 
on these facts have to my mind been adequately answered by Chisholm, and I 
shall not bother about them. 12 Nor shall I raise questions about the cause of the 
event "its coming to pass that Reid is the agent-cause of the antecedent brain
event." 1 3 Again, I think Chisholm has seen what the friends of agent causation 
should say about the cause of this event, to wit, that Reid was its agent-cause
and was, moreover, the agent-cause of the event "its coming to pass that Reid is 
the agent-cause of the event ' its coming to pass that Reid is the agent-cause of 
the antecedent brain-event,' " and so ad infinitum. 1 4  Some may object to the thesis 
that, as an indispensable component of his writing a certain sentence, Reid, with
out being aware of it, became the agent-cause of an infinite number of events; I 
do not. 

In order to see what I do object to in the argument, let us return to the 
question why some have thought that free will was incompatible with indeter
minism. Let us, that is, return to the "mere matter of chance" argument. I will 
try to state this argument more carefully. (In An Essay on Free Will, I had a very 
short way with any attempt to state the Mind argument in terms of an undeter
mined act's being a random or chance occurrence. I S I argued there that the words 
'random' and 'chance' most naturally applied to patterns or sequences of events, 
and that it was therefore not clear what these words could mean if they were 
applied to single events. It will be evident from what follows that I no longer 
regard this argument as having any merit . )  Let us suppose undetermined free acts 
occur. Suppose, for example, that in some difficult situation Alice was faced with 
a choice between lying and telling the truth and that she freely chose to tell the 
truth-or, what is the same thing, she seriously considered telling the truth, se
riously considering lying, told the truth, and was able to tell the lie she had been 
contemplating. And let us assume that free will is incompatible with determinism, 
and that Alice's telling the truth, being a free act, was therefore undetermined. 
Now suppose that immediately after Alice told the truth, God caused the universe 
to revert to precisely its state one minute before Alice told the truth (let us call 
the first moment the universe was in this state "t/' and the second moment the 
universe was in this state ' t2' and then let things "go forward again." What would 
have happened the second time? What would have happened after t2? Would she 
have lied or would she have told the truth? Since Alice's "original" decision, her 
decision to tell the truth, was undetermined-since it was undetermined whether 
she would lie or tell the truth-her "second" decision would also be undeter-
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mined, and this question can therefore have no answer; or it can have no answer 
but, "Well, although she would either have told the truth or lied, it's not the case 
that she would have told the truth and it's not the case that she would have lied; 
lying is not what she would have done, and telling the truth is not what she would 
have done. One can say only that she might have lied and she might have told the 
truth." 

Now let us suppose that God a thousand times caused the universe the revert 
to exactly the state it was in at tl (and let us suppose that we are somehow suitably 
placed, metaphysically speaking, to observe the whole sequence of "replays") .  
What would have happened? What should we expect t o  observe? Well, again, we 
can't say what would have happened, but we can say what would probably have 
happened: sometimes Alice would have lied and sometimes she would have told 
the truth. As the number of "replays" increases, we observers shall-almost cer
tainly-observe the ratio of the outcome "truth" to the outcome "lie" settling 
down to, converging on, some value. 1 6 We may, for example, observe that, after 
a fairly large number of replays, Alice lies in 30 percent of the replays and tells 
the truth in 70 percent of them-and that the figures 30 percent and 70 percent 
become more and more accurate as the number of replays increases. But let us 
imagine the simplest case: we observe that Alice tells the truth in about half the 
replays and lies in about half the replays. If, after 100 replays, Alice has told the 
truth 53 times and has lied 48 times, ! 7 we'd begin strongly to suspect that the 
figures after a 1,000 replays would look something like this: Alice has told the 
truth 493 times and has lied 508 times. Let us suppose that these are indeed the 
figures after a 1,000 replays. Is it not true that as we watch the number of replays 
increase, we shall become convinced that what will happen on the next replay is 
a matter of chance? (The compulsive gamblers among us might find themselves 
offering bets about what Alice would do on the next replay. ) If we have watched 
726 replays, we shall be faced with the inescapable impression that what happens 
on the 727th replay will be due simply to chance. Is there any reason we should 
resist this impression? Well, we certainly know that nothing we could learn about 
the situation could undermine the impression, for we already know everything 
that is relevant to evaluating it: we know that the outcome of the 727th replay 
will not be determined by its initial state (the common initial state of all the 
replays) and the laws of nature. Each time God places the universe in this state, 
both "truth" and "lie" are consistent with the universe's being in this state and · 
the laws of nature. A sheaf of possible futures (possible in the sense of being 
consistent with the laws) leads "away" from this state, and if the sheaf is assigned 
a measure of 1, surely we must assign a measure of 0.5 to the largest sub sheaf in 
all of whose members Alice tells the truth and the same measure to the largest 
subsheaf in all of whose members she lies. 

We must make this assignment because it is the only reasonable explanation 
of the observed approximate equality of the "truth" and "lie" outcomes in the 
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series of replays. And if we accept this general conclusion, what other conclusion 
can we accept about the 727th replay (which is about to commence) than this: 
each of the two possible outcomes of this replay has an objective, "ground-floor" 
probability of o.s-and there's nothing more to be said? And this, surely, means 
that, in the strictest sense imaginable, the outcome of the replay will be a matter 
of chance. 

Now, obviously, what holds for the 727th replay holds for all of them, includ
ing the one that was not strictly a replay, the initial sequence of events. But this 
result concerning the "initial replay," the "play," so to speak, should hold whether 
or not God bothers to produce any replays. And if He does not-well, that is just 
the actual situation. Therefore, an undetermined action is simply a matter of 
chance: if it was undetermined in the one, actual case whether Alice lied or told 
the truth, it was a mere matter of chance whether she lied or told the truth. If 
we knew beforehand that the objective, "ground-floor" probabilities of Alice's 
telling the truth and Alice's lying were both 0.5 ,  then ( supposing our welfare 
depended on her telling the truth) we could only regard ourselves as fortunate 

when, in the event, she told the truth. But then how can we say that Alice's telling 
the truth was a free act? If she was faced with telling the truth and lying, and it 
was a mere matter of chance which of these things she did, how can we say that
and this is essential to the act's being free-she was able to tell the truth and able 

to lie? How could anyone be able to determine the outcome of a process when it 
is a matter of objective, ground-floor chance? 

This is the plausible, intuitive version of the Mind Argument that I have 
promised to discuss. I must now show that the concept of agent causation cannot 
undermine the intuitive plausibility of this argument. 

Let us suppose that when Alice told the truth, she agent-caused certain brain
events that, in due course, resulted in those movements of her lips and tongue 
that constituted her telling the truth. And let us again suppose that God has caused 
the universe to revert to precisely its state at tp and that this time Alice has lied. 
I do not see how to avoid supposing that in this "first replay" Alice freely lied
for if one has to choose between telling the truth and lying, and if one freely 
chooses to tell the truth, then it must be the case that if one had chosen instead 
to lie, the choice to lie would have been a free act. (One cannot say that an agent 
faces exactly two continuations of the present, in one of which he tells the truth 
but was able to lie and in the other of which he lies and was unable to tell the 
truth. )  Now if Alice's lie in the first replay was a free act, she must-according 
to the friends of agent causation-have been the agent-cause of some among the 
causal antecedents of the bodily movements that constituted her lying. And so, of 
course, it will be, mutatis mutandis, in each successive replay. If God produces 
1,000 replays, and if (as I have tacitly been assuming) the state of the universe at 
t1-the common initial state of all the replays-determines that Alice will either 
tell the truth or lie, then, in each replay, Alice will either agent-cause cerebral 
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events that, a second or so later, will result in bodily movements that constitute 
her telling the truth or agent-cause cerebral events that, a second or so later, will 
result in bodily movements that constitute her lying. She will, perhaps, agent
cause events of the "truth antecedent" sort 508 times and events of the "lie an
tecedent" sort 493 times. 

Let us suppose once more that we are somehow in a position to observe the 
sequence of replays. We may again ask the question, "Is it not true that as we 
watch the number of replays increase, we shall become convinced that what will 
happen in the next replay is a matter of chance?" I do not see why we should not 
become convinced of this. And what might we learn, what is there for us to learn, 
that should undermine this conviction? What should lead us to say that the out
come of the next replay, the 727th, will not be a matter of chance? What should 
lead us to say that it is anything other than a matter of chance whether Alice will 
agent-cause truth-antecedent cerebral events or lie-antecedent cerebral events in 
the about-to-occur 727th replay? Well, one might say this: If it turns out that Alice 
agent-causes truth-antecedent cerebral events, this will not be a matter of chance 
because it will be she, Alice, who is the cause of the event "its coming to pass that 
Alice agent-causes truth-antecedent cerebral events." But have we not got every 
reason to regard the occurrence of this event-that is, the occurrence of "its 
coming to pass that Alice agent-causes the event ' its coming to pass that Alice 
agent-causes truth-antecedent cerebral events' "-as a matter of chance? If the 
three events "the truth-antecedent cerebral events" / "its coming to pass that Alice 
agent-causes the truth-antecedent cerebral events"/ "its coming to pass that Alice 
agent-causes the event ' its coming to pass that Alice agent-causes truth-antecedent 
cerebral events' " are the first three terms of an infinite series of agent-caused 
events, is not the simultaneous occurrence of all the events in this sequence (as 
opposed to the simultaneous occurrence of all the events in an infinite sequence 
of agent-caused events whose first member is "lie-antecedent cerebral events" )  a 
mere matter of chance? 

Nothing we could possibly learn, nothing God knows, it would seem, should 
lead us to distrust our initial inclination to say that the outcome of the next replay 
will be a matter of chance. If this much is granted, the argument proceeds as 
before, in serene indifference to the fact that we are now supposing Alice to be 
the agent-cause of various sets of cerebral events that are antecedents of the bodily 
movements that constitute her acts. And the argument proceeds to this conclusion: 
if it is undetermined whether Alice will tell the truth or lie, then-whether or not 

Alice's acts are the results of agent-causation-it is a mere matter of chance 
whether she will tell the truth or lie. And if it is a mere matter of chance whether 
she will tell the truth or lie, where is Alice's free will with respect to telling the 
truth and lying? If one confronts a choice between A and B and it is a matter of 
chance whether one will choose A or B, how can it be that one is able to choose 
A? 
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1 close with an example designed to convince you of this. 
You are a candidate for public office, and I ,  your best friend, know some 

discreditable fact about your past that, if made public, would-and should-cost 
you the election. 1 am pulled two ways, one way by the claims of citizenship and 
the other by the claims of friendship. You know about my situation and beg me 
not to "tell ." 1 know (perhaps God has told me this) that there exist exactly two 
possible continuations of the present-the actual present, which includes your 
begging me not to tell and the emotional effect of your appeal on me-in one of 
which 1 tell all to the press and in the other of which 1 keep silent; and 1 know 
that the objective, "ground-floor" probability of my "telling" is 0.43 and that the 
objective, "ground-floor" probability of my keeping silent is 0 .57. Am 1 in a po
sition to promise you that 1 will keep silent, knowing, as 1 do, that if there were 
a million perfect duplicates of me, each placed in a perfect duplicate of my present 
situation, 43 percent of them would tell all and 57 percent of them would hold 
their tongues? 1 do not see how, in good conscience, 1 could make this promise. 
1 do not see how 1 could be in a position to make it. But if 1 believe that 1 am 
able to keep silent, 1 should, it would seem, regard myself as being in a position 
to make this promise. What more do 1 need to regard myself as being in a position 
to promise to do X than a belief that 1 am able to do X? Therefore, in this 
situation, I should not regard myself as being able to keep silent. (And 1 cannot 
see on what grounds third-person observers of my situation could dispute this 
first-person judgment. )  

Now suppose God vouchsafes me a further revelation: "Whichever thing you 
do, whether you go to the press or keep silent, you will be the agent-cause of 
events in your brain that will result in the bodily movements that constitute your 
act." Why should this revelation lead me to conclude that 1 am in a position to 
promise to keep silent-and therefore that 1 am able to keep silent? Its content 
simply does not seem relevant to the above argument for the conclusion that it 
is false that 1 am able to keep silent. 1 confess 1 believe there is something wrong 
with this argument. ( I  expect 1 believe this because 1 fervently hope that there is 
something wrong with it. ) But it seems clear to me that if there is, as 1 hope and 
believe, something wrong with the argument, its flaw is not that it overlooks the 
possibility that my actions have their root in agent-causation. 

N O T E S  

I am grateful to Ted A. Warfield (il miglior fabbro) for reading part 1 of this essay and 
for offering valuable criticisms. I hope I have made good use of them. 

1. See van Inwagen (1983: 93-lO4) . 
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2. Or this will do as a first approximation to the truth. But the statement in the 
text is not literally true, since at least one of the two premises is a contingent truth. 
( "Po" is a contingent truth, and "NPo", which has "Po" as a conjunct, is therefore a con
tingent truth. "L" is probably a contingent truth, and "NL" is therefore probably a con
tingent truth . )  Here is a more careful statement. If the two rules of inference are valid, 

then an argument identical in appearance with the argument in the text can be con
structed in any possible world and premises (4) and (6) of any of these arguments will 
be true in the possible world in which it is constructed if "Po" expresses a proposition 
that describes the state of the world ( = "universe" )  in that possible world before there 
were any human beings, and "L" expresses the proposition that is the conjunction of all 
propositions that are laws of nature in that possible world. Thus it can be shown ( if the 
two rules of inference are valid) with respect to each possible world that if determinism 
is true in that world, then none of its inhabitants has any choice about anything. And if 
this can be shown with respect to each possible world, then free Wi1l is incompatible 
with determinism. 

3. That is, if a region of logical space occupies 23.37 percent of the whole of logical 
space, the probability of its being actual (containing the actual world) is 0 .2337: the "in
trinsic probability" of a proposition that is true in just that region of logical space is 
0 .2337. See van Inwagen (1997: 69-87) . 

4. In this chapter, the symbols "p" and "q" and so on will sometimes be schematic 
letters representing sentences and sometimes variables ranging over propositions or 
regions of logical space. Although I normally deprecate this sort of logical sloppiness, it 
does have its stylistic advantages, and it is easily eliminable at the cost of a little verbal 

clutter. Similar remarks apply to "&" and " ::J ." 

5. McKay and Johnson (1996: 113-22) .  
6 .  The McKay/Johnson counterexample to Agglomeration i s  not a counterexample 

to �-although, since the validity of � entails the validity of Agglomeration, the exis
tence of a counterexample to Agglomeration entails the existence of counterexamples to 
�. 

7. It implies more than this. It implies something about knowledge, generally 
knowledge of cause and effect. If p is true, and if p would be false if I did X (which I 
was able to do) ,  for me to have a choice about the truth value of p, I must have known 
(or at least be such that I should have known) that doing X would result in the falsity of 
p. 

8 .  Other ways to repair the argument have been suggested. One of these ways
similar to my own proposal-has been suggested by McKay and Johnson themselves 
(1996: 118-21) .  For a different suggestion, see Finch and Warfield, ( 1998) .  

9 .  This statement assumes that no  nonactual world i s  a s  close to the actual world 
as the actual world is to itself. Without this assumption, we should have to say: the only 
region I am inside and have exact access to is the set of worlds that are as close to the 
actual world as it is to itself. 

10. Suppose I have exact access to r. Then I have access to r. Let R be any (proper) 
superregion of r. If I have exact access to R, I have exact access to a region and to one 
of its proper subregions ( r)-which is contrary to the definition of exact access. 

11. Compare. Ginet (1990: 102-3) . 
12. Chisholm (1966: 20-21) .  
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13 . The event "its coming to pass that Reid is the agent-cause of the antecedent 
brain-event" is the same event as "Reid's acquiring the property being the agent-cause of 

the antecedent brain event." Presumably, there is a moment of time before which Reid 
has not agent-caused the antecedent brain-event and after which he has, and that is the 
moment when this event occurs. 

14. At any rate, I believe that Chisholm has considered this problem and has de
fended the "and so ad infinitum" solution. But I have been unable to find this solution 

in his writings. 
15. Van Inwagen 1983: 128-29 . 
16. "Almost certainly" because it is possible that the ratio not converge. Possible but 

most unlikely: as the number of replays increases, the probability of "no convergence" 
tends to zero. 

17. After 100 replays, Alice has told the truth or lied 101 times. 
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THE first prominent philosopher of the twentieth century to advance a compa
tibilist solution to the free will problem based on a conditional or hypothetical 
analysis was G. E. Moore (19l2) . We exercised free will in doing A rather than B, 
according to Moore, in virtue of the conditional fact that we would have done B 
had we chosen to do so. Moreover, free will is compatible with determinism 
insofar as this fact does not preclude the possibility that action A was determined 
by the actual choice (along with other factors) . All the hypothetical proposition 
says is that a different outcome-action B-would have ensued had the causal 
chain leading to action A been different. 

The eighteenth-century Scottish philosopher David Hume, to whom many 
twentieth-century compatibilists rightly pay homage, had propounded a condi
tional analysis of freedom in An Inquiry Concerning Human Understanding: 

By liberty, then, we can only mean a power of acting or not acting according 
to the determinations of the will; that is, if we choose to remain at rest, we 
may; if we choose to move, we also may. Now this hypothetical liberty is uni
versally allowed to belong to everyone who is not a prisoner and in chains 
(Hume 1955: 104) 

Similar sentiments had earlier been expressed by Thomas Hobbes: 

For he is free to do a thing, that may do it if he have the will to do it, and 
may forbear, if he have the will to forbear (Hobbes 1962: 240 ) 
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During the first half of the twentieth century, variants of the analysis appeared. 
Some replaced choose with try or want. Others permitted a looser, probabilistic 
conditional. (He probably would, if he tries. )  The basic line of thought was gen
erally received favorably among Moore's successors, the Anglo-American analytic 
philosophers. Further support came from their cousins, the logical positivists, 
including, Moritz Schlick (1966) and A. J. Ayer (1954) , who saw in this approach 
a strategy for reaching a speedy resolution of yet another traditional philosophical 
problem that had resisted solution during the many centuries that had been de
prived of the positivist vision. 

The use of the hypothetical analysis was typically supplemented with the other 
standard elements of the compatibilist repertoire. Basically, the compatibilists 
charged the opposition with two confusions. Causation, which is not freedom
undermining even in its deterministic forms, is confused with compulsion or 
coercion, which, of course, is freedom-undermining. A physical barrier or even 
an internal compulsion or addiction can be an impediment to action; but when 
one acts simply because one wants to, one is not being impeded from acting 
otherwise. Hence, one is expressing one's freedom by doing what one wants. 
Second, although determinism entails that all human behavior is subsumable un
der universal law, freedom is not thereby threatened, for the sorts of laws involved 
are merely descriptive (natural, scientific) ,  not prescriptive, like the laws of a 
legislative body. They just describe the way in which people behave; they do not 
force or constrain adherence. Finally, the compatibilists argued that indeterminism 
would not be more desirable since, under indeterminism, behavior is random and 
not under the control of the agent, a situation actually antithetical to freedom. 

Compatibilism and its defense via the hypothetical analysis held sway in the 
Anglo-American philosophical world at midcentury, around which time chinks 
began to form in its armor. An internal and an external development helped to 
undermine complacency. C. Campbell (1951 ) ,  the Scottish libertarian, challenged 
several underlying assumptions of the analysts with a lucidity equal to the best of 
their own practitioners. With respect to the hypothetical analysis, he observed that 
its truth is at best a necessary condition of the sort of freedom that is essential 
to moral responsibility. Campbell thereby reminded the analysts of the danger of 
divorcing the practice of philosophical analysis from the contexts that generate a 
concern in the issues. It is surely true that in everyday ascriptions of freedom, we 
often mean nothing more than that the agent would have acted differently had 
she chosen. But if she has no control over her choices, we would not hold her 
morally responsible. Thus, for moral responsibility, it must be the case that one 
could have chosen otherwise. 

In saying this, Campbell was actually reiterating what Moore, the compati
bilist, had earlier conceded. Recognizing the legitimacy of the demand addressed 
to the simple hypothetical account of free will that it has also to be the case that 
one could have chosen differently, Moore contended that we often are just in-



I F S ,  C A N S ,  A N D  F R E E  W I L L :  T H E  I S S U E S  183 

sisting that the agent would have chosen differently had he made a different, prior 
choice (Moore 1912: 93) .  For example, an alcoholic could have chosen to refrain 
from alcohol yesterday because she would have if only she had not earlier chosen 
to resume drinking with the knowledge that she would likely become addicted. 
The hypothetical analysis is thereby preserved. 

Campbell insisted, however, that the re-application of the hypothetical analysis 
at the level of choice or will is problematic. For should the antecedent of the 
conditional whose consequent is "she would have chosen differently" refer to 
remote causal origins of choice, the analysis lacks plausibility. It may be true that 
I would have chosen differently had I been educated in a different way or had I 
been exposed to people with different personalities; but these facts do not imply 
that I, a person educated in a certain way and exposed to the people I was actually 
exposed to, now could have chosen differently. 

Since we sometimes blame people for choices they make by virtue of prior 
choices, we might, in accordance with Moore's suggestion, salvage a limited ver
sion of the analysis by restricting freedom of choice to such cases. 

The latter strategy, however, falls prey to an infinite regress argument. C. D. 
Broad (1952) defended incompatibilism by pointing out that it is possible to raise 
the question "But could the person have chosen differently?" at any level. If we 
demand that the person could have chosen differently, and we suppose that this 
power is constituted at least by the fact that she would have done so had she 
made a different prior choice, we must also demand that the person have been 
able to execute a different prior choice. It is then clear that the strategy of the 
hypothetical analysis fails, for no matter how often it is re-applied, it will never 
suffice to capture all relevant choices. There will always be a dangling choice over 
which, for all we know, the agent never had control. 

1 .  IN TER N AL CH ALLENGES 

The internal challenge to the hypothetical analysis came from the heart o f  analytic 
philosophy. One of its most brilliant practitioners, J. L. Austin, concluded, after a 
detailed and careful review in which the views of Moore and P. H .  Nowell-Smith 
(1954) , another leading advocate of compatibilism, were scrupulously examined, 
that "determinism, whatever it may be, may yet be the case, but at least it appears 
not consistent with what we ordinarily say and presumably think" (1961: 179 ) .  

As  insightful a s  many of  Austin's observations were, he offered no  conclusive 
grounds to reject hypothetical analyses of "could have done otherwise." He saw 
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that many "if-then" sentences, including both "He would have done otherwise if
--" and "He could have done otherwise if " are not genuinely conditional 
propositions, no less causal conditionals. Thus, "I could have done otherwise if I 
had wanted to (or if I had chosen to)" is clearly not a conditional proposition 
for, as normally intended, it alone entails "I could have done otherwise" and does 
not, therefore, assert a dependence of ability upon desire. The conditional form 
of "I would have done otherwise if I had chosen" is often misleading insofar as 
this sentence is typically used to make a categorical assertion roughly equivalent 
to "It was up to me." The latter point is important, for the compatibilist case 
rests on the idea that the antecedent ("if" clause) picks out a hypothetical ante
cedent condition whose presence would have led to a different action. That as
sumption establishes the consistency of determinism with freedom in the form of 
this genuinely conditional fact. The compatibilist case would survive Austin's crit
icisms so long as some plausible "if-then" proposition were found that fulfilled 
this compatibilist requirement. Although it has frequently been noted that, when 
we successfully do something we try to do, choose to do, or want to do, it is 
sometimes difficult to isolate as elements distinct from the action, the effort, the 
choice, or the desire, the compatibilist need only observe that often these elements 
are really bona fide antecedent conditions of action. We really do want to do 
something well before we do it and are led to do it in virtue of the felt urge. Or 
we actually announce to ourselves a decision to proceed and thence take steps to 
carry out our decision. Or we undertake efforts well in advance of the goal toward 
which these efforts are expended. So even if the statement "He could have done 
otherwise" is a categorical assertion of (l)ability, (2)opportunity, or (3)ability plus 
opportunity, I it does not follow that the analysis of any of these three does not 
take a conditional form. 

Additional grounds against both the treatment of many sorts of "if, then" 
statements as bona fide conditionals and the interpretation of "can" statements 
as conditionals were adduced by many philosophers . M. R. Ayers (1968) ,  for ex
ample, pointed out that, since Jones does A entails that Jones can do A, but entails 
no proposition of the form "If X, then Jones does A," "Jones can do A" cannot 
be interpreted as a conditional. 

In addition, compatibilists face the infinite regress problem, restated by the 
libertarian Roderick Chisholm (1964) in his review of Austin's essay "Ifs and Cans." 
In a famous footnote, Austin had criticized the specific version of the hypothetical 
analysis in terms of trying on the ground that a golfer might well insist that he 
could have holed a putt even when he tried and failed to do so. Chisholm iden
tified other problems for the analysis in terms of trying, including ones that bear 
directly on the infinite regress problem. He noted that there are things people can 
do only when they do not try to do them (the very effort interferes with successful 
execution) and there are very simple things people can do but cannot be said to 
try to do. (open one's eyes) .  Chisholm proposed a revised analysis designed to 
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evade these and other problems, but one that would still be subject to the infinite 
regress problem. It is: A can do X if and only if there is something such that if 
A tries to do it, he will do X. 

The revision does address some of the problems of the original. For example, 
I can open my eyes even though I cannot normally be said to try to do so because 
I can try to look like someone waking up. But consider the case of a golfer who 
drives the ball to a very precise spot P I and thus can be said to be able to land 
the ball at P l .  We know that the simple analysis will fail for he will almost certainly 
fail if he tries to land the ball at P I ' and he may not have been trying to do that 
on the one occasion he succeeded. Chisholm's proposal for the action he must 
try to do which will yield success at landing the ball at P I is: what he tried to do 
when he was successful at landing the ball at P l .  But i n  all likelihood, the only 
occasion on which that strategy will work is the one occasion he did happen to 
succeed. That is, not only is he likely to fail to land the ball at PI if he tries; it is 
also highly probable that there is nothing he can again try to do that will yield 
this result. Thus, Chisholm's revision cannot be read as a generalized conditional. 
It must be read in a token sense as: 

A can do X in concrete situation S:  There is something Y such that had A 
tried to do Y in S, he would have done X in S.  

The proposition is true just because A did X in S (no matter what he was trying 
to do) .  

I n  spite o f  the superiority o f  the revised version, the infinite regress problem 
remains for, since there are things I cannot even try to do, it may be that I cannot 
try to do any of the things that are required for me to do X. 

In response, Donald Davidson (1973 )  proposed a simple solution. If the ques
tion compatibilists wish to bar is "But could he have X-ed?" where "X" is the 
hypothetical action picked out by the antecedent of the conditional whose per
formance would have led the agent to perform a different overt action, then all 
we need do is to adopt a version of the hypothetical analysis whose antecedent 
picks out states rather than actions. For example, if we analyze "She could have 
done otherwise" as "She would have done otherwise if she had wanted to," we 
cannot raise the worry that she might not have been able to want, for wanting is 
not something anyone does. Wanting is not an action. 

Thus, Davidson proposes a conditional analysis of freedom for actions de
scribed as intentional, that is, for actions described in terms of the intention of 
the agent performing the action. An agent is free to (can do) A if and only if he 
would do A intentionally if he had desires and beliefs that would be reasons to 
do A. Since the analysis tells us that an agent would inevitably act in a certain 
way under certain psychological conditions, freedom demands universal laws link
ing mental states with actions and, since Davidson does not believe that such 
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laws exist, he regards the quest for a causal (conditional) analysis of freedom as 
a failure. 

Davidson has presented general arguments challenging the existence of 
psycho-physical laws; but another difficulty confronting the effort to formulate 
laws that would specify the causal path from attitudes to intentional action more 
completely concerns the way to avoid deviant causal chains. For we do not know · 
how to rule out causation of actions by desires and beliefs when those actions are 
unintentional. (A man wants to inherit his uncle's money and believes that he 
would do so by running him over. This state unnerves him and causes him to 
take a drive during which he accidentally kills his uncle. The act of killing his 
uncle was caused by his desire to kill his uncle plus his belief that running him 
over would achieve this end; but he did not run his uncle over with the intention 
of killing him.2) Although the quest for a conditional analysis of freedom fails, 
Davidson retains the compatibilist view that freedom is a causal power of agents 
insofar as the free actions of agents are those which are caused by certain of their 
mental states, in particular, beliefs and desires. 

Davidson's solution to the infinite regress problem is too simple. If I suffer 
from arachnaphobia, I am unable to remove the spider from the wall even though 
I would do so if I wanted to. My phobic condition prevents me from being in 
the state of wanting to remove the spider. There is no significant difference be
tween inability to act and inability to enter a state. If my blameworthiness requires 
that I have been able to choose otherwise, then why would it not equally require 
that I have been able to enter the state of wanting otherwise? 

Although the simple substitution of states for actions does not solve the in
finite regress problem, an even simpler solution may be in the offing. The as
sumption that the agent must have power over the antecedent presupposes that 
the agent would not have the ability to do the action unless he performed the 
action through realizing the antecedent. But this is clearly not so for many hy
potheticals.  If God wills that I raise my arm, I would raise my arm. I have no 
power over God and cannot, therefore, bring about the antecedent condition. But 
I can raise my arm, for I don't need to bring God into the picture in order to 
do so. In other words, the hypothetical analysis posits a sufficient condition of 
the action I failed to, but was free to, do, and the objection, in demanding power 
over this sufficient condition, presupposes that it is also a necessary condition of 
the hypothetical action. The simple response, then, is that sufficient conditions 
need not also be necessary conditions. 

For example, it is not implausible to read desire or want in a way that allows 
for intentional actions performed in spite of the absence of desire, for example, 
"Although I did not really want to do it, I did it because I thought I ought to." 
In such a case, if I actually fail to do my duty because my sense of duty is not 
strong enough, it may be true that I would have done the action if I had wanted 
to although the desire is not essential to the performance. Now, suppose one 
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analyzes "I could have done otherwise" as "I would have done otherwise if I had 
wanted to." Not only is it then true that I could have done otherwise; one also 
blocks the infinite regress by rejecting the demand that I have been able to want 
to. For I could have done it even if I had not wanted to, so long as my feelings 
of obligation had been stronger. 

If Davidson's solution is too simple, so is this response. For it generates the 
following question. One can evade the infinite-regress-generating query by choos
ing a sufficient condition that is not also a necessary condition. But surely there 
need to be constraints on the selection. "I can raise my hand" cannot mean "I 
would raise my hand if the Holy Grail were above me and I had been seeking it 
all my life" even if the latter is · true. If our preference for "I would raise my hand 
if I tried" is grounded in the fact that I can readily make the antecedent (and, 
therefore, the consequent) true, then we have succumbed to the infinite regress. 
For if it must be the case that I can try and if "I can try" is to receive a hypothetical 
analysis, then the regress has begun. 

Some compatibilists select the antecedent condition of the hypothetical not 
because the person has control over its occurrence, but rather because the con
dition is supposed to reflect origination in the self. If a free agent is one who 
determines her own actions, and this is interpreted to mean that she does what 
she does because she wants to, then a case exists for analyzing the freedom to 
have done otherwise as "She would have done otherwise if she had wanted to." 
To be self-determined is to be determined by one's own desires. 

This view was challenged as simplistic by friends and enemies alike. Libertar
ians complained that, under determinism, the origins of desire can be traced back 
to factors beyond the self, heredity, and early environment. It is, therefore, sim
plistic simply to identify the agent with her desires. Moreover, in situations of 
conflict, agents sense that their deeper selves may indeed repudiate the desires 
that guide actions. Some compatibilists, for example, the hierarchical theorists, 
agreed, pointing out that even under determinism a person can, upon reflection, 
conclude that he would prefer not to be acting from the desire that is unfortu
nately overwhelming him. If he is addicted, he is doing what he most wants to 
do but would prefer not to be moved in this way. 

These objections do not decisively refute more sophisticated hypothetical anal
yses. Although libertarians would complain about any version just because it is 
compatible with determinism, a compatibilist might replace "acting from desire" 
with a superior candidate for self-determination, perhaps acting from "deepest 
desire" or "desire arising from careful, rational, and independent reflection." The 
defender of the hypothetical analysis would then rest her case against the infinite 
regress argument on the primacy of self-determination (understood in her terms) 
over power. But if the power to be able to want (even deeply) otherwise is not 
important, why bother to insist upon a hypothetical analysis of freedom of action? 
Why say that a free agent is one who could have done otherwise, that is, one who 
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would have done otherwise if he had wanted (deeply) to, if one regards self
determination, even in the absence of the power to do otherwise, as sufficient for 
freedom on the level of desire? Is not the position inherently unstable? 

2. F REED OM A ND P O WER T O  D o  O THER WISE 

The response o f  some compatibilists i s  indeed t o  say that power a t  either level is 
unnecessary. Those compatibilists abandon the conditional analysis, not on the 
grounds that it is an inadequate analysis of "could have done otherwise," but 
rather that freedom in the relevant sense is not constituted by the power to do 
otherwise. It is important to be able to do otherwise only if we want to do 
otherwise. If we do not want to do otherwise, then the power to do so, since it 
will not be exercised, is insignificant. How do we reach this position? 

Suppose you force me to surrender my money by threatening to shoot me. 
So I give you my money, but not of my own free will. It is also true that, in giving 
you my money, I am displaying the power to do so. Thus, I have the power to 
do that which I do not do of my own free will, that for which I would not be 
held morally blameworthy. The fact that, in giving you my money, I am obviously 
displaying the power to give you my money does not vitiate the more important 
fact that I am giving you my money against my will, that is, unwillingly. Advocates 
of the hypothetical analysis have supposed an intimate connection between free
dom and the power to do otherwise and have therefore ignored other senses of 
the term free that some believe are more important in the context of the classic 
free will problem. 

Harry Frankfurt (1969) ,  for example, has argued that the power to do oth
erwise (alternate possibility) is irrelevant in certain contexts. If the above example 
indicates the possibility of power without freedom, Frankfurt emphasizes the pos
sibility of freedom without alternate possibility essentially on the grounds that the 
absence of the power to do otherwise may be present in a case in which a person 
acts willingly and would not do otherwise even if he had the power to do so. We 
must, then, view the hypothetical analysis as at best an analysis of one sense of 
free, in particular, the freedom to have acted otherwise, a sense that may not be 
as significant as the sense of freedom as full compliance or unqualified satisfaction. 

If Frankfurt is right, it matters little to the issue of freedom and responsibility 
what the precise analysis of "could have done otherwise" is. Reflection on the 
robbery example reveals another basis for challenging the significance of this issue. 
We may say of a person who is confronted with a serious threat to his life and 
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who chooses to sacrifice some money in order to annul the threat that he could 
not have done otherwise. What we mean in this case and most others is that it is 
unreasonable to expect a person in these circumstances to have done otherwise. 
The proposition is really normative and not purely "metaphysical." Thus, imag
ining that different norms prevail results in different interpretations of can. A 
person confronting a similar penalty for noncompliance may well be judged dif
ferently if he is also faced with an additional threat to the lives of thousands of 
other people he had agreed, with full knowledge of the dangers, to protect. 
Should he succumb to the threat, we may say that he could have done otherwise 
because we believe that he should have resisted the threat under these circum
stances. 

Thus, debates in real life about human capacities are inherently normative, 
depending on issues regarding rights, responsibilities, and the reasonableness of 
our expectations. Whether or not a person could have done otherwise depends 
on matters extremely remote from the deterministic or indeterministic nature of 
his decision. Patricia Greenspan (1978) observes that judgments of the unfreedom 
of action depend on the reasonableness of our expectations relative to the stan
dards in force. So a person can be unfree or compelled even if he could have 
done otherwise. 

Similarly, the definition of free will offered by Bernard Gert and Timothy J. 
Duggan (1979) rests on normative presuppositions. They define free will as the 
ability to will, an ability that is constituted essentially by the ability to have and 
to act upon a variety of beliefs concerning the existence of coercive and non
coercive incentives for action and inaction. For example, a person who is able to 
will to do A believes that there are coercive incentives for doing A and will almost 
always will to do A when any of these coercive incentives are present. A coercive 
incentive is then defined by Gert and Duggan as one it would be unreasonable to 
expect any rational agent not to act on. It is difficult enough to suppose that one 
can characterize in normatively neutral terms the principles adherence to which 
makes an agent rational. In addition, normativity enters in when we judge the 
reasonableness of a particular sort of action by a rational agent. 

In spite of the fact that this objection rests on a plausible reading of the 
ordinary meaning of "could have done otherwise," 1 believe that the incompati
bilist position that can can receive a purely metaphysical reading, is defensible. 
For the incompatibilist believes that we are literally incapacitated under deter
minism. (I know of no incompatibilist who believes that the sort of freedom that 
is of concern to him is one that can be present "in small doses" under certain 
deterministic scenarios.) Although most cases in which we allow "she could not 
have done otherwise" are cases in which she is not literally incapacitated, the 
incompatibilist believes that determinism does result in literal incapacitation. This 
view must be confronted and the observation that most uses of can are normative 
is only a way of evading an engagement with the incompatibilist metaphysics. 
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There is, however, yet another basis to relegate the issue of the analysis of "he 
could have done otherwise" to a subordinate status. Susan Wolf (1990) and Daniel 
Dennett ( 1984) draw our attention to individuals who are so good that in certain 
spheres they just cannot do the wrong thing. Dennett says of himself that he 
cannot be induced to torture someone for a thousand dollars. What makes these 
cases interesting is that we do not withdraw our praise from the actions of such 
individuals. In fact, we may well regard their inability to act wrongly as especially 
praiseworthy. And if freedom is a necessary condition of praiseworthiness, we 
must then regard such individuals as free. 

Of course, we should withdraw our praise of Dennett if he is under the spell 
of a hypnotist or is the victim of intensive behavioral conditioning in which 
thoughts of succumbing to temptation are associated with bouts of nausea. Den
nett and Wolf argue that not all cases of "moral compulsion" need be assimilated 
to such robotlike or addictive behavior. One can deliberately and intentionally do 
the right thing even when one could not have done otherwise. In these cases, since 
one's inability derives from one's own nature, not the machinations of some ex
ternal force, the individual is free and responsible. 

Wolf and Dennett part ways, however, on the status of people who do the 
wrong thing. For Wolf, under determinism, such individuals are unable to do 
otherwise and are therefore unfree. (Hence, Wolf talks about asymmetrical free
dom; the implications of determinism differ depending on the moral nature of 
one's actions. )  Dennett, a more robust compatibilist, sees determinism per se as 
having no such implications. 

There is finally the effort to deflate the issue concerning the analysis of can 

by seeing it as a surrogate for a deeper issue. Robert Kane (1996a: 58-78) argues 
that these disagreements for the most part rest on a deeper disagreement that the 
parties do not usually recognize. Only the incompatibilist is committed to ultimate 
responsibility, the yearning to be original sources of value and creators in part of 
our own natures. We want to be responsible, not just for our actions, but also for 
our wills, that is, for the very reasons that motivate our decisions. We can have 
this Ultimate Responsibility (UR) only if we are responsible for any sufficient 
reason for our wills .  

There is no doubt that this yearning is indeed an element of what is sought 
by seekers after free will. But the assumption that progress on the controversy can 
be obtained by shifting attention to UR (and away from the possibility of having 
done otherwise) assumes that the same issues will not arise at the level of UR. It 
is not clear to me, however, that the desire for UR is not the desire for power in 
disguise. For the worry about the presence of a sufficient reason is just that the 
agent cannot thereby resist acting on the motive.3 

In reflecting on the connection of reasons to will, the incompatibilist worries 
that the agent under determinism plays no real role. For, as the incompatibilist 
sees it, in the presence of enabling conditions the sufficient reasons determine the 
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choice, in which case the source of the choice lies outside the agent. What we 
really want is the "free" conversion by the agent of a reason into the reason for 
the choice. But is this not just the issue of whether or not my reasons "made me 
do it" that is the issue of power all over again? An incompatibilist wants the agent 
to be in charge. A compatibilist believes that, if the agent is in charge under 
indetermination, then, barring some special freedom -undermining consideration
gunpoint, addiction, and so on-he is also in charge under determination. Causes 
are not agents that take over in a way that undermines the putative agency of a 
normal person. 

3 .  CO NDITIO N AL AN ALY SIS O F  

P O WER REJEC TED 

If defenders of a hypothetical analysis survive these onslaughts on the significance 
of the very issue they address, they must then confront a simple and apparently 
devastating argument against all conditional analyses of power, whether it be the 
power of human beings or inanimate objects. Keith Lehrer ( 1966b) has argued 
that, no matter what C is, "If C, then S X's" cannot mean "s can X," for the 
former is compatible with "s cannot X." It would be the case that S cannot X if 
both (a) C were not present and (b) the absence of C rendered S incapable of 
doing X. In other words, the following is a consistent triad: 

If C, then S X's 

Not-C 

If not -C, then S cannot X 

If the first proposition were equivalent to "s can X," then "s can X" may be 
substituted for "If C, then S X's." But the result would be a contradiction, since 
the second two propositions alone entail that S cannot X. 

If we think of "c" as "s wants to X," then the third proposition asserts what 
we normally suppose to be highly implausible, for example, that, although we 
would raise our arms if we want to, thereby establishing that we can do so, we 
would be unable to do so were we not to want to. This point is irrelevant, however, 
for Lehrer's logical point hinges only on the compatibility of these three propo
sitions, not the plausibility of any of them. 
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Bruce Aune (1967) objected to Lehrer's proof on the grounds that consistency 
of the three propositions had been assumed, not demonstrated. After all, deeper 
analyses of the notions might uncover an inconsistency. Can, for example, is 
ambiguous and the context should determine the way we disambiguate. For ex
ample, in one sense, I cannot lift my right arm because a heavy weight is resting 
on it. In another sense, I can lift my right arm because I can easily remove the 
weight. Clearly, I am free to lift my right arm and, if there were a morally pressing 
reason to do so, I would be morally blameworthy for failing to do so. We should, 
therefore, choose the interpretation according to which I can lift my right arm. 
Hence, the burden falls upon Lehrer to demonstrate that the appropriate sense of 
can yields a consistent triad. 

Lehrer (1968) defended his case by repeating the point that it is logically 
possible that the failure to want, choose, or try to X causes the agent to be unable 
to X. He might also have said that Aune is free to interpret can in a morally 
relevant sense and plug that sense into the triad. We still come out with the same 
result: it is logically possible that the failure to choose to X causes the agent to 
be unable in any morally relevant sense that Aune chooses to X. Thus, Lehrer's 
point stands. Not only does he establish that can does not admit of a conditional 
analysis; he indirectly establishes the stronger claim that no conditional proposi
tion alone implies a can. 

A generalization of this result yields the view that the alethic modalities are 
irreducible. The concepts of necessity and possibility are interdefinable; but neither 
can be defined outside of this narrow circle of modal concepts. Lehrer's argument 
and the infinite regress argument lead to this conclusion since the best prima facie 
candidates for the reduction of modal propositions are conditional propositions. 
As has been said, the point is a general one, not depending on anything distinctive 
about human power and possibility. The statement that sugar can dissolve in water 
( sugar is soluble in water, it is possible to dissolve sugar in water) cannot for 
analogous reasons be read as; If sugar were placed in water, it would dissolve. 

In the case of human power, we noted the importance of choosing an appro
priate sufficient condition of action if one is advancing a conditional analysis. 
Comatose Harry, who loves to play poker, cannot now do so even though he 
would now be playing were he not comatose. Since it is also true that he would 
be playing poker now if he were to try to or if he wanted to, these candidates are 
equally unacceptable. Since Harry cannot now try and cannot now possess such 
a desire, he cannot now play poker. 

We may try to blunt the sweeping charge of irreducibility by seeking distinc
tive features of human power. Central to M. R. Ayers's refutation of determinism, 
for example, is the significance of tl:le distinction between "the powers of people 
and the powers of things" (1968: 102-18) . Unique presuppositions accompany as
criptions of power and ability to people. We suppose that the targets of these 

. ascriptions are conscious creatures, capable of forming and acting on intentions. 
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Perhaps we also suppose that they are language users and are possessed of at least 
minimal intelligence and maturity. 

If we succeed at salvaging the analysis of "Harry can play poker now" as 
"Harry would play poker now if he were to try to do so" by insisting that the 
falsity of the former rests on the absence of a presupposition of the antecedent 
of the latter-that Harry is now conscious-we will have won the battle only to 
lose the war. First of all, the claim that a conditional proposition alone suffices 
to analyze can-statements will have been abandoned-we need explicitly to ap
pend additional presuppositions. Now, since the point of the hypothetical analysis 
is to defend compatibilism, defenders can live with this major modification so 
long as the new analysis is compatible with determinism. The more serious prob
lem,n then, is that the presuppositions themselves are formulated as powers or 
potentialities-the capacity to form intentions now (and perhaps to use language) .  
We do not then have a clear demonstration o f  compatibility. I f  comatose Harry 
cannot play poker now because he cannot now form intentions, and if the latter 
.incapacity is constituted by the falsity of some conditional, then the latter would 
have to refer in its antecedent to some "extrinsic" conditions. For although it is 
not false to say that Harry would form intentions now if his brain were altered 
in some coma-eliminating way, it is false to say that he would form intentions 
now if he were prodded in ways that normally produce intention-forming actions 
on his part. 

Unfortunately, this strategy does not evade Lehrer's point. For the conditional 
analysis now being proposed-I can form intentions if and only if I would if 
prodded in appropriate ways-can be attacked in familiar ways. If I am not being 
prodded in the ways that would normally produce intentions on my part, then 
perhaps this failure renders me incapable of forming any intentions. 

In uncovering unanalyzed modal concepts, we appear to reaffirm the irreduci
bility of the modal or, as Austin put it, "In philosophy, it is 'can' in particular that 
we seem so often to uncover, just when we had thought some problem settled, grin
ning residually up at us like the frog at the bottom of the beer mug" (1961: 179 ) .  

4. C O N DITIO N A L  A N A L Y S E S  A N D  T H E  

C O N S E Q U E N C E  A RGUM E N T  

If the defense of compatibilism via some conditional analysis had succeeded, then, 
of course, no argument for incompatibilism would be sound. The argument for 
incompatibilism that has most attracted the attention of philosophers in recent 
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decades is called the Consequence Argument or the Transfer Argument. Its prin
cipal advocate, Peter van Inwagen (1975, 1983) ,  presents a version of the argument 
according to which no one has the power to do other than what she actually does 
under determinism. Roughly, the claim is that, since no one has the power to 
alter the past or to alter the laws of nature, and since, under determinism, a 
proposition describing any person's actual action, say P p follows logically from a 
proposition that is a conjunction of the laws of nature and all the truths about 
the past, then no one has the power to alter the truth of P p even if P I describes 
a future action. The argument rests on the assumption that an inability to alter 
the truth of a proposition P entails an inability to alter the truth of any proposition 
that is a logical consequence of P. After all, if I am unable to visit Alaska, does 
it not follow that I am unable to falsify the proposition that either I do not visit 
Alaska or I do not visit Hawaii? For whether or not I can visit Hawaii, the falsi
fication of the disjunctive proposition depends on my ability to falsify both dis
juncts and, for that ability, I must be able to visit Alaska and I cannot do that. 

We know that this argument must fail on a conditional analysis of power. 
Suppose that I can visit Alaska only if I choose to and that the Hawaii Office of 
Tourism is run by a powerful demon who is trying to divert tourists from Alaska 
to Hawaii. Whenever I contemplate the prospect of visiting Alaska, the demon 
intervenes to prevent me from deciding to do so. Although it is determined that 
I do not choose to visit Alaska, it is also true that I would visit Alaska if I were 
to choose to. Let us concede the plausible premise that I cannot alter the past or 
the laws of nature. Were I to try to do so, I would fail. Now, if determinism is 
true, it follows from a proposition that is a conjunction of the laws of nature and 
all the truths about the past-call it L-that I never visit Alaska-call it N. But 
the essential assumption that the inability to alter L transfers to the inability to 
alter N breaks down on the conditional analysis. For it is true that, were I to 
choose to falsify L, I would fail, but it is false that I would fail to falsify N if I 
were to choose to. I would visit Alaska if I chose to; I just cannot choose to. 

Since the difficulties of the conditional analysis permit the advocates of the 
Consequence Argument to remain unfazed by this demonstration, compatibilists 
are obliged to find stronger responses. To indicate the difficulty compatibilists 
confront, let me explain why I believe one familiar response fails. Michael Slote 
(1982) has ingeniously argued that the transfer of power assumption cannot be 
made because the powerlessness over the past (or the laws of nature) rests on a 
sort of selectivity that is inapplicable to the future. More specifically, I cannot 
alter the past because alteration is impossible via my current desires and abilities
the features that are selected in the case of unalterability. No matter what my 
current desires and abilities happen to be, they are ineffective in bringing about 
changes in the past or the laws. But my current desires and abilities are clearly 
causally relevant to future actions. Thus, I might be able to alter some future 
action in the sense that that action depends on what I now want and can do. 
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The incompatibilist cannot deny the causal efficacy of desires and abilities for, 
even if she is also a determinist, she is not a fatalist. She believes that desires might 
be causally relevant (to future actions, of course) even if she also believes that the 
determination of those desires renders the agent unfree in acting on them. 

Slote then concludes that the preceding undermines the incompatibilist's as
sumption of transfer of power, for one cannot now assume that powerlessness 
over the past and the laws entails powerlessness over future actions even if the 
proposition describing the future action follows logically from the laws conjoined 
with all the truths about the past. 

The Consequence Argument survives this assault because the operator it in
vokes is unalterability. I am unable to alter the future because I am unable to 
alter the past plus the laws. In noting that my current desires are causally effica
cious only in a forward direction, Slote cannot also suppose that I can alter the 
future in the relevant sense, that is, that I can falsify a proposition about a future 
action that follows logically from the laws plus the truths about the past. It would 
beg the question against incompatibilism to suppose that I could falsify such a 
proposition just because I can make it true (by acting on my desire) . That the 
action depends causally on the desire does not in itself imply that I can bring it 
about that I do not perform the action. The incompatibilist can argue that I can 
make a proposition true that I cannot make false. Thus, Slote is talking about the 
operator "causing to be true" and the incompatibilist is talking about "causing to 
be false" ( see Berofsky 1987 ) .  

The conclusion of the Consequence Argument can, of  course, be blunted by 
those who do not see the power to do otherwise as per se important. Thus, John 
Martin Fischer ( 1994: 131-59)  observes that, even if one is powerless to alter some 
proposition describing a future outcome, one may well be responsible for the 
outcome. For example, Sam knowingly and voluntarily brings about an outcome 
that would have resulted from powerful forces put in play only if Sam had freely 
decided not to produce the outcome himself. (See Fischer's essay in this volume, 
ch. 12, about these sorts of [so-called "Frankfurt-style" ]  examples. )  

5 .  ABILIT Y ,  OPPO R T U NIT Y ,  A ND 

M O TIV A TIO N 

One common proposal for the analysis of the proposition that an agent can do 
something is that all the necessary conditions of her doing it are at hand. The 
earlier conclusion that no reductive analysis of can is available should make us 
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suspicious o f  this proposal as well. And closer examination indeed reveals that it 
is problematic in several ways. If a necessary condition of her doing it is a con
dition whose absence would make it impossible for her to do it, that is, would 
make it such that she could not do it, then the analysis is circular and, therefore, 
un illuminating. 

In order to see what else is wrong with this proposal, let us first explore 
important distinctions within the class of necessary conditions. In the free will 
context, for example, it is crucial to distinguish type ability from token ability or 
power. An individual with an ability may be unable to exercise it in a particular 
case because a temporary obstacle is present. Pete Sampras can play tennis; but 
he cannot play tennis now because he has no racket or he is asleep. Thus, he has 
a type ability, but not the token ability or power in this context. If our interest 
in freedom derives from an interest in moral responsibility, then we would con
centrate on token rather than type ability. For a racket-deprived Sampras is not 
free to play tennis in the sense in which we might regard him as culpable for 
failing to play (unless, of course, he had the further token ability to obtain a 
racket now) . He lacks the token ability and is, therefore, absolved of responsibility 
for failing to play (even though he can-in the type sense-play tennis ) .  

Among the many conditions of  power, we can distinguish roughly between 
ability-and opportunity-conditions. The lack of a racket (or court, or partner) 
deprives Sampras of an opportunity to exercise his ability. An individual who 
lacks the ability may be given the opportunity, but he will be unable to take 
advantage of it. Ability itself comprises various conditions and we may zero in on 
one or another, depending on context. A musical ignoramus cannot play middle 
C on the piano because he is deprived of knowledge. A paraplegic cannot play 
middle C for physical reasons. And a person who is perfectly fit physically may 
lack the ability to defeat Sampras because he lacks the requisite skills. Even one 
with opportunity, knowledge, and skills may lack the type ability or power for 
emotional reasons. (He "chokes" whenever he plays in a major tournament. ) 

A person who has the power to act may fail to do so for reasons having to 
do with her motivation or her will. She does not want to do so, she feels herself 
morally obliged not to do so, she has chosen not to do so or not to try to do so. 
Let us loosely collect these conditions under the label "conative." We normally 
distinguish between these and the other conditions (ability, opportunity) , regard
ing only the latter's absence as depriving one of the power to act. Compatibilists, 
of course, cite this consideration when they say that someone could have done 
otherwise because he would have done otherwise if only he had wanted or tried 
to do otherwise. For compatibilists, it is crucial then to distinguish necessary 
conditions of power (ability, opportunity) from necessary conditions of its exercise 
(conative conditions) . Hence, the analysis of "can do A" in terms of the presence 
of all necessary conditions of the doing of A fails. As we saw above, it is circular 
if a necessary condition is a condition whose absence annuls the power to do A; 
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and if a necessary condition is a condition in whose absence an agent will not do 
A, then there 'is no good reason to believe that an agent cannot do A just because 
he will not do A. 

Incompatibilists do not usually just reject this fundamental distinction as un
founded-they do not just say that all the necessary conditions of an action are 
necessary conditions of the token ability to do the action. For them, the fact that 
it is determined that he not do A makes it the case that he cannot do A. No 
simple rebuttal of this position based on a hypothetical analysis of can is available. 
Let us explore one other strategy. 

An individual possessed of a power can take advantage of an opportunity by 
virtue of some intrinsic characteristic. Objects that are soluble in water have a 
certain structure that confers this capacity on them. Sampras's neuromuscular 
system is significantly different from the systems of people lacking his tennis skills. 
This highly complex set of intrinsic traits is what makes it true that Sampras can 
play tennis well. Let us label this set "Sampras's tennis set" (obviously the sets of 
different athletes will vary somewhat) ,  or TS. 

Suppose that determinism is true and that Sampras chooses not to play a 
particular match. The opportunity is provided and Sampras is in no way disabled. 
Perhaps he just does not feel like playing now. Given determinism, there is a 
sufficient condition of his failure to play. Compatibilists will concede that Sampras 
could not have done otherwise if this sufficient condition fails in some way to 
include a conative condition-his desire not to play or his decision not to play. 
Call this conative condition (possibly a disjunctive one-he wants to play or he 
feels obliged to play or he decides to play or . . .  ) CS. So under the circumstances, 
TS is present and CS is absent. 

The compatibilist position is that, since TS does and CS does not confer the 
power to play on Sampras, then the fact that not-CS is determined does not affect 
Sampras's power. If CS is not necessary for power, it does not matter how it came 
to be absent. 

If the incompatibilist charges the compatibilist with begging the question at 
this point by just assuming that CS should not be a part of TS, that is, by assuming 
that the conative condition is not required for power, but only its exercise, the 
compatibilist can justly demand that a good reason must be advanced for col
lapsing the possible into the actual. For, again, that is what the incompatibilist is 
doing by insisting that all necessary conditions of the exercise of power are nec
essary conditions of the possession of power. And here again the incompatibilist 
is obliged to bring determinism into the story and he will do so willingly. For his 
fundamental contention is that determinism requires us to interpret sufficient 
conditions so that the presence of any sufficient condition under determinism 
necessitates the outcome, that is, renders it necessary in a way that annuls the 
agent's power to do otherwise. Under determinism, then, CS must be a part of 
TS just because Sampras's failure to play is determined. 
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How does determinism do this? Determinism tells u s  that Sampras's decision 
(or desire or subsequent nonaction) is subsumable under law. Thus, the incom
patibilist must be able to argue from this assumption to the conclusion that 
Sampras lacks the power to do otherwise. It is obviously essential to this argument 
that laws be interpreted as necessary truths in some sense of the term that would 
license this result. The sort of necessity that laws possess must then be such that 
the subsumption under law of "Sampras does not play tennis here and now" 
renders this proposition "power necessary" for Sampras, that is, such that it is 
not in Sampras's power to make the proposition false. 

The incompatibilist position is, then, that the determination of an action 
renders an agent powerless to perform any alternative action because the actual 
action is made necessary by its sufficient condition. Under determinism, only what 
is can be. The rebuttal of this position based on a hypothetical analysis of power 
is a failure. If the compatibilist is to succeed, then, she must find an alternative 
strategy. I mentioned earlier the radical option of divorcing free will from the 
power to do otherwise, a tack that would permit a believer in free will to look 
upon determinism as a benign possibility. (For this and other possible compati
bilist strategies in the light of the failure of conditional analyses of power, see the 
essays in this volume by Kapitan, Haji, Russell, and Taylor and Dennett; chs. 6 ,  
9 ,  10, and 11 ,  respectively. ) 

6 .  A S UPERIO R CO MPA TIBILIS T  S T RA TEGY 

I close by mentioning an alternative compatibilist strategy that I believe is worth 
pursuing (see Berofsky 1979 ) .  As we have just seen, the incompatibilist case rests 
on the assumption that natural laws are necessary in a fairly strong sense of the 
term. This assumption has been challenged by philosophers inspired by another 
doctrine found in Hume's writings on causation, "the regularity theory," which 
contends that the difference between generalizations that just happen to be true 
and generalizations accorded the status of scientific laws is not based upon the 
necessity of the latter ( in spite of the use of modal language in characterizing 
scientific laws-for example, our saying that sugar must dissolve when placed in 
water) . In addition to establishing the difference between laws and other gener
alizations without positing the necessity of laws, the regularity theorist must then 
in effect define freedom. That is, if it is not the case that simple subsumption 
under law annuls my freedom, then what particular circumstances do annul my 
freedom? If the surrender of my money to the robber is not necessary in virtue 
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of its being determined, then in what sense am I not acting "of my own free 
will"? I am being coerced, of course. But then a definition of coercion or com
pulsion must be provided and that 'is not a simple matter. 

Of course, this has to be done anyway as these notions are central to our 
understanding of free will and there is no reason to believe that the compatibilist 
is at a disadvantage in providing these accounts. For the issues that arise about 
coercion and compulsion do not hinge on the simple question, Are laws of nature 
necessary truths? 

For example, as we saw earlier, many people believe that a person is coerced 
in a way that absolves her of moral responsibility when the forces acting on her 
make it unreasonable for her to do otherwise. In handing the robber her money, 
she was coerced and hence neither free nor blameworthy, for we would not rea
sonably expect someone in those circumstances to jeopardize her life in order to 
save some money or to apprehend a criminal. The presence of freedom or re
sponsibility does not hinge on the presence of some sort of metaphysical connec
tion found in all cases of a nomic relation, for example, the relation between 
conditions and action posited by some scientific law, but rather turns on the 
presence of circumstances that demand a certain sort of moral evaluation. 

Thus, though we are owed an account of freedom from coercion and com
pulsion and the like, every party to the dispute is saddled with this obligation. Of 
course, many incompatibilists will regard this exercise as insignificant since, if 
determinism is true, then freedom is a grand illusion and any further distinctions 
made in everyday life will be shallow and misleading.4 

I believe that arguments for incompatibilism, and in particular, the powerful 
Consequence Argument, rest on a necessitarian interpretation of laws. For why 
do we believe that laws of nature are unalterable? No one can alter them because, 
once the antecedent condition is in place, the consequent is necessitated. If I could 
alter the outcome, then the generalization would lose its status as necessary. 

To be sure, there are true non-laws that are unalterable, for example, "There 
are exactly 41 metals,"  and "All rocks situated 10 meters due south from the North 
Pole of the only planet of the star Rigel weigh exactly 1000 kilograms." But the 
unalterability of these generalizations depends upon the limitations of human 
beings and these limitations are surely based upon laws of physics, physiology, 
and so on. And these laws tell us that efforts at falsification are bound to fail since 
the generalizations in question are necessarily true. 

Do we not suppose that, if laws are necessary truths, they will be so in a 
world devoid of people? And are we not then supposing that certain states of that 
world necessitate other states? If we wish to deny that the unalterability of certain 
facts rests upon these necessary connections, we shall have to say that the special 
character of those generalizations we designate as laws is bound up with the fact 
that, if there were people in such worlds, they would be unable to alter them. But 
is it not more plausible to believe that the truth of th�s counterfactual is itself 
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grounded in necessity, that the reason that, if there were humans in this world, 
they would be unable to prevent sugar from dissolving in water, is that sugar 
must dissolve when placed in water? 

If the regularity theory is correct, and unalterability can only be grounded in 
a necessity that turns out to be a fiction, it appears to follow that human beings 
would then be able to alter laws, that is, they would be able to produce outcomes 
rendered impermissible by some law of nature. While this result may be looked 
upon as a reductio ad absurdum of the regularity theory, some philosophers 
(Lewis 1981) have produced interpretations of alterability that allegedly render this 
possible. The claim is that although no one can break a law, perhaps a person 
can sometimes perform an action whose occurrence implies that some actual laws 
of nature are violated. 

Suppose that the past and the laws entail that Jones does A. If we suppose 
that Jones had refrained from doing A, we must suppose that either the past had 
been different or that the laws had been violated. David Lewis's theory of coun
terfactuals suggests the latter. If so, then the argument that Jones cannot refrain 
from doing A on the grounds that he would have to violate a law falters if all that 
follows from "Jones can do A" is "Jones can do something such that, were he to 
do it, then some law would have been violated." (The latter is evidently not as 
helpful to incompatibilists since it is not clearly false . )  

On the other hand, since Lewis's theory of counterfactuals is  mute on the 
subject of can-statements, it does not tell us the conditions under which Jones 
can do A and does not, therefore, directly challenge van Inwagen's conclusion 
that (under determinism) Jones cannot do A. Yet the existence of an alternative 
interpretation of one of the premises of the Consequence Argument that permits 
it sometimes to be false provides a wedge for the compatibilist. Suppose, for 
example, that P is the state of the world at some time prior to my birth and that 
"If P, then I put on a red tie on April 6, 2000" is a law of nature (or, more 
plausibly, the consequence of the conjunction of all the laws) .  As I am getting 
dressed at 7 A . M .  on April 6, 2000, the following instance of a consequence ar
gument is advanced: 

N 7:0 1 �M .• April 6, 2000 (P) 

N7:0 1 A M., April 6, 2000 (If P, then R) 

Therefore, N7:0 1 A M . , April 6, 2000 (R) 

How do we read "N7:0 1 A.M. , April
'
6, 2000 (If P, then R) ,,

? If we read it as "No one 
can do something X at 7:01 A.M, April 6,  2000, such that if she were to do X, 
then 'If P, then R' is false," the premise is not self-evidently true. Thus, the 
acceptability of this premise cannot be grounded on the simple impossibility of 
performing a law-breaking act. On the other hand, the compatibilist cannot simply 
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appeal to the Lewis theory of counterfactuals, for that in itself does not entail the 
falsity of the premise. 

Van Inwagen might try to end this stalemate simply by insisting on the more 
plausible interpretation of N.  If we read N (P) as saying that no one can perform 
an act that causes P to be false, then the argument regains its prima facie plau
sibility. For the premises in effect say that no one can affect the past or cause laws 
to be violated. 

Further compatibilist responses to the Consequence Argument may be found 
in Tomis Kapitan's essay in this volume (ch. 7 ) .  At this point, the Consequence 
Argument is perhaps the most formidable weapon in the incompatibilist's armor. 
Even if the compatibilist constructs a successful response, she must concede that, 
in some way, laws limit our abilities. If she invokes the regularity theory, the 
specific relation between laws and abilities will be characterized in more complex 
ways than those suggested by the sweeping assumption of those who appeal to 
the necessity of laws. At this point in the debate, the compatibilist has yet to 
develop a credible defense of this idea. 

N O T E S  

1 . Austin (1961) called this sense of "can" the all-in sense. 
2. The example is from Chisholm (1966) . 
3. Kane (1996a: ch. 5) agrees that the power to do otherwise is essential to self

forming actions, the heart of Ultimate Responsibility. 
4. For an incompatibilist, the judgment that the victim of a robbery was unfree is 

true but misleading, for under determinism she would be unfree even if she handed 
over the money just because she felt generous or wanted to help someone in need. Cer
tain incompatibilists-ones I would view as more reasonable-would allow that, even 
under determinism, we have real freedom of a limited sort (as opposed to the same sort 
of freedom, but less of it than is found under certain indeterministic scenarios) . Even if 
it falls short of our ideals, the world we in fact find is better than one in which we are 
all puppets or slaves. 



CHAPTER 9 

C O M PATI B ILIST VIEWS 

O F  FREE D O M AND 

RES P ONSI B ILITY 

I S H T I YA Q UE H A J I 

DETERMINISM, the doctrine that the nonrelational facts of the past and the laws 
of nature entail one unique future, has been thought by many to be incompatible 
with freedom and moral responsibility for reasons that include the following. 
Traditionally, the most influential view about the sort of freedom required for 
responsibility postulates the availability, at various points in our lives, of genuinely 
accessible alternative possibilities. But there are powerful arguments for the con
clusion that determinism expunges such possibilities and thus undermines the 
right sort of freedom for responsibility. I A second concern clusters around the 
idea that there is no room for "authentic agency" in the world if determinism is 
true. There are different ways to crystallize this somewhat amorphous idea. Ac
cording to one prominent view, an agent is morally responsible for her behavior 
only if the antecedent actional elements, like her values, desires, or beliefs that 
cause that behavior, are "truly her own"; they are not, for example, the product 
of direct, surreptitious implantation. But it has been claimed that if determinism 
is true, this "authenticity" condition can never be met because our springs of 
action are ultimately the product of events long before our births and hence 
products of external sources over which we have no control. (See, for example, 
G. Strawson 1986; Kane 1995, 1996a and b; Pereboom 1995, 2001) 

Compatibilist theories all share the common presumption that determinism 
does not undermine freedom and responsibility. The success of a compatibilist 
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account depends partly but pivotally on how well it responds to the two afore
mentioned putative threats that determinism poses to responsibility. In this chap
ter, we will survey two broadly different kinds of compatibilist theories. Advocates 
of the first kind propose that responsibility is constituted by the "reactive atti
tudes" such as indignation, forgiveness, resentment, guilt, gratitude, and love that 
we display toward one another in response to behavior and traits of character. As 
there are no independent grounds external to the range of these attitudes that are 
relevant to responsibility ascriptions, the thought is that such an account of re
sponsibility is immune to threats of determinism. Proponents of the second kind 
of compatibilist theory develop the view that a person is responsible for his be
havior if there is an appropriate "fit" between that behavior and various psycho
logical elements of his or various features of the world. As this fit can obtain even 
if the world is determined, determinism, it has been claimed, is no threat to 
responsibility.2 

1. P. F. S T RA W S O N ' S A C C O U N T  

One of the most influential advocates of the first kind of compatibilist theory is 
P. F. Strawson, who develops his account with the objective of reconciling tradi
tional disputants whom he calls "optimists" and "pessimists" in the free will debate 
(1962: 59-60) .  Optimists, who are compatibilists, defend a consequentialist con
ception of responsibility, holding that responsibility ascriptions like blaming and 
praising judgments are to be understood and justified by appeal to the useful 
consequences that follow from them. On their view, responsibility ascriptions 
provide a means of regulating social behavior, and such regulation, they claim, 
can be efficacious even if determinism is true. Pessimists, who are incompatibilists, 
insist that the sort of freedom required for responsibility is "contra-causal." 
Against the optimists, they argue that being responsible requires that the agent be 
deserving of, for example, blame, but this requirement of desert cannot be cap
tured by the social regulation view. The view, hence, leaves a glaring gap in our 
conception of responsibility, a gap, pessimists say, that is to bridged by the thesis 
of contracausal freedom. 

Strawson rejects both optimist and pessimist accounts, but he hopes to draw 
concessions from either in an effort to better conceptualize responsibility. From 
the optimist, Strawson wants the admission that the social regulation view does 
overlook something vital to responsibility. From the pessimist, he desires acknow
ledgment that the vital element overlooked is not contracausal freedom, but the 
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proper role that the reactive attitudes and feelings play in our interpersonal lives, 
which furnish the arena in which responsibility ascriptions are made ( ibid.: 78-
80) .  

In Strawson's view, the question about the conditions under which an agent 
is morally responsible is identified with the question of the conditions under which 
it is appropriate to hold an agent morally responsible. These conditions, in turn, 
are explained in terms of susceptibility to reactive attitudes. Strawson proposes 
that holding an agent morally responsible is an expression of certain basic needs 
and aversions: «It matters to us whether the actions of other people . . .  reflect 
attitudes toward us of good will, affection, or esteem on the one hand or con
tempt, indifference, or malevolence on the other." The reactive attitudes are «nat
ural human reactions to the good or ill will or indifference of others towards us 
as displayed in their attitudes and actions" ( ibid. :  67) ; and they express «the de
mand for the manifestation of a reasonable degree of good will or regard, on the 
part of others, not simply towards oneself, but towards all those on whose behalf 
moral indignation may be felt" ( ibid. : 71 ) .  Responsibility, then, is nothing more 
than-it is constituted by-our adopting these attitudes toward one another. On 
Strawson's view, holding responsible is as Gary Watson comments, «as natural 
and primitive in human life as friendship and animosity, sympathy and antipathy. 
It rests on needs and concerns that are not so much to be justified as acknowl
edged" (Watson 1987b: 259) .  

Strawson's account has generated a great deal o f  insightful, critical discussion. 
A worry developed by John Fischer and Mark Ravizza (1993: 18) builds on the 
strong connection that Strawson makes between being responsible and holding 
responsible. The worry is that one can hold a person responsible for something 
when intuitively he is not (and conversely, one can intuitively be responsible for 
something without being held responsible) .  As an illustration, Fischer and Ravizza 
ask us to imagine a society in which some class of people are systematically treated 
only as objects to be used in the interest of social utility, and others have no 
reactive attitudes toward members of the group. This fact alone, they claim, would 
not suffice to warrant that these persons are not morally responsible. 

A cluster of criticisms has been directed against Strawso"n's response to the 
following twin claims of the pessimist. First, if determinism is true, we have reason 
to abandon the reactive attitudes and practices associated with moral responsi
bility, for determinism implies that excusing considerations apply to all human 
action and thus hold universally. Second, if we do have reason to abandon these 
attitudes and practices, we are psychologically and practically capable of doing so. 

In response to the first, Strawson deploys the «rationalistic strategy,"3 whose 
crux is that it would not follow from the truth of determinism that the typical 
excusing conditions for responsibility-such as acting in ignorance, or acciden
tally, or without forethought, or when psychologically abnormal, or morally un
developed-exempt all causally determined agents from responsibility. For deter-
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minism does not entail that all our actions are done out of ignorance, accident, 

and so forth. In Strawson's summation, "it cannot be a consequence of any thesis 

which is not itself self-contradictory that abnormality is the universal condition" 

(1962: 68). So determinism would not provide us with any reason to modify, 

eschew, or suspend our reactive attitudes. 

A concern against this strand of the rationalistic strategy is that reflection on 

one's developmental history can and does affect our reactive responses. For ex

ample, Watson ( 1987b: 267-80)  has argued, drawing on Robert Harris's case, that 

appreciation of the causal influences of an abusive childhood on one's subsequent 

actions often does have the effect of mitigating degrees of blame. But if this is so, 

why can't reflection on the causal effects of determinism on our actions also serve 

to affect our reactive responses? 

A second concern is that Strawson incorrectly construes pessimists as claiming 

that if determinism is true, then everyone would be abnormal, and that the ab

normal cannot be held responsible. The pessimists' worry is really that determin

ism would incapacitate everyone in some way that undermines responsibility. Pes

simists, for instance, might charge that no one can exercise contracausal freedom 

if all events are determined, but this sort of freedom is required for responsibility. 

(This criticism is raised in Russell 1992). 

A second strand of the rationalistic strategy suggested by Strawson and de

veloped by Jonathan Bennett (1980) is that, if we assume the truth of determinism, 

even if we did have choice over whether to abandon the reactive attitudes, it would 

be rational to retain them and our other practices of holding people responsible, 

in that the cost of abandoning these things would be too high. Given the con

nection between responsibility and the reactive attitudes, and given that these 

attitudes are inextricably associated with our interpersonal relations, to stop hold

ing people responsible by forsaking the reactive attitudes would be to sacrifice all 

interpersonal relationships. This would greatly impoverish human life.4 

Contesting this strand, Derk Pereboom (1995; 2001: ch. 4) has argued that 

although determinism would undermine judgments of responsibility like those of 

praiseworthiness and blameworthiness, abandoning responsibility in the face of 

determinism would not threaten good interpersonal relationships. In Strawson's 

view, some of the attitudes most important for interpersonal relationships are 

anger, resentment, forgiveness, gratitude, and mature love. Pereboom proposes 

that a number of these attitudes would have "analogues" that would survive de

terminism and would, hence, underpin or foster the interpersonal relationships 

that so concern Strawson. 

Galen Strawson (1986) has raised a different sort of objection to this second 

strand of the rationalistic strategy. Against the elder Strawson's view that we would 

have overriding reasons to retain the reactive attitudes no matter what theoretical 

reasons like those advocated by incompatibilists were advanced against them, Ga

len Strawson argues that we have a commitment to truth, a propensity to live in 
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accordance with the facts. But then if determinism is indeed incompatible with 

responsibility, it is not obvious that it would be rational to abandon our com

mitment to truth in favor of our commitment to sustaining a way of life in which 

our reactive attitudes figure prominently. 

To turn briefly to the naturalistic strategy underlying P. F. Strawson's position, 

its point is that our human commitment to the reactive attitudes is so "thor

oughgoing and deeply rooted" in our nature, that, pace the pessimists, it would 

be psychologically impossible to give them up or entirely abandon them even if 

we had theoretical grounds for doing so. It is thus "useless" and "idle" to ask 

whether or not it would be rational to suspend or abandon our reactive attitudes 

if determinism were true. 

Criticizing this position, Paul Russell (1992) suggests that Strawson fails to 

distinguish between "type-naturalism" and "token-naturalism." The type naturalist 

plausibly holds that we have a general disposition to adopt the reactive attitudes 

which is partly constitutive of human nature, and consequently that this dispo

sition is insulated from theoretical discoveries. In contrast, the token-naturalist 

says that we are prone to adopt particular tokens of, say, gratitude or resentment, 

under particular circumstances, and that we are so naturally constituted that we 

cannot abandon or suspend such tokens of specific attitudes under the relevant 

circumstances. Russell proposes that whereas type-naturalism is plausible, it can

not be used to discredit the pessimists' view that, confronted by adequate theo

retical reasons, we would be able to abandon our reactive attitudes. For the pes

simists' view is most charitably construed as the thesis that, in light of theoretical 

considerations, we are able to abandon tokens of, say, resentment, under certain 

(responsibility-undermining) circumstances; and that if determinism is true, we 

are all in such circumstances.s 

Finally, Strawson's theory can be assessed according to whether it responds 

adequately to the putative threats of determinism to control and agency outlined 

previously. We have seen that Strawson holds that being morally responsible is 

nothing more than being a recipient of the reactive attitudes and a participant in 

the associated practices. The notion of responsibility is to be understood as largely 

the expression of our concerns and demands about our treatment of one another. 

Further, Strawson insists that responsibility is not a function of holding propo

sitions "external" to the practice to be true, such as the proposition that respon

sibility requires contracausal freedom. So, similarly, one might think that Straw

son's response to the putative first threat of determinism would be to say that the 

proposition that responsibility requires freedom to do otherwise is "external" to 

the germane practice and hence is not relevant to our understanding of respon

sibility. Similarly, in response to the putative second threat, he might say that the 

proposition that decisions that issue from sources over which we have no control 

are ones for which we cannot be responsible is, once again, "external" to our 
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practices. These responses, though, to the two threats are suspect and we can 

appreciate this if we further explore the relevant practice. 

If practice is construed narrowly to denote simply reactive responses to, or 

treatment of, others, then Strawson's account is objectionable. For then it would 

not be possible to explain why some of' our reactive responses, like expressional 

blame, would be misplaced. I might believe that Jack is an appropriate candidate 

for blame with respect to a particular deed, and react accordingly; but unaware 

of certain pertinent facts, I might be mistaken. Presumably, though, Strawson 

would handle this sort of worry by construing practice broadly to include excusing 

and exempting conditions. But our practice of responsibility ascriptions includes 

clarifying the excuses and exemptions themselves, partly, by trying to discern the 

common features ( if any) that they share so that we can frame, for example, legal 

policy. But a careful look at our practice reveals that several of our excuses tend 

to cluster around epistemic or control considerations. With respect to the latter, 

incompatibilists of a certain bent (for example, Edwards 1958)  might insist that it 

is not improbable to assume that such considerations share lack of freedom to 

do otherwise. Further, incompatibilists of a different bent might argue that a 

number of the exemptions, such as psychological abnormality or systematic be

havior control, share the feature that the agent is not in ultimate control of her 

decisions or actions; they are, in a transparent sense, the product of sources ex

ternal to the agent ( see, for example, Kane 1996a: ch. 5 ) .  But then, again, it is not 

far-fetched, these incompatibilists might say, to regard determinism as threatening 

responsibility in an analogous way: if it is true, then no one is in ultimate control 

of his or her decisions or actions. 

2. R. JAY WALLACE'S ACCOUNT 

R. Jay Wallace (1994) ,  who also develops a Strawsonian account, meets the objec

tion regarding alternative possibilities head-on. Like Strawson, Wallace takes the 

question about the conditions under which persons are morally responsible to be 

tantamount to the question of the conditions under which it is appropriate to 

hold persons responsible; and holding persons responsible involves susceptibility 

to the reactive attitudes in relation to them. Unlike Strawson, Wallace restricts the 

reactive attitudes pertinent to responsibility to resentment, indignation, and guilt. 

These attitudes, he says, "hang together as a class," in that they are linked by 

related propositional objects: each is "explained exclusively by beliefs about the 



208 COMPATIBILIST PERSPECTIVES O N  FREEDOM AND RESPONSIBILITY 

violation of moral obligations (construed as strict prohibitions or requirements) ,  

whereas other moral sentiments are explained by  beliefs about the various mo

dalities of moral value" ( ibid. :  l2 ). 

On Wallace's view, a person is morally responsible for some action if and only 

if it would be appropriate to hold her responsible for that action ( ibid. :  91). 

Because moral norms of fairness, Wallace contends, set the standards of appro

priateness for responsibility ascriptions, this view is to be construed as the nor

mative one that a person is morally responsible for an action if and only if it is 

fair to hold her responsible for that action. 

Consonant with this interpretation, Wallace regards incompatibilists as claim

ing that "it would be unfair (and hence wrong) to hold people responsible if 

determinism is true" ( ibid. :  110). Elaborating, Wallace attributes to incompatibilists 

the "generalization strategy" according to which what unifies the standard excus

ing and exempting conditions is that they are all different ways of showing that 

the agent could not have done otherwise.6 Because determinism effaces alternative 

possibilities, it would, consequently, never be fair to hold people responsible. To 

meet the incompatibilists' charge, Wallace advances principles of fairness that 

include, as excusing and exempting conditions of responsibility, the very ones that 

we acknowledge, but that do not entail that what unifies these conditions is the 

generalization that agents are unable to do otherwise. 

When excuses ( such as coercion, physical constraint, duress, mistake, acci

dent, and inadvertence) apply, Wallace proposes that what we find is that the 

agent has not violated a moral obligation. He explains that something is a moral 

obligation for an agent only if it is susceptible to direct influence by reasons ( ibid. : 

131). Mere bodily movements cannot be so influenced but only intentions or 

decisions, or, as Wallace prefers to say, "choices" of the agent ( ibid. :  132 ). When, 

for example, a person harms another out of ignorance, the harm is not intentional, 

and so in most cases does not result from a choice to cause the harm; as such, 

the harm fails to issue from violation of a moral obligation. Wallace then advances 

the "no blameworthiness without fault" principle that it is unfair (because un

deserved) to blame someone unless he has violated a moral obligation. Surely, 

Wallace, adds, it is "doubtful in the extreme that . . .  determinism would entail 

that people never act on choices that violate moral obligations we accept" ( ibid. : 

135). 

With the exemptions-psychopathy, behavior control, stress, insanity, addic

tion, childhood, hypnotism, deprivation, or torture-Wallace theorizes that the 

agent has been deprived of the ability to grasp and apply moral reasons, and the 

ability to control his behavior by such reasons ( ibid. :  155-66). But if holding an 

agent responsible involves judging it appropriate to sanction her morally, and to 

sanction her as a result of the violation of moral obligations for which there are 

moral reasons, then it will be unreasonable to do this if she lacks the ability to 

apply the moral reasons that sustain the obligations violated. Another plausible 
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principle of fairness is that it is unfair (because unreasonable) to blame someone 

for violating a moral obligation if she lacks the power to recognize and act on the 

moral reasons supporting that obligation. Again, Wallace indicates that determin

ism does not entail that people never have the power to recognize and act on 

moral reasons that underpin obligations. He concludes that the incompatibilists' 

generalization strategy fails, and the Strawsonian view developed vindicates the 

compatibilists' stance that determinism is no threat to responsibility. 

I confine critical discussion of Wallace's rich account to the "no blamewor

thiness without fault" principle. The principle implies the following: 

No Fault A person is blameworthy for something (a choice or action, for 

example) only if that thing is morally wrong. 

Wallace, it seems, accepts the Kantian ought implies can principle ( ibid . :  221-25) ,  

which says: 

K S has a moral obligation to perform [not to perform] A only if S can 

perform [not perform] A. 

A noncontroversial deontic principle that links obligation and wrongness is 

OW Agent S ought to do [not to do ] A if and only if it is morally wrong 

for S not to do [ to do ] A. 

K and OW enjoy both intuitive support and theory-based support-the latter 

as both are theorems within some of our best theories of the concept of moral 

obligation (for example, those of M. Zimmerman 1996 and Fred Feldman 1986). 

These deontic principles, in turn, entail that there is a requirement of alternative 

possibilities for overall wrong actions: 

WAP It is morally wrong for S to do [not to do] A only if S can refrain 

from doing [do]  A. 

Now if determinism eradicates genuine alternatives, and wrong actions require 

such alternatives, then the truth of determinism implies that no actions (where 

action is broadly construed to include choices) are wrong. But this result, in 
conjunction with No Fault, would saddle Wallace with the result, anathema to a 

compatibilist like him, that no one is blameworthy for anything in a determined 

world. In summary, if No Fault is true, then an incompatibilist might well exploit 

this principle, in conjunction with the fact that determinism subverts deontic 

wrongness, to argue for the view that no one can ever deserve blame for anything 

in a determined world. Such an argument need not hinge on any considerations 
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of fairness. Rather, it would emphasize that alternative possibilities are required 

for deontic wrongness and that determinism undermines such wrongness. 

Suppose, though, that No Fault is false, as many have argued (for example, 

Brandt 1958; M. Zimmerman 1988; Haji 1998) .  Then Wallace's account of why 

excusing conditions subvert responsibility straightforwardly fails because it invokes 

the "No fault without blameworthiness" principle, and No Fault is a false impli

cation of that principle. 

3. HIERARCHICAL ACCOUNTS:  FRANKFURT 

AND DWORKIN 

We now turn to an altogether different strategy for showing that freedom and 

responsibility are compatible with determinism. This strategy develops the idea 

that the sort of freedom required for responsibility is essentially a function of an 

appropriate "mesh" or connection between an agent's choices or actions and her 

other actional constituents like desires and preferences. We will start with hier

archical theories and then consider other types of "mesh theory" (a useful term 

introduced by Fischer and Ravizza 1998: 185 ) .  

The hierarchical theories of  Gerald Dworkin and Harry Frankfurt are inter

nalist. According to such theories, a person is responsible solely by virtue of facts 

internal to his psychology. Externalists hold that responsibility also requires that 

a person's motivations that give rise to choice or action be caused, in an appro

priate way, by factors in the external world. Unlike internalists, externalists stress 

that the causal history of our springs of action are crucial to responsibility as

criptions.? Internalism appears to enjoy at least one theoretical advantage over 

externalism: if responsibility does not depend upon history, then compatibilism 

would be easier to defend. 

In a seminal article, Frankfurt (1971) asserts that one essential difference be

tween persons and other creatures is to be found in the structure of persons' wills. 
Persons, unlike simpler animals and young children, are able to form second-order 

desires and "have the capacity for reflective self-evaluation that is manifested in 

the formation of second-order desires" ( ibid. :  7) . Similarly, Dworkin's theory 

(1988) of personal autonomy, which attempts to capture the core idea of auton

omy as self-government, appeals to the distinction between second-order and first

order desires. Unlike a first-order desire, whose object is an action or a state of 

affairs, a second-order desire's object is another actual or possible desire of the 

agent whose desire it is. 
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Dworkin proposes that a person is autonomous "if he identifies with his 

desires, goals, and values, and such identification is not influenced in ways which 

make the process of identification in some way alien to the agent" (1988: 61) .  

Roughly, Dworkin conceives o f  identification as an agent's reflecting critically on 

a first-order desire and giving "higher order" approval of that desire. In early 

renditions of his theory that advance necessary conditions of responsibility, Frank

furt invokes both the idea of conformity between one's will (the first-order desire 

that moves one to action) and a second-order volition (a second-order desire that 

some first-order desire be one's will) ,  and identification with one's will. Again, the 

key idea is that responsibility requires that we assess our first-order desires and 

form second-order preferences as to which first-order desire should move us to 

action. 

Frankfurt has offered different accounts of the notion of identification.8 So, 

for example, in one work (1987) , he proposes that one identifies with a first-order 

desire when one has an unopposed second-order volition to act in accordance 

with it, and one judges that any further deliberation involving other higher order 

desires about the matter would result in the same decision. In recent essays, Frank

furt appeals to a distinction between passivity and activity with regard to one's 

desires in order to explain identification. He says that the desires with which a 

person has identified are "wholly internal to a person's will rather than alien to 

him; that is, he is not passive with respect to them" (1992b: 8 ) .  Further, "insofar 

as a person's will is affected by considerations that are external to it, the person 

is being acted upon. To that extent, he is passive. The person is active, on the 

other hand, insofar as his will determines itself" ( 1994b :  437) . 

To facilitate discussion, the basic structure of hierarchical theories can be 

summarized in this way: The hierarchical component is captured by the condition 

that an agent, S, identifies with a first-order desire, D, to perform some action, 

A, only if S has a second-order volition, V (relative to D) ,  that D be S 's motivating 

desire. Depending upon how the notion of identification is filled out, the condition 

will expand to a necessary and sufficient one for identification. We can then add 

that agent, S, exercises hierarchical control over action, A, if and only if S does 

A, and A is caused ( in a nondeviant, appropriate way) by a desire with which S 

identifies. Finally, the proponent of an hierarchical theory can be taken to be 

committed to this principle: 

HT A person is morally responsible for performing an action only if she 
exercises hierarchical control over that action. 

This sort of theory encounters problems that have invited illuminating and 

continuing discussion. Some of the more prominent of these include the following. 

First, the theory generates some counterintuitive results. For example, an addict 

(who, let us assume, has become addicted to a drug through no fault of his own) 
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can identify with an irresistible desire for taking some drug. Assuming other 

conditions of responsibility (like epistemic ones) are satisfied, HT yields the result 

that the addict is morally responsible for taking the drug, even though, it seems, 

he is a slave to his relevant desire. Another example concerns akratic action that 

is free, intentional action contrary to one's best judgment. Assume that Mickey 

judges it best that he ought not to eat the pie, and he identifies with the desire 

to refrain from eating the pie. But suppose, succumbing to weakness, he akratically 

eats the pie. Developing the case in a certain fashion, critics have charged that 

though Mickey is blameworthy for eating the pie, HT yields the result that he is 

not, in that he does not identify with the desire to eat the pie. (Compare Mele 

1992a for an illuminating discussion of akratic action and HT -type theories. ) 

A second sort of worry concerns a possible infinite regress of volitions. For 

an agent to be morally responsible by virtue of the conformity between his will 

and a second-order volition, VI, VI must be freely willed. But for VI to be freely 

willed, there must be conformity between VI and some higher order volition, V2, 

which must in turn be freely willed and so requires a yet higher order volition, 

and so forth (Watson 1975; Shatz 1985; Friedman 1986, Christman 1991; Zimmer

man 1981; and Cuypers forthcoming). Indeed, the different notions of identifica

tion developed by Frankfurt reflect, in part, his efforts to meet this regress objec

tion. 

Third, some critics have claimed that HT rests on the unwarranted assump

tion that the agent's "real self" is to be identified with the cluster of her higher 

order volitions and those lower order elements selected by them (Thalberg 1989; 

Berofsky 1995 ). 

Finally, there is the concern that identification can be "engineered" in such a 

fashion that the agent, contrary to the implications of HT, is not morally respon

sible. After all, the very components essential to reasoning, including one's values, 

desires, and beliefs, which are also central to identification, can be acquired via 

means ( like unsolicited, direct electronic stimulation of the brain) that undermine 

responsibility (Slote 1980; Watson 1987a).9 The underlying worry here is that hi

erarchical theories are too internalist; they are insufficiently sensitive to how one 

acquires one's springs of action. 

How might theorists like Frankfurt respond to this last objection? On their 

behalf, I would urge distinguishing between concerns of responsibility-grounding 
control and those of ultimacy-roughly, those factors by virtue of which an agent's 

springs of action are truly an agent's own. The theorists could then be viewed as 

offering accounts of control and not ultimacy. To elaborate briefly, it has been 

customary to treat cases involving various sorts of manipulation as test cases for 

control. But they can also be used to cast doubt on accounts according to which 

the satisfaction of control (and epistemic conditions) is sufficient for responsibility. 

That these conditions are insufficient, I believe, is one of the deep morals to be 
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drawn from appropriate cases of manipulation. This recommendation, if heeded, 

will help to refocus various debates concerning responsibility and control. For 

example, barring other difficulties with it, one would be misguided to charge that 

Frankfurt's theory is inadequate by virtue of its control dimension falling prey to 

suitable manipulation cases, on the assumption that the hierarchical machinery 

invoked by Frankfurt specifies the control and not ultimacy (or "ownership" )  

requirement of  responsibility. 

To sum up, how well do HT -like theories cope with the two threats of de

terminism with which we began? First, to meet the charge that responsibility 

requires alternative possibilities, Frankfurt (1969) argues directly against the prin

ciple of alternate possibilitie� ("an agent is morally responsible for something only 

if he could have done otherwise") by invoking the now famous " 'Frankfurt-type' 

example" (adumbrated in the discussion that follows) .  I think this intriguing kind 

of example is by and large convincing. He then, of course, offers a hierarchical 

theory that does not imply that the sort of freedom required for responsibility 

entails the existence of genuinely open alternatives. Theories like HT, however, do 

not respond well to the second threat of determinism concerning agency. Indeed, 

I believe that such theories need to be supplemented by an account, roughly, of 

"authentic agency," or an account of what makes one's springs of action "truly 

one's OWll."1O 

Let us now examine further varieties of "mesh" theories, which require some 

suitable connection between the agent's action and other elements in the external 

world like values or reasons. 

4. FURT HER MESH ACCOUNTS :  

WATS ON AND WOLF 

Gary Watson's account ( 1975 ) ,  unlike Frankfurt's, is nonhierarchical but it is still 

a mesh account because it assumes that responsibility requires a suitable connec

tion between the agent's behavior and her values. Reviving certain Platonic themes, 
Watson claims that our desires or preferences have different sources. Our "valu

ational" preferences originate in reason and express what reason recommends. 

Mere "motivational preferences," by contrast, have their source in "appetite." 

Mickey, for example, may most want to eat the pie in the sense of "most want" 

that amounts to having the causally strongest desire for something; yet, given his 

medical condition, reason does not sanction that desire but the opposed one to 
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refrain. Watson suggests that we should identify free action not with an agent's 

causally strongest desire, but with her value judgment about what she ought to 

do. His view can be summarized in this way: 

Watsom Agent, S, does A freely at time, t, if S most values doing A at t, S 

does A at t, and S's doing A at t issues in a nondeviant fashion 

from what S most values then. 

Watson says that free agents have the capacity to translate their values into 

action; their actions flow from their «evaluational system." This (and other claims) 

suggest that Watson also endorses the following. 

Watson2 If an agent acts against what she most values at a time, then she 

acts unfreely at that time. 

One problem with Watson's views lies with WatsOll2. There appear to be cases 

in which though a person acts against what she most values at a time, she then 

acts freely. Mickey's akratically eating the pie seems to be a case in point. Kadri 

Vihvelin (1994) gives another example: Person X lies to Customs officials. When 

questioned later, X agrees that breaking the law is wrong but candidly explains 

that he did it because he did not want to spend hundreds of dollars on import 

duties. X acted contrary to his judgment about what he ought to do; so he acted 

against what he most valued. But there is little reason to suppose that he acted 

unfreely. 

Another worry concerns Watsom. One's values (or at least components of 

them) ,  according to Watson, appear to be a subset of one's beliefs; they seem to 

be beliefs about what is right or wrong, or what one ought to do, or what is good 

and evil. If desires can be implanted in one against one's will or unbeknownst to 

one, so can beliefs, and hence so can values on Watson's conception of values. If 

an agent's behavior results from values surreptitiously implanted in her, then it is 

not clear, contrary to Watsom, that she is responsible for that behavior. Whether 

Watson's theory has the resources to cope with this objection, I suspect, will turn 

largely on refinement of the pertinent view of values. 11 

Susan Wolf 's theory (1990) is another mesh theory that implies that respon

sibility is a function of an appropriate fit between an agent's behavior and values. 

A striking feature of her view (which she calls the Reason View) is that respon

sibility requires that agents have the normative ability to appreciate the «True and 

the Good" and to do the right thing for the right reasons: 

According to the Reason View, . . .  responsibility depends on the ability to act 

in accordance with the True and the Good. If one is psychologically deter

mined to do the right thing for the right reasons, this is compatible with 
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having the requisite ability . . . .  But if one is psychologically determined to do 

the wrong thing, for whatever reason, this seems to constitute a denial of that 

ability. For if one has to do the wrong thing, then one cannot do the right 

thing, and so one lacks the ability to act in accordance with the True and the 

Good. ( ibid. :79) 

As Wolf herself indicates, her Reason View is committed to the curious asym

metry thesis that whereas one can be responsible for a right (or good) action that 

one could not have avoided performing, one cannot be morally responsible for a 

wrong (or bad) action that one could not have avoided performing. 

Wolf motivates her asymmetry thesis largely by contrasting examples of seem

ingly right and wrong (or good and bad) actions that are unavoidable. With 

respect to one part of her thesis, in one of the examples, a woman on an un

crowded beach sees a young boy struggling in the water in obvious need of aid. 

Thinking that the boy requires her help, she immediately swims to his rescue. 

Wolf assumes that it is literally impossible for the woman to refrain from saving 

the child "because her understanding of the situation is so good and her moral 

commitment so strong" ( ibid.: 82). For a woman with her moral character, leaving 

the child to drown is either "unthinkable" or simply not a thought that can be 

taken seriously ( ibid.: 59). Wolf concludes that even though the woman is not free 

to do otherwise, she is praiseworthy for saving the child. Wolf finds support for 

the other part of her asymmetry thesis in a class of cases involving kleptomania, 

drug addiction, hypnosis, and deprived childhoods, in which agents are apparently 

not blameworthy for performing seemingly wrong (or bad) actions even though 

they could not have done otherwise. Wolf claims that the judgment that they are 

not blameworthy stems from the fact that the agents could not do the right thing 

for the right reasons. 12 Such examples lead Wolf to conclude that the freedom 

requirement for moral responsibility is asymmetrical. 

One shortcoming of the Reason View turns on Wolf's insistence that "it is 

only the ability to do the right thing for the right reasons . . .  that is required for 

responsibility" ( ibid.: 81) .  It appears that a person could deliberately harden his 

heart to the supplications of morality and so not be able to act in accord with 

the True and the Good and still be fully responsible for his actions. As an illus

tration, suppose Glaucon, who is well aware of moral restrictions, has decided to 

develop his character in such a way that his true guiding principle is one of self

interest. Imagine, now, that having "freely" and willfully developed his character 

in this direction, Glaucon is literally unable to refrain from pocketing a gold coin 

that he spies on the otherwise deserted stretch of road. When he pockets the coin, 

Glaucon acts in conformity with his character. His options are constrained by his 

earlier deliberate efforts to thwart requirements of the True and the Good in favor 

of maximizing self-interest. But although Glaucon cannot now act in accord with 

the True and the Good, it is clearly possible that he is blameworthy for pocketing 

the coin. His manner of conduct is relevantly analogous to what it would be were 
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he to consent to being hypnotized for the purpose of ensuring that he pockets 

the coin. In the latter case, there would be little doubt about his culpability, even 

though he could not thwart the (let us suppose) powerful posthypnotic suggestion. 

Wolf might respond to this case by saying that Glaucon is indirectly respon

sible for pocketing the coin because he was indirectly capable of acting according 

to reason. She might say, Glaucon freely decided, when he did have the capacity 

to act in accordance with the True and the Good, to shape his character in a 

certain way; consequently, he must be responsible for at least some actions that 

"issue from" his acquired character. 

This reply, however, is not fully satisfactory. Wolf's view does support the 

reasonable verdict that Glaucon is responsible for acquiring his "self-interested 

character." But it fails to support the further plausible verdict that he is also 

responsible for pocketing the coin, a deed of his that issues from this character, 

if "it is only the ability to do the right thing for the right reasons . . .  that is 

required for moral responsibility." 

A second problem with Wolf's view is that it, too, just like HT theories, seems 

to succumb to the problem of responsibility-undermining manipulation, on the 

reasonable supposition that an agent's ability (or inability) to do the right thing 

for the right reasons could be, for instance, electronically induced. 

A third difficulty lies with Wolf's asymmetry thesis. Apparently Wolf runs 

together two different sets of concepts, one having to do with deontic rightness 

and wrongness and the other with deontic value. We can say that an act is overall 

bad if and only if, were it performed, it would produce more intrinsic evil than 

intrinsic goodness. Similarly, an act is overall good just in case its performance 

would produce more intrinsic goodness than intrinsic evil. It seems perfectly pos

sible for an agent to be in a situation in which all her options are overall bad. 

Still, if we allow for even modest consequentialist considerations, it is not unrea

sonable to assume that of these options, the one that is least overall evil is the 

one the agent ought morally to do. Hence, what is overall bad need not be wrong 

and what is overall good need not be right or obligatory. So even if-and this is 

contentious-there is an asymmetry in alternative possibility requirements for 

moral responsibility for overall good and overall bad actions, it does not follow 

from this asymmetry that there is an analogous asymmetry for right and wrong 

actions. 

Still, Wolf might reasonably claim that in the range of cases that interest her

the case of the upright mother, the agent with a depraved childhood, and so on-it 

does seems plausible to suppose that the overall good or bad actions performed 

are also, respectively, right or wrong. But even then, as John Fischer and Mark 

Ravizza (1992a) have argued, a deep worry plagues her asymmetry thesis. Fischer 

and Ravizza generate a Frankfurt-type case ("Villain" )  in which a vile character, 

Joe, is blameworthy for performing a bad action although he could not have done 

otherwise. Joe decides (for his own perverse reasons) to push a child off a pier 



COMPATIBILIST VIEWS OF FREEDOM AND RESPONSIBILITY 217 

for the purpose of causing her to drown in the violent surf. Had Joe shown any 

sign of not acting on his decision to kill the child, a device in his brain would 

have caused him to acquire the decision and to act on it. But Joe acts on his own, 

independently of any interference from the device. In this sort of case, it sensible 

to suppose that Joe is deserving of blame, and hence is morally blameworthy, for 

performing an overall bad action even though Joe could not have done otherwise. 

Fischer and Ravizza conclude that Wolf's asymmetry thesis is false; good and bad 

actions are symmetric with regard to the lack of a requirement of alternative 

possibilities for moral responsibility. In turn, if one (mistakenly) thinks that over

all bad actions are wrong and overall good actions right, Villain should impel Wolf 

to reconsider her asymmetry thesis. 1 3  

Let us next, examine one of the most recent incarnations of a mesh theory. 

5. BOK'S ACCOUNT 

Toward developing,her version of a mesh account of free will, Hilary Bok distin

guishes two standpoints, theoretical and practical, from which human actions can 

be regarded. The theoretical standpoint involves scientific ( including psychological 

and historical) description and explanation of the phenomena in the universe. 

This standpoint, which is the determinist's, pictures the world as a place in which 

everything, human behavior included, is governed by natural laws. Now an agent 

has ultimate control over, say, his making some decision, when, roughly, there are 

no conditions "external" to him that are minimally causally sufficient for his 

making that decision. From the theoretical perspective, it appears that the liber

tarian's desideratum of ultimate control cannot be satisfied. The practical stand

point is the one we use to reason about what we should do and how we should 

live (1998: 62-63). Aligning herself with Kant, Bok contends that our ascriptions 

of freedom and responsibility are based on the requirements of the practical stand

point and that when we occupy that standpoint, we have every reason to regard 

ourselves as free and to hold ourselves morally responSIble for our actions ( ibid. :  
52). 

Next, Bok argues that the claims of theoretical and practical reasoning do not 

conflict ( ibid. :ch.2) ,  and that the freedom and moral responsibility presupposed 

by the practical standpoint is ultimately reconcilable with all our behavior's being 

completely determined by the natural laws. Central to establishing the consistency 

of freedom of the will and determinism is Bok's distinction between theoretical 

possibility (or possibility tout court) and practical (or narrow) possibility. Her view 
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is that when we reason practically, all we assume is that our various alternatives 

are possible in the sense that we would perform them if we chose; we assume, in 

other words, a conditional or hypothetical conception of freedom to do otherwise. 

Given certain facts about deliberation (ibid.: 108 ) ,  we do not assume in the prac

tical standpoint that available alternatives are possible tout court, that is, we do 

not assume that, given the natural laws and the past, a person could have done 

other than what he or she in fact did. 

Not surprisingly, on Bok's view the notion of practical possibility is relevant 

to free will. She writes: 

From the practical point of view . . .  our use of this general [conditional] con

ception of possibility, as opposed to the narrower possibility tout court, is both 

unavoidable and rational. It is unavoidable because while we deliberate we can

not possibly employ a conception of the alternatives that are available to us 

that is narrower than the set of actions that we would perform were we to 

choose to do so. It is rational because, for the purposes of deliberation, we 

must regard the question what we will choose to do as open and because, if we 

regard that question as open, we should not regard the various actions that we 

would perform if we chose as differing with respect to their possibility, since 

any of them would be possible tout court if we chose to perform it. Moreover, 

to determine whether or not a particular action is one which we would per

form if we chose is to determine whether or not we can regard it as a possible 

object of choice: an action about which question whether or not we have rea

son to perform it can legitimately be raised. ( ibid. :  117-1 8) 

Armed with the conception of practical possibility, Bok introduces her con

ception of freedom-the sort that is required for normative appraisals: 

a person is free if she is capable of determining her actions through practical 

reasoning; such an agent is free to choose among all those acts that she would 

perform if she chose to perform them, and she is free to perform a given ac

tion if she would perform it if she chose to do so . ( ibid. : 120) 

Bok remarks that freedom of the will has traditionally been claimed to involve 

two conditions: first, our wills are free only if we can choose among genuine 

alternatives ( ibid.: 118 ) ;  and second, freedom of the will involves stepping back 

and asking ourselves whether or not we should act on our various alternatives and 
desires ( ibid.: 119). Both these conditions, she says, are met by her view of freedom: 

the first because when we engage in practical reasoning, constraints on knowledge 

dictate that we should regard all those actions that we would perform as genuine 

alternatives; and the second because determining our conduct through practical 

reasoning requires that we evaluate our motivations and decide which we have 

most reason to activate. In that her account satisfies this second feature, Bok 

claims, it is a "hierarchical" or, more aptly, a mesh account. She indicates that 

her account differs from those of, for example, Watson or Frankfurt in inter-



COMPATIBILIST VIEWS OF FREEDOM AND RESPONSIBILITY 219 

preting freedom as consisting in our ability to determine our conduct through 

practical reasoning, and not in our ability to act on our values or second-order 

volitions ( .ibid.: 119 ) .  

Bok then relates her conditional account of  freedom to  moral responsibility 

by advancing a particular conception of responsibility. Her view is that we are 

responsible for those actions that reveal the quality of our character and our will 

( ibid.: 139, 140, 152, 180 ) .  When my conduct reflects my will, I can appropriately 

hold myself accountable for it; it can legitimately be attributed to my charge ( ibid.: 

152) . I can ask what such conduct reveals about me and my character and about 

ways in which it might be improved. As for blameworthiness, when, through 

exercise of my will-that is, through determining my actions by engaging in 

practical reasoning-I freely and knowingly violate my standards by performing 

some action, I am blameworthy for that action ( ibid.: 167, 168, 192) . 

Let us begin evaluation of Bok's theory by focusing on ultimate control. Ad

dressing the libertarian's worry that an action or choice that is ultimately caused 

by events outside an agent's control cannot be one for which the agent can be 

responsible, Bok writes: 

[Ojur main interest is in evaluating our contributions to the process whereby 

we came to act as we did. We want to discover whether we did anything that 

we think wrong: whether we were attentive to all those considerations we think 

we should have taken into account, whether we thought hard enough and seri

ously enough about what we were about to do, whether we made the right 

choices, and, if we did not, what explains our failure. It may be that it was 

determined that not only our act but the process whereby we came to perform 

it would fail to conform to our standards; but that fact is not relevant to the 

question whether or not it did fail to conform to them. And it is that question 

that we must answer if we wish to decide whether or not the fact that we did 

something that we regret indicates the existence of some fault in our wills that 

we can and should try to correct. ( ibid. : 156) 

Now it is true that the contributions that we make to the process whereby 

we come to act as we do are relevant to responsibility. But surely so are contri

butions of the past. In the case of Robert Harris discussed by Watson, when we 

learn, for example, about the parental abuse he suffered, and the neglect and the 

sordid conditions under which he spent his formative years, it is difficult to hold 

him fully responsible for his later vicious criminal behavior. If such past condi

tions mitigate responsibility-Harris would not be responsible to the same degree 
as he would be if his past were not so depraved-then contributions of the past, 

in addition to one's contributions to the process, which fuel one's actions, do bear 

on responsibility. But if we admit that certain conditions of the past over which 

one had no control can duly influence responsibility, then the compatibilist must 

squarely face the challenge of explaining why other conditions of the past over 

which one could not have had control-for example conditions that existed long 
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before one was born-are not relevant to responsibility. And I believe this liber

. tarian challenge has not been adequately addressed by Bok. 

It might, in connection with this problem of past influences on responsibility, 

be noted that Wallace's normative conception of responsibility has a definite ad

vantage over Bok's. Wallace, as we have seen, proposes that an agent is responsible 

for something insofar as it is fair to hold him responsible for that thing. In a case 

like Harris's, presumably, the normative approach would explain mitigation of 

responsibility by invoking considerations of fairness: given Harris's past, it is not 

fair to hold him responsible to the degree to which he would be held were it not 

for his unfortunate past. 

Other compatibilist approaches relevant to past influences involve developing 

a conception of "authentic" springs of action, roughly, springs of action that are 

"truly one's one" (Fischer and Ravizza 1998: ch. 8;  Haji  1998, chs. 6, 7). The strategy 

here is that with some such conception in hand, we could infer that, in a case 

like Harris's, some of Harris's springs of action, perhaps the values that he applies 

to evaluative best judgments that, in turn, give rise to decisions, are not truly, or 

are not fully truly, his own. Yet other approaches involve careful attention to the 

actual causal pathways that culminate in action with an eye toward isolating 

responsibility-undermining factors that might be present in some but not all of 

the pathways. 

Another concern with Bok's mesh account is that it is susceptible to the 

problem of clandestine manipulation that also plagues other mesh accounts like 

Wolf's. If responsibility is a function of an appropriate fit between the choices an 

agent makes and her practical reasoning, and the very "inputs" of such reasoning 

can be surreptitiously controlled by an external manipulator, it appears that Bok's 

mesh condition can be satisfied even though the agent is not intuitively respon

sible. 

Finally, there are concerns with Bok's views that are associated with "deontic 

morality." 14 Moral responsibility requires freedom or control. Similarly, other 

moral appraisals, like deontic ones of rightness, wrongness, and obligatoriness, 

presuppose freedom. This is perhaps most evident in the case of moral obligation. 

The verdict that the paraplegic ought to have walked across the lawn (or that he 

did wrong by failing to walk across the lawn) ,  when ought denotes moral obli-
' 

gation or requirement, appears to be conceptually inconsistent. There is a control 
principle with intuitive and theoretical appeal associated with moral obligation, 

to wit, principle K, which is, recall, the ought implies can principle. 

I want to evaluate Bok's suggestion that, from the standpoint of practical 

reasoning ( ibid. :  62-65) ,  the relevant conception of freedom presupposed by var

ious moral appraisals (like those of moral responsibility or deontic ones) states 

that we are free only when we choose among courses of action that are truly open 

to us: in short, if we freely performed some action, we had genuine alternative 

possibilities. For Bok, the pertinent notion of possibility is the practical notion: 
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when we engage in practical reasoning, we assume that various alternative acts 

are possible in the sense that we would perform them if we chose ( ibid . :  104-9). 

For purposes of deciding what one should do, then, it seems that Bok favors a 

conditional analysis of can: 

CC S can do A = df. S would do A if S chose to. 

There are, however, problems with such an analysis. I S  J .  L. Austin (1961) de

scribed cases in which, though it is true that some person could do something, it 

is false that she would do that thing if she chose to. In one of his best known 

examples, Austin imagined himself a golfer standing over a three-foot putt. Sup

pose he had made such putts in several but not in all relevantly similar situations 

in the past. Then it seems perfectly consistent to say, Austin proposed, that he 

could make the putt on this occasion, although he might miss (on this occasion) .  

So his ability to make the putt does not entail that he would make the putt 

whenever he chose to do so. Keith Lehrer (1968) offers a different sort of coun

terexample against Cc. There can be cases, Lehrer claims, in which although a 

person cannot do something, it is true that she would do it if she chose to. 

Suppose, for instance, that as a result of the traumatic experience of having been 

bitten by a snake in her youth, Leila has developed an extreme psychological 

aversion to snakes. Her aversion renders her unable to choose to pick up the 

harmless snake in her biology class. And (partly) because she cannot choose to 

pick up the snake, she cannot pick up the snake. Yet, Lehrer argues, it might be 

true that if she were to choose to pick up the snake, she would do so. So whereas 

Leila cannot pick up the snake because of her aversion, the conditional analysis 

yields the result that she can so act. 

Deontic appraisals pose another challenge to Bok's conditional notion of free

dom. To explain this challenge, we start by noting that there is a requirement of 

alternative possibilities for deontic acts. An outline of the argument for this re

quirement follows: We have seen that K (ought implies can ) and principle OW 

(OW says that an agent S ought to do [not to do ] A if and only if it is morally 

wrong for S not to do [ to do] A) entail that overall wrong actions require alter

native possibilities. Setting aside one complication, 1 6  it is straightforward to show 

that under conditions in which an agent lacks alternative possibilities, the agent's 

actions, besides not being overall wrong, are neither overall obligatory nor overall 

right. For if some action, A, is obligatory for some person, then failing to do A
an omission-is wrong for that person. But it is false that any action (or omission) 

in a world in which a person lacks alternative possibilities is  wrong for any person, 

given WAP (it is morally wrong for S to do [not to do] A only if S can refrain 

from doing [do]  A) .  So it is false that failing to do A is wrong for that person. 

Hence, in such a world, no action would be morally wrong or obligatory for that 

person. 
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There is no analogous way to show that rightness also requires alternative 

possibilities, for there is no analogous principle like OW that will allow us to infer 

that right implies "can refrain." But it is highly plausible to maintain that right 

does imply "can refrain." Otherwise, insofar as obligatoriness and wrongness do 

require alternative possibilities, we would have to contend with the unpalatable 

view that it is morally right for one to do whatever heinous acts one cannot avoid 

doing. 

An alternative route to the conclusion that the primary deontic properties of 

rightness, wrongness, and obligatoriness require alternative possibilities assumes, 

very reasonably, that, just like ought, right and wrong also imply can. Then ow 
and the assumption that wrong implies can entail that there is a requirement of 

alternative possibilities for obligatory acts; ow and K entail that there is such a 

requirement for wrong acts; and we add to this the result that right, too, requires 

alternative possibilities. 1 7  

Now consider a standard "Frankfurt-type" case in which though an agent 

intentionally performed some action on "his own," he could not have refrained 

from performing it given the particular circumstances in which he found himself. 

In such cases, a counterfactual intervener or controller keeps vigil over the agent, 

ensuring that if the agent, say, Jones, shows any sign whatsoever of not performing 

the relevant act (for example, killing White) ,  the controller will intervene and 

cause Jones to choose to act in the desired fashion. In his situation (assuming 

that he is not incapacitated to choose to kill White when he so chooses) ,  Jones is 

unable to refrain from killing White. We have established that no one is able to 

perform an action that is right, wrong, or obligatory unless one is able to refrain 

from performing it. This fact and the pertinent ones of Jones's case entail that 

Jones's killing White lacks any of these moral statuses. 

Bok's conditional notion of freedom yields the right results in this case. If 

one is able to do something, then it must be true that one has the opportunity 

to do that thing. In standard Frankfurt-type cases, although Jones has the ability 

to refrain from killing White, the counterfactual controller ensures that he lacks 

the opportunity to refrain from killing White. As it is false that Jones would have 

refrained from killing White had he so chosen, Bok's conditional notion of free

dom correctly implies that Jones could not have refrained from killing White. 

Suppose, now, that determinism is true. Then there is exactly one pathway 
for each person into the future. Just as the counterfactual intervener in standard 

Frankfurt-type cases ensures that Jones could not have refrained from doing what 

he in fact did, so, if determinism is true, the natural laws and the past ensure that 

each agent cannot do other than what she in fact does. 

It is important here to understand the pertinent parallel between Frankfurt

type cases and a deterministic world. An agent is able to do something only if 

she has both the ability and the opportunity to do that thing. There are relatively 

weaker and stronger senses of ability. A relatively weak sense of ability entails 
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merely that the agent has the germane capacity, whereas a relatively strong sense 

of ability entails, in addition, that the agent have pertinent skills and perhaps 

know-how. So, for instance, even if Fritz, who is unfamiliar with computers, suc

ceeded in turning one on, his turning it on would be something of a fluke. As he 

did turn it on, he did have the weak ability-the capacity-to turn it on, but we 

would not want to say that he had the pertinent skills or know-how; he lacked 

the strong ability to turn it on. 

As for opportunity, by and large advocates of the principle that ought implies 

can recommend that opportunity is to be understood broadly to include all cir

cumstantial factors that would enable someone to exercise a pertinent ability. On 

this view, someone lacks the opportunity to perform an action just in case there 

is something (a bolted door or a state of unconsciousness, for example) that would 

prevent a successful exercise of the relevant ability or abilities. 

In a standard Frankfurt-type case, the counterfactual intervener does not det

rimentally affect Jones's ability to refrain from killing White; rather, the intervener 

ensures that Jones lacks the opportunity to refrain from doing other than what he 

does. Similarly, I agree with Kadri Vihvelin's (n.d. ) insight that, once we realize 

that to have an ability is just to have a certain kind of capacity or skill, it should 

be uncontroversial that the possession of abilities, including unexercised ones, is 

compatible with deterministic as well as indeterministic laws. For any ability we 

might think relevant to the question of freedom and moral responsibility-such 

as mental abilities like reasoning and deliberating concerning possible actions, 

making evaluative judgments, forming intentions, and so forth-there is no rea

son to think that deterministic causal laws (or the past) would deprive us of this 

ability. Rather, determinism deprives agents of the opportunity to do anything 

other than what they in fact do. But if this is so, then, as advocates of K insist, 

because an agent can do something only if she has the opportunity to do that 

thing, determinism ensures that an agent cannot do other than what she in fact 

does. 

One might worry that unlike Frankfurt-type cases, determinism has actual 

prior effects on the agent's capacities, abilities, character, and motives, whereas a 

merely counterfactual (but nonactual) intervener in Frankfurt-type cases does not 

have any actual effects on these things. So determinism, one might claim, does 

affect both one's capacities or abilities and one's opportunities. 

In response, deep concerns still remain about how deterministic causal laws 

can undermine relevant abilities. Think of the matter in this way. When giving a 

positive account of free will, sophisticated indeterminists can adopt many of the 

pertinent views of compatibilists, including for example, views about the causal 

connections among one's values, best judgments, and intentions or decisions. In

determinists of one brand (for example, Kane 1996a) typically postulate indeter

minacy at some point or points in the pathway of intentional action. They theorize 

that some of the laws pertinent to the causal explanation of our choices or action 
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will be nondeterministic or probabilistic ones. But surely nondeterministic causal 

laws do not detrimentally affect our having abilities, including unexercised ones, 

required for free action. If they do not, it is a puzzle why it should be thought 

that deterministic causal laws would detrimentally affect the appropriate abilities. 

In any event, granting that determinism negatively affects both one's abilities 

and opportunities to do otherwise simply strengthens the case for the view that 

determinism expunges alternative possibilities. 

One moral we can now draw is that if Jones's act of killing White is not 

wrong (or right, or obligatory) in a Frankfurt-type situation, and it is not wrong 

because he lacks the opportunity to do other than kill White, then Jones's act of 

killing White should also not be wrong (or right, or obligatory) in a deterministic 

world, as in such a world he would, again, lack the opportunity to refrain from 

killing White. Indeed, for any act performed (or intentionally not performed) by 

any agent in such a world, the agent would lack the opportunity to refrain from 

performing (or performing, in the case of an intentional omission) that action. 

So in such a world, no act could instantiate a primary deontic property. 

Bok might object that one feature of Frankfurt-type examples that is absent 

from deterministic worlds and bears significantly on whether acts in such worlds 

can instantiate primary deontic properties: in Frankfurt-type examples, it is not 

the case that the agent like Jones would have done otherwise had he so chosen. 

But in a deterministic world this is not so; rather for example, Jones would have 

refrained from killing White had he so chosen. So the conditional notion of 

freedom, Bok might argue, yields this result: whereas in Frankfurt-type examples, 

Jones could not have refrained from killing White, Jones could have so refrained 

in a deterministic world. And, further, she might propose, merely the conditional 

notion of freedom to do otherwise is presupposed by de on tic acts. Hence, she 

might rejoin, agents in deterministic worlds can perform acts that instantiate 

primary deontic properties. 

But I believe that this objection is suspect. First, as we have seen, there are 

serious problems with the conditional analysis of can. (See, also, Berofsky's essay 

in this volume, ch. 8) More important, Bok's verdict that acts can be right or 

wrong or obligatory in deterministic worlds is predicated on her conditional no

tion of freedom. If this verdict is correct, then the view that an agent can perform 

an act only if she has the opportunity to perform it must be rejected by Bok, if 
opportunity is to be understood in the broad sense explained previously. We saw 

that in this broad sense of opportunity, an agent lacks the opportunity to perform 

an action if something prevents or would prevent a successful exercise of the 

relevant ability or abilities. 

In a deterministic world, the natural laws and the past prevent or would 

prevent a successful exercise of each person's ability to do other than what he or 

she in fact does. An agent can lack the opportunity to do other than what he in 

fact does even if it is true that he would have done other than what he in fact 
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did, had he chosen to do so. So, for instance, if S does A in situation U, S can 

lack the opportunity to do other than A in U even if it is true that S would have 

done other than A in U if S had chosen to . .  

Suppose Jones is in a deterministic world and he kills White. Then determin

ism ensures that he lacks the opportunity to refrain from killing White. But if he 

lacks this opportunity, he cannot, in his situation, refrain from killing White. As 

it must be true both that Jones can kill White and that he can refrain from killing 

White if his killing of White is to have a primary de on tic property, his killing of 

White cannot have such a property if determinism is true. But if Bok believes 

otherwise, if she believes that Jones's killing White can have such a property in a 

deterministic world and she accepts WAP, then it seems that she must reject the 

view that one can perform an act only if one has the opportunity to do so. 

However, this view ought not to be rejected; it is not false. Hence, it follows that 

Bok's verdict is incorrect. Indeed, it follows that Bok's conditional concept of 

freedom is not the concept that is presupposed by deontic acts. 

I believe that the discussion of Bok's conditional notion of freedom and deon

tic acts yet again casts doubt on her proposal that the practical and the theoretical 

standpoints can be isolated from one another when we think about freedom and 

normative appraisals. IS As we have seen, Bok argues that when we engage in 

practical reasoning, we must use the conditional concept of freedom; and that 

when we act freely in this sense, we choose among genuine alternatives, and we 

should hold ourselves responsible for the acts we freely perform (Bok 1998: 205 ) .  

As we can act freely in the conditional sense o f  free even if determinism is true, 

determinism, she believes, is no threat to responsibility. But this sort of "insulation 

argument" won't go through with deontic acts. Even granting that practical rea

soning requires that we use the conditional notion of freedom, it seems that this 

notion of freedom is not presupposed by deontic acts as reflection on Frankfurt

type examples suggest. So even if we can act freely in the conditional sense of free 

in a deterministic world, acting freely in this sense will not sustain the conclusion 

that agents in such a world can perform acts that instantiate one or more of the 

primary deontic properties. 

N O T E S  

Many thanks to Robert Kane for his comments and suggestions. 

1. Arguments for the incompatibility of determinism and freedom to do otherwise 

have been advanced, for example, by Fischer (1983a, 1994) , Ginet (1983, 1990) , van Inwa

gen (1983, 1989) , Warfield (1996) , and Wiggins (1973) . Critical discussion of these sorts of 

arguments can be found in Lewis (1981) , Slote ( 1982) , and Vihvelin ( 1990, 1991) . See the 
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essays in this volume by van Inwagen (ch. 7) and Kapitan (ch. 6) for further discussion 

of these arguments. 

2. Saul Smilansky (2000) defends the following interesting dualistic position in the 

free will debate. Smilansky claims that what he dubs the "Core Conception" captures 

the "basic intuition" ( ibid.: 2) underlying the free will problem. This is the intuition 

that, with respect to things like moral responsibility, desert, justice, and punishment, the 

question of control or lack of it is morally crucial ( ibid. :  2) . This deep intuition, in 

turn, Smilansky proposes, has its roots in the obligation to respect persons ( ibid. : 14-

22) . Smilansky argues that compatibilist forms of control are inadequate; if we have only 

such forms of control, "we are in serious difficulty in ethical and personal terms" ( ibid. :  

3) . Similarly, he reasons that libertarian free will that demands "ultimate control" cannot 

be sustained. However, Smilansky's dualistic position, while not denying the hard deter

minist's lessons (the hard determinist rejects the possibility of responsibility in a deter

mined world) , especially the lesson that no one is "ultimately responsible" for one's 

choices and actions if determinism is true, also maintains that in order to be, for exam

ple, just, we have to be partial compatibilists. Compatibilism must be "taken into ac

count" ( ibid. :  92) ,  he claims, "not only because of the pragmatic need for certain social 

arrangements [ in which, for instance, considerations of desert are central ] , but also in a 

fundamental non-consequentialist moral sense, which stems from the Core Conception" 

( ibid.) . 

3. Paul Russell (1992) introduces the labels "rationalistic strategy" and "naturalistic 

strategy" to characterize Strawson's responses to the pessimist. Russell presents an in

sightful discussion of Strawson's views in Russell (1995: ch. 5)-. 

4. Susan Wolf ( 1981) has also advanced this sort of Strawsonian thesis. Benson 

( 1987) critically discusses both Wolf's and Bennett's development of this thesis. 

5 .  Smilansky (2000: ch. 9) distinguishes two versions of Strawsonian (or "reactive") 

naturalism. Revisionist naturalism "seeks to change the perception that there is a theo

retical need to justify common attitudes and practices, holding that there is no need for 

general grounding and that the reactions themselves provide all the (self-) grounding re

quired" ( ibid.: 222) . Weaker nonrevisionist naturalism holds that "in practice common 

attitudes and behaviours remain constant, whatever the theoretical case may be" ( ibid.: 

224) . On this view, our reactive attitudes, for example, cannot be threatened by the real

ization that ( if Smilansky is right) there is no libertarian free will. Smilansky argues 

against both these versions of naturalism. 

6. Watson (1987b: 259-60) usefully distinguishes between excusing and exempting 

conditions. Excusing conditions (like coercion or ignorance) inhibit responsibility locally; 

they don't imply that the agent is not a fit subject of responsibility. Exemptions (like 

insanity) , in contrast, block responsibility globally; they do imply that the agent is not 

an appropriate candidate for responsibility ascriptions. 
7. This sort of distinction between internalist and externalist theories is drawn by 

Fischer and Ravizza (1998: 252) . 

8. Relevant works include Frankfurt (1994a, 1993, 1992a, and b, 1988, and 1987) . 

9. Eleonore Stump attempts to meet this objection in Stump (1996b and 1993, 

1990b) . Critical discussion of Stump's views is to be found in Haji  ( 1998) . 

David Zimmerman (2000) has recently developed a different sort of criticism of 
Frankfurt's hierarchical view. The criticism builds on the idea that a person who, for 

example, has fallen victim to manipulation at the hand of another party, can "take re-
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sponsibility" for externally induced desires simply by bringing herself to identify with 

them wholeheartedly and decisively, despite their causal origins. Zimmerman argues that 

this view of taking responsibility commits Frankfurt to the morally repellent Stoic 

thought that "resignation to necessity is a path to liberation" ( ibid. : 38) . In addition to 

developing this objection, Zimmerman also proposes modifications to Frankfurt's hierar

chical view that (Zimmerman believes) meet this objection. 

10. Building on Frankfurt's 1987 essay, "Identification and Wholeheartedness," Mi

chael Bratman (1996) provides, an account of identification that, among other things, 

tries to capture the sense in which one's motivations are fully one's own. Briefly, Brat

man's approach develops Frankfurt's relatively early idea that the concept of decision is 

central to identification. The primary components of Bratman's suggestive account in

clude the following. One treats one's desire as reason-giving when one treats it as setting 

an end that can, to some extent, justify performance of relevant means and/or relevant 

preliminary steps ( ibid. :  9) . For example, you treat your desire to pursue money as 

reason-giving if you treat that desire as setting, say, the end of amassing economic 

power, and this end justifies performance of relevant steps like careful investment. One 

is satisfied with a decision to treat some desire as reason-giving when that decision does 

not conflict with other standing decisions and policies about which desires to treat as 

reason-giving ( ibid. :  11) . An unwilling or grudging addict might treat her desire for the 

drug (to which she is addicted) as reason-giving, but this desire might conflict with a 

general policy of hers against treating her desire for the drug as reason-giving. In this 

case, the grudging addict is not satisfied with her decision to treat her desire for the 

drug as reason-giving. To identify with a desire, (1) one decides to treat that desire as 

reason-giving in some of one's practical reasoning and planning ( ibid. :  8-9) ;  (2) one is 

satisfied with that decision ( ibid. :  10-11) ; and (3) one either treats that desire as reason

giving or is  fully prepared to treat it  as reason-giving were a relevant occasion to arise 

( ibid. :  11-2) . 

11. Watson could be interpreted as offering the following account of identification. 

Roughly, an agent, S, identifies with his desire to A, and so, if that desire moves S to A, 

with S's A-ing, if the desire to A is part of S's evaluational system and this desire causes 

S to A. But Watson renounces this view in "Free Action and Free Will" ( 1987a) . He 

thinks that there can be cases in which one's act is fully one's own but the act is not 

caused by components of one's evaluational system. For example, it seems possible to 

identify with an action one does not think to be best or care most about. Watson says: 

I might fully "embrace" a course of action I do not judge best; it may not be 

thought best, but is fun, or thrilling; one loves doing it . . . .  Call such cases, if 

you like, perverse cases . . . .  There is no estrangement here. One's will is fully 

behind what one does. Of course, a person's evaluational system might be de

fined just in terms of what that person does, without regret, when it comes 

right down to it, but that would be to give up on the explanation of identifica

tion by evaluation. ( 1987C: 150) 

12. The cases involving drug addiction and hypnosis are discussed by Wolf in Wolf 

1980. 

13 . Philip Pettit and Michael Smith (1996) have advanced a different sort of mesh 

theory that, in some respects, resembles Wolf's theory. Having exposed certain assump

tions that people make about each other and themselves when they engage in intellectual 

conversation, Pettit and Smith argue that authorizing a subject as a conversational inter-
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locutor makes sense only if people treat themselves as having belief-forming and desire

forming capacities that satisfy three conditions: there are norms governing what they 

should believe and desire; they are capable of recognizing the demands of these norms; 

and by and large they have the capacity to respond appropriately to the demands they 

recognize ( ibid. :  433-40) . Pettit and Smith then propose that to regard an interlocutor as 

capable both of recognizing and of responding to these norms is to regard her as a sub

ject who can be held responsible for what she believes and what she desires and does 

(ibid. :  441-44) . They theorize, and here the salient resemblance to Wolf's view surfaces, 

that the sort of freedom required for believing freely and desiring freely is the ability of 

the agent, in the event of getting things (beliefs or desires) wrong, to get them right 

( ibid. :  444-47) ; that is, an agent's "beliefs and desires are free to the extent that they are 

the product of an ability, in the event of his being wrong, to get them right" ( ibid. : 

44Bn.21) . On their view, the ability to believe or desire otherwise is "inherently attractive 

. . .  only so far as it is the person's ability for anything that is not rightly believed or 

desired always to have believed or desired otherwise" ( ibid.: 444) . Responsibility in belief 

and desire, then, is a function of a suitable fit between an agent's beliefs and desires and 

certain yardsticks or demands (as dictated by the relevant norms) of right belief and 

right desire. Finally, Pettit and Smith propose that the natural position for them to take 

with respect to free choice is that "a subject's choices are free to the extent that they are 

the product-product, no doubt, 'in the right way'-of beliefs and desires that are 

themselves free" ( ibid. :  44Bn.21) . It would seem that this interesting approach regarding 

freedom in belief and desire (and choice) would succumb to one prominent sort of crit

icism that Fischer and Ravizza advance against Wolf's Reason View: Frankfurt-type ex

amples, it appears, could be constructed in which though an agent "freely" believes or 

desires wrongly on his own, he could not have believed or desired otherwise because of 

the counterfactual intervener. 

14. Some terminology will be helpful. Use the label "primary deontic properties" to 

refer to the moral properties of rightness, wrongness, and obligatoriness, and call any 

act that instantiates one or more of these properties a "deontic" act. The set of deontic 

acts comprises "deontic morality." 

15. For further discussion of these problems, see the essay in this volume by Berof

sky (ch. B) . 

16. Briefly, the complication is this: one requires principles additional to OW and K 

to show that intentional omissions cannot be wrong when one lacks alternative possibili

ties. I discuss this issue in Haji (1999a) . 

17. If there is a requirement of alternative possibilities for deontic acts, then we 

have further reason to believe that Wolf is mistaken in claiming that right and wrong 

actions are asymmetric with respect to the requirement of alternative possibilities. 

lB. Kane ( 1999d: 30) also questions whether Bok can effectively shield the theoreti

cal standpoint from practical questions about responsibility and guilt. 
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If a man is a pessimist, he is born a pessimist, and emotionally 

you cannot make him an optimist. And if he is an optimist, you 

can tell him nothing to make him a pessimist. 

Clarence Darrow 

THE aim of this chapter is to examine recent contributions to compatibilist lit

erature on freedom and responsibility that are not discussed in the prior chapters 

of part IV. Although the views of several authors will be considered, discussion 

will be organized primarily around Daniel Dennett's Elbow Room, an important 

work in the evolution of the "new compatibilism." 

1 .  C H E E R F U L  C O M P A T I B I L I S M  A N D  T H E  

B O G E Y M E N  O F  P E S S I M I S M  

Dennett's discussion of the free will problem begins with the observation that 

this is a subject that people care about-it is not simply an intellectual puzzle 
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looking for a solution. One group believes that if determinism is true, and "every 

deed and decision is the inexorable outcome . . .  of the sum of physic�l forces 

acting at the moment," then the human condition would be a "terrible" and 

"frightening" existence (Dennett 1984: 1-5 ). Freedom would be an illusion, and 

we would be reduced to "awful" circumstances similar to those of individuals who 

find themselves imprisoned or paralyzed, or subject to (hidden) control and ma

nipulation by others. 

Incompatibilist views of this kind generate, and reflect, strong emotional re

sponses that can be labeled as "pessimistic." Dennett's fundamental objective in 

Elbow Room is to discredit incompatibilist pessimism and to vindicate a more 

"optimistic" position ( ibid. : 19, 169). According to Dennett, the thesis of deter

minism has none of these bleak implications for the human condition, and we 

do not require the metaphysical system building of libertarianism to "ward off 

non-existent evils" ( ibid. : 4; and compare Strawson 1962) . 1  

The opening chapter o f  Elbow Room provides a vivid and lively account of 

how incompatibilist pessimism acquires its psychological grip over us. Our worries 

and anxieties about determinism, says Dennett, are the product of "fearmongery" 

by philosophers. It is philosophers who have "conjured up a host of truly fright

ening bugbears and then subliminally suggested, quite illicitly, that the question 

of free will is whether any of these bugbears actually exist" (Dennett 1984: 4). The 

arguments of these pessimistic "gloomleaders," says Dennett, rely on thought ex

periments that serve as "intuition pumps" designed to produce the same relevant 

negative emotional response ( ibid. : 12, 18). According to Dennett, however, these 

thought experiments do not so much illuminate the problem as artificially create 

it by me�ns of misleading analogies and metaphors. 

In Dennett's view, the analogies and metaphors concerned "do not in 

the slightest deserve the respect and influence they typically enjoy" (ibid. : 7 ) .  

His  method in Elbow Room i s  to  examine carefully these incompatibilist intui

tion pumps and to show how they are systematically misleading. In this way, 

Dennett plays the part of a philosophical therapist, trying to release us from 

the set of worries and anxieties produced by these misleading analogies.2 If the 

therapy succeeds, then the free will problem, as traditionally conceived, "dis

solves".3 

A particularly important subset of the bugbears that Dennett wants to dis
credit are various "bogeymen," viewed as agents who are really in control of us. 

The class of bogeymen can itself be subdivided into distinct groups. The first are 

those analogies that imply that our will somehow fails to govern our conduct, 

effectively disconnecting us from any (causal) influence on the world. These cases 

include, for example, imagining ourselves as living in a prison run by an invisible 

jailer, or being in the clutches of a puppeteer who controls our every movement 

no matter how we may struggle against him. These versions of the bogeymen 
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control us not by controlling our will, but by moving our bodies directly and 

rendering our efforts and preferences inert. 

Closely related to these bogeymen are more general worries about fate, the 

view that all our efforts and deliberations are futile. The concern here is that if 

determinism is true, and everything that we think and do is governed by causal 

laws, then we are subject to conditions of universal fate. This bugbear, says Den

nett, "looms large" in the free will debate, and the intuition pumps described 

above do much to support and promote it. 

Another subset of bogeymen operate on us in a different way. In these cases 

the worry is not that our wills fail to guide our conduct, but rather that the 

way we deliberate and will is controlled by another agent. In these cases, al

though actions are produced by our will, our will is not truly our own. Exam

ples of this anxiety include cases of hypnosis, or manipulation by an evil neu

rosurgeon using electronic implants to control us. In such cases we may not 

even be aware that we are being controlled by another agent. We have the il

lusion of freedom. 

A further worry-in some ways the opposite of the bogeymen anxieties

is that if determinism is true then there is no agent in control at all, since we 

are really nothing more than mere machines or automata responding in pre

dictable ways to stimuli in our environment. On this view of things, human be

ings are not much different from simple insects, which can be easily manipu

lated by more sophisticated beings who control their environment. A wasp, for 

example, may look as if it makes choices and decisions, but it is really just bi

ological machinery operating according to established causal laws-no real 

agent is at work. If determinism is true, says the incompatibilist pessimist, 

then human beings are not much better off than an insect operating in this 

fashion. 

Dennett's objective is to show that all these intuition pumps are, in various 

ways, misleading. For the purpose of understanding his project, I will focus on 

his examples of bogeymen and the two different ways that they threaten human 

freedom. In order to distinguish among the various categories of pessimistic con

cern, I will introduce a spatial metaphor of distance. Close-range pessimism con

cerns those cases where the worry is that our will fails to guide our conduct. 

Middle-distance pessimism is the set of worries we have in circumstances where 

we believe that we are unable to properly regulate our own will, either because 

we cannot respond to available reasons or we are subject to manipulation of 
some kind. I also consider worries that our will is ultimately determined by 

causal antecedents that we cannot control. I refer to this concern as "pessimism 

at the horizon." ( See the diagram at the end of this chapter) 
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2 .  C L A S S I C A L  C O M P A T I B I L I S M  A N D  

C L O S E - R A N G E  P E S S I M I S M  

A number of Dennett's basic arguments to discredit the bugbears of incompati

bilism are taken straight from the shelf of classical compatibilism-as developed 

by empiricist thinkers from Hobbes and Hume to Schlick and Ayer. (Classical 

compatibilism still has distinguished defenders. See, for example, Davidson 1973 - ) 4  

The classical arguments deal primarily with close-range pessimism. The position 

taken is that the traditional free will debate is a "pseudo-problem," the product 

of a series of conceptual or terminological confusions. The distinction that is 

fundamental to this position is that between caused and compelled action. Ac

cording to this view, free actions are caused by our desires or willings. In contrast 

to this, unfree actions are brought about by "external" causes, independent of the 

agent's desires or will . Under these circumstances, the agent is forced or compelled 

and therefore not responsible for the action. In this way, the classical compatibilist 

position maintains that free action is to be distinguished from unfree action not 

by the absence of causes, but rather by the type of causes at work. 

Another aspect of the classical position is a diagnosis of the source of incom

patibilist confusion on this subject. The "metaphysical" interpretation of the causal 

relation is supposed to imply that a cause somehow forces or compels its effect 

to occur. Since freedom is, properly understood, opposed to compulsion, this 

would imply that an action that is caused must also be compelled, and so unfree. 

However, when the causal relation is properly understood in terms of a regular 

succession or constant conjunction of like objects, then all suggestion of causes 

forcing or compelling effects is removed. To say an action is caused by some 

antecedent willing by the agent is to say only that events of the first kind regularly 

follow events of the second kind-nothing more is involved.s 

The classical compatibilist position also employs the distinctions introduced 

above to dismiss incompatibilist worries about fatalism. Incompatibilists argue 

that if determinism is true then all human beings are subject to fate, and any 

effort to alter or change the future is futile. According to classical compatibilism, 

this simply confuses two distinct issues.6 Determinism is the thesis that everything 

that occurs, including our deliberations and decisions, are causally necessitated by 
antecedent conditions. Fatalism, by contrast, is the thesis that our deliberations 

and decisions are causally ineffective and make no difference to the course of 

events. Although there may be particular circumstances when we find that our 

efforts are futile ("local fatalism") ,  nothing about the thesis of determinism implies 

that this is the universal condition. On the contrary, as Dennett puts it, "delib

eration is ( in general) effective in a deterministic but nonfatalistic world" (Dennett 

1984: 106). 
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Moral freedom, as the classical compatibilist understands it, involves being 

able to act according to the determination of our own will-that is, doing as we 

want to do or as we please (Hobbes 1962: 1 ,  66-8; Hume 1955 : 95 ) .  On this account, 

therefore, freedom is a matter of freedom of action, the absence of any external 

impediments or obstacles. Accompanying this positive doctrine is the negative 

thesis that incompatibilist attempts to provide some account of free will, as distinct 

from free action, are radically mistaken and confused. More specifically, the notion 

of free will, it is claimed, is simply meaningless and absurd (Hobbes 1962: 1, 61-

62) . The only freedom that we need or want, according to this view, is to be able 

to guide our conduct by means of our own desires and willings. Any effort to go 

beyond this and explain moral freedom in terms of control over our own will 

inevitably leads to either metaphysical obscurity or the absurdity of an infinite 

regress. 

3. REASON, SELF-CONTROL, AND 

MIDDLE-DISTANCE PESSIMISM 

On the face of it, the classical compatibilist arguments deal effectively with close

range pessimist worries about being unable to regulate conduct through our own 

will. A determined world should not be assimilated to conditions of an invisible 

jail or being a puppet, since we can still distinguish circumstances where we act 

according to our will from those in which we do not. 

These observations and reflections, however, fall far short of dealing with 

middle-distance pessimism. The most obvious difficulty facing any conception of 

moral freedom identified with the ability to act according to the determination 

of an agent's desires or willings is that such freedom is something that an animal, 

a child, or a mentally ill person might enjoy-all paradigmatic cases of individuals 

who lack moral freedom. Related to this point, some individuals, such as the 

kleptomaniac, appear to act according to compulsive desires. In cases of this kind, 

the agent's desires constitute internal obstacles to doing what the agent (reflec

tively) truly wants to do. Clearly, then, classical accounts of freedom understood 

simply as free action cannot draw the sorts of distinctions that we need to make 

in this sphere? 

These familiar incompatibilist objections to classical compatibilist accounts of 

freedom seem closely related to some of the worries raised by Dennett's "bogey
men." In the case of middle-distance pessimism, the concern is not that our will 

does not guide our behavior, but rather that we are unable to regulate our will 



234 C O M P A  T I B I L I S T P E R S P E C T I V E S  O N  F R E E D O M  A N D  R E S P O N S I B I L I TY 

according to reason or our own true values. Two of Dennett's examples speak 

directly to this problem-hypnotism and manipulation through neurological im

plants. The specific way that we interpret these cases, and the worries associated 

with them, will shape the way we judge the prospects of the "new compatibilism." 

Dennett's interpretation of these cases, and the fears that they generate, center 

on two closely related issues. The first concerns the worry that we are not able 

to regulate our will in light of reasons that are available to us. The second is that 

our will is in some way being manipulated by another agent, and so our conduct 

is being indirectly controlled through control of our will. Under these circum

stances our conduct reflects, not our own reasons and interests, but rather those 

of our manipulator. If Dennett can show that determinism has none of these 

unpleasant and disturbing implications then, he believes, he has discredited 

middle-distance pessimism. 

The first step in his approach is to explain the nature of the relationship 

between our capacity for reason and the kind of freedom that is worth wanting. 

What we want, says Dennett, is to be the sort of creatures that are able to be 

"moved by reasons" (Dennett 1984: 25 ) .  Our reasons for acting are interpreted in 

terms of our fundamental interest in "self-preservation" and "self-replication." As 

finite beings, of course, our ability to represent all such reasons to ourselves is 

limited, but this does not mean that our sensitivity to relevant changes and var

iations in our environment is not significantly greater than that of other creatures. 

What is especially important to us, Dennett argues, is our ability to consider not 

only the direct objects of our desires, but also to reflect on our beliefs and desires 

themselves. This kind of reflective capacity enables us to question the evidential 

credentials of our beliefs, as well as the soundness and coherence of our desires. 

This constitutes, Dennett suggests, "a major advance in the cognitive arms race" 

(ibid. :  37) . (This account of our reflective capacity is, of course, closely related to 

other "hierarchical" or "real self" theories of freedom, as advanced by, for in

stance, Frankfurt 1971 and Watson 1975 . )  

According to  Dennett, the particular importance of this "power of reflexive 

monitoring" is that it helps us to deal with worries about manipulation by others. 

An agent who is able to examine and monitor his own beliefs and desires will 

detect "abnormalities" in their causation (ibid. : 1984: 30) .  With this ability, an 

agent can unmask "sneaky manipulators" or "evil tricksters" -which makes it 

difficult to trap him in disturbing situations of the kind suggested by middle
distance bogeymen. These abilities to self-monitor and escape the clutches of (evil)  

manipulators evolve and develop naturally and gradually-both in the individual 

and in the species. Nothing about the thesis of determinism suggests that we do 
not possess and exercise such abilities. What is crucial, however, is that we do not 
allow ourselves to be deceived by "intuition pumps" that conceal the complexity 
of our rational and reflexive powers. For the purposes of understanding human 

freedom, Dennett argues, complexity matters (ibid. :  l2, 34, 37-38 ) .  
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Central to clarifying the nature of freedom-and escaping our worries about 

bugbears-is recognizing that what we want or value is control. "We want to be 

in control," says Dennett, "and to control both ourselves and our destinies" ( ibid . :  

5 1 ,  Dennett's emphasis) .  Any individual who is  a "controller" must have states 

that include desires about the states of the "controllee," which must in turn have 

a variety of states that it can be in ( ibid. :  52) . Dennett uses the example of con

trolling an airplane to illustrate this point. By means of anticipating or predicting 

future states of the airplane, we can keep control of it. There are limits to the 

range of things that we can do with the plane (that is, degrees of freedom with 

respect to it) .  Nevertheless, if we judge things correctly, we can retain control over 

it. When it comes to self-control, this is what distinguishes us from "mere pup

pets." We are not helpless in using our foreknowledge and powers of deliberation 

to "take steps to prevent, avoid, preempt, avert, harness or exploit" wanted or 

unwanted circumstances. This power of control and self-control is what we want 

and value. Like the pilot of a airplane, we want to leave ourselves a "margin for 

error"-lots of "elbow room"-so we can keep control of the situation and do 

the things that we want to do ( ibid . :  62-63) .8 Self-knowledge is essential to main

tain and expand this freedom. While not "absolute" or unconditional, human 

beings enjoy a considerable amount of this kind of control. One implication of 

this understanding of control is that there are "degrees of freedom" ( ibid. : 53; and 

compare Bernard Williams 1986: 5 ) .  

This account of freedom, a s  explained by Dennett, clearly goes well beyond 

the simple definitions suggested by classical compatibilism. On this account, it is 

not meaningless or absurd to say how free agents are able to control and regulate 

their own desires and wills .  Our powers of reflection enable us to monitor our 

beliefs and desires, and, when necessary, to detect and "disconnect" unwelcome 

manipulators. Accompanying this positive doctrine, there are important negative 

theses about the nature of human freedom. First, a freedom that implies an ability 

to make arbitrary or causeless decisions or choices is not worth wanting, and not 

what we actually care about (Dennett 1984: 2). Second, and relatedly, the kind of 

freedom that Dennett has described does not presuppose that agents "could have 

done otherwise." This claim is particularly controversial, although it is consistent 

with Harry Frankfurt's well-known critique of the doctrine of "alternative possi

bilities" (Frankfurt 1969 ) .  

Dennett endorses Frankfurt's strategy but also argues that i t  i s  " insufficiently 

ambitious" (Dennett 1984: 132) . In the first place, Dennett argues, a person may 
truly state that he could not do otherwise, but not in order to disown responsi

bility ( ibid. : 133-35 ) .  Beyond this, if such a condition had to be satisfied to establish 

responsibility-that is, the agent could have done otherwise under the exact same 

circumstances-we could never know whether the agent was really responsible, 

given the epistemological difficulties involved. Finally, not only is the "traditional 
metaphysical question unanswerable"; even if we knew the answer, it would be 
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useless. We want to know whether the agent is likely to repeat similar kinds of 

(undesirable) conduct again-and to know this we do not need to know if she 

actually had "alternative possibilities" available to her under the specific circum

stances of her action. The question that matters to us is whether or not a flawed 

character trait needs to be corrected (ibid. :  137-38) .  

There is, according to Dennett, another insidious (middle-distance) bugbear 

that needs to be exorcised from the overactive incompatibilist imagination-one 

with, he believes, an especially powerful hold over us: the worry that if determin

ism is true then we are (somehow) "controlled by nature" or "controlled by the 

past" (ibid. :  50, 61, 72) . This way of presenting the pessimist's anxieties does not 

rely on any fictional or hypothetical case of (evil) hypnotists or neurosurgeons at 

work. On the contrary, the source of the anxiety seems much closer to traditional 

theological worries about God's omnipotence and omniscience undermining the 

possibility of human freedom. Clearly God is not conceived of as evil, but vis -a

vis our aspiration to be true self-controllers, God may be viewed as a kind of 

cosmic bogeyman. In the secularized/naturalized version, however, the role of God 

is played by "Nature" or the "Past," but the same general worry persists: while 

we appear to be self-controllers, control nevertheless slips away through the causal 

chains to an external and alien source. Self-control, therefore, is really an illusion .  

Dennett's reply is  that such worries rest on simple confusion about the nature 

of control. To be a controller, as we have noted, involves being an agent with 

desires that can drive the controllee into some preferred state or another. The 

controller must also receive "feedback signals" from the object if it is effectively 

to control it (ibid. :  72) . All talk of being controlled by Nature or by the Past 

plainly involves personification (ibid. :  57, 72) .  Without this, these bugbears disap

pear-neither Nature nor the Past can properly be said to be "controllers" of any 

kind, whether determinism is true or not. On Dennett's account this (basic) con

fusion about the nature of control motivates much of the incompatibilist's pes

simism and accompanying resistance to the thesis of determinism.9 

This analysis of incompatibilist worries covers three issues that we should 

carefully separate: ( 1 )  Do human purposes and choices have determining causes 

that ultimately originate externally (2) Is the ultimate source of our purposes and 

choices another intentional agent, who is in control of us? and (3)  If there is such 

an agent in control of us, is the quality of its moral character good or evil? 
Pessimist anxieties, according to Dennett, depend largely on the last two issues. 

It is especially horrible to imagine ourselves under the control of another demonic 

or evil agent (for example, "hideous hypnotist" and the like ) .  Nevertheless, even 

a benevolent controller, looking out for our interests, leaves us with a sense of 
chill, since there remains the fear that some other agent is "really in control of 
US."10 When we consider the first issue by itself, Dennett maintains, we have no 
reasonable basis for being troubled or disturbed by the thought that the ultimate 

origins of our deliberations and choices lie outside of us. 
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Dennett associates worries about the ultimate origin of our deliberations and 

choices with the aspiration to "absolute agenthood" -to be a perfect, Godlike self

creator (ibid. :  83-85 ) .  It is his position that this aspiration is both impossible and 

unnecessary, since it is not needed for the kind of freedom that we care about 

(that is, "self-control" as he interprets it) .  The incompatibilist view is that, con

trary to Dennett, worries about ultimacy or "absolutism" are essential to our 

conception of ourselves as true self-controllers, and libertarians maintain that this 

kind of freedom (which rules out determinism) is something that human beings 

are actually capable of. The distinct set of worries associated with ultimacy are 

the basis of "pessimism at the horizon." The critical question that faces us is 

whether Dennett is justified in dismissing these concerns at the horizon as both 

incoherent and unnecessary. 

4. MIDDLE-DISTANCE REFINEMENTS 

AND DIFFICULTIES 

It is clear that Dennett's version of the new compatibilism involves a number of 

controversial claims. At this stage, however, I want to consider some interesting 

amendments and modifications that have been suggested in two essays by Paul 

Benson. In "Freedom and Value" Benson argues that free agency requires another 

"equally significant ability" apart from control, the ability "to appreciate values." 

More specifically, to attribute free agency correctly in a given context depends, 

according to Benson, "partly on the content of the agent's normative understand

ing, not just on the agent's having some valuational point of view or other" 

(Benson 1987: 472 ) .  Benson maintains "that obstacles to competent appreciation 

of the norms that apply to our actions are as much impediments to full freedom 

as are certain obstacles to the expression of our evaluative judgments in our will 

or certain obstacles to the realization of our will in our conduct" (ibid. ) .  

Benson points out that the omission that he is concerned with i n  compatibilist 

accounts of moral capacity (that is, normative competence) is addressed in Susan 

Wolf 's essay "Asymmetrical Freedom" (Wolf 1980; and see also idem 1990 ) ,  but 
he argues that what is missing from her account "is any discussion of why spe

cifically freedom involves the competent appreciation of value" (Benson 1987: 474 ) .  

To answer this question, we need to  reflect on why the power of control i s  so 

important to us. We care about control, Benson suggests, because we care about 
the values by which our actions are assessed. This, in turn, reflects our "deep

seated desire to be able to justify our conduct" (Benson 1987: 475 ; and compare 
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Scanlon 1988: 170-72) .  Since the norms governing our actions are important to 

us, so too must be the ability to regulate our conduct by means of our evaluative 

judgments. Benson continues: 

[IJf we care deeply about the value of our actions, then we want more than the 

power to translate our own value judgments into effectual willing. We also 

want to be able to appreciate the relevant values and arrive at competent ap

praisals of the alternative courses of action we face. Our concern for those val

ues would be practically impotent if we could not bring them competently to 

bear in our deliberations about what to do. (Benson 1987: 475 ) 

Benson uses these observations about the importance of normative competence 

to shed light on another feature of fully free action that is intimately connected 

with it: the "enduring belief that a completely free act is fully our own" ( ibid. ) .  

Free acts are fully our own, Benson argues, "only insofar as they potentially 

afford appropriate bases for normative assessments of us in face of which we have 

no excuse" ( ibid. :  482) .  When we lack any control over what we do (for example, 

cases of compulsion) ,  the action provides no basis for "moral disclosure" and thus 

cannot be fully our own. Similarly, when agents lack normative competence, Ben

son argues, their conduct cannot reveal their moral values and so cannot disclose 

what they are like as persons in the relevant respect. The incapacity involved may 

be severe enough to render the individual wholly ignorant of normative standards 

and when and how they apply (as in the case of infants or severe mental illness) .  

In other cases, the agent may adequately appreciate the pertinent values but cannot 

use their normative insights to regulate or guide their conduct ( for example, older 

children, the severely deprived, and so on) .  (For a different compatibilist per

spective on the issue of deprivation and blameworthiness, see Klein 1990: esp. 

chA, sec. 3 .  For another view closer to Benson's, see Wallace 1994: 231-35 . )  The 

general point, in all such cases, is that actions coming from agents who lack 

normative competence cannot reveal their moral values and, as such, cannot be 

said to be "fully their own." 1 1  

In a more recent essay, "Free Agency and Self-Worth," Benson modifies his 

position. He argues, in this context, that the "normative-competence condition" 

is too strong, insofar as it is "content specific." That is, Benson now accepts the 

view that "any desires, plans, values, beliefs, etc . ,  can be involved in the motivation 

of free action" -free agents must be able to "commit themselves to whatever 
motives they please" (Benson 1994: 653, 663 ) .  On the new account, Benson refuses 

"to restrict substantively persons' desires, values, life plans or normative capacities 

in the name of freedom" ( ibid. : 665; compare Christman 1991b: 356-59) . 1 2 How

ever, this more "permissive" position is not wholly "neutral" about content. The 

weaker condition that Benson now advances is a "self-worth condition." Free 
agents must "have a certain sense of their worthiness to act, or of their status as 
[competent] agents, which is not guaranteed by their abilities to act freely" (Ben

son 1994: 650 ) .  
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The condition of self-worth, Benson argues, helps us to understand a variety 

of cases where agents do not face any of the "standard impediments" to free 

agency but are nevertheless not fully free. Among the cases that he cites are the 

effects of severe shaming and slavery, conditions that undermine a person's con

fidence in their own competence as an agent and, as such, constitute an assault 

on their sense of "moral dignity as persons." One particularly important aspect 

of this condition is that it draws our attention to the "social dimension of free 

agency" ( ibid . :  661 ) .  Related to this point, this condition of free agency also clar

ifies that the value of free agency lies in part with "our sense of being in a position 

to answer for [our 1 conduct," which is itself "partly constitutive of [our 1 sociality" 

( ibid. :  668 ) .  "A blow to our freedom," Benson argues, "can obstruct our ability 

to express through our conduct who we are, but it can also be a blow to our 

sense of who we are as social creatures" ( ibid. :  668), 1 3 

Another important set of issues that arise from Dennett's discussion concern 

the question of how freedom relates, in more precise terms, to our capacity to be 

guided by reason. Recent work by John M. Fischer and Mark Ravizza (1998) 

provides an influential and illuminating discussion of this problem. Fischer and 

Ravizza make clear that the relationship between "reason-responsiveness," on one 

side, and freedom and responsibility on the other, is open to very different inter

pretations. On the account that they provide, our capacity to respond to reasons 

depends on our ( natural) "human deliberative mechanisms" ( ibid. : esp. 34-41) .  A 

free agent, on a "strong" interpretation, operates with a mechanism that is always 

receptive and responsive to available reasons. Under these circumstances, the 

agent's reasons, choices, and actions reliably "track value" or "the reasons there 

are" in every case (Fischer and Ravizza 1998: 42; compare Nozick 1981: 317-62) . 

Clearly, however, this condition is too demanding, since we would then be unable 

to hold an agent responsible when "tracking" reason fails. So what is required is 

a weaker theory that can accommodate cases where the (actual) mechanism fails, 

as well as cases where it succeeds. 

Fischer and Ravizza employ considerable ingenuity trying to develop a 

"weaker" or "moderate" account that can deal with worries of this kind. A plau

sible account, which can serve the purposes of compatibilism, must describe 

"mechanisms" that can fail under some conditions, without being systematically 

unreliable (that is, too "weak" ) .  We need, therefore, some principled way of dis

tinguishing and identifying mechanisms that are sufficiently reliable in responding 

appropriately to reasons. When it comes to recognizing what reasons there are 
(that is, receptivity) , there must be, Fischer and Ravizza argue, some appropriate 

pattern of reason-receptivity. That is to say, "the actual mechanism that issues in 

[the agent's 1 action must be at least 'regularly' receptive to reasons" (Fischer and 

Ravizza 1998: 70-1 ) . This avoids the worry that the mechanism in question could 

be reason-receptive in an isolated case but otherwise fails systematically. When it 

comes to choosing in accordance with the available reasons ( that is, reactivity) , 
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however, Fischer and Ravizza argue that the ( stronger) demand for regular

reactivity or a pattern is not required. All that needs to be satisfied, they maintain, 

is the weak condition that in a given case the mechanism has been shown to be 

reactive to available reasons (Fischer and Ravizza 1998: 73-76) . 14 

This account of "moderate reason-responsiveness" introduces an "asymme

try" between the receptivity and reactivity requirements. Fischer and Ravizza de

scribe this as follows: 

In the case of receptivity to reasons, the agent ... must exhibit an understand

able pattern of reasons-recognition, in order to render it plausible that his 

mechanism has the "cognitive power" to recognize the actual incentive to do 

otherwise. In the case of reactivity to reasons, the agent ... must simply display 

some reactivity, in order to render it plausible that his mechanism has the "ex

ecutive power" to react to the actual incentive to do otherwise. In both cases 

the pertinent power is a general capacity of the agent's mechanism, rather than 

a particular ability of the agent ( i.e., the agent's possession of alternative possi

bilities-the freedom to choose and do otherwise). (Fischer and Ravizza 1998: 

75, emphasis in original) 

Two ( related) difficulties arise from these claims. The first problem is that it is 

unclear what justifies the "asymmetry." If a "pattern" or "regularity" is needed 

for receptivity, why is this not the case with reactivity? Clearly, Fischer and Ravizza 

hold that strengthening the reactivity requirement, in line with the receptivity 

requirement, would be too demanding, since we do not want to excuse agents 

whose mechanism is regularly receptive and has shown that it can react to reason. 

The controversial assumption that this position rests upon is that "reactivity is all 

of a piece in the sense that the mechanism can react to all incentives, if it can 

react to one" (Fischer and Ravizza 1998: 73-74) .  It may be argued, however, that 

this same reasoning can be applied to the receptivity requirement, which would 

result in a return to a "weak reason-responsive" view. On the face of it, therefore, 

the asymmetry that Fischer and Ravizza introduce, in order to arrive at a "mod

erate" position, seems to depend on ad hoc adjustments rather than principle

driven considerations. 

There is, I believe, an even more fundamental difficulty for a reason

responsive view of the kind that Fischer and Ravizza seek to defend. The objection 

may be raised that it is unclear how the mere possession of such reason-responsive 
mechanisms or capacities can render agents sufficiently in control, unless they also 

have control over how the capacity is actually exercised within the particular con

ditions of action. On this view of things, the responsible agent needs more than 

simply the general capacity for reason-responsiveness (under some interpretation) .  

What i s  also needed i s  a capacity of exercise control, which means that the agent 

is able to direct the specific way that her capacity for rational self-control moves 
her. 
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Any attempt to satisfy this demand is, of course, liable to lead us back into 

the conundrums associated with "ultimacy" and "absolute agency" ( as discussed 

later in this chapter) .  While it may well be that exercise control is a demand that 

can never be satisfied, it will not suffice for the compatibilist to argue this point

since the "moral skeptic" or "hard determinist" may agree about this. The point 

that the compatibilist needs to establish is that exercise control is unnecessary for 

responsibility, and that the mere possession of powers of rational self-control will 

suffice. (For an interesting, although I think unsuccessful, attempt to make this 

case, see Wallace 1994: 180-93; and 161-62, 201-14. ) 
The difficulties that we have been considering relate primarily to the possi

bility that reason-responsive mechanisms may sometimes fail to respond appro

priately to available reasons, without excusing the agent. There are, nevertheless, 

also difficulties associated with "strong" mechanisms that cannot fail ( that is, 

always "track value" ) .  In cases of this kind, since the agent is guided flawlessly by 

reason and enjoys perfect practical reason, she may be viewed as perfectly free. 

This view, however, does not entirely square with all our intuitions on this subject. 

More specifically, it may be argued that an agent who is naturally governed by 

(moral) reason, and so does what is required of her effortlessly, does not deserve 

moral praise. Moral praise should be reserved for those who must "struggle" to 

be good and do the right thing. Certainly, this claim captures the spirit of im

portant strands of neo-Kantian incompatibilism (Campbell 1951: 130-33 ) . How

ever, some compatibilists, such as Martha Klein, embrace this view and have made 

it an essential element of a compatibilist approach to moral responsibility (Klein 

1990: 167-71; compare Wolf 1990: 138-42 ) . 1 5 
The general point that these observations bring to light is that reflection on 

both the success and failure of reason-responsive mechanisms present compati

bilism with difficulties, and the relationship between rationality and freedom is 

by no means straightforward. Dennett's tendency to present incompatibilist con

cerns as based on confusion and exaggerated worries of various kinds leads him 

to underestimate the (genuine) difficulties and obscurities involved in articulating 

a plausible compatibilism as it relates to middle-distance issues. 1 6 

Nevertheless, while significant "gaps" in Dennett's compatibilist position are 

apparent, it is evident that he succeeds in outlining how compatibilists can deal 

with middle-distance worries about self-control, as they relate to questions of 

rationality and manipulation. Moreover, as Dennett's analysis of the "problem 
cases" suggests, these two categories are intimately connected, since cases of ma
nipulation can be understood as "problematic" precisely because they involve a 

break-down in the agent's sensitivity to reasons. (See also Wallace 1994: 175-77, 

for a related account of how such "problem cases" can be interpreted in terms of 

a breakdown of rational self-control. )  Dennett's strategy is to argue that our (nat

ural) complexity, not indeterminism, provides us with the ability to be sensitive 



242 C O M P AT I B I L I S T P E R S P E C T I V E S  ON F R E E D O M  A N D  R E S P O N S I B I L I TY 

to available reasons and to guide our conduct on this basis. The same general 

ability gives us powers of "self-monitoring" that enable us to detect and escape 

from (threatening) manipulators. These incompatibilist bogeymen, therefore, need 

not frighten us anymore. 

5. ULTIMACY AND PESSIMISM 

AT THE HORIZON 

Middle-distance pessimism, as we have seen, is generated by worries associated 

with intuition pumps and bogeymen that imply that we are somehow unable to 

regulate our will according to reason and what we reflectively care about. This is 

why we find (hypothetical) cases of manipulation disturbing: we want our will to 

respond to reason and we do not want another agent to control our will (in 

service of alien interests or reasons) . Dennett maintains that in order to avoid 

these worries we do not need to be "absolute agents" capable of self-creation ex 

nihilo. More specifically, it is a false dilemma to suggest that either we are "a 

completely self-made self, one hundred per cent responsible for its own character" 

or we are "mere dominoes" in the causal chain (Dennett 1984: lOa, 156-57) . All 

that we want, says Dennett, is "to be as immune as possible from manipulation 

and dirty tricks and as sensitive as possible to harbingers of future vicissitudes 

that might cause us to alter course in the right ways-so that we can face the 

world with as much elbow room (as large a margin for error and as little relevant 

uncertainty) as we can get" ( ibid. :  72-73) .  

Dennett refers to a number of philosophers who have presented objections 

that are supposed to show that our worries about determinism extend to issues 

on the horizon ( ibid . :  33, 75 , 83-84) . He cites, for example, A. J .  Ayer's description 

of "implanted" desires and beliefs (Ayer 1954: 9 ) ;  Paul Edwards's observation that 

if determinism is true then even our efforts at self-creation must be "the result of 

factors that are not of [our 1 making" (Edwards 1961: 121 ) ;  and Thomas Nagel's 
worries about "luck" as it concerns even "the stripped-down acts of the will itself" 

(Nagel 1979 : 183) . Each of these critics raises variations on the problem of ultimacy. 

For the purpose of this essay, however, I turn to Martha Klein's particular account 

of this problem. 

Although Klein defends a ("partial") compatibilist position, she maintains, 
nevertheless, that our ordinary moral intuitions support certain incompatibilist 

claims (Klein 1990: 3 and ch. 4),17 More specifically, according to Klein we gen

erally accept "that one of the things which disqualifies an agent from blamewor-
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thiness is his not having been responsible for the causes of his decisions or 

choices" (ibid. :  5 1 ) .  This conviction commits us, she says, to a "U-condition" for 

agent accountability: the condition that "agents should be ultimately responsible 

for their morally relevant decisions or choices-'ultimately' in the sense that noth

ing for which they are not responsible should be the source of their decisions or 

choices" (ibid. :  5 1 ) .IB Klein's interpretation of the basic rationale behind the 

U -condition is that if agents acts are caused by factors for which they are not 

responsible, it is not obvious how they can be responsible for acting as a result 

of those factors (ibid. :  50 ) .  (This way of interpreting the U -condition and its 

significance is open to revision. See, in particular, Kane 1996a: esp. chs. 3 and 5 ;  

and also the essays by Kane and Galen Strawson in this volume, chs. 18 and 19 . )  

In support of the U -condition, Klein cites a number of "problem cases" that 
closely resemble Dennett's "bogeymen" examples (Klein 1990: 70-75, 89-90) .  

These include victims of brain tumors, implantations, brainwashing, and hypnosis. 

The feature these cases share, Klein maintains, is that in each the agent's decisions 

can be traced to causes for which he is not responsible, and so he ought not to 

be blamed (ibid. :70 ) .  The example of the brain tumor is especially important to 

Klein's case for the U-condition, because it highlights the point that the real source 

of concern is not the "implantation" of desires and beliefs by others, but rather 

that the agent is not the true source or origin of his own motivations, since "he 

did not choose (to have) these states of mind" (ibid. :  73 ) .19 

Klein extends this reasoning and applies it "to the relatively pedestrian and 

non-threatening-sounding causes of genetic endowment and environment." The 

U-condition theorist reasons, says Klein, that since the agent "is no more respon

sible for his genetic endowment and upbringing than he is for the designs of a 

malevolent demon or brainwasher," it follows that he "is no more responsible for 

a personality which (perhaps) depends on his brain in a normal state, than he is 

for the personality change attributable to the brain tumour" (ibid. :  75 ) .  From the 

perspective of the U -condition advocate, unless this condition is met, it will simply 

be a "matter of luck" whether or not an agent's will is governed by "good" or 

"bad" desires (ibid. :  165-66) . Under these circumstances it would be unfair to 

impose unpleasant treatment such as blame and punishment on an agent who is 

the (undeserving) "victim" of bad desires. 

Dennett's initial line of reply to these worries is that his observations on 

middle-distance pessimism, and the bogeymen that it conjures up, discredit Klein's 
concerns about "ultimacy" or "absolute agency." Take, for example, worries that 
we may have about "implantation" of desires and beliefs. According to Dennett, 

so long as the agent possesses the relevant degree of "complexity" to be capable 

of self-monitoring, then she will be able (eventually) to unmask "the process of 

conditioning" (Dennett 1984: 33-34) . Of course, if this capacity is destroyed or 

damaged by the conditioning process, then the agent is not a self-controller in 

the full sense of the term-but determinism itself does not imply this. What is 
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worrying about brain tumors is not fears of manipulation by others, nor that our 

thoughts and actions are caused, but rather that we may become insensitive to 

reasons and consequently act in irrational and unpredictable ways ( compare ibid.: 

64-65 ) .  While this is frightening, there is no basis for supposing that determinism 

implies it. In sum, we do not need "absolute agency," says Dennett, to avoid the 

sorts of worries that Klein's "problem cases" present to us. 

According to the U -condition theorist, this general line of reply entirely misses 

the point. It is not denied that agents may possess some relevant capacity to be 

"reason-responsive" and to revise and alter their character on the basis of re

flection. We might well be able to distinguish agents of this kind from individ

uals who lack these capacities (as new compatibilism suggests) .  Nevertheless, all 

this only postpones the fundamental difficulty. While our beliefs and desires 

may be subject to self-monitoring activities of various kinds, it remains true that 

these activities are themselves conditioned by factors that are not of the agent's 

own making.20 Reflection on this process, therefore, strips away our confidence 

that we are truly "self-creators" even in the normal case. For this belief to be sus

tained, we must presuppose some power to undertake "self-forming actions" that 

enable us to be the (ultimate) origin of our character and conduct.2 1 The sorts of 

capacities that Dennett and other new compatibilists in his mould describe fall 

short of this, and so their strategy fails to relieve pessimistic worries at the hori

zon. 

Other lines of reply, however, are still available to Dennett. The first is to 

argue that many of these worries are motivated by confusion about "luck." It is 

simply a mistake, he claims, to suggest that individuals who are self-controllers 

of the kind that he has described are subject to "luck" because they fail the test 

of "absolute agenthood." These individuals are not "just lucky," he argues; they 

are "skilled" and "gifted" members of "the community of reason-givers and con

siderers" (ibid.: 92-100 ) .  When we identify individuals with these abilities we do 

not-and should not-treat them as simply "lucky" or "unlucky." On the con

trary, we provide them with reasons and treat them accordingly. 

This response, I believe, fails to confront the real worries that the U -condition 

presents. Without ultimacy, two crucial modes of control are absent: ( 1 )  The actual 

"reason-responsive mechanisms" that we possess are acquired in ways over which 

we have no final control (in both the normal and abnormal case) .  The character 
of these mechanisms, however, plainly determines the kind of choices and deci
sions that we will actually make.22 (2) Apart from worries about how we acquire 

our (given) reason-responsive capacities, we may also worry about our ability to 

control the way that these capacities are exercised in specific circumstances (as 

discussed earlier) . If determinism prevails, then the way capacities for self-creation 

and self-monitoring are exercised in a given situation will ultimately be deter
mined by factors the agent cannot control.n Dennett is clearly right to assert that 
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this does not reduce us to the condition of a "domino" or "zombie" and so on, 

but it is still true that without ultimate or absolute agency of some kind we lack 

these vital modes of ( self- )  control. It may be argued, therefore, that Dennett is 

too complacent in face of these problems, and consequently his "considerable 

optimism" (ibid. :  48 ) has the same pollyannish appearance that plagues classical 

compatibilism. 

Dennett has, nevertheless, more cards to play. Up to this point his method

ology has been faithful to the aims of "descriptive metaphysics."24 That is to say, 

his position has been that our everyday attitudes and practices associated with 

moral freedom and responsibility are not threatened by any (confused) pessimist 

worries at the horizon. This is consistent with Dennett's "ordinary language" effort 

to expose the "bugbears" and "bogeymen" for what they really are-artificial 

creations of professional philosophers in the Western tradition. However, when it 

comes to dealing directly with worries at the horizon as they relate to issues of 

responsibility, Dennett takes a sharp turn in the direction of "revisionary meta

physics" .25 The argument here is that worries about ultimacy may be motivated 

by a conception of responsibility that, although deeply rooted in the Western phil

osophical and theological tradition, is nevertheless hopelessly incoherent and im

plausible-and so ought to be jettisoned. What really sustains "absolutism," on 

this view, is an understanding of responsibility that is committed to a conception 

of "total, before-the-eyes-of-God Guilt" (ibid. :  165-66; on related themes see also 

Bernard Williams 1986) .  An absolutist conception of desert of this kind takes issues 

of responsibility out of the relevant (human) practical contexts that should con

cern us and tries to place them on metaphysical foundations that are disconnected 

with these legitimate and intelligible concerns. 

In opposition to the absolutist view, Dennett prefers a conception of respon

sibility that is thoroughly utilitarian and forward-looking, and he leans heavily on 

"engineering" metaphors when describing how this system operates (Dennett 1984: 

chs. 6, 7). Responsibility, he argues, should be understood in terms of "the ra

tionale of punishment," and its rationale is to support the criminal laws of society. 

That is to say, we punish individuals when we think they are "mentally competent" 

enough to be deterred or reformed by the threat or imposition of sanctions. All 

this is not only a highly "revisionary" approach; it also takes a ( large) step back 

in the direction of classical compatibilism. 

Although the utilitarian features of Dennett's position are very familiar, a 
more unusual and interesting aspect of his discussion draws attention to the ques
tion of how responsibility and character are related-a subject that is generally 

treated lightly in free will literature. The view that Dennett defends is that in the 

realm of responsibility, what really interests us is what an action reveals about the 

character of the agent. More specifically, what we want to know is what we can 

expect from the agent in the future (ibid. :  137-38; compare Smart 1961: 300-305 ) .  
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Isolated actions may be "regrettable," but they are only of moral interest to us 

insofar as they suggest ways that we can "redesign" agents so they will avoid future 

"errors" (Dennett 1984: 139-44) . The importance of action, on this view, is that 

it allows us to identify character flaws that can be corrected by means of some 

relevant sanctions. Actions that do not serve this purpose can be dismissed as 

"don't cares" -that is, as cases that it is "rational to ignore" (ibid. :  141 ) .  

This view i s  plainly at odds with our ordinary moral assumption that agents 

are no less responsible for out-of-character action than for action that is in char

acter. This certainly suggests that Dennett's "revisionism" is more radical than he 

acknowledges. Beyond this, the critic may also argue that, given that out-of

character action is still produced by the agent's own will, it is entirely reasonable 

to attribute such conduct to this agent, even if he is unlikely to repeat it in the 

future (compare Foot 1957: 105-6) .  Action that is produced through the agent's 

own will should not be treated the same way as action produced by another agent, 

or no (moral) agent at all. 

The compatibilist can, of course, agree with Dennett that we ought to take 

the issue of responsibility for character more seriously, without endorsing his 

forward-looking, utilitarian perspective. Robert Audi has argued, for example, that 

agents can be held responsible for their character traits, but that this depends on 

the fact that their character is in some way generated or retained by more basic 

acts. According to Audi, "all (normative) responsibility traces to acts and ulti

mately to basic acts,"  (Audi 1991b: 307) because a person cannot be responsible 

"for something over which one has no control" (ibid. :  312 ) .  We can be responsible 

for our traits of character, therefore, only because we have control over our ac

tions, which in turn affects our acquisition or retention of traits (ibid. :  312-3 ) .  A 

view of this kind, Audi maintains, can account for responsibility for character, 

consistent with compatibilist commitments, but without utilitarian commitments 

of the kind that Dennett embraces (ibid. :  319 ) .26 

Although Dennett gives considerable attention to the question of control and 

"self-creation," he is not committed to Audi's view, that responsibility for char

acter requires the agent to have control (either generative or retentive) over it. On 

the contrary, an agent's character could be "implanted" or "conditioned" in ways 

she could not control, and yet it may still be true that sanctions or moral engi

neering will be effective in altering or changing her future conduct in desirable 
ways. Clearly, then, Dennett's pragmatic, utilitarian approach severs any (assumed) 

link between control and responsibility for characterY 

My analysis reveals a deep tension in Dennett's entire project in Elbow Room. 

On his account, the relevant authorities or powers in society can (and should) use 

the conditioning influence of rewards and sanctions to control the character of 

others. In this way, even though the individuals concerned may possess rational 

and reflective capacities, in a (deeper) sense they may be truly described as "selves-
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made-by-others." The irony in all this is that Dennett's pragmatic, engineering 

approach to responsibility allows real worries about manipulation and "condi

tioning" to resurface. (There is, indeed, something of the spirit of B. F .  Skinner's 

Walden Two to be found in his views on this subject . )  To this extent, the first part 

of Dennett's project, which aims to relieve us of pessimistic anxieties about ma

nipulative "bogeymen," is undermined by the second, which defends a conception 

of responsibility that places heavy emphasis on the benefits of "social engineering." 

(A good discussion of why we should be troubled by circumstances of this kind 

is presented in Kane 1996a: 65-70, 201-4) . 

In a review of Elbow Room, Gary Watson suggests that Dennett's "treatment 

of responsibility is the least instructive part of the book," and that the weaknesses 

of his general position are well illustrated by P. F .  Strawson in his important essay 

"Freedom and Resentment" (Watson 1986: 522; and compare Dworkin 1986: 424 ) .  

A central theme of Strawson's essay i s  that compatibilists or "optimists" who 

emphasize only forward-looking, utilitarian considerations in their account of 

moral responsibility leave an important "gap" in their position. More specifically, 

according to Strawson, conditions of responsibility must be understood in terms 

of our natural disposition toward "reactive attitudes and feelings" or "moral sen

timents." Such responses to the good or ill will that we detect in the conduct of 

our fellow human beings are an "essential part of moral life as we know it" (P. F. 

Strawson 1962: 23 ) .  To a limited extent, we can suppress these reactions in par

ticular cases or circumstances: there is no possibility however, that we can syste

matically abandon or suspend our commitment to the whole "complicated web 

of attitudes and feelings." 

These observations, Strawson argues, are highly significant for the free will 

debate because they reveal what is wrong with both (classical) compatibilist op

timism, as well as incompatibilist pessimism. Pessimists are right in saying that 

a purely utilitarian approach to responsibility leaves out "something vital in our 

conception of these practices" (ibid. 23 ) .  It is a mistake, however, to conclude 

on this basis that what is required to fill this "lacuna" in the optimist account 

is some form of libertarian metaphysics that involves denying determinism 

(ibid. :  23-25) .  Contrary to the pessimist, Strawson argues, no theoretical belief 

in the truth of determinism could lead us to abandon our commitment to 

the moral sentiments (ibid. 18: compare 10, 12) . To suppose otherwise is "to 

over-intellectualize the facts" (ibid. :  2.3) .  When the role of moral sentiment is al
lowed its proper place in moral life, we can avoid both a crude utilitarian ac
count of responsibility that is divorced from psychological reality, while at the 

same time avoiding the "panicky metaphysics" of libertarianism. Our sense of 

desert is founded, not on (incoherent) beliefs about undetermined conduct, but 
rather on the natural, emotional responses that are essential to human life as 

we know it. 
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A number of Strawson's followers have picked up on his "naturalistic" ar

guments and developed his twofold critique of utilitarian optimism, on one side, 

and of pessimistic worries at the horizon on the other side. ( See Ishtiyaque Haji's 

essay, ch. 9 of this volume, for further discussion of Strawsonian strategies. ) 

Among these contributions to Strawsonian themes is the work of Kevin Magill, 

who advances arguments that are relevant to Dennett's "revisionary" views about 

responsibility. Magill maintains, in line with Strawson, that we must resist the 

temptation to provide a general "justification for punishment, desert and moral 

responsibility." The "impulse" to do this, he claims, is based on the (misguided) 

assumption that a utilitarian principle can be applied to a sphere where a distinct 

and independent retributive principle operates (that is, that the guilty should suf

fer) . According to Magill, both the utilitarian and retributive principles are "foun

dational to our moral thought and practices," and so any attempt to justify one 

in terms of the other involves us in "a kind of category mistake" (Magill 2000:  

193-94; compare item 1997: ch.  2 and Mackie 1985 ) .28 

Dennett, as we have already noted, dismisses worries about ultimacy on the 

ground that they depend on a traditional absolutist conception of responsibility 

(that is, "guilty-before-the-eyes-of-God") that is simply unintelligible and should 

be (moderately? ) "revised" in favor of a pragmatic conception based on "moral 

engineering" by means of sanctions. Against this, Strawson and his followers (for 

instance, Magill) argue that if compatibilists paid more attention to the role of 

moral sentiments in this sphere they could provide a richer, nonutilitarian un

derstanding of responsibility. To the extent that this approach remains closer to 

the original spirit of Dennett's descriptive project, it is more satisfying than the 

revisionary, pragmatic account of responsibility that Dennett defends. What is not 

so evident, however, is that the Strawsonian view succeeds in providing us with a 

sure and easy way of setting aside pessimist worries at the horizon.29 

It may be argued by the incompatibilist, for example, that our moral senti

ments must be targeted only on individuals who possess some relevant set of 

moral capacities, and that this includes a capacity for ultimate control. Agents 

who have no control over the specific reason-responsive mechanisms that they 

have acquired, nor over how these mechanisms are actually exercised in particular 

circumstances, lack the kind of (ultimate) self-control that is required to sustain 

and support our moral sentiments. Human beings may possess reason-responsive 
mechanisms, and be (complex) self-controllers of the kind that Dennett and others 

have described, and yet still exercise these capacities in ways that stem ultimately 

from factors that they cannot control. In some sense, therefore, they have no final 

say about the moral quality of their own character and conduct.30 It is not obvious, 

says the pessimist, that moral sentiments can be sustained when such considera

tions are pressed upon us.3J 
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6. PESSIMISM AND THE UNBEARABLE 

LIMITS OF FINITUDE 

In my view, the important and significant issues facing the new compatibilism of 

the kind advanced by Dennett lie primarily with problems of ultimacy at the 

horizon. The spatial metaphor of distance is helpful in this connection because it 

indicates that these horizon problems do not immediately present themselves to 

us in everyday moral life. Close-range and middle-distance issues differ in this 

respect. In our everyday moral dealings, we ask ourselves whether the conduct we 

are presented with is a product of the agent's own will, and if so, if the agent is 

a rationally competent (normal) adult, free from manipulation or coercive pres

sure. Concerns of this kind are part and parcel of ordinary moral life. Nothing 

about them is "artificial" or a peculiar product of the Western philosophical tra

dition. 

The situation is not so straightforward at the horizon. Regarding worries 

about ultimacy, Dennett's general diagnosis of the free will problem seems more 

plausible. When action is produced by the agent's will, and the agent is clearly 

capable of rational self-control (that is, reason-responsive) ,  further worries about 

the ultimate origin or source of the agent's will-in the absence of any worries 

about manipulation-seem remote from our usual concerns and interests. Worries 

of this kind seem likely to leave a typical moral audience unmoved. One reason 

why horizon concerns about ultimacy appear disconnected from ordinary moral 

life is that, unlike close and middle-distance issues, there is no obvious or decisive 

way to settle them. That is to say, when we raise questions about ultimacy, as 

distinct from issues of rationality and manipulation, there seems no way to prove 

that an agent was their ultimate source. The skeptic can always challenge such 

claims by arguing that any appearance of ultimate agency simply reflects our 

ignorance of the relevant causes at work. We become trapped, consequently, in 

issues and claims that can never be resolved. Beyond this, the skeptic is also likely 

to argue that it is not even clear what ultimacy demands-so how can we ever 

verify that it is satisfied in a given case? Clearly, general considerations of this kind 

lend credence to Dennett's claim that horizon problems are the artificial product 

of (overintellectualized) Western philosophy and theology. 

There are, nevertheless, a number of reasons for rejecting this complacent 
attitude to horizon problems. First, worries of this kind-reaching beyond 

middle-distance problems of rationality and manipulation-emerge in legal con

texts, where the problems are by no means the product of artificial philosophical 

reflection. On the contrary, lawyers and judges are plainly interested in evidence 

showing that a person accused of a crime had no control over factors that led to 
it,32 Second, and relatedly, our understanding of the influence of genetic endow-
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ment and the environment o n  human conduct and character i s  constantly ad

vancing, and this presses horizon issues on us with increasing force-to refuse to 

consider them seems mere evasion (compare. Klein 1990: 75 and Greenspan 1993 ) .  

Most important, i t  will not do  to  argue, a s  Dennett and others have done, that 

because we are unable to provide a coherent account of how ultimate agency is 

possible, that we can therefore dismiss worries that agents have no final control 

over their character and conduct. On the contrary, it should be obvious that a 

convinced skeptic on the subject of "libertarian metaphysics" may draw thor

oughly pessimistic conclusions from this (as in the views of the "moral skeptic" 

or the "hard determinist" ) .  Arguing from the impossibility of ultimate agency to 

the conclusion that there is no basis for pessimism in the realms of freedom and 

responsibility is an egregious example of Pollyannaism. 

There are interesting structural similarities between pessimism as it relates to 

the free will problem and the question of human mortality. Consider, for example, 

Pascal's profoundly pessimistic description of the human condition in the follow

ing passage: 

Imagine a number of men in chains, all under sentence of death, some of 

whom are each day butchered in the sight of the others; those remaining see 

their own condition in that of their fellows, and looking at each other with 

grief and despair await their turn. This is the image of the human condition. 

(Pascal 1966: 165/#434) 

The conclusion that Pascal draws from this analogy is that "the only good thing 

in this life is the hope of another life" ( ibid: 157/#427) .  For our purposes, the 

interesting thing about this passage is that Pascal uses an "intuition pump" to 

justify extreme pessimism about the human condition. If there is no immortal 

soul and future state, he suggests, then human life is nothing better than a painful 

period during which we wait to be executed, along with everyone else. 

The obvious reply to all this is that it grossly exaggerates and distorts the 

limits and miseries of human life. Pascal is guilty of the same sort of abuse of in

tuition pumps that Dennett objects to in the free will problem. However, while 

we may grant that Pascal's pessimism is exaggerated, it does not follow that all 

worries about human morality and finitude are without foundation. We may, for 

example, discredit Pascal's pessimism by pointing out (close and middle-distance) 
pleasures and sources of happiness that can be found within the span of human 

life. These show that, typically, our experience of human life does not resemble 

being chained up and waiting to be executed. At some point, however, those of 

us who are skeptical about the possibility of immortality must confront the real
ity of the limits of human existence-the duration of a human life is finite. Such 

reflections do not impose themselves on us in our everyday concerns, so we are 

not usually depressed or troubled by them. Nevertheless, to the extent that we 
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have the occasion, opportunity, and temperament to think about such matters, 

most people will find them sobering or rather melancholy to contemplate.33 

The important point is that we may not share Pascal's extreme pessimism on 

this subject and yet still appreciate why these reflections on human mortality oc

casion pessimism of some kind. The reasonable position on this subject, 

therefore, seems to lie somewhere between Pascalian pessimism and Pollyannaish 

optimism. 

These observations on Pascal's pessimism shed light on both what is right and 

wrong in Dennett's attempt to discredit incompatibilist pessimism. The incom

patibilist pessimism that Dennett has challenged is essentially Pascalian. It involves 

analogies and metaphors that are more misleading than illuminating. However, it 

does not follow from this that reflection on the limits of human agency is not 

disconcerting or unsettling. On the contrary, when we look beyond the close and 

middle-distance issues that are the focus of Dennett's attention, we must still 

confront horizon worries about ultimacy. Even if the worries here are not Pas

calian, they provide no basis for Pollyannaish optimism.34 

What these observations show is that, regarding the free will problem, we 

must carefully identify the source and quality of our pessimism and note the way 

they are related. More specifically, it is obvious that the quality of our pessimism 

will vary with the (perceived) source of worry. For example, Dennett is surely 

right to say that if close-range worries were justified (for example, we are in 

chains) , then this would be a "terrible" condition. Much the same is true of mid

dle-distance worries, which would also be "awful." It is not evident, however, 

that worries at the horizon have this quality or license an extreme negative emo

tional response. In the first place, concerns of this kind will vary depending on 

how lucky/unlucky individuals are with respect to their character and conduct.35 

A person of admirable character may occasion no feeling that her condition is 

"terrible" or "frightening" -unless, of course, we confuse horizon issues with 

close and middle-distance pessimism. Even a person whose character and con

duct is deplorable cannot be assimilated to the condition of a person who is ma

nipulated or incapable of rational self-control. The sort of pessimism occasioned 

by a lack of ultimacy must be qualitatively different (that is, reflecting a differ

ence in the source of our concern) .  An awareness of finitude and contingency, as 

it relates to the (assumed) impossibility of ultimate agency, licenses a more mod

est sense of being disconcerted, rather than any form of Pascalian despair.36 In 

general, it is a mistake to assume that incompatibilist pessimism must take the 

form of an all-or-nothing, homogeneous, and extreme sense of despair at the 

thought of the implications of determinism. The alternatives available to both the 

pessimist and the optimist are surely more subtle and nuanced than this.3? 
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Free will and pessimism by degrees 

Range 

Close 

Middle 

Scope of Concern 

Freedom of Action 

Is the agent's conduct regulated by his will? 

Are the agent's deliberations and choices futile? 

Rational Self-Control 

Is the agent's will responsive to the available reasons and his true values? 

Is the agent subject to control or manipulation by others? 

[ *H* The unstable boundary of ordinary moral life . . .  HH*]  

Horizon 

Cosmic 

Ultimate Agency 

Is the agent's character and will ultimately determined by factors that he 

does not control? 

Does the agent have a final say about the nature of his character and 

conduct? 

Self-Creation 

Is the agent an absolute, unconditioned (Godlike) self-creator? 
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N O T E S  

I am grateful to Robert Bunn, Ish Haji ,  Saul Smilansky, and Robert Kane for their help

ful comments and suggestions. 

1 . Dennett's way of associating incompatibilism with "pessimism" is also a promi

nent feature of Strawson's influential essay "Freedom and Resentment" (Strawson 1962) .  

Although this perspective on the free will debate reflects dominant tendencies in  incom

patibilist literature, there are some important complications to be noted. For example, 

the incompatibilist pessimist may well be an "optimist" about the existence of (libertar

ian) free will. Moreover, some incompatibilists would argue that our everyday beliefs 

and attitudes concerning freedom and responsibility are not worth salvaging, and so they 

find nothing "frightening" or "awful" about doing without them. As we will see, at 

times this attitude surfaces in Dennett. For the purposes of this chapter, however, I will 

work within the pessimist/optimist framework that Dennett (and Strawson) have con

structed. 

2. Dennett's methodology is self-consciously modeled after the ordinary language 

techniques of predecessors such as Ryle and Wittgenstein (Dennett 1984: 6, 18 ) .  (Elbow 

Room is dedicated to the memory of Ryle.) 

3. Dennett argues that worries about free will are "an almost exclusively Western 

preoccupation" and that for most people "metaphysical freedom has just not been 

worth worrying about" (Dennett 1984: 4). Clearly, then, Dennett sees his audience as 

composed primarily of philosophers, who are victims of their own "induced illusions." 

4. "Hobbes, Locke, Hume, Moore, Schlick, Ayer, Stevenson, and a host of others 

have done what can be done, or ought ever to have been needed, to remove the confu

sions that can make determinism seem to frustrate freedom" (Davidson 1972 ) .  

5 .  There are, in my view, significant problems with the efforts of (empiricist) com

patibilists to defend their position on the foundations of a regularity theory of causa

tion. For more on this, see Russell (1988) .  

6 .  "Fatalism says that m y  morrow i s  determined n o  matter how I struggle. This is 

of course a superstition. Determinism says that my morrow is determined through my 

struggle . . .  " (Hobart 1934: 82) .  For criticism of this doctrine, see Russell (2000 ) .  

7 .  The usual point of  criticism of  classical compatibilism i s  that freedom of  action 

does not imply freedom of will. Rogers Albritton, drawing on the same distinction, ar

gues that an agent who is unable to act according to his own will ( that is, faces "obsta

cles" of some kind) may nevertheless enjoy "perfect and unconditional" freedom of will 

(Albritton 1985 ) .  Indeed, Albritton is skeptical about the very possibility of unfree will. 

Even the addict or compulsive, he claims, lacks only strength of will, which is a different 

matter. However, Albritton does not discuss "bogeymen" cases of the kind that Dennett 

describes, and these, in my view, show that his unqualified skepticism concerning the 
possibility of unfree will is misplaced. 

8 .  According to Dennett, our deliberations about our "options" requires only "epi

stemic openness" (Dennett 1984: 122-23) .  

9 .  Kane comments on  this aspect of  Dennett's strategy a s  follows: " [Dennett] plays 
the old compatibilist tune in a new key. Just as classical compatibilists distinguish con 
straint from mere causation ,  he says we must distinguish con trol from mere determina
tion" (Kane 1996a: 70 ) .  
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10. Kane points out, for example, that children, as they reach maturity, "want an 

autonomy and dignity that they associate with the power to run their own lives," even 

though they "know that their parents are well-intentioned toward them" (Kane 1996a: 

69 ) .  

11. I t  may b e  objected that n o  action that we condemn can b e  judged a s  fully the 

agent's own-since it manifests a failure of normative competence. Benson denies this 

implication on the ground that "we can sometimes freely do what we believe we should 

not" (Benson 1987: 480 ) .  

12. Christman argues that t o  hold "that freedom i s  a value only i n  relation t o  cor

rect moral norms is to ignore the obvious non instrumental value of self-mastery itself" 

(Christman 1991: 358) .  

13. Benson's interesting observations o n  the social dimension o f  responsibility, and 

how it relates to issues of normative competence, lead to further questions about the 

relevance of emotional competence to moral agency. I discuss these matters in more de

tail in Russell n.d. 

14. There are, as Fischer and Ravizza point out, difficulties associated with "judg

ments about mechanism individuation" (Fischer and Ravizza 1998: 40n, 51-2n, 113, 216n; 

25m) . They offer, however, no "general way of specifying when two kinds of mechanism 

are the same" and rely, instead, on our "intuitive judgments" about such matters. 

15. It may be argued that our interest in "moral effort" is closely connected with 

the question of how an agent actually exercises her rational capacities (that is, how she 

uses "exercise control" ) .  The exact nature of this relationship is, however, open to a 

number of different interpretations. 

16. Dennett claims that in the process of moral development "everyone comes out 

more or less in the same league" -unless they are "singled out as defective" (Dennett 

1984: 96) . According to this view, normal adults are all "gifted with powers of delibera

tion" and "self-control" and at this threshold can be treated as (fully) free and responsi

ble agents ( ibid.: 98 ) .  However, as indicated, this view leaves large problems 

unaddressed. 

17. See esp . Klein ( 1990: ch.7) ,  for the details of her effort to (partially) reconcile 

compatibilist and incompatibilist principles. 

18. One of Klein's particular concerns is to argue that the U-condition is distinct 

from incompatibilist worries about "could have done otherwise" (Klein 1990: ch. 2 ) .  I 

will not discuss this aspect of her position. 

19. Classical compatibilists, of course, insist that worries about the source of our 

moral qualities are misplaced, as this does not change the value of the qualities them

selves. See, for example, Hobart (1934: 84): "It is the stuff certain people are made of 

that commands our admiration and affection. Where it came from is another question 
. . .  Its origin cannot take away its value, and it is its value we are recognizing when we 

praise." 

20. This is, of course, a familiar objection to "hierarchical" models of free will, 

such as Frankfurt (1971 ) .  For further discussion of this and related points, see Fischer 

and Ravizza ( 1993: 25-33) ·  
21. The terminology o f  "self-forming actions" i s  from Kane ( 1996a: esp. ch. 6) . 

Klein is a skeptic about the (empirical) possibility of ultimate agency. Kane ( 1996a) is a 
sustained and sophisticated attempt to work out the details of a libertarian metaphysics 

of this kind. 
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22. For an interesting and important effort to deal with this general problem, see 

Fischer and Ravizza ( 1998: 230-36) .  

23 .  It is arguable that our basic concerns about the way we acquire our reason

responsive mechanisms can be reduced to worries about whether we control the actual 

exercise of these capacities in particular circumstances. Note, for example, that if we had 

(ultimate) control over how our reason-responsive mechanism is actually exercised in 

the context of specific conditions, there seems to be no reason to worry about how the 

general capacity was acquired (for example, even if it was implanted in some deviant 

manner) . 

24. The distinction between "descriptive" and "revisionary" metaphysics is intro

duced and explained in Strawson (1959 ) .  

25. "My conclusions are neither revolutionary nor pessimistic. They are only mod

erately revisionary: the common wisdom about our place in the universe is roughly 

right" (Dennett 1984: 19 ) .  

26. I t  i s  evident that worries about ultimacy return o n  the account o f  responsibility 

for character suggested by Audi. Given that we must be able to "trace" character traits 

to actions that the agent could control, it may be argued that these ( "self-forming") ac

tions must satisfy the U-condition. For a libertarian argument along these lines, see 

Kane (1996a: 38-40) .  

27. Dennett's views o n  this subject may b e  compared and contrasted with Hume's. 

Hume also holds that a person may be (morally) evaluated for character traits over 

which he has little or no control. Indeed, he takes the more radical view that this in

cludes "natural abilities" ( intelligence, imagination, and so on), understood as pleasur

able or painful qualities of mind. For a discussion of Hume's views, see Russell ( 1995: 

ch. 9 ) .  

2 8 .  Magill does not claim, on  this basis, that "there are no  grounds for being trou

bled by the suffering caused by punishment and blame" (Magill 1997: 47) .  On the con

trary, his point is that the "true problem" that we face is "a practical one about oppos

ing strains within our moral framework and conflicting (nonmetaphysical) moral 

sentiments within ourselves" ( ibid.: 49 ) .  Regarding this problem, he claims, "there can 

be no general resolution of the tension between the principle of well-being and the prin

ciple of desert" ( ibid.: 52 ) .  Nevertheless, "if we keep in mind that it is what we care 

about, informed by our personal, moral and political feelings and sentiments, that gen

erally informs whether we take the objective or the reactive attitudes, we will not be 

faced with a helpless dilemma every time we confront decisions about whether to blame 

or to understand" ( ibid.: 52) . On the subject of moral sentiment and retributivism see 

also Russell ( 1995: ch. 10 ) .  

29 .  For the details of this, see Russell (1992) . 

30. There are a number of important complexities here that I cannot pursue. Suf

fice to note in passing, however, that this way of interpreting what is needed to satisfy 
ultimacy (that is, the forms of control missing from new compatibilist accounts) may 

set a standard that some suggested libertarian accounts of ultimacy still fail to meet. 

31. An illuminating discussion of this problem is presented in Watson (1987b ) ;  but 

compare McKenna (1998b ) .  

32. See, for example, Clarence Darrow's classic "hard determinist" defence of Leo

pold and Loeb (Darrow 1924) .  It is significant that Darrow did not argue that his clients 

did not understand what they were doing or lacked general powers of rational self-
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control. On the contrary, his defense is based largely on the (assumed) existence of 

causes of their character and conduct that were ultimately beyond their control. It is 

also significant, however, that he refers to several different "bogeymen," which tends to 

obscure the exact nature of his case. 

33. "Neither the sun nor death can be looked at steadily" (LaRochfoucauld 1678: 

#26) .  Although we generally assume that people have some shared sensibility about such 

matters, variations of response can always be found. This need not imply, however, any 

kind of intellectual confusion about the relevant considerations or issues involved. 

34. It may be argued, of course, that the only way to escape from pessimistic wor

ries of this kind, is to embrace libertarian metaphysics, much as some maintain that the 

only way to escape pessimism about the finitude of human life is to embrace the doc

trine of the immortality of the soul. 

35 . Compare, for example, our sense of luck regarding the distribution of other 

qualities such as beauty or intelligence. It is not obvious that the beautiful or intelligent 

person will feel any sense of "despair" or "fear" when she contemplates her situation

although the (unfortunate) ugly or stupid person may view things differently. 

36. Although I believe that reflection on horizon issues of ultimacy generate a sense 

of disconcertment, my reason is not that it threatens, systematically, to discredit our 

moral sentiments. On the contrary, when we reflect on considerations about the finitude 

of human agency, the thought that presses upon us is that who we are, and what we are 

responsible for to other human beings, depends ultimately on factors that we cannot 

control. This sobering thought makes us aware of the (uncomfortable) gap between our 

aspiration to be self-made selves and the evidence that this is an illusion. Such problems 

concern the relationship between fate (understood in terms of the issue of origination) 

and responsibility. A plausible compatibilism, I maintain, must acknowledge the legiti

macy of concerns about origination and accommodate them by allowing for the possi

bility that agents who are subject to fate may nevertheless be justifiably held responsible. 

On this see Russell (2000) .  
37. There is, o f  course, a considerable amount o f  room t o  b e  found between Pascal

ian pessimism and Pollyannaish optimism in respect of the issues of determinism and 

origination. Other (divergent) positions of this general kind in the contemporary litera

ture can be found in, for example Honderich ( 1993) , Pereboom ( 1995 ) , and Smilansky 

(2000 ) , as well as Russell (2000) .  Smilansky's position, which involves the claim that il

lusion about libertarian free will is desirable and "morally necessary," is described in his 

essay in this volume (ch. 22) .  



C H A P T E R  1 1  

W H O ' S  A F R A I D O F  

D E T E R M I N I S M ?  

R E T H I N K I N G  C A U S E S  

A N D P O S S I B I L I T I E S  

C H R I S T O P H E R  T A Y L O R  

D A N I E L  D E N N E T T  

INCOMPAT I B I L I S M ,  the view that free will and determinism are incompatible, sub

sists on two widely accepted but deeply confused theses concerning possibility and 

causation: (1 ) In a deterministic universe, one can never truthfully utter the sen

tence "I  could have done otherwise," and (2) In such universes, one can never 

really take credit for having caused an event, since in fact all events have been 

predetermined by conditions during the universe's birth. Throughout the free will 

literature, one finds variations on these two themes, often intermixed in various 

ways. When Robert Nozick1 describes our longing for "originative value," he ap

parently has thesis (2 )  in mind, and thesis (1 ) may underlie his assertion that "we 
want it to be true that in that very same situation we could have done (signifi

cantly) otherwise." John Austin, in a famous footnote, flirts with thesis ( 1 ) :  

Consider the case where I miss a very short putt and kick myself because I 
could have holed it. It is not that I should have holed it if I had tried: I did 

try, and missed. It is not that I should have holed it if conditions had been 

different: that might of course be so, but I am talking about conditions as they 
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precisely were, and asserting that I could have holed it. There is the rub. Nor 

does "I can hole it this time" mean that I shall hole it this time if I try or if 

anything else; for I may try and miss, and yet not be convinced that I could 

not have done it; indeed, further experiments may confirm my belief that I 

could have done it that time, although I did not.> 

(In later sections we discuss at length the ways in which this particular quote can 

lead readers astray. ) Meanwhile, Robert Kane, in The Significance of Free W ill, 

eloquently proclaims the importance of our presumed ability truly to cause events, 

the ability that thesis (2) addresses: 

Why do we want free will? We want it because we want ultimate responsibility. 

And why do we want that? For the reason that children and adults take delight 

in their accomplishment from the earliest moments of their awakening as per

sons, whether these accomplishments are making a fist or walking upright or 

composing a symphony.3 

Elsewhere in the free will debate, one often finds authors advancing definitions 

that confirm the relevance of possibilities and causes. Kane describes free will 

itself, for instance, as "the power of agents to be the ultimate creators . . .  and 

sustainers of their own ends and purposes."4 The key words here are power and 

creator. Intuition suggests that the term power is intertwined with possibility 

roughly as follows: agent A has the power to do X if and only if it is possible that 

A does (will do) X. And certainly, to be a creator, one has to be the cause of 

changes in the world; one has to "make a difference" in how the world runs. Kane 

provides some other significant concepts: 

Alternative Possibilities (AP):  The agent has alternative possibilities . . .  with re

spect to A at t [ iff] at t the agent can (has the power or ability to) do A and 

can do otherwise.s 

Ultimate Responsibility (UR): An agent is ultimately responsible for some (event 

or state) E's occurring only if (R) . . .  something the agent voluntarily . . .  did or 

omitted and for which the agent could have voluntarily done otherwise . .  . 

causally contributed to E . . .  , and (U) for every X and Y . . .  [ I ] f  the agent is 

personally responsible for X, and if Y is an arche (or sufficient ground or cause 

or explanation) for X, then the agent must also be personally responsible for 
y'6 

Carl Ginet in a similar vein proposes: 

Two or more alternatives are open to me at a given moment if which of them I 

do next is entirely up to my choice at that moment: Nothing that exists up to 

that moment stands in the way of my doing next any one of the alternatives.? 

Whether or not these definitions are entirely dependable, they are emblematic of 

the central role of the concepts of causation and possibility in our understanding 
of free will. 



W H O ' S A F R A I D  O F  D E T E R M I N I S M ?  259 

In short, the acceptance of theses (1) and (2) lies at the heart of incompati

bilism. Incompatibilists dread determinism because they suspect that a determin

istic universe would lack the sorts of open possibilities that we cherish and deprive 

us of the ability to cause changes to the world in a meaningful way. Accordingly, 

they find heartening the discovery of indeterminacy in modern quantum me

chanics, and they hope to discover indeterministic quantum events at the root of 

each free agent's decision-making ability. Kane ingeniously attempts a naturalistic, 

scientifically respectable account of indeterministic free will, and yet the arcane 

processes he describes are strangely dissatisfying as a new foundation for human 

freedom and dignity. Not only do they seem oddly "outside of our control," but 

they are so subtle that, very likely, scientists will be unable to confirm their rel

evance to our mental life for the foreseeable future. 

To avoid the sort of impasse that Kane and other incompatibilists have ap

parently reached, we propose to reexamine the foundations of possibilities and 

causes, to understand why theses ( 1 ) and (2) look so compelling. We will discover 

that the desires incompatibilists describe, to have powers and to effect changes, 

can be satisfied without any recondite appeals to quantum indeterminacy. The 

suspicions to the contrary lose their force once we begin to untangle, with the 

aid of a little formalism, the complexities of the underlying concepts. 

1 .  POSSIBLE WORLDS 

While a complete account of possible worlds would require many extra pages, the 

following paragraphs outline an approach, compatible with modern scientific 

methods, that avoids various modal pitfalls identified by Quine ( such as talk of 

propositions, analyticity, essences, and so forth) .8 Ideally, science strives for a de

scription of the universe that is as thorough and comprehensive as possible, com

posed in an orderly mathematical idiom. A simple example of such ideal state

descriptions are the "Democritean" universes introduced by Quine.9 A 

Democritean universe is completely specified using a function f that assigns to 

each quadruple (x,y,z, t) a value of either 0 or 1. If f(x,y,z,t) = I, then at time t 

matter occupies location (x,y,z); otherwise point (x,y,z) is devoid of matter at t. 

Needless to say, modern physics has long since supplanted the tidy Democritean 

conception of reality, but even today the basic project of describing the world 

with (monstrously complex) functions remains intact. So despite its scientific 

shortcomings, the following definition provides a useful starting point as we strug
gle to discipline unruly pretheoretical intuitions: 
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A possible world is simply any function of the form described above (in 

mathematical notation, any function of the form f: JR4 � {O ,l } ) .  J O  

The set of all possible worlds we will denote by n a particularly noteworthy subset 

of n is <1>, which contains just the physically or nomologically possible worlds, in 

which no physical laws are violated. I I 

Given a possible world f, we of course have many ways to describe and make 

assertions about it. Often it will be natural to postulate entities within f: connected 

hypersolids in JR4 that yield coherent life-histories for objects like stars, planets, 

living creatures, and everyday paraphernalia. One will also want to set up a system 

of informal predicates that apply to these entities, such as "has a length of 1 meter," 

"is red,"  "is human." 1 2 We may then form sentences like 

3x (x is human) 

and determine whether they apply in various different possible worlds (while rec

ognizing that often enough one will encounter borderline worlds where incontes

tible verdicts prove elusive) .  

Worthy of special note are identification predicates of the form " is  Socrates." 

"Is Socrates,"  we shall suppose, applies to any entity in any possible world that 

shares so many features with the well-known denizen of the actual world that we 

are willing to consider it "the same person." In the actual world, of course, "is 

Socrates" applies to exactly one entity; in others, there may reside no such being, 

or one, or conceivably several to whom the predicate applies equally well. Like 

other informal predicates, identification predicates suffer from vagueness and sub

jectivity, but they do not cause unusual problems. 

With this machinery in place we can now explicate such sentences as: 

Necessarily, Socrates is mortal. 

We would propose the translation: 

In every (physically? ) possible world f, the sentence "'r:/x (x is Socrates => x 

is mortal )"  obtains. ( 2) 

Here "is Socrates" and "is mortal" are informal predicates of the sort just intro

duced. Paraphrase (2) strikes us as both plausible and free of the logical confusions 

Quine decries. Of course, deciding whether (2) is true does present considerable 

challenges, stemming largely from the unavoidable blurriness of the predicates. 
Moreover, we are not specifying the set of possible worlds over which one should 
allow f to range; perhaps some readers will advocate set n ( all worlds) ,  others <I> 
(the physically possible worlds) ,  and yet others a still more restricted set X. Logic 
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alone cannot resolve this issue, but logical language does help us to pinpoint such 

questions and recognize the sorts of vagueness we face. However we choose, we 

can employ the notation 

Ox <1> 

to indicate that sentence 'P obtains for every world in set X. 
As the dual of necessity, possibility yields to a similar analysis. Hence 

Possibly, Socrates might have had red hair. 

means 

There exists (within some set X) a possible world f in which the sentence 

"3x (x is Socrates 1\ x has red hair)" obtains. (4)  

Analogous to the notation "Ox 'P
" we introduce 

O x 'P, 

meaning that 'P holds for some world within X. The familiar sentence: 

Austin could have holed the putt (5 )  

now becomes 

O x 3x (x is Austin 1\ x holes the putt ) .  (6 )  

Notice that in  this case we need to  restrict X to  a narrow range of worlds, all 

quite similar to actuality, if we are to do justice to Austin's meaning. For sup
pose that Austin is an utterly incompetent golfer, and that impartial observers 
are inclined to deny ( 5 ) .  If we let X range too widely, we may include worlds 

in which Austin, thanks to years of expensive lessons, winds up a championship 

player who holes the putt easily, thus validating (6 )  but distorting the presumed 

sense of ( 5 ) .  At the same time, as we shall see, there is no good reason to make 

X so small that only worlds identical to reality in the moments before the putt 

are included. 
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2 .  COUNTERFACTUALS 

Using possible worlds, one can also profitably interpret sentences of the form 

If you had tripped Arthur, he would have fallen, 

as David Lewis has shownY Roughly, (7) obtains if and only if in every world 

approximately similar to our own where the antecedent holds, so does the con

sequent. In other words, 

( 8 )  

where 'P stands for "you tripped Arthur," t\J stands for "Arthur fell," and X i s  a 

set of worlds similar to our own. As an alternative notation, let us also write, 

Choosing an optimal value for X in (8)  and (9)  is not always easy, but we suggest 

the following loose guidelines: 

In sentences like (8 )  and (9 ) ,  X ought to 

• contain worlds in which 'P holds, �'P holds, t\J holds, and �t\J holds 

• contain worlds otherwise very similar to the actual world ( insofar as the 

preceding clause permits) .  (G )  

So  when analyzing ( 7 ) ,  choose X to contain worlds in  which you trip Arthur, 

worlds where you refrain from tripping him, worlds where he falls, and worlds 

where he remains upright. In the case of (10 ) :  

I f  the sun hadn't risen this morning, I would have overslept, (10 ) 

X will look quite different, since it includes strange worlds in which the sun fails 
to rise. 

In Counterfactuals, Lewis cleverly devises a single connective � appropriate 

for all 'P and t\J, but in this chapter we settle for a family of connectives of type 

�x .  Doing so, we believe, forestalls various technical complications and accords 

equally well with intuition. Notice that for Lewis transitivity fails and, worse, so 

does the equivalence 
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With each operator 0-7x, on the other hand, transitivity and contraposition suc

ceed, provided we hold X fixed. Of course, X can vary, as observed in the previous 

paragraph, so that the two sentences: 

If Bill had tripped him, he would have fallen 

If he had fallen, he would have broken his glasses 

need not imply 

If Bill had tripped him, he would have broken his glasses. 

However, we can confidently assume that 

If Bill had tripped him, he would have fallen 

implies 

If he had not fallen, Bill would not have tripped him, 

since guidelines (G) yield the same set in each case. 

3. CAUSATION 

(11) 

(12) 

Fundamental as it appears, the language of causation has stirred up interminable 

debate and has (perhaps for that reason) been avoided by scientists. Many phi

losophers apparently hope some day to unearth the one "true" account of cau

sation, but given the informal, vague, often self-contradictory nature of the term, 

we think a more realistic goal is simply to develop a formal analogue (or ana

logues) that helps us think more clearly about the world. Our preexisting hunches 

about causation will provide some guidance, but we should mistrust any informal 

arguments that masquerade as "proofs" validating or debunking particular causal 
doctrines. 1 4 

When we make an assertion like 

Bill's tripping Arthur caused him to fall, ( 16)  

a number of factors appear to be supporting the claim. In an approximate order 

of importance, we list the following: 
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o Causal necessity. At least since Hume, philosophers have suspected that 

counterfactuals play some role in our causal thinking, and this factor and 

the next fall within the same tradition. Our assent to sentence (16) de

pends on our conviction that in any world roughly similar to our own in 

which Arthur falls, Bill must have tripped him up. Using the notation of 

the previous section, we have tjJ �x 'fl, where 'fl stands for "Bill tripped 

Arthur," tjJ represents "Arthur fell," and X is the set of worlds similar to 

our own in which (1 ) Bill trips Arthur, (2) Bill doesn't trip him, (3) Ar

thur falls, or (4) he doesn't fall. As observed above, the sentence � 'fl D 
�x �tjJ has the same logical force; in other words, had Bill not tripped 

Arthur, he would not have fallen. 

o Causal sufficiency. It may well be that whenever we affirm (16 ) ,  we do so 

partly because we believe that (using the same notation as before) 'fl �x 
tjJ. In other words, we believe that Arthur's fall was an inevitable outcome 

of Bill's tripping: in any world where Bill places the obstruction in his 

path, Arthur goes toppling. (Or equivalently, if Arthur had not fallen, 

then Bill must in that case have refrained. ) This second condition is logi

cally entirely distinct from the first, and yet the two seem to get badly 

muddled in everyday thinking. Indeed, as we shall see, incompatibilist 

confusion often originates precisely here. Below we will discuss at greater 

length the relations between these two conditions. 

o Truth of 'fl and tjJ in the actual world. Although a relatively trivial require

ment, it should be mentioned if only for completeness. 

o Independence. We expect the two sentences 'fl and tjJ to be logically inde

pendent: there must exist worlds, however remote from reality, in which 

'fl obtains but not tjJ, and vice versa. Hence "Mary's singing and dancing 

caused her to dance and sing" has a decidedly odd ring. This condition 

also helps rule out ''1 + 1 = 2 causes 2 + 2 = 4." 

o Temporal priority. A reliable way to distinguish causes from effects is to 

note that causes occur earlier. 1 5 

o Miscellaneous further criteria. Although less critical than the preceding 

points, a number of other conditions may increase our confidence when 

we make causal judgements. For instance, in textbook examples of causa

tion, 'fl often describes the actions of an agent, and tjJ represents a change 
in the state of a passive object (as in "Mary causes the house to burn 

down") .  Further, we often expect the two participants to come into physi

cal contact during their transaction. 1 6 

In order to understand these conditions better, let us try them out on a few 

test cases (some of which derive from Lewis)Y  First consider the sharpshooter 

aiming at a distant victim. Scrutiny of the sharpshooter's past record shows that 
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the probability of a successful hit in this case is 0.1; if it makes any difference, we 

might imagine that irreducibly random quantum events in the sharpshooter's 

brain help determine the outcome. Let us suppose that in the current case the 

bullet actually hits and kills the victim. We unhesitatingly agree then that the 

sharpshooter's actions caused the victim's death, despite their causal insufficiency. 

Accordingly, it appears that in such cases, people rank necessity above sufficiency 

when making judgments about causes. 
Still, sufficiency does retain some relevance. Suppose that the king and the 

mayor both have an interest in the fate of some young dissident; as it happens, 

both issue orders to exile him, so exiled he is. This is a classic case of overdeter

mination. Let 'P I  stand for "the king issues an exile order," 'P2 stand for "the mayor 

issues an exile order," and tV, "the dissident goes into exile." In the current sce

nario, neither 'P I nor 'P2 alone is necessary for tV: for instance, had the king failed 

to issue any order, the dissident would still have been exiled thanks to the mayor, 

and vice versa. In fact 'PI 1\ 'Pz satisfies the necessity requirement, but we are 

(perhaps unreasonably) reluctant to posit a disjunction as a cause.18 Instead, suf

ficiency comes to the rescue and permits a choice between the two. After all, 'P2 

fails this test: it  is easy to imagine a universe where the mayor issues his decree 

yet the dissident gets off (just change the king's order into a pardon) .  The king's 

order, on the other hand, is truly effective; whatever small changes we make to 

the universe (including changes in the mayor's orders ) ,  the dissident's exile follows 

from the king's command. Accordingly we may dub 'P I the "real cause" (if we 

feel the need to satisfy that yearning) . 1 9 

Consider next the tale of Billy and Susie. Both children are throwing rocks at 

a glass bottle, and as it happens Susie's rock, traveling slightly faster, reaches the 

bottle first and shatters it. Billy's rock arrives a moment later at exactly the spot 

where the bottle used to stand, but of course encounters nothing but flying 

shards. When choosing between 'P I  ("Susie throws rock S" )  and 'Pz ( "Billy throws 

rock B" ) ,  we vote for 'P I as the cause of tV ("The bottle shatters" ) ,  despite the fact 

that neither sentence is necessary (had Susie not thrown her rock, the bottle 

would still have shattered thanks to Billy, and vice versa) and both are sufficient 

(Billy's throw suffices to produce a broken bottle, whatever his playmate does, 

and likewise with Susie's ) .  Why? The general notion of temporal priority (intro

duced above in connection with distinguishing cause from effect) strikes us as 

one critical consideration. As with priority disputes in science, art, and sports, we 

seem to put a premium on being the first with an innovation, and since rock S 
arrived in the vicinity of the bottle earlier than did rock B, we give credit to Su

sie. Further, it is clear that, although the bottle would still have shattered without 

Susie's throw, the shattering event would have been significantly different, occur
ring at a later time with a different rock sending fragments off in different direc
tions. We can choose set X to reflect this fact (in keeping with guidelines (G) ) :  
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let it contain worlds i n  which either (1) the bottle doesn't shatter at all, o r  ( 2 )  it 

shatters in a way very similar to the way it shatters in reality. Then for every 

world in X, 

obtains; wherever in X the bottle shatters, we find Susie throwing her rock first. 

On the other hand, 

may well fail in X; X can certainly contain worlds where the bottle shatters but 

Billy refrains. In short, 'PI is "more necessary" than 'P2' provided that we choose 

X right. The vagueness of X, though sometimes irksome, can also break deadlocks. 

Not that deadlocks must always be breakable. We ought to look with equa

nimity on the prospect that sometimes circumstances will fail to pinpoint a single 

"real cause" of an event, no matter how hard we seek. A case in point is the 

classic law school riddle: 

Everybody in the French Foreign Legion outpost hates Fred, and wants him 

dead. During the night before Fred's trek across the desert, Tom poisons the 

water in his canteen. Then, Dick, not knowing of Tom's intervention, pours out 

the (poisoned) water and replaces it with sand. Finally, Harry comes along and 

pokes holes in the canteen, so that the "water" will slowly run out. Later, Fred 

awakens and sets out on his trek, provisioned with his canteen. Too late he 

finds his canteen is nearly empty, but besides, what remains is sand, not water, 

not even poisoned water. Fred dies of thirst. Who caused his death?20 

4. DETERMINISM AND POSSIBILITY 

( T HESIS 1 )  

Now that we have some formal machinery in place, we can reconsider the spu

riously "obvious" fear that determinism reduces our possibilities. We can see why 

the claim seems to have merit: let 'P be the sentence "Austin holes the putt," let 
X be the set of physically possible worlds that are identical to the actual world at 

some time to prior to the putt, and assume both that Austin misses and that 

determinism holds. Then in fact 'P does not hold for any world in X ( � <> x 'P) ,  

because X contains only one world: the actual one. Of course, this method of  

choosing X (call it the narrow method) i s  only one among many. We should note 
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that the moment we admit into X worlds that differ in a few imperceptibly mi

croscopic ways from actuality at to, we may well find that 0 x 'P,  even when 

determinism obtains. (This is, after all, what recent work on chaos has shown: 

many phenomena of interest to us can change radically if one minutely alters the 

initial conditions. ) So the question is: when people contend that events are pos

sible, are they really thinking in terms of the narrow method? 

Notice that Austin evidently endorses the narrow method of choosing X when 

he states that he is "talking about conditions as they precisely were" whenever he 

asserts he could have holed the putt. Yet in the next sentence he seemingly rescinds 

this endorsement, observing that "further experiments may confirm my belief that 

I could have done it that time, although I did not." What "further experiments" 

might indeed confirm Austin's belief that he could have done it? Experiments on 

the putting green? Would his belief be shored up by his setting up and sinking 

near-duplicates of that short putt ten times in a row? If so, then he is not as 

interested as he claims he is in conditions as they precisely were. He is content to 

consider "Austin holes the putt" possible if, in situations very similar to the actual 

occasion in question, he holes the putt.2 1 

We contend, then, that Austin equivocates when he discusses possibilities, and 

that in truth the narrow method of choosing X does not have the significance he 

imagines. From this it follows that the truth or falsity of determinism should not 

affect our belief that certain unrealized events were nevertheless "possible,"  in an 

important everyday sense of the word. We can bolster this last claim by paying a 

visit to a narrow domain in which we know with certainty that determinism 

reigns: the realm of chess-playing computer programs. 
Computers are marvels of determinism. Even their so-called random number 

generators only execute pseudo-random functions, which produce exactly the 

same sequence of "random" digits each time the computer reboots. That means 

that computer programs that avail themselves of randomness at various "choice" 

points will nevertheless spin out exactly the same sequence of states if run over 

and over again from a cold startY Suppose, for instance, you install two different 

chess-playing programs on your computer and yoke them together with a little 

supervisory program that pits them against each other, game after game, in a 

potentially endless series. Will they play the same game, over and over, until you 

turn off the computer? Perhaps; but if either chess program consults the random 

number generator during its calculations ( if, for instance, it periodically "flips a 

coin" to escape from Buridan's ass difficulties in the course of its heuristic search) ,  
then i n  the following game the state o f  the random number generator will have 

changed. Accordingly, different alternatives will be "chosen" and a variant game 

will blossom, resulting in a series in which the games, like snowflakes, are no 

two alikeY Nevertheless, if you turned off the computer and then restarted it, 
running the same program, exactly the same variegated series of games would 

spin out. 
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This gives us a toy model o f  a deterministic Democritean universe, i n  which 

zillions of bits are flipped in sequence, governed by a fixed physics. Rewinding 

and replaying the tape of life is really possible in such a toy world. Suppose we 

create such a chess universe involving two programs, A and B, and study the 

results of a lengthy run. We will find lots of highly reliable patterns. Suppose we 

find that A (almost) always beats B. That is a pattern that we will want to explain, 

and saying, "Since the program is deterministic, A was caused always to beat B"  

would fail to  address that curiosity. We will want to  know what about the struc

ture, methods, and dispositions of A accounts for its superiority at chess. A has 

a competence or power that B lacks, and we need to isolate this interesting factor.24 

When we set about exploring the issue, availing ourselves of the high-level per

spective from which the visible "macroscopic" objects include representations of 

chess pieces and board positions, evaluations of possible moves, decisions about 

courses to pursue, and so forth, we will uncover a host of further patterns: some 

of them endemic to chess wherever it is played (for example, the near certainty 

of B's loss in any game where B falls a rook behind) and some of them peculiar 

to A and B as particular chess players (for example, B's penchant for getting its 

queen out early).25 We will find the standard patterns of chess strategy, such as 

the fact that when B's time is running out, B searches less deeply through the 

game tree than it does when in the same position it has more time remaining. In 

short, we will find a cornucopia of explanatory regularities, some exceptionless ( in 

our voluminous run) and others statistical. 

These macroscopic patterns are salient moments in the unfolding of a deter

ministic pageant that, looked at from the perspective of microcausation, is to a 

large extent all the same. What from one vantage point appear to us to be two 

chess programs in suspenseful combat, can be seen through the "microscope" (as 

we watch instructions and data streaming through the CPU) to be a single de

terministic automaton unfolding in the only way it can, its jumps already pre

dictable by examining the precise state of the pseudo-random number generator. 

There are no "real" forks or branches in its future; all the "choices" made by A 

and B are already determined. Nothing, it seems, is really possible in this world 

other than what actually happens. Suppose, for instance, that an ominous mating

net looms over B at time t but collapses when A runs out of time and terminates 

its search for the key move one pulse too soon; that mating net was never going 

to happen.26 (This is something we could prove, if we doubted it, by running the 

same tournament another day. At exactly the same moment in the series, A would 

run out of time again and terminate its search at exactly the same point. ) 

So what are we to say? Is our toy world really a world without prevention, 
without offense and defense, without lost opportunities, without the thrust and 

parry of genuine agency, without genuine possibilities? Admittedly, our chess pro

grams, like insects or fish, are much too simple agents to be plausible candidates 

for morally significant free will, but we contend that the determinism of their 
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world does not rob them of their different powers, their different abilities to avail 

themselves of the opportunities presented. If we want to understand what is hap

pening in that world, we may, indeed must, talk about how their choices cause 

their circumstances to change, and about what they can and cannot do. 

Suppose we find two games in the series in which the first twelve moves are 

the same, but with A playing White in the first game and Black in the second. At 

move 13 in the first game, B "blunders" and its pattern goes downhill from there. 

At move 13 in the second game, A, in contrast, finds the saving move, castling, 

and goes on to win. "B could have castled at that point in the first game," says an 

onlooker, echoing Austin. True or false? The move, castling, was just as legal the 

first time, so in that sense, it was among the "options" available to B. Suppose 

we find, moreover, that castling was not only one of the represented candidate 

moves for B, but that B in fact undertook a perfunctory exploration of the con

sequences of castling, abandoned, alas, before its virtues were revealed. Could B 

have castled? What are we trying to find out? Looking at precisely the same case, 

again and again, is utterly uninformative, but looking at similar cases is in fact 

diagnostic. If we find that in many similar circumstances in other games, B does 

pursue the evaluation slightly farther, discovering the virtues of such moves and 

making them-if we find, in the minimal case, that flipping a single bit in the 

random number generator would result in B's castling-then we support ( "with 

further experiments" )  the observer's conviction that B could have castled then. 

We would say, in fact, that B 's failure to castle was a fluke, bad luck with the 

random number generator. If, on the contrary, we find that discovering the rea

sons for castling requires far too much analysis for B to execute in the time 

available (although A, being a stronger player, is up to the task) , then we will 

have grounds for concluding that no, B, unlike A, could not have castled. To 

imagine B castling would require too many alterations of reality; we would be 

committing an error alluded to earlier, making X too large. 

In sum, using the narrow method to choose X is useless if we want to explain 

the patterns that are manifest in the unfolding data. It is only if we "wiggle the 

events" (as David Lewis has said) ,  looking not at "conditions as they precisely 

were" but at nearby neighboring worlds, that we achieve any understanding at 

allY Once we expand X a little, we discover that B has additional options, in a 
sense both informative and morally relevant (when we address worlds beyond the 

chessboard) .  The burden rests with incompatibilists to explain why "real" possi

bility demands a narrow choice of X-or why we should be interested in such a 
concept of possibility, regardless of its "reality." 

As we have seen, possibilities of the broader, more interesting variety can exist 

quite comfortably in deterministic worlds. Indeed, introducing indeterminism 
adds nothing in the way of worthwhile possibilities, opportunities, or competences 
to a universe. If in our sample deterministic world program A always beats pro

gram B, then replacing the pseudo-random number generator with a genuinely 
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indeterministic device will not help B at all: A will still win every time. Though 

pseudo-random generators may not produce genuinely random output, they come 

so close that no ordinary mortal can tell the difference. A superior algorithm like 

Ns will hardly stumble when faced with so inconsequential a change. And anal

ogous conclusions could well apply in meatier universes like ours. To put it graph

ically, the universe could be deterministic on even days of the month and inde

terministic on odd days, and we would never notice a difference in human 

opportunities or powers; there would be just as many triumphs, and just as many 

lamentable lapses, on October 4 as on October 3 or October 5 .  (If your horoscope 

advised you to postpone any morally serious decision to an odd-numbered day, 

you would have no more reason to follow this advice than advice to wait for a 

waning moon. )  

5. SOME RELATED FEARS 

In passing we mention a number of other misguided worries about determinism, 

clustered about the basic fear of lost possibilities. Some thinkers have suggested 

that the truth of determinism might imply one or more of the following disheart

ening claims: all trends are permanent, character is by and large immutable, and 

it is unlikely that one will change one's ways, one's fortunes, or one's basic nature 

in the future. Ted Honderich,28 for example, has maintained that determinism 

would somehow squelch what he calls our life hopes: 

If things have gone well for a person, there is more to hope for in what follows 

on the assumption that the entire run of his or her life is fixed . . . .  If things 

have not gone well, or not so well as was hoped, it is at least not unreasonable 

to have greater hopes on the assumption that the whole of one's life is not 

fixed, but is connected with the activity of the self . . . .  Given the sanguine 

premiss of our reasonableness, there is reason to think that we do not tend to 

the idea of a fixed personal future. (Honderich 1988; p. 388-89) 

Clearly such anxieties originate in a vague sense that true possibilities ( for an 
improved lot, say) disappear under determinism. 

One readily sees the baselessness of such fears by referring again to the field 

of computer science. Programmers have already demonstrated how deterministic 

computer algorithms can adapt themselves to changes in the environment and 

learn from their mistakes.29 Chess programs A and B from the previous section 
could well incorporate such talents. If initially mediocre B possesses these abilities 
and A does not, then we may ultimately find B emerging victorious. And if B has 

this sort of structure in a deterministic world, its enviable capacity will not im-
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prove with the introduction of a genuinely indeterministic random-number gen

erator. Nor will adding indeterminism to the universe help it if it lacks this ability. 

In general, there is no paradox in the observation that certain phenomena are 

determined to be changeable, chaotic, and unpredictable, an obvious and impor

tant fact that philosophers have curiously ignored. Honderich finds disturbing the 

notion that we might have a "fixed personal future," but the implications of this 

notion are entirely distinct from the implications of having a "fixed personal 

nature." The latter is cause for dismay, perhaps, but not the former, for it could 

very well be one's fixed personal future to be blessed with a protean nature, highly 

responsive to the "activity of the self." The total set of personal futures, "fixed" 

or not, contains all sorts of agreeable scenarios, including victories over adversity, 

subjugations of weakness, reformations of character, even changes of luck. It could 

be just as determined a fact that you can teach an old dog new tricks as that you 

can't. The question to ask is, Are old dogs the kinds of things that can be taught 

new tricks? We rightly care about being the sorts of entities whose future trajec

tories are not certain to repeat the patterns found in the past. The general thesis 

of determinism has no implications about such issues-for answers to these ques

tions, we must turn to specific fields like biology and social science (which them
selves might be either deterministic or indeterministic domains) . 30 And as the next 

section will show, creativity, the ability to author something of "originative value," 

is similarly independent of determinism. 

6. DETERMINISM AND CAUSATION 

( THESIS 2 )  

The hunch that determinism would eliminate some worthwhile type of causation 

from the universe has even less merit than the claim that it eliminates possibilities. 

We suspect this fear stems from the conflation of causal necessity with causal 

sufficiency-as we have seen, our language makes this confusion all too easy. 

Determinism is essentially a doctrine concerned with sufficiency: if 0'0 is a (mind

bogglingly complex) sentence that specifies in complete detail the state of the 
universe at to and 0'1 similarly specifies the universe at a later time tl ' then deter

minism dictates that 0'0 is sufficient for 0'1 in all physically possible worlds. But 

determinism tells us nothing about what earlier conditions are necessary to pro

duce 0'1' or any other sentence tV for that matter. Hence, since causation generally 
presupposes necessity, the truth of determinism would have little bearing on the 

validity of our causal judgments.3 1 
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For example: according to determinism, the precise condition of the universe 

one second after the big bang (call the corresponding sentence 0"0) causally sufficed 

to produce the assassination of John F. Kennedy in 1963 ( sentence 1jJ) .  Yet there 

is no reason at all to claim that 0"0 caused 1jJ. Though sufficient, 0"0 is hardly 

necessary. For all we know, Kennedy might well have been assassinated anyway, 

even if some different conditions had obtained back during the universe's birth.32 

More plausible causes of the event would include "A bullet followed a course 

directed at Kennedy's body"; "Lee Harvey Oswald pulled the trigger on his gun";  

perhaps "Kennedy was born"; conceivably "Oswald was born."33 But conspicu

ously absent from this list are microscopically detailed descriptions of the universe 

billions of years prior to the incident. Incompatibilists who assert that under 

determinism 0"0 "causes" or "explains" IjJ miss the main point of causal inquiry. 

In fact, determinism is perfectly compatible with the notion that some events 

have no cause at all. Consider the sentence "The devaluation of the rupiah caused 

the Dow Jones average to fall." We rightly treat such a declaration with suspicion; 

are we really so sure that among nearby universes the Dow Jones fell only in those 

where the rupiah fell first? Do we even imagine that every universe where the 

rupiah fell experienced a stock market sell-off? Might there not have been a con

fluence of dozens of factors that jointly sufficed to send the market tumbling but 

none of which by itself was essential? On some days, perhaps, Wall Street's be

havior has a ready explanation; yet at least as often we suspect that no particular 

cause is at work. And surely our opinions about the market's activities would 

remain the same, whether we happened to adopt Newton's physics or Schro

dinger's. 

Of course, one might wonder why it is that causal necessity matters to us as 

much as it does. Let us return for a moment to chess programs A and B. Suppose 

our attention is drawn to a rare game in which B wins, and we want to know 

"the cause" of this striking victory. The trivial claim that B's win was "caused" by 

the initial state of the computer is totally uninformative. Of course the total state 

of the toy universe at prior moments was sufficient for the occurrence of the win; 

we want to know which features were necessary, and thereby understand what 

such rare events have in common. We want to discover those features, the absence 

of which would most directly be followed by B's loss, the default outcome. Perhaps 

we will find a heretofore unsuspected flaw in 1\s control structure, a bug that has 
only just now surfaced. Or perhaps the victory is a huge coincidence of conditions 

that require no repair, since the probability of their recurrence is effectively zero. 

Or we might find an idiosyncratic island of brilliance in B 's competence, which 

once diagnosed would enable us to say just what circumstances in the future might 

permit another such victory for B. 
Rationality requires that we evaluate necessary conditions at least as carefully 

as sufficient conditions. Consider a man falling down an elevator shaft. Although 

he doesn't know exactly which possible world he in fact occupies, he does know 
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one thing: he is in a set of worlds all of which have him landing shortly at the 

bottom of the shaft. Gravity will see to that. Landing is, then, inevitable (un

avoid-able) because i t  happens in every world consistently with what he knows. 

But perhaps dying is not inevitable. Perhaps in some of the worlds in which he 

lands, he survives. Those worlds do not include any in which he lands headfirst 

or spreadeagled, say, but there may be worlds in which he lands in a toes-first 

crouch and lives. There is some elbow room. He can rationally plan action on the 

assumption that living is possible, and even if he cannot discover sufficient con

ditions to guarantee survival, he may at least improve the odds by taking whatever 

actions are necessary. 34 

In closing, let us return to the human desire pinpointed by Kane that moti

vates so much of this debate: the desire to be able to take full credit as the creators 

and causes of change in the world. Consider for instance the wish that we (Taylor 

and Dennett) have to be acknowledged as the authors of this essay. Suppose that 

determinism turns out to be true. Would that in any way undercut our claim that 

our activity nevertheless played an essential role in this essay's creation? Not in 

the least, even after we factor in the earlier deeds of our parents and teachers. 

Without our efforts, it is safe to say that no essay exactly like this (or even closely 

similar) would have been produced.35 Hence we are entitled to claim some "orig

inative value" for our unique accomplishment. The thirst for originality and causal 

relevance is not to be quenched by abstruse quantum events: all that we require 

is the knowledge that without our presence, the universe would have turned out 

significantly different. 

A p PENDIX : VAN INWAGEN'S 

CONSEQUENCE ARGUMENT 

Peter van Inwagen ( 1975 ) hopes to bolster the incompatibilist sense of lost causal 

powers with the following basic argument: 

1 .  Let q:> be some event that actually occurs in agent J\s life (missing a putt, 

say) . Also let 0"0 be a comprehensive description of the universe's state at 
some time in the remote past, and let A be a statement of the laws of 

nature. 

2. Then, assuming determinism, A 1\ 0"0 :::::} q:> applies in every possible 

world. Equivalently, � q:> :::::} � (A 1\ 0"0) '  

3 .  If A has the power t o  cause a and a :::::} � obtains i n  every possible 

world, then A has the power to cause �. 
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4 .  S o  if A has the power to cause � 'P , then A has the power to cause the 

falsity of either A or 0'0' which is absurd. 

5 .  Therefore A lacks the power to cause � 'P . 

This argument illustrates nicely the confusion that causal necessity and sufficiency 

engender. As we have argued, counterfactual necessity is the single most crucial 

condition for causation, and accordingly we would recommend that van Inwagen's 

"power to cause a" be rendered as follows: 

A has the power to cause a iff for some sentence y describing an action of 

A and a world f close to actuality, y 1\ a holds in f and a =:::} y in every 

world similar to f. 

In other words, within some cluster of nearby worlds, there is a possible action 

of A (called y) that is a necessary condition for a to occur. But under this defi

nition, line 3 has no warrant whatever. Line 3 hypothesizes that a =:::} y in a cluster 

of nearby worlds, and that a =:::} � in every world; if we could deduce that � =:::} 

y in this cluster, we would be home free. But of course in Logic 101  we learn that 

a =:::} y and a =:::} � do not entail � =:::} y, and so line 3 fails, and van Inwagen's 

argument with it. 

N O T E S  

1. Nozick (1981: 313 ) ,  "We want it to be true that in that very same situation we 

could have done ( significantly) otherwise, so that our actions will have originative 

value." 

2.  Austin ( 1961: 166) .  

3. Kane ( 1996. 100 ) .  

4 .  Ibid. (P· 4) .  

5 ·  Ibid. (P· 33) .  

6 .  Ibid. (P. 35 ) .  

7 ·  Ginet ( 1990: 9 ) .  
8 .  See Quine (1980) for a discussion o f  these pitfalls. 

9· Idem (1969: 147-55 ) .  

10 .  The average educated person's casual working assumptions about the cosmos 

still resemble the Democritean account, and philosophers traditionally rely on nothing 

more sophisticated when exploring the implications of determinism and indeterminism, 

causation and possibility. 

Our suggestion that possible worlds simply are functions of the appropriate form 

may seem disturbingly reductive, particularly when one contemplates the particular 
function(s) that correspond to the actual world; accordingly David Lewis takes pains 
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to distinguish possible worlds from their mathematical "handles." However one wishes to 

address these ontological scruples, nothing in the following discussion hinges on them. 

11. Since we are restricting ourselves to the scientifically old-fashioned Democritean 

worlds, we would have trouble specifying the contents of <P precisely-and besides, of 

course, we do not yet know all the laws of nature-but we can pretend that we know, 

and hence we can pretend that in most cases one can judge whether or not a particular 

world f accords with natural law. 

John Horton Conway's Game of Life can be viewed as a particularly simple pseudo

Democritean universe, eliminating one spatial dimension and quantizing time. ( See 

Dennett 1991: 27-51 or Idem 1995, for an introduction to Life . )  The set of all possible 

sequences of bitmaps is then 0, and the single (deterministic) rule of Life "physics" ap

plied to every "initial" state gives us the subset <P of O. Every variation on Conway's 

"physics" generates a different subset <P. 
12 .  Of course, these predicates unleash a horde of problems concerning vagueness, 

subjectivity, and ( in such cases as "believes that snow is white") intentionality, but diffi

culties along these lines do not imperil the basic approach. 

13. Lewis (1973a) , passim. 

14. See, for example, (Tooley 1987) .  

15. A vast amount of ink his  been spilled arguing that the direction of causation is 

either independent of or logically prior to the direction of time, and to address the mat

ter here would require too lengthy a digression. So we merely note the issue and tenta

tively take the direction of time as a given (originating ultimately in the Second Law of 

Thermodynamics) from which the direction of causation derives. 

Gasking ( 1955)  raises a number of interesting cases in which cause and effect appear 

to be simultaneous: for instance, if a piece of iron attains a temperature of (say) 1000°C 

and thereupon starts to glow, we still distinguish the former as cause and the latter as 

effect. But this apparent exception to the rule has a ready explanation that Gasking him

self hints at: when a speaker refers to the iron "reaching 1000°," she is envisioning this 

event as the endpoint in a lengthy heating process. The heating process does precede the 

glowing, and so the latter is considered an effect. 

Another category of "exceptions" includes diseases and their symptoms (say, a cold 

and sneezing) , which might sometimes arise simultaneously. Yet often enough diseases 

do precede their symptoms, while symptoms (by definition) never appear before their 

diseases. Accordingly we grant diseases the status of "cause." 

16. Notice that we do not in the previous clauses make any provision to ensure 

the transitivity of causation. Lewis (2000: 191-95 ) ,  among others, feels it important to 

guarantee transitivity by making "causation" the ancestral of "causal dependence." But 

Lewis himself provides many examples of transitivity's counterintuitive consequences. 

For instance, suppose that agent A wants to travel to New York. Agent B,  hoping to 

thwart A, lets the air out of the tires on ks car. In consequence, A takes the train in
stead and reaches New York only slightly behind schedule. If causation is transitive, than 
B has "caused" ks successful arrival, despite the fact that the two sentences "B lets the 

air out of ks tires" and "A arrives in New York" satisfy none of our more crucial condi

tions. Lewis finds the awkward implications of transitivity acceptable; we remain unper

suaded. 

Hall (2000) goes to even greater lengths to defend transitivity. His account seems to 

imply that a pebble on the train tracks south of Paris that minutely alters the course of 
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the Orient Express is a "cause" of the train's arrival in Istanbul several days later. Paul's 

"Aspect Causation" (2000) suggests a possible diagnosis for Hall's willingness to counte

nance such bizarre conclusions, as stemming from an overeager acceptance of the prem

ise that causation is a relation between "events" (however this problematic term may be 

defined) .  At any rate, notice that on our account one can consistently consider false the 

sentence "Pebble p's lying on the tracks south of Paris caused the train's arrival in Istan

bul," while accepting "Pebble p's lying on the tracks south of Paris caused the train's 

arrival in Istanbul via a minutely altered course in France." 

17. Lewis (2000 ) .  

1 8 .  Obviously, a sentence like "Drugs o r  aliens caused Elvis's premature demise" ab

breviates the cumbersome "Drugs caused Elvis's premature demise or aliens caused El

vis's premature demise" -a disjunction of two separate causes, not a single disjunctive 

cause. 

19. Invoking causal sufficiency in this way solves, to our satisfaction, all of the anal

ogous problem cases raised by Shaffer (2000) .  Note that Shaffer rather misleadingly sug

gests that "counterfactual accounts of causation" must always be formulated solely in 

terms of necessity ( ibid.: 176 ) .  We, on the contrary, consider our account essentially 

"counterfactual" even though it allows for sufficiency along with necessity. 

Lewis's formulation (Lewis 2000) of "Causation as Influence" can be viewed as an 

indirect way of introducing sufficiency into an originally necessity centered account. For 

present purposes we consider our approach more illuminating, but both strategies point 

in the same general direction. 

20. A doubly elaborated version of the example due originally to McLaughlin 

(1925 ) ,  first elaborated in Hart and Honore (1959 ) .  The Hart and Honore version has 

one less twist: "Suppose A is entering a desert. B secretly puts a fatal dose of poison in 

Ns water keg. A takes the keg into the desert where C steals it; both A and C think it 

contains water. A dies of thirst. Who kills him?" 

21. When Austin speaks of further experiments, could he be referring to experi

ments in the high-tech labs of physicists and microbiologists, experiments that would 

convince him that his brain amplifies indeterministic quantum events? Given the ex

treme impracticality of such experiments, and Austin's overall skepticism about the rele

vance of science in these contexts ( " [A modern belief in science] is not in line with the 

traditional beliefs enshrined in the word can," Austin 1961: 166) ,  this interpretation 

seems unlikely. But this is precisely the direction in which Kane and some other incom

patibilists have headed. See also Dennett (1984: 133-37) . 

22. We are restricting our attention to programs that do not require or accept in

put from the external world, which could, of course, be random in any of several senses. 

The easiest way to ensure that there is variation in subsequent runs of a program is to 
have it call for inputs of these sorts: the time taken from the computer's clock, the pres
ence or absence of a pulse from a Geiger counter, the last digit in the latest Dow Jones 

Industrial Average as taken off the Internet, and so on. 

23. All this is independent of whether or not either chess program can "learn from 

its experience," which is another way their internal state could change over time to 

guarantee that no two games were the same. 

24. Another case in which we could know all the deterministic microdetails but be 
baffled about how to explain the causal regularities is Dennett's example of the two 

black boxes (1995: 412-22) . 
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26. Compare the comet plunging toward earth that is intercepted at the last minute 

by the other comet, unnoticed till then, that had been on its collision trajectory since its 

birth millions of years ago (Dennett 1984: 124) .  

27 .  If we exclude such variation, then trivially, castling in the second game was not 

"open to B," to use Ginet's terminology. Recall that Ginet requires that "nothing that 

exists up to that moment stands in the way of my doing next any one of the alterna

tives." The narrow method has the effect of treating the precise state of B 's contempla

tion of the option of castling as something external, as something that can itself "stand 

in the way" at the moment of choosing, guaranteeing that nothing about B could explain 

B's choice, whatever it is. As Dennett notes, "If you make yourself really small, you can 

externalize virtually everything" ( 1984: 143 ) .  

2 8 .  Honderich (1988 ) .  

29 .  They have also demonstrated, all too often, the possibility of programs losing 

competence over time by accumulating deleterious effects from bugs. At any rate, just 

how significant are the many examples of "machine learning" that have been produced 

to date? The answer is contested, and it is true that the best chess programs today do 

not include substantial "unsupervised" learning capacities. Still, the feasibility of genuine 

learning in computer programs has not been in doubt since the self-improving checkers 

program created by Arthur Samuel in the 1950S. (See Dennett 1995: 207-12 for details . )  

John McCarthy has posed the question of what the minimal life-world configuration is ,  

in which occupants learn the physics of their own world ( ibid. :  175 ) .  One might also 

ask, Which variations on Conway's physics generate possible worlds in which occupants 

can know or learn anything at all? 

30. This paragraph is drawn, with revisions, from Dennett 1988. 

31. See the appendix to this chapter for an additional example of the conflation of 

necessity and sufficiency (in van Inwagen's Consequence Argument) .  

32 .  Imagine that we take a snapshot of  the universe at  the moment of Kennedy's 

assassination, then alter the picture in some trivial way (by moving Kennedy 1 mm to 

the left, say) . Then, following the (deterministic) laws of physics in reverse, we can gen

erate a movie running all the way back to the Big Bang, obtaining a world in which (Jo 

subtly fails. 

33. Of course, the last two options fail the sufficiency test so badly that we prefer 

not to countenance them as causes. As explained earlier, sufficiency does have some rele

vance in assigning causes, but not the overwhelming importance that incompatibilists 

imply. 

34. The dependence of this concept of possibility on epistemic considerations has 

been suggested before (see Dennett 1984: 147ff. ) but mischaracterized. It is true that if 

determinism held, and if the man knew exactly which world he inhabited, he would al

ready know his fate. 
35 .  Similarly, Deep Blue, in spite of its being a deterministic automaton, authored 

the games of chess that vanquished Kasparov. No one else was their author; Murray 

Campbell and the IBM team that created Deep Blue cannot claim credit for those games; 

they did not see the moves. The vast exploratory activity of Deep Blue itself was the 

originating cause of those magnificent games. 



P A R  T V 

M O R A L  

R E S P O N S I B I L I T Y, 

A L T E R N AT I V E  

P O S S I B I L I T I E S ,  A N D 

F R A N K F U R T - S T Y L E  

E X A M P L E S  



C H A P T E R  1 2  

F R A N K F U R T - T Y P E  

E X A M P L E S  A N D 

S E M I - C O M PAT I B I L I S M  

J O H N  M A R T I N  F I S C H E R  

IT is a basic and pervasive assumption that in order to be morally responsible for 

one's behavior, one must have had (at some relevant point along the path to the 

behavior) alternative possibilities of a certain sort. This basic idea is encapsulated 

in the "Principle of Alternative Possibilities," the various versions of which require 

that moral responsibility be associated with the presence of alternative possibili

ties . 1  Now there are powerful reasons to think that causal determinism would rule 

out alternative possibilities.2 So it has appeared to many philosophers that causal 

determinism is incompatible with moral responsibility. 

There are, however, various ways of challenging the Principle of Alternative 

Possibilities. One way employs a thought-experiment with a distinctive structure; 

such thought-experiments are frequently called "Frankfurt-type examples," be

cause of Harry Frankfurt's seminal presentation of them (1969) The examples 

contain a fail -safe mechanism that does not actually play any role in the relevant 

agent's deliberations, choices, and behavior, but whose presence ensures that the 

agent deliberates, chooses, and behaves just as he actually does. 
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1 .  FRANKFURT-TY PE E XAMP LES 

The first "Frankfurt-type case" was given by John Locke in An Essay Concerning 

Human Understanding. Locke's example is a case in which "a man be carried 

whilst fast asleep into a room where is a person he longs to see and speak with, 

and be there locked fast in, beyond his power to get out; he awakes and is glad 

to find himself in so desirable company, which he stays willingly in . . .  "3 In Locke's 

example, the man stays in the room voluntarily and it seems that he does so 

"freely" (although Locke himself would use the term voluntarily rather than freely) 

and can be morally responsible for doing so, although unbeknownst to him he 

could not have left the room. Of course, the man does have various alternative 

possibilities (apart from special assumptions) : he can choose to leave the room 

and try to leave the room, and so forth. 

Frankfurt can be seen to be entering the debate at this point. Frankfurt seeks 

to construct examples in which even these sorts of alternative possibilities have 

been eliminated. To do this, Frankfurt employs the apparatus of a "counterfactual 

intervener"4 who can monitor the brain and intervene in it, should the agent be 

about to choose to do otherwise. In order to flesh out these examples-although 

Frankfurt did not explicitly do this-it is useful to posit a "prior sign" that can 

be read by the counterfactual intervener and guide him in his activity. (This was 

David Blumenfeld's innovation: Blumenfeld, 1971 . )  If the sign indicates that the 

agent is about to choose to do what the counter factual intervener wants him to 

choose, the intervener does not intervene. If, contrary to fact, the agent were about 

to choose differently, the prior sign would inform the counterfactual intervener 

(and he would intervene) .  

Here i s  a particular version of  a "Frankfurt-type case." Suppose Jones i s  in  a 

voting booth deliberating about whether to vote for Gore or Bush. After reflection, 

he chooses to vote for Gore and does vote for Gore by marking his ballot in the 

normal way. Unbeknownst to him, Black, a liberal neurosurgeon working with 

the Democratic Party, has implanted a device in Jones's brain which monitors 

Jones's brain activities. If he is about to choose to vote Democratic, the device 

simply continues monitoring and does not intervene in the process in any way. 

If, however, Jones is about to choose to vote, say, Republican, the device triggers 
an intervention that involves electronic stimulation of the brain sufficient to pro

duce a choice to vote for the Democrat (and a subsequent Democratic vote ) .  

How can the device tell whether Jones i s  about to  choose to  vote Republican 

or Democratic? This is where the "prior sign" comes in. If Jones is about to choose 
at T2 to vote for Gore at T3, he shows some involuntary sign-say a neurological 
pattern in his brain-at T1. Detecting this, Black's device does not intervene. But 

if Jones is about to choose at T2 to vote for Bush at T3, he shows an involuntary 

sign-a different neurological pattern in his brain-at T1. This brain pattern 
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would trigger Black's device to intervene and cause Jones to choose at T2 to vote 
for Gore, and to vote for Gore at T3. 

In that the device plays no role in Jones's deliberations and act of voting, it 

seems to me that Jones acts freely and is morally responsible for voting for Gore. 

And given the presence of Black's device, it is plausible to think that Jones does 

not have alternative possibilities with regard to his choice and action. Thus, the 

Frankfurt-type examples seem to be counterexamples to the Principle of Alter

native Possibilities. 

2 .  T HE " DIVIDE AND CONQUER" STRA TEG Y  

OF RESPONSE TO THE FRANKFURT-TY PE 

E XAMPLES 

Peter van Inwagen ( 1978; 1983) has developed what might be called the "divide 

and conquer" strategy of response to the Frankfurt-type examples. His basic point 

is that the proponent of the Frankfurt-type cases (as counterexamples to the Prin

ciple of Alternative Possibilities) is not sufficiently precise in specifying what the 

relevant agent is morally responsible for. We typically hold individuals morally 

responsible for various items, including actions, omissions, and consequences (en

visaged either as "particulars" or more coarsely individuated "universals" ) .  Van 

Inwagen's contention is that ( in the Frankfurt-type cases and elsewhere) there is 

no one item of which it is true both that there is no alternative to it and that the 

agent is morally responsible for it. There are some items for which the agent may 

well be responsible, but these are items to which there are genuinely available 

alternative possibilities. And there are some items to which there are no such 

alternative possibilities; for these items the agent is not morally responsible, ac

cording to van Inwagen. Van Inwagen's diagnosis of the confusion of the pro

ponent of the Frankfurt-type cases is that he is (perhaps implicitly) thinking of 

one sort of item when he is focusing on moral responsibility, and another when 

he is focusing on alternative possibilities. 
Van Inwagen essentially distinguishes four principles. The "Principle of Alter

nate Possibilities" ( strictly speaking) deals with actions which have been per

formed: 

(PAP) A person is morally responsible for what he has done only if he 

could have done otherwise. 
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The "Principle of Possible Action" pertains to actions which have not been per

formed (failures to act or omissions) :  

(PPA) A person is morally responsible for failing to perform a given act 

only if he could have performed that act. 

Two additional principles deal with our moral responsibility for consequences of 

what we do (or omit) . The first "Principle of Possible Prevention" applies to 

consequences considered as event-particulars: 

(PPPl) A person is morally responsible for a certain event-particular only 

if he could have prevented it. 

The second such principle applies to consequences considered as event-universals, 

which are individuated more broadly than event-particulars: 

(PPP2) A person is morally responsible for a certain state of affairs only if 

(that state of affairs obtains and) he could have prevented it from 

obtaining. 

Van Inwagen contends that (PPA) ,  (PPP1 ) ,  and (PPP2) cannot be refuted by 

Frankfurt-type cases. Further, he claims that if no one is morally responsible for 

having failed to perform any act, and no one is morally responsible for any event

particular or event-universal, then no one is morally responsible for anything 

( including actions) ( 1983: 181 ) .  

It will be  useful to  consider the arguments for and against each principle. Let 

us begin with the principle pertaining to omissions, (PPA) . Van Inwagen's defense 

of the principle can be understood as follows. Suppose you are in your apartment 

looking out the window, and you see someone being mugged. You consider calling 

the police, but you just do not want any involvement, so you refrain from calling 

the police. Unbeknownst to you, the telephone wire has been cut by the criminal, 

and so even if you had tried to reach the police, you would have been unsuccessful. 

Van Inwagen's intuition is that you are not morally responsible for failing to call 

the police ( in the sense of failing to successfully make contact with the police ) .  
You may be morally responsible for failing to  try to  reach the police, for failing 

to dial, and so forth; but you are not morally responsible for failing successfully 

to reach the police. Further, it is van Inwagen's crucial contention that this in

tuition is explained by the fact that you could not have reached the police, and 

thus that in general moral responsibility for failing to do X requires the ability to 

do X. Van Inwagen's strategy involves pointing to a number of cases of omissions 

in which the agent could not have done the act in question and in which it appears 
that we would base our exculpation of the agent on this inability. 
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At one point I accepted this sort of defense of (PPA), but because I reject 

(PAP), I defended an asymmetry between actions and omissions with respect to 

the requirement of alternative possibilities for moral responsibility. That is, I de

fended the thesis that whereas moral responsibility for performing act X does not 

require the ability to refrain from X-ing, moral responsibility for failing to perform 

X does require the ability to do X (Fischer 1985/86). But a number of insightful 

critiques convinced me that in fact (PPA) is just as problematic as (PAP) (Haji 

1992; Clarke 1994; Zimmerman 1994; Frankfurt 1994; and Glannon 1995). The basic 

insight behind the critique of (PPA) is that there are omissions cases that are 

structurally similar to the Frankfurt-type action cases. Thus, van Inwagen's intu

itions may well be valid for the cases (such as the case of the mugging and cut 

telephone wire described above) to which he points, but this is only a proper 

subset of the relevant cases. 

So, for example, consider an "omissions version" of the Frankfurt-type case 

with which we began (in which Jones votes for Gore). Suppose everything is the 

same except that Jones actually refrains from voting at all. (He is disgusted by all 

the available candidates.) But suppose that Black is ready to directly stimulate 

Jones's brain, should Jones show a prior sign indicating that he is about to choose 

to vote (and to vote). It seems to me that Jones can in this case be morally 

responsible for refraining from voting, although he could not have voted. I do 

not see any relevant difference between this sort of case and the "action-version" 

of the example (see Fischer and Ravizza 1998). 

Van Inwagen appears to concede that Frankfurt has in fact provided coun

terexamples to (PAP). Discussing an action version of the Frankfurt-type exam

ples, van Inwagen writes, "It seems we must conclude that we have a genuine case 

in which an agent is morally responsible for having shot a certain man even 

though he could not have done otherwise than shoot that man. This case shows 

that the Principle of Alternate Possibilities is probably false" (1983: 164), I think 

that van Inwagen is correct here. But I have always been puzzled as to how he 

can say this, given that he has apparently argued that (PPA), (PPP1), and (PPP2), 

which he accepts, entail that moral responsibility for anything requires alternative 

possibilities. 

Let us now turn to the principle as it applies to consequences. It will perhaps 

be illuminating to begin with the principle pertaining to consequence-universals, 

(PPP2): 

(PPP2) A person is morally responsible for a certain state of affairs only if 

(that state of affairs obtains and) he could have prevented it from 

obtaining. 

Again, van Inwagen (ibid.: 164) develops a case in which the agent could not have 

prevented the state of affairs from obtaining and it appears that precisely this fact 
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entails that he is not morally responsible for it. So suppose that Ryder has been 

kidnapped and involuntarily placed on a horse, Dobbin. Ryder comes to a fork 

in the road at which he can guide Dobbin to the right or left, but he cannot (at 

any point) cause Dobbin to stop before he gets to the end of the road. Further, 

unbeknownst to Ryder, both forks end up in Rome. Van Inwagen's intuition is 

that Ryder may well be morally responsible for causing Dobbin to take the left 

rather than the right fork, but he cannot fairly be held morally responsible for 

the state of affairs that Dobbin ends up in Rome (one way or another). And van 

Inwagen suggests that precisely the fact that Ryder could not have prevented this 

state of affairs from obtaining that makes it the case that he is not morally re

sponsible for it. 

But, again, as with omissions, it seems to me that Van Inwagen is focusing 

on a proper subset of cases. I believe that there are other cases in which it is 

plausible to say that the relevant agent is morally responsible for the obtaining of 

a state of affairs which he cannot prevent from obtaining. Consider, for example, 

"Assassin." Sam tells his friend, Jack, of his plan to murder the mayor. Jack also 

wants the mayor dead, so he has secretly implanted a device in Sam's brain which 

allows him to monitor all of Sam's brain activity and to intervene in it, if he 

desires. The device can be employed by Jack to ensure (via direct electronic stim

ulation of the brain) that Sam decides to kill the mayor and that he acts on this 

decision. Suppose, further, that Sam methodically and freely carries out his plan 

to kill the mayor. Jack thus plays absolutely no role in Sam's decision and action; 

Sam acts exactly as he would have acted had no device been implanted in his 

brain. It seems to me that in this case Sam is morally responsible not only for 

his act of shooting the mayor, but for the state of affairs universal, that the mayor 

is shot. And yet (given Jack's set-up) Sam cannot prevent the obtaining of this 

state of affairs (See Fischer and Ravizza 1998: 59.) 

Consider, also, "Missile." Here an evil woman, Elizabeth, has obtained a mis

sile and missile launcher, and she has decided (for her own rather perverse rea

sons) to launch the missile toward Washington, D.C. Suppose that Elizabeth's 

situation is like that of Sam; she has not been manipulated, brainwashed, and so 

forth. Further, imagine that she has had exactly the same sort of device implanted 

in her brain as had been put into Sam's and that there is a "counterfactual inter

vener" associated with her who would ensure that Elizabeth would launch the 

missile, if Elizabeth were to show any sign of wavering. Suppose also that, once 

the missile is launched toward the city, Elizabeth cannot prevent it from hitting 

Washington, D.C. When Elizabeth freely launches the missile toward Washington, 

D.C., it seems to me that she is morally responsible for the occurrence of the 

consequence-universal, that Washington, D. C. is bombed; and yet she could not 

prevent this state of affairs from obtaining (one way or another). 

My contention, then, is that there are indeed cases in which an agent can 

legitimately be held morally responsible for bringing about a consequence-
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universal, even though she could not have prevented this universal from obtaining 

(one way or another). Van Inwagen's intuition to the contrary here, as in the 

context of omissions, is based on attending to a proper subset of the relevant 

cases and inappropriately generalizing from this subset. Further, I (and my co

author) have developed (elsewhere) a principled way of distinguishing among the 

cases.5 

Now let us turn to the Principle of Alternative Possibilities as it applies to 

conseq uence-particulars: 

(PPP1) A person is morally responsible for a certain event-particular only 

if he could have prevented it. 

Van Inwagen's argument in defense of (PPPl) proceeds as follows (1983: 167-70). 

He begins by accepting a criterion of event-individuation according to which the 

actual causal antecedents of a particular event are essential to it. Now Van Inwagen 

points out that in the alternative sequence in a Frankfurt-type case a different 

causal sequence (involving a different prior sign) from the actual sequence occurs; 

thus, according to van Inwagen, there is a different event-particular in the alter

native sequence from the event-particular in the actual sequence. Thus, he con

tends that Frankfurt has not impugned (PPP1) by providing cases in which the 

agent is morally responsible and yet the same event occurs in the actual and 

alternative sequences. 

Perhaps van Inwagen's strategy can be understood as follows. The proponent 

of (PPP1) essentially believes that moral responsibility requires that the agent have 

access to an alternative possible world in which a different event-particular results 

from his behavior. One way to show the falsity of this belief would be to display 

cases in which the agent is morally responsible and yet the relevant event

particulars are the same in the actual and alternative scenarios. But-given the 

fine-grained approach to event-individuation-Frankfurt has not succeeded in 

displaying such a case. 

Some philosophers have questioned van Inwagen's "essentialist" principle of 

event-individuation, and they have thus contended that Frankfurt has in fact suc

ceeded in presenting cases of the requisite sort (for example, Carter 1979). I do 

not know how exactly to resolve the dispute about event-individuation, but I also 

do not think that one's views about the Frankfurt-type cases should depend on 

this sort of issue. Against van Inwagen I would argue that Frankfurt's strategy for 

impugning (PAP) need not rest on the project of presenting cases in which the 

event-particulars are the same in the actual and alternative scenarios, because I 

believe that the proponent of (PPPl) should hold that moral responsibility requires 

that the agent have access to an alternative possible world in which a different 

event-particular results from his voluntary behavior. That is, if one believes that 

one's moral responsibility is grounded in the sort of control that involves genuine 
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alternative possibilities, it seems to me that those alternative possiblities must 

contain voluntary behavior; how can adding a scenario in which the agent does 

not voluntarily bring about a different event-particular make it the case that the 

agent is morally responsible in the actual sequence? (Fischer 1994: 131-59; see also, 

Kane 1985 :  60 and 1996a: 107-15.) To suppose that this is possible would be to 

believe in alchemy! Surely, in the Frankfurt-type cases, an agent is, intuitively 

speaking, morally responsible for bringing about an event-particular, and yet he 

does not have access to an alternative scenario in which he voluntarily brings 

about a different event-particular. So the Frankfurt-type cases are not best con

strued as cases of access to a different world with the same event-particular, but 

of lack of access to the relevant sort of alternative world. If the Frankfurt-type cases 

are construed in this way-as showing lack of access to the relevant alternative 

possibilities-then the issue about individuation of event-particulars becomes ir

relevant. 

To drive the point home, consider a variant on the Frankfurt-type case of 

Jones and Black. Here everything is as in the original Frankfurt-type example, ex

cept that if Black detects that Jones is about to choose to vote for Bush, Black 

will use his machine to destroy Jones's brain and thus kill him instantly. Here, 

again, Jones freely chooses to vote for Gore and does vote for Gore (in the nor

mal way). He behaves just as he would have behaved, had there been no device 

implanted in his brain. And yet he could not have brought about a different 

event-particular. In this case it is clear that Jones's lack of ability to bring about 

a different event-particular does not come from his (sole) access to another pos

sible world in which there is the same event-particular as in the actual world; 

rather, it comes from his lack of access to another possible world of any sort (and 

thus of the relevant sort). If I may immodestly dub this sort of case a "Fischer

variant" on the Frankfurt-type cases, I would claim that the Fischer-variants re

fute (PPPl) just as effectively as the original Frankfurt-type cases. The distinctive 

potency of the Frankfurt-type cases consists in showing that there can be moral 

responsibility even in cases in which the agent lacks access to the appropriate al

ternative scenarios, and thus van Inwagen's ingenious reliance on a fine-grained 

method of act-individuation to defend (PPPl) is in the end misguided and irrel

evant. 

I conclude, then, that none of van Inwagen's arguments in defense of (PPA), 

(PPPl), or (PPP2) is compelling. Indecd, I believe that Frankfurt-type cases pro

vide powerful reasons to reject theses principles, along with (PAP). 

When considering (PAP), someone might object in a manner similar to the 

way in which Van Inwagen objected to Frankfurt's critique of (PPPl). The original 

case of Jones is supposed to be one in which Jones is morally responsible for his 

choice and his act of voting for Gore, although he lacks alternative possibilities. 

At this point it may be objected that, despite the initial appearance, Jones does 

have at least some alternative possibility. Although Jones cannot choose or votc 
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differently, he can still exhibit a different neurological pattern in his brain N* 

(from the one he actually exhibits, N). I have called such an alternative possibility 

a "flicker of freedom" (Fischer 1994). The flicker theorist contends that our moral 

responsibility always can be traced back to some suitably placed flicker of freedom; 

our responsibility is grounded in and derives from such alternative possibilities. 

It seems that one can always find a flicker of freedom in the Frankfurt-type 

cases insofar as they are developed as "prior-sign" cases. That is, the agent will 

always at least have the power to exhibit an alternative sign. But I contend that 

the mere involuntary display of some sign-such as a neurological pattern in the 

brain, a blush, or a furrowed brow-is too thin a reed on which to rest moral 

responsibility. The power involuntarily to exhibit a different sign seems to me to 

be insufficiently robust to ground our attributions of moral responsibility. 

Note that in the alternative sequence (in which Jones shows neurological pat

tern N*, which is indicative of an impending decision to vote for Bush), the sign 

is entirely involuntary and the subsequent decision and vote are produced elec

tronically. Thus, in the alternative sequence, Jones cannot be said to be choosing 

and acting freely and similarly cannot be thought to be morally responsible for 

his choice and action. If my point in connection with van Inwagen's "act

individuation" defense of (PPP1) is correct, then this sort of alternative possibility 

cannot ground ascriptions of moral responsibility. It is insufficiently robust: it 

lacks "voluntary oomph." 

To help to see this, imagine, just for a moment, that there are absolutely no 

alternative possibilities, even the flimsy and exiguous flickers of freedom we have 

recently been entertaining. An alternative-possibilities control theorist would say 

that under such circumstances the relevant agent cannot be morally responsible 

for his choice and action. Now add the flickers of freedom we have been consid

ering-the power to exhibit a different neurological pattern, N*. I find it very 

hard to see how adding this power can transform a situation in which there is no 

moral responsibility into one in which there is moral responsibility. How can 

adding a pathway along which Jones does not freely vote for Gore and is not 

morally responsible for voting for Gore make it the case that Jones actually is 

morally responsible for voting for Gore? This, again, is the "problem of alchemy." 

(Fischer 1994: 141) 

I believe that this problem of lack of robustness-lack of voluntary oomph

plagues various versions of the flicker of freedom strategy or response to the 

Frankfurt-type examples. For example, suppose one follows Margery Bedford Nay

lor (1984) in arguing that what one is "really" morally responsible for is (say) 

acting "on one's own" (and not as a result of coercion, manipulation, and so 

forth). Now if this is so one could say that the agent does indeed have an alter

native possibility-the option of not acting on one's own in this sense. But I 

would contend that this sort of alternative possibility is a mere flicker of freedom 

and insufficiently robust to ground attributions of moral responsibility. 
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My reason is that in the alternative sequence of a Frankfurt-type case the 

agent would not be voluntarily choosing not to perform the action on her own. 

That is, it is true that (in the alternative sequence of a Frankfurt-type case) the 

agent would not be choosing and acting on her own, but these features of the 

sequence would not be voluntarily adopted by him-they would be entirely for

tuitous, from the point of view of his deliberations. It would then seem to me 

that the sort of alternative possibility identified by Naylor lacks voluntary oomph. 

3. A DILEMMA FOR THE PROPONENT OF 

FRANKFURT-TYPE EXAMPLES 

An important challenge to the position I have sketched (against the flicker theo

rist) has been presented by such philosophers as David Widerker (1995 a and b), 

Robert Kane (1985 :  51; 1996a: 142-45)6, Carl Ginet (1996), and Keith Wyma (1997). 

I will boil down the various versions of the argument into the following. It begins 

with a dilemma: either the proponent of the Frankfurt-type examples is presup

posing the truth of causal determinism or indeterminism. 

Let us start with the presupposition that causal determinism obtains. Now it 

appears as though the relevant agent, Jones, in the previous example, cannot 

choose or do otherwise (cannot choose at T2 to vote for Bush or vote for Bush 

at T3) because the "counterfactual intervener," the liberal neurosurgeon Black, can 

know, given the prior sign exhibited by Jones at Tl, that Jones will indeed choose 

to vote for Gore at T2. If Jones were to choose at T2 to vote for Bush, the prior 

sign would have had to be different; thus, Jones cannot at T2 choose to vote for 

Bush at T3. But the problem is that the contention that Jones is morally respon

sible for choosing to vote for Gore and actually voting for Gore is put in doubt, 

given the assumption of causal determinism. That is, if causal determinism is 

explicitly presupposed, it does not seem that someone could say that Jones is 

obviously morally responsible for his actual choice and action, in a context in 

which the relationship between causal determinism and moral responsibility are 

at issue. To do so would appear to beg the question against the incompatibilist. 

Now suppose that indeterminism (of a certain relevant sort) obtains. Under 

this supposition it would not be dialectically inappropriate to claim that Jones is 

morally responsible for his actual choice at T2 to vote for Gore and his vote for 

Gore at T3. But now the contention that Jones cannot choose at T2 to vote for 

Bush at T3 is called into question, because there is no deterministic relationship 

between the prior sign exhibited by Jones at TI and Jones's subsequent choice at 
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T2. So, if we consider the time just prior to T2, everything about the past can be 

just as it is consistently with Jones's choosing at T2 to vote for Bush at T3. Some

one might think that if it takes some time for Jones to make the choice, Black 

can intervene to prevent the completion of the choice; but then Jones will still 

have the possibility of "beginning to make the choice," which is surely more robust 

than a mere flicker of freedom (say an involuntary twitch, blush, or neurological 

pattern). After all, beginning to make a choice is a voluntary undertaking (even 

if it is truncated through no fault of one's own)-it presumably has sufficient 

voluntary oomph to ground ascriptions of moral responsibility. 

The proponents of the Frankfurt-type examples contend that they are non

question-begging cases in which an agent is morally responsible for her choice 

and action and yet the agent has no sufficiently robust alternative possibilities. 

But the counter-argument of Widerker, Kane, Ginet, and Wyma appears to show 

that the examples in question are neither uncontroversial cases in which the agent 

is morally responsible for his choice and subsequent behavior nor cases in which 

the agent lacks the alternative possibilities. This clearly important argument has 

been influential. Indeed, in a recent article Ted A. Warfield (1996: 221) claims that 

the rejection of the Frankfurt-type examples (as cases in which an agent is morally 

responsible yet lacks alternative possibilities) is "increasingly common." 

4. A REPLY ON BEHALF OF THE 

PROPONENT OF THE FRANKFURT-TYPE 

EXAMPLES 

Despite this rising chorus I still remain convinced that the Frankfurt-type cases 

help to establish that moral responsibility does not require alternative possibilities. 

4.1. The Assumption of Causal Determinism 

Begin with the first horn of the dilemma: the assumption that causal determinism 

obtains. I agree that one cannot now simply and precipitously conclude, from 

consideration of the examples, that the agent is morally responsible for his choice 

and behavior. But in any case this is not the way I would have proceeded; I never 

have envisaged a simple "one-step" argument to the conclusion that (say) Jones 

is morally responsible for his choice and action. Rather, I employ the Frankfurt-
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type examples as the first (but obviously important) step of a slightly more com

plex argument to the conclusion that Jones is morally responsible for his choice 

and action (despite lacking alternative possibilities). 

The argument goes as follows. First, one carefully considers the Frankfurt

type cases. Upon reflection, I believe that one should conclude that in these cases 

the lack of alternative possibilities does not in itself ground a claim that the agent 

is not morally responsible for his choice and action. In other words, I think that 

the examples make highly plausible the preliminary conclusion that ifJones is not 

morally responsible for his choice and action, this is not simply because he lacks 

alternative possibilities. After all, everything that has any causal (or any other kind 

of) influence on Jones would be exactly the same, if we "subtracted" Black entirely 

from the scene. And Jones's moral responsibility would seem to be supervenient 

on what has an influence or impact on him in some way. 

So the relevant (preliminary) conclusion is, if Jones is not morally responsible 

for his choice and action, the reason is not simply that he lacks alternative pos

sibilities. And it does not appear to beg the question to come to this conclusion, 

even if causal determinism obtains. The first step is to argue, based on the 

Frankfurt-type examples, that intuitively it is plausible that alternative possibilities 

are irrelevant to ascriptions of moral responsibility. One is supposed to see the 

irrelevance of alternative possibilities simply by reflecting on the examples. I do 

not know how to prove the irrelevance thesis, but I find it extremely plausible 

intuitively. When Louis Armstrong was asked for the definition of jazz, he allegedly 

said, "If you have to ask, you ain't never gonna know." I am inclined to say the 

same thing here: if you have to ask how the Frankfurt-type cases show the irrel

evance of alternative possibilities to moral responsibility, "you ain't never gonna 

know." 

The second step in the argument consists in asking whether causal determin

ism in itself and apart from ruling out alternative possibilities threatens moral re

sponsibility. I have considered various possible reasons why someone might think 

that causal determinism does threaten moral responsibility in itself and apart from 

ruling out alternative possibilities, and I have come to the conclusion that it is 

not plausible to accept any of these reasons.? It seems to me that this two-stage 

argument is highly plausible and does not beg the question against the incom

patibilist, even on the assumption of causal determinism. Thus I believe that the 

use of the "prior-sign" cases can be defended against the charge of begging the 

question. 

4.2. The Assumption of Indeterminism 

Let us now move to the second horn of the dilemma: the assumption of indeter

minism. Here I admit that the prior-sign cases will not describe an agent who 
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lacks alternative possibilities. But I want to sketch three strategies for modifying 

the Frankfurt-type case to address this difficulty.8 

4.2.1. Hunt's Approach 
A Frankfurt-type case which works as the ones sketched previously in this essay 

is a "prior-sign" case. But recall that the original "Frankfurt-type" case was pre

sented by John Locke in An Essay Concerning Human Understanding. It is im

portant to see that there can be another sort of Frankfurt-type case, which takes 

its cue more closely from Locke's example; I shall refer to such a case, developed 

by David Hunt (2000) , as a "blockage case." Note that in Locke's example the 

door to the room is actually locked no matter whether the man is inclined to choose 

to stay in the room or not. Imagine, then, that although the actual neural processes 

in one's brain (one is here supposing that the mind supervenes on the brain) take 

place indeterministically, all other neural pathways are blocked.9 This is a way of 

bringing the locked door, the blockage, into the brain. Just as in the case of the 

locked door, the pathways are actually blocked; in contrast to the structure of the 

prior-sign cases, the pathways' being blocked does not depend on prior features 

of Jones. This, then, is a different way of solving precisely the problem Frankfurt 

sought to solve-one that more simply and naturally takes its cue from Locke. 

And, importantly, it does not appear to introduce alternative possibilities. 

4.2.2. Mele and Robb's Approach 
Here is a second way of modifying the Frankfurt-type cases so that they (allegedly) 

"work" in a causally indeterministic context. Hunt's strategy involves "blockage" 

that is insensitive to prior signs. The second strategy, developed by Alfred Mele 

and David Robb, involves two simultaneously operating sequences, one of which 

is indeterministic, the other of which is causally deterministic; the indeterministic 

sequence actually leads to the result in question, but the deterministic sequence 

(the operation of which is insensitive to prior signs) would have issued in the 

same sort of result, if the indeterministic sequence had not. Mele and Robb (1998) 

develop their ingenious example as follows (changing our cast of characters 

slightly): 

At Tl, Black initiates a certain deterministic process P in Bob's brain with the 

intention of thereby causing Bob to decide at T2 (an hour later, say) to steal 
Ann's car. The process, which is screened off from Bob's consciousness, will 

deterministically culminate in Bob's deciding at T2 to steal Ann's car unless he 

decides on his own at T2 to steal it or is incapable at T2 of making a decision 

(because, e.g., he is dead by T2.) (Black is unaware that it is open to Bob to 

decide on his own at T2 to steal the car; he is confident that P will cause Bob 

to decide as he wants Bob to decide.) The process is in no way sensitive to any 

"sign" of what Bob will decide. As it happens, at T2 Bob decides on his own to 
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steal the car, on the basis of his own indeterministic deliberation about whether 

to steal it, and his decision has no deterministic cause. But if he had not just 

then decided on his own to steal it, P would have deterministically issued, at 

T2, in his deciding to steal it. Rest assured that P in no way influences the 

indeterminstic decision-making process that actually issues in Bob's decision. 

(ibid. : 101-2) 

The actual sequence in the Mele/Robb example is indeterministic, and yet the 

agent could not have done otherwise due to the unfolding of a deterministic causal 

sequence that preemptively overdetermines the actual decision. And the relevant 

agent seems to be morally responsible for his decision and behavior. 

4.2.3. Stump's Approach 
The third strategy for modifying the Frankfurt-type cases to accommodate inde

terministic contexts is developed by Eleonore Stump (1990, 1995, 1996a, 1999a, 

which is a response to Goetz 1999). Stump assumes that there is some sort of 

one-many correlation between a mental act or state and the firings of neurons in 

the brain: 

When I suddenly recognize my daughter's face across a crowded room, that 

one mental act of recognition, which feels sudden, even instantaneous, to me, 

is correlated with many neural firings as information from the retina is sent 

through the optic nerve, relayed through the lateral geniculate nucleus of the 

thalamus, processed in various parts of the occipital cortex, which take account 

of figure, motion, orientation in space, and color, and then processed further 

in cortical association areas. Only when the whole sequence of neural firings is 

completed, do I have the mental act of recognizing my daughter. Whatever 

neural firings are correlated with an act of will or intellect, I take it that in this 

case, as in all others, the correlation between the mental act and the firing of 

the relevant neurons is a one-many relation. (Stump 1999a : 417) 

On Stump's approach, it is crucial that if the firing of the whole neural se

quence correlated with a mental act is not completed, the result is not some 

truncated or incomplete mental act (say, the beginning of a choice or decision). 

It is no mental act at all: 

If the neural sequence correlated with my recognizing my daughter's face 

across a crowded room is interrupted at the level of the thalamus, say, then I 
will have no mental act having to do with seeing her. I won't for example, 

think to myself, "For a moment there, I thought I saw my daughter, but now 

I'm not sure." I won't have a sensation of almost but not quite seeing her. I 

won't have a premonition that I was about to see her, and then I mysteriously 
just don't see her. I will simply have no mental act regarding recognition of 

her at all. (ibid. : 417-18) 

Let us suppose now that a mental event is identical to a series of neural 

firings.1O A particular mental event, say, a choice, can be assumed to result from 
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an indeterministic process. Further, a counterfactual intervener can 
"
be associated 

with the agent who could notice (in an alternative scenario) that a different neural 

sequence was beginning, and could then interrupt it before it can be completed. 

If Black, the counterfactually intervening liberal neurosurgeon, did interrupt a 

neural sequence that was beginning (and which is such that, if it were completed, 

it would constitute, or correlate with, a decision to vote for Bush), Jones would 

not (according to Stump) have engaged in the mental act of beginning to make a 

decision. Jones would have no mental act, just as Stump would not have begun to 

recognize her daughter, if the sequence of neural firings beginning in her retina 

had been terminated in the thalamus (ibid.: 418). 

Thus, in Stump's version of the Frankfurt-type cases, the agent's choice is not 

causally determined, and it is also true that the agent cannot have chosen (or 

behaved) differently from how she actually chooses (and behaves). And yet it 

seems entirely plausible that the agent is morally responsible for her choice and 

behavior in these cases. 

Despite the force and influence of the argument (presented by Widerker, 

Kane, Ginet, and Wyma) against the contention that in the Frankfurt-type cases 

the agent is morally responsible although he has no alternative possibilities, there 

is an attractive strategy of response. Even if causal determinism is true, it does 

not appear to be question-begging to use the cases as part of a two-stage argument 

(rather than an argument that simply assumes that the relevant agents are morally 

responsible in the cases). And if causal determinism is false (in certain ways), it 

still seems (at least at first blush) to be possible to construct versions of the 

Frankfurt-type cases in which it is plausible to say that the agent is morally re

sponsible and yet lacks alternative possibilities. 

5. ANALYSIS OF THE 

INDETERMINISTIC CASES 

It is contentious, however, whether the indeterministic cases presented by such 

philosophers as Hunt, Mele and Robb, and Stump really work. Let us start by 

focusing on Hunt's approach. Recall that Hunt envisages a case in which the 

neural events resulting in the relevant choice are indeterministic, and yet all other 

neural pathways in the brain are "blocked" (as in Locke's "locked-door" example). 

The question could now be expressed as follows: Does the agent have access to a 

scenario in which his neural path makes contact with or "bumps up against" the 

blockage? If so, it would seem that the alternative possibility in question does after 
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all exist, because if the neural path "bumps up against" the blockage, then pre

sumably the agent is no longer the author of the subsequent act (and is not 

morally responsible for it). 

But how exactly can the agent (or his neural events) bump up against the 

blockage? It would seem that access to the blockage would require an intermediate 

set of neural events, different from the actual neural events, that is-as it were, a 

"bridge" between the actual neural process and the blockage. (In Locke's example, 

the agent would have to walk over to the door and try to open it.) But even these 

intermediate events are presumed to be blocked in Hunt's example. So it may 

seem that Hunt has indeed provided an example of the required sort, that is, one 

in which the agent is morally responsible and yet does not have any alternative 

possibilities. 

But the example is difficult to imagine (and thus properly to evaluate). If 

casual indeterminism obtains in the actual neural pathway, how exactly can it be 

the case that the agent does not have access to events consisting in bumping up 

against any of the barriers (intermediate or terminal)? And if the agent really does 

not have access to any such "bumping" events, how can it be the case that causal 

determinism does not actually obtain? 

Consider the following somewhat rough analogy. Suppose one is driving on 

a freeway, with some space (as is safe!) between one's car and other vehicles. But 

imagine also that all of the off-ramps to the freeway are entirely bottled up with 

traffic, right from the beginnings of the off-ramps. The spaces between the cars 

represents that one's actual driving on the freeway corresponds to causal indeter

minism, and the off-ramps' being blocked points to the lack of alternative pos

sibilities. 

But now someone will ask why, if there is indeed space between the vehicles, 

the driver cannot at least begin to guide his car toward an off-ramp. And if such 

possibilities of changing direction exist, then these would seem to be alternatives 

of the relevant sort, that is, characterized by sufficient voluntary oomph. So the 

example needs to be changed so that one is driving along on the freeway absolutely 

"up against" the bumpers of the cars in front and back, but not being pushed or 

pulled in any way by those cars. Of course, if one were being pushed or pulled 

along, then this would correspond to actual-sequence causal determination. The 

idea is that it at least seems possible to be driving in such a manner that one is 

not being pushed or pulled by the contiguous cars and yet (because of the posi

tions of the cars) one does not have the power to change the direction of the car 

at all. But here again there seems to be the alternative possibility that involves 

pressure exerted on the contiguous cars. That is, the "bumping events" seem to 

be ineradicable features of the analogy, and thus it is hard to see how completely 

to eradicate the "bumping events" from the brain. (For another sort of reply to 

the blockage strategy, see Robert Kane 2000a.) 
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David Hunt has also suggested that the context of God's foreknowledge of 

future events is relevantly similar to Frankfurt-type examples.11 Let us suppose 

that God exists within the same time framework as humans do, is essentially 

omniscient, and can know future contingent truths. Let us further assume that 

causal indeterminism obtains. (Of course, each of these assumptions is conten

tious, as is their combination.) I believe that it follows from the conjunction of 

these assumptions (suitably interpreted) that human agents cannot choose or do 

otherwise; and yet (given certain assumptions about God) God's knowledge plays 

absolutely no role in human choices and actions. Just as with the "counterfactual 

intervener" in a Frankfurt-type case, one could "subtract" God from the situation 

and everything that has a causal impact on the agent's choices and behavior would 

be exactly the same. If all the preceding is correct, then the context of God's 

foreknowledge would seem to be one in which an agent could be held morally 

responsible for her choice and behavior and yet have no alternative possibilities. 

Here the problem of the apparent ineradicability of the "bumping" events is elim

inated, but of course the package of assumptions necessary to do the trick is 

controversial. 

To recapitulate, it seems to me that both the approaches of Hunt and Mele 

and Robb are promising, but that they posit something contentious: that the actual 

sequence can be indeterministic and nevertheless absolutely no alternative possi

bilities exist (even including bumping events). This problem comes out in Mele 

and Robb at the point at which they contend that the deterministic process P "in 

no way influences" the indeterministic process X that actually issues in the deci

sion, and yet that the agent has absolutely no alternative possibility. How exactly 

is it possible for P to "neutralize" all nonactual neural pathways without issuing 

in causal determination in the actual pathway? I do not think it is obvious that 

the critiques are decisive, but on the other hand it is unclear whether we have 

here plausible Frankfurt-type examples that work in indeterministic contexts. 

God's foreknowledge (envisaged in a certain way) may do the trick. Also, if Stump 

is correct, then "bumping" events may well be insufficiently robust to ground 

moral responsibility attributions, because the neural bumping events would be in

sufficient for a mental event with voluntary oomph.12 

Recently Derk Pereboom has presented an intriguing version of the Frankfurt

type examples which is promising insofar as it appears to work in an indetermin

istic context. That is, this sort of indeterministic example involves alternative pos

sibilities that clearly lack sufficient robustness to justify attributions of moral 

responsibility. Here is Pereboom's case: 

Joe is considering whether to claim a tax deduction for the substantial local 

registration fee that he paid when he bought a house. He knows that claiming 

the deduction is illegal, that he probably won't be caught, and that if he is, he 

can convincingly plead ignorance. Suppose he has a very powerful but not al-
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ways overriding desire to advance his self-interest no matter what the cost to 

others, and no matter whether advancing his self-interest involves illegal activ

ity. Furthermore, he is a libertarian free agent. But his psychology is such that 

the only way that in this situation he could choose not to engage in the tax 

evasion is for moral reasons. His psychology is not, for example, such that he 

could decide not to evade taxes for no reason or simply on a whim. In fact, it 

is causally necessary for his deciding not to evade taxes in this situation that a 

moral reason occur to him with a certain force. A moral reason can occur to 

him with that force either involuntarily or as a result of his voluntary activity 

(e.g. by his willing to consider it, or by his seeking out a vivid presentation of 

such a reason). But a moral reason occurring to him with such force is not 

causally sufficient for his deciding not to evade taxes. If a moral reason were to 

occur to him with that force, Joe could, with his libertarian free will, either 

choose to act on it or act against it (without the intervener's device in place). 

But to ensure that he decide to evade taxes, a neuroscientist now implants a 

device which, were it to sense a moral reason occurring with the specified 

force, would electronically stimulate his brain so that he would decide to evade 

taxes. In actual fact, no moral reason occurs to him with such force, and he 

chooses to evade taxes while the device remains idle.13 

In Pereboom's version of the Frankfurt-type examples, the actual sequence is in

deterministic, and the alternative possibility in question-the occurrence to the 

agent of a moral reason with a sufficient force-does not appear to be sufficiently 

robust to ground ascriptions of moral responsibility. This is in part because the 

occurrence of such a reason is not sufficient in itself for Joe to begin to act in 

accordance with it. The possibility of the mere occurrence of a reason (of a certain 

force) to an individual does not yet ground a claim of the possession of alternative 

possibilities sufficiently robust to ground moral responsibility. Thus Pereboom's 

example is promising as a way of both securing actual-sequence indeterminism 

and alternative possibilities without oomph. 

6. A REPLY ON BEHALF OF THE 

FLICKER THEORIST: ESCAPABILITY OF 

AUTHORSHIP/RESPONSIBILITY 

The critic of the Frankfurt-type examples has (at least) one more card to play. 

Consider, for example, the following remarks of Michael McKenna (1997): 

[W]hat intuitively drives [the proponent of the alternative-possibilities require

ment] is the kind of control needed in order for us to avoid being the author 
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of a particular act and thus avoid being responsible for the production of that 

particular action ... It is a matter of holding people accountable for what they 

do only if they can avoid any blame or punishment that might fall upon them 

for performing those very particular actions which they do perform .... (ibid.: 

73-74) 

McKenna elaborates as follows: 

The issue ... here is whether the will ... places my stamp upon the world, and 

whether it is up to me ... to have that particular stamp or some other as my mark 

upon the world. In the Frankfurt-type cases the alternatives are, either doing 

what one does of one's own intention, or being coerced into performing the 

same kind of action against one's will. These alternatives do seem to be quite 

impoverished; however, they mean all the difference between one's doing some

thing of one's own will, and one's not doing that kind of thing of one's own 

will ... What more fundamental kind of control can there be here other than 

the control for one to either have a particular will or not have it? (ibid.: 74-75) 

McKenna is claiming that even in the Frankfurt-type cases, the relevant agent 

has a significant and robust power: the power either to be the author of his action 

or not, and thus the power to be morally responsible for his action or not. A 

similar point is made in recent article by Keith Wyma (1997). Wyma begins with 

an example which suggests that many of us experienced something like a 

Frankfurt-type example as we were growing up: 

When I was four years old and learning to ride a bicycle, I reached a point 

where my father decided I no longer needed training wheels. But he still wor

ried that I might fall. So on my first attempt "without a net," he ran alongside 

as I pedaled. His arms encircled without touching me, his hands resting lightly 

upon me, but not holding me upright. I rode straight ahead. My father did not 

push or guide me, but if I had faltered or veered suddenly to the side, he 

would have tightened his grip, keeping me vertical and on track. After finally 

braking to a stop, I was jubilant but somewhat hesitant over whether I should 

be. I wondered, had I really ridden my bike on my own? ... Was the triumph 

of riding straight down the street mine or not? (ibid.: 57) 

Wyma goes on to argue for an intuition very similar to McKenna's. On Wyma's 

view, moral responsibility requires a certain kind of "leeway." And this leeway is 

specified by what Wyma calls the "Principle of Possibly Passing the Buck" (PPPB): 

A person is morally responsible for something she has done, A, only if she 

has failed to do something she could have done, B, such that doing B 

would have rendered her morally non-responsible for A. (ibid.: 59) 

Of course, in a Frankfurt-type case the relevant agent would not be morally re

sponsible in the alternative sequence; Jones would not be morally responsible for 
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voting for Gore, in the circumstance in which Black's device were triggered. Thus 

Wyma has apparently identified a significant sort of "leeway," even in the 

Frankfurt-type examples. At the end of his article, Wyma returns to the analogy 

with which he started: 

I believe the bike riding triumph was mine, because even though I could not 

have fallen or crashed while my father hovered protectively over me, I could 

still have faltered enough that he would have had to steady me; and because I 

had leeway to falter but did not do so, the success of riding was truly mine. 

PPPB vindicates a similar kind of leeway as being necessary for ascriptions of 

moral responsibility. (ibid. : 68) 

Additionally, Michael Otsuka has recently defended a principle similar to 

Wyma's Principle of Possibly Passing the Buck. Otsuka calls his principle the 

"Principle of Avoidable Blame": 

One is blameworthy for performing an act of a given type only if one could 

instead have behaved in a manner for which one would have been entirely 

blameless. (Otsuka 1998: 688)14 

Thus, all three defenders of the alternative possibilities control requirement 

seem to be pointing to the same sort of alternative possibility, they claim is present 

quite generally, and hence in the Frankfurt-type examples. This is the freedom to 

"pass the buck" or "escape" or "avoid" moral responsibility. And it seems that 

this freedom is present in all of the modifications of the Frankfurt-type examples 

presented here. One might say that these theorists are seeking, perhaps with some 

success, to fan the flickers of freedom. IS 

7. A FURTHER REPLY ON BEHALF OF THE 

PROPONENT OF THE FRANKFURT-TYPE 

EXAMPLES 

But I believe that problems similar to those of the earlier defenses of the 

alternative-possibilities control requirement also plague the new approaches. Re

call that the problem with saying that the possibility of exhibiting a different prior 

sign or indicator of future decision (and action) grounds moral responsibility is 

that the envisaged possibility is too exiguous and flimsy. The displaying of such 
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a sign would not even be voluntary behavior. How could moral responsibility rest 

on such a delicate foundation? 

Now it might be thought that the possibility of avoiding authorship or the 

possibility of avoiding moral responsibility would be a more substantial basis for 

moral responsibility. But I believe there are similar problems here. Note that in 

the alternative sequence in a Frankfurt-type case the agent would indeed be avoid

ing, say, moral responsibility, but she would be doing so "accidentally." The agent 

would not be voluntarily avoiding responsibility. The suggestion that avoiding 

responsibility is a sufficiently robust basis for moral responsibility may derive 

some of its plausibility from the fact that in a typical context in which we would 

say that someone has avoided, say, blameworthiness, he would have performed 

some voluntary action. Typically, the relevant facts about the various paths avail

able to the agent would be accessible to him, and he would voluntarily choose a 

right action (rather than a morally objectionable one). Here we would say that 

the agent avoided blameworthiness; but this is a very different sort of context 

from the Frankfurt-type cases. In the Frankfurt-type cases, the agent does not 

choose to be morally responsible rather than not-these issues play no role in his 

deliberations. And in the alternative scenario in a Frankfurt-type case, the agent 

does not choose to escape responsibility or voluntarily choose anything that im

plies her escaping responsibility. 

To isolate this point out more clearly, note that in the alternative scenario in 

a Frankfurt-type case the agent does not deliberate about whether or not to em

brace moral responsibility. So issues about whether or not to be morally respon

sible play no explicit role in his deliberations. Further, they play no "implicit" role 

either. They might play an implicit role in the sort of context discussed above, in 

which an agent has internalized certain norms on the basis of which he chooses 

to do what he takes to be the right action. If he successfully avoids blamewor

thiness here, it is partly attributable to his having internalized norms the relevant 

community shares. Given these norms, the agent can reasonably expect to escape 

blame, if he chooses as he does. But in the alternative scenarios in the Frankfurt

type cases issues about moral responsibility obviously do not play an implicit role 

of this sort. 

To the extent that issues pertaining to moral responsibility play neither an 

explicit nor an implicit role, I shall say that moral responsibility is not "inter

nally related" to the agent's behavior in the alternative sequence of a Frankfurt

type case. And my point is that it is very plausible that moral responsibility 
must be so related to the agent's behavior, in order for the alternative possibility 

in question to be sufficiently robust to ground ascriptions of moral responsibil

ity. 
Of course, I do not accept the alternative-possibilities control model of moral 

responsibility. But my contention is that, if you do buy into this traditional pic-
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ture, then you should also acknowledge that the alternative possibilities must be 

of a certain sort-they must be sufficiently robust. (I developed this point in my 

discussion of van Inwagen's defense of PPPI earlier.) This same point has been 

highlighted by a philosopher with a very different orientation from mine: Robert 

Kane (1985: 60, 1996a: 107--15), a libertarian who believes that alternative possibil

ities are required for moral responsibility. Kane emphasizes what he calls the 

"dual" or "plural" voluntariness (and responsibility) conditions on moral respon

sibility: the relevant alternative possibilities-that is, alternative possibilities suf

ficiently robust to ground moral responsibility-must themselves involve volun

tary behavior (for which the agent is morally responsible) . On Kane's picture, it 

is not enough that an agent have just any sort of alternative possibility; it must be 

an alternative in which the agent acts voluntarily and is morally responsible. Sim

ilarly, I would contend that the relevant alternative possibilities must contain vol

untary, responsible behavior in which moral responsibility is internally related to 

the agent's behavior. My suggestion, then, is that the new defenses of the 

alternative-possibilities control requirement (presented by McKenna, Otsuka, and 

Wyma) fall prey to the same sort of problem that afflicted earlier such defenses: 

the alternatives they postulate are not sufficiently robust. 

In my early essay, "Responsibility and Control" (1982), I argued that the critic 

of the Frankfurt-type case mixes up "possibility" and "ability" in a certain way. 

That is, I pointed out that even if another event (or set of events) occurs in the 

alternative sequence of a Frankfurt-type case, it does not follow that the agent has 

the ability (in the relevant sense) to bring about this alternative event (or set of 

events) . I believe that the recent defenses of alternative-possibilities control simply 

reinscribe the same general problem. The lack of "internal relatedness" of moral 

responsibility to the events in the alternative sequence points to the fact that the 

agent lacks the relevant sort of ability, even if there exists the possibility of some

thing different happening. So, even if there exists the possibility that the agent 

not be the author of his action (or avoid moral responsibility) , it does not follow 

that the agent has the ability (in the relevant sense) to avoid authorship (or 

responsibility). It is a simple point that has played a crucial role in discussions of 

indeterministic conceptions of control and moral responsibility: the mere possi

bility of a different event's occurring does not entail that the agent has the ability 

to do otherwise. The point applies equally in the context of the Frankfurt-type 

examples. 

Return to Wyma's striking claim about his early bike-riding experience, "I 

believe the bike riding triumph was mine, because even though I could not have 

fallen or crashed while my father hovered protectively over me, I could still have 

faltered enough that he would have had to steady me; and because I had leeway 
to falter but did not do so, the success of riding was truly mine" (Wyma 1997: 
68) .  Whereas we could quibble endlessly about details of these sorts of examples, 
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the intuitive point seems clear: it is not the possibility of faltering slightly that 

makes the young Wyma's bike-riding triumph truly his. This has to do not with 

whether he could have faltered slightly, but with how he rode the bike-how he 

moved the pedals, balanced, and so forth, and by what sort of causal process this 

all took place. 

8. THE "NONSTANDARD RESPONSE" TO THE 

FRANKFURT-TYPE CASES 

What might be called the "standard" critique of the Frankfurt-type cases con

cedes that the relevant agent does not have available the sort of alternative pos

sibility typically associated with responsibility, but claims that nevertheless one 

can find a suitable alternative possibility, even in the Frankfurt-type examples. 

The "nonstandard" response to the examples claims that even in the Frankfurt

type cases the agent has available a robust alternative possibility of precisely the 

sort normally associated with moral responsibility. So, for example, in the 

Frankfurt-type example with which we began (in which Jones chooses to vote for 

Gore and votes for Gore on his own but Black is poised to intervene should 

Jones show any sign of choosing to vote for Bush), the nonstandard response 

claims that Jones does have the ability (in the relevant sense) to vote for Bush 

(Lamb 1993; Campbell 1997; for replies, see Fischer and Hoffman 1994 and Mc

Kenna 1998a). 

The basic claim of the nonstandard response is that insofar as Black's device 

does not play any actual role in Jones's deliberations or actions, it should be 

"subtracted" when one is considering whether Jones has a genuine ability to 

choose and do otherwise (to choose to vote for Bush and to vote for Bush). Put 

in terms of possible-worlds semantics, the compatibilist in general insists that the 

alternative possible worlds that establish that the agent has a certain power or 

ability can differ in various ways from the actual world. So, if a given agent does 

X rather than Y in the actual world, but it is intuitively true that the agent could 

have done Y instead, one looks for a possible world that can differ in certain ways 

from the actual world prior to the time in question in which the agent does indeed 

do Y. Given that Black's device does not actually play any role, the nonstandard 

theorist will say that it can be absent from a possible world that is nevertheless 
relevant to whether Jones actually has the power to choose to vote for Gore and 

the power to vote for Gore. 
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I have difficulty sympathizing with this response. First, note that it would 

seem to imply that the man who is, unbeknownst to him, locked in the room in 

Locke's example can leave the room. Or, similarly, if one has secretly been chained 

to one's desk (perhaps while asleep), it follows that one can leave one's office, 

despite the chains, as long as one is unaware of the chains. Also, if one has been 

struck by paralysis but is not yet aware of the paralysis, the nonstandard approach 

would seem to imply that the paralysis is no obstacle. But these results just seem 

very implausible. 

I would offer the following diagnosis of the confusion of the nonstandard 

response. I believe that the nonstandard theorist is conflating general abilities with 

the sort of ability that corresponds to J. L. Austin's "all-in sense of 'can'," or "can 

in the particular circumstances." One may have a general ability without having 

the latter sort of ability, insofar as one does not have the opportunity to exerecise 

the general ability. Whereas I would certainly concede that the agent in a 

Frankfurt-type case has the relevant general ability, I would deny that he can 

under the particular circumstances choose and do otherwise. So, whereas Jones 

certainly has the general ability to choose to vote Republican and to do so, he 

cannot under the particular circumstances choose to vote Republican and vote 

Republican. It is the particularized notion of ability, and not the general one, that 

is typically associated with moral responsibility; certainly, the particularized notion 

plays a role in the Principle of Alternative Possiblities. 

9. SOME PUTATIVE IMPLICATIONS OF THE 

FRANKFURT-TYPE CASES 

There has (obviously) been considerable ink spilled over the Frankfurt-type ex

amples. Recently some philosophers have explored some previously unnoticed 

(or insufficiently noticed) aspects of the examples. The Frankfurt-type examples 

purport to be contexts in which an agent can be morally responsible, even 

though she lacks alternative possibilities. But consider the following argument, 

which has been presented and discussed recently by David Widerker (1991a), Da

vid Copp (1997), and Ishtiyaque Haji (1993) . 16 Suppose someone does something 

that is intuitively "bad," such as lying just to bolster his reputation. If this act is 

blameworthy, then it must be wrong. And if it is wrong, it must be the case that 

the agent should have done something else instead (where this could include sim

ply refraining from doing anything) . But "ought implies can," so if the agent 
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should have done something else instead, then he must have been able to do 

something else. Thus, if the agent had no alternative possibilities (and thus could 

not have done anything else), then his act of lying cannot be considered blame

worthy. 

This sort of argument threatens the idea that an agent can be genuinely 

blameworthy in a context in which he has no alternative possibilities. Insofar as 

an account of moral responsibility will certainly need to accommodate agents' 

blameworthiness on some occasions, the argument casts into doubt whether an 

adequate "actual-sequence" account of moral responsibility can be givenY 

The argument is disturbing, and worthy of more careful attention than I can 

give it here. Instead, I briefly suggest various ways of responding to the argu

ment. One might deny the maxim that "ought implies can." Various philosophers 

have rejected it on grounds independent of considerations pertinent to the 

Frankfurt-type cases. Typically these philosophers have been motivated to give it 

up in light of reflection on the logic of moral dilemmas.18 Another approach is 

suggested by Haji, who rejects the contention that if an act is blameworthy then 

it is "objectively wrong." That is, the argument presupposes that blameworthiness 

is connected to objective wrongness, whereas Haji believes that blameworthiness 

is linked only with subjective wrongness. So, on Haji's view, if an agent is blame

worthy for performing an action, it need not be the case that the action was 

wrong, only (roughly) that the agent believed it to be wrong (and nevertheless 

did it) . 1 9  

My own inclination here is to reject the "ought implies can" maxim, accord

ing to which, if an agent ought to do X, then he can do X. But why exactly 

should one accept this maxim? That is, what justification could be offered for it? 

It is most natural, I think, to say that it is valid because if it were not, then there 

could be cases in which an agent ought to do X but in fact cannot do X (and 

never could do X). Thus, given the connection between its being the case that an 

agent ought to do X and the agent's being blameworthy for not doing X, there 

could be cases in which an agent is blameworthy for not X-ing and yet he cannot 

X. And this seems unfair. 

But I argued earlier that some Frankfurt-type omissions cases are relevantly 

similar to Frankfurt-type cases with respect to actions. That is, there are cases in 

which an agent is morally responsible for not X-ing although he cannot in fact X. 

Some of these are cases in which an agent is blameworthy for not X-ing and yet 

he cannot X. In fact, I believe that anyone who accepts the Frankfurt-type action 
cases must accept that there are such omissions examples. Thus, precisely the ba

sic intuitions elicited by the Frankfurt-type cases show that the most natural jus

tification of the "ought implies can" maxim is faulty. It is therefore not ad hoc 

for anyone who accepts the standard interpretation of the Frankfurt-type cases to 

reject the "ought-implies can" maxim.20 
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10. AN ACTUAL-SEQUENCE ApPROACH TO 

MORAL RESPONSIBILITY 

In my view, the Frankfurt-type cases provide very strong reasons to think that 

moral responsibility does not require alternative possibilities. Of course, they fall 

short of providing decisive reason to abandon the Principle of Alternative Pos

siblities. But they should make a reasonable person abandon an endless attempt 

seeking to identify some sort of alternative possibility and instead set about iden

tifying what about the actual sequence of events leading to an action (or omission 

or consequence) grounds ascriptions of moral responsibility. 

The lesson of the Frankfurt-type cases is that in assessing moral responsibil

ity we should focus on the properties of the actual sequence of events leading to 

the behavior in question. Of course it does not follow straightforwardly that 

causal determinism is indeed compatible with moral responsibility. It is still pos

sible to argue for "actual-sequence incompatibilism" -the view that causal deter

minism rules out moral responsibility quite apart from ruling out alternative pos

sibilities.2 1 

My position here is that the argument for the incompatibility of causal de

terminism and alternative possibilities is considerably stronger than the argument 

that causal determinism rules out moral responsibility directly (that is, apart from 

considerations pertaining to alternative possibilities). I believe that reasonable peo

ple, not already committed to a particular position on the the free will debate, 

would find it highly plausible that causal determinism rules out alternative pos

sibilities. As pointed out previously, the argument here proceeds from such plau

sible principles of common sense as the Principle of the Fixity of the Past and the 

Principle of the Fixity of the Natural Laws. In contrast, I do not see that any 

considerations would move a reasonable and fair-minded person not already com

mitted to a particular position on the free will debate, to believe that it is highly 

plausible that causal determinism rules out alternative possibilities directly.22 

Now I do not wish to contend that considerations cannot be invoked which 

claim that causal determination in the actual sequence rules out moral responsi

bility directly (and thus not by ruling out alternative possibilities) . But I believe 
that these considerations do not have the broad appeal of those that seem to show 

that causal determinism rules out alternative possibilities. Further, given that there 

are strong motivations toward compatibilism between causal determinism and 

moral responsibility-especially the desire to protect our status as morally re

sponsible agents from esoteric scientific discoveries about the form of the equa

tions that describe the universe-I am inclined to adopt "semi-compatibilism," 
the doctrine that causal determinism is compatible with moral responsibility, even 

if causal determinism were to rule out alternative possibilities. 
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Of course, there are various ways of specifying and developing an "actual

sequence" approach to moral responsibility (see Fischer 1999a). My approach con

tends that when one "decodes" the information embedded in the actual sequence 

in which there is moral responsibility, one will find a certain sort of "control." 

Whereas typically it is thought that control must involve alternative possibilities, 

I believe there are two species of control. "Regulative control" does indeed involve 

alternative possibilities, but "guidance control" does not; guidance control is of 

the sort displayed by agents in the actual sequences of Frankfurt-type examples, 

and, in general, by agents who are morally responsible for their behavior. 

My project has been to analyze of guidance control and to show that this sort 

of control is compatible with moral responsibility. (See Fischer 1994 and Fischer 

and Ravizza 1998.) In my view, guidance control of one's behavior has two com

ponents: the behavior must issue from one's own mechanism, and this mechanism 

must be appropriately responsive to reasons. I have sought to provide accounts 

of both components, mechanism ownership and reasons-responsiveness, and I 

have defended the idea that guidance control, so analyzed, is compatible with 

causal determinism. 

N O T E S  

This chapter builds on-and relies considerably on-previously published work. In par

ticular, I am grateful for permission from the University of Chicago Press to reprint 

parts of Fischer (1999a) ,  and from Kluwer Academic Publishers to reprint parts of 

( 1999b ) .  
1 .  Some philosophers prefer "alternate possibilities," whereas others prefer "alterna

tive possibilities." Harry Frankfurt offers a (somewhat curmudgeonly) defense of his use 

of the term "alternate possibilities" in Frankfurt (1999: 372) .  

2. See, for  example, Ginet ( 1966 87-lO4) and Ginet ( 1990 ) ;  Wiggins (1973: 31-62) , 

van Inwagen (1983 ) ,  and Fischer (1994). 

3 .  Bk. II, ch. 11, sec. lO. 

4. This term was introduced in Fischer ( 1982) . 

5. See Fischer and Ravizza ( 1998: 92-122) .  For helpful discussions of moral responsi

bility for consequence-universals, see Heinaman (1986) and Rowe (1989 ) .  

6. A s  far a s  I know, Kane was the first to articulate this strategy i n  reply t o  the 
Frankfurt examples: Kane ( 1985: 51) . 

7. Fischer ( 1994: 147-54) . For further discussion of this issue, see Kane ( 1996a: 40-

43) and Mele ( 1996: 123-41) .  

8 .  For yet another approach, see Fischer (1995 ) ,  Widerker and Katzoff (1996) ,  Hunt 

(1996a) , and Speak (1999) .  
9 .  I borrow this example from Hunt (2000) .  He develops this-and related-exam

ples further in, "Freedom, Forekenowledge, and Frankfurt" (n.d. ) .  



308 MORAL RESPONSIBILITY, ALTERNATIVE POSSIBILITIES 

10. This supposition is just for simplicity's sake; Stump's view is compatible with 

other stories as to the precise relationship between mental states and brain events. 

11. Hunt, working paper. 

12. It should be noted that the original proponents of the "indeterminist" strategy 

of reply to the Frankfurt examples, such as Kane and Widerker, have attempted to re

spond to the challenges of Fischer, Hunt, Mele and Robb, and Stump. Kane attempts to 

respond to Hunt and Fischer on blockage cases in Kane ( 2000a) .  He attempts to re

spond to Mele and Robb in "Responsibility, Incompatibilism and Frankfurt-Style Exam

ples," unpublished manuscript to be published in a collection edited by McKenna and 

Widerker, and to Stump in (Kane 2ooob) .  Widerker attempts to respond to all three 

strategies in Widerker (2oooa) .  

13 .  Pereboom, ( 200l) . (Chapter 2 of the book also contains a critical discussion of 

the Hunt, Mele/Robb, and Stump strategies . )  

14 .  Otsuka qualifies the principle to apply to cases in which it is not the case that 

everything one is capable of doing at a given point in time is blameworthy because of 

some previous choice for which one is to blame. 

15. Thanks to Dan Speak for this phrase. 

16. There is an instructive, extended discussion of these issues in Haji ( 1998: 42-64 

and 151-67) .  

17. Haji has employed a similar argument t o  call into question whether morality 

itself could exist in a world without alternative possibilities: Haji (1998: 42-54) . 

18. For a thorough discussion, see Sinnott-Armstrong (1998) ,  who believes that the 

"ought-implies-can" maxim is not an entailment but rather functions as a conversational 

implicature. 

19. There is a critical discussion of this view in Copp ( 1997) . 

20. I thank Mark Ravizza for helping me to see this point. Note that the Widerkerl 

Copp argument is a challenge for any account of moral responsibility according to 

which responsibility does not require alternative possibilities, not just to those accounts 

motivated by Frankfurt-type examples. As I pointed out in the text, consideration of the 

Frankfurt-type cases provides a powerful way of rejecting the Widerker/Copp argument; 

it is not clear that one who wishes to eschew such examples has a similarly potent re

sponse. 

21. Fischer ( 1982) and Kane (1996a) . (Despite his status as an incompatibilist, Kane 

agrees with me that such a strategy ultimately will not work.) 

22. Fischer forthcoming. 



CHAPTER 13 

LIBERTARIANISM AND 
FRANKFURT-STYLE CASES 

LAURA WADDELL EKSTROM 

AMONG the sources of interest in free will-its relevance to human dignity, in

dependence, and creativity, for instance-the most pervasive is concern over the 

moral responsibility of ourselves and others. How should we respond to inten

tionally performed wrong actions, ranging from heinous crimes to minor personal 

slights? Are the persons who perform such acts worthy of our condescension, 

blame, and punishment? Do we ourselves deserve credit for our moral and prac

tical successes? 

The answer to these questions is widely viewed as dependent upon the extent 

to which we can control our actions or, in other words, upon the issue of whether 

or not we have free will. As traditionally conceived, free will requires the ability 

at some time to do otherwise than one does. The incompatibilist holds that free 

will cannot exist in a purely deterministic world. The position of "semi

compatibilism" endorses this incompatibilist claim and so is a type of incompa

tibilism. However, the semi-compatibilist maintains that free will is not required 
for moral responsibility. 

Semi-compatibilism is an intriguing position. Its primary defender, John Mar

tin Fischer, interprets it as an advantage of the view that our status as morally 

responsible agents-and so our ordinary practices of praise and blame, punish

ment and reward-are not "held hostage" to the pronouncements of scientists 

regarding the fundamental nature of the universe (Fischer forthcoming). Should 

determinism turn out to be true, we can still be morally responsible persons. 



310 MORAL RESPONSIBILITY, ALTERNATIVE POSSIBILITIES 

In arguing for semi-compatibilism, Fischer speaks quite a bit about what a 

"reasonable and fair-minded person, not already committed to a particular po

sition on the free will debate" would conclude (ch. 12 here, pp. 292, 306). Most 

of us, of course, would like to count ourselves as fair-minded and reasonable 

people. We come to the table, nearly all of us, as pretheoretic incompatibilists; 

and after we consider the relevant arguments (Fischer and I agree), that is what 

we should remain. The arguments for incompatibilism concerning free will and 

causal determinism are overwhelmingly powerful. The question, then, is whether 

free will is, as traditionally believed, or is not, as semi-compatibilism maintains, 

required for moral responsibility. 

I am perfectly willing to be convinced that it is not required. But I have seen 

no argument, particularly in the literature on Frankfurt-type scenarios, to con

vince me to overturn the traditional judgment. In this chapter, I explain and 

defend this traditionalism. 

1. ALTERNATIVE POSSIBILITIES TO WHA T? 

One issue concerning free will and moral responsibility (call it Issue 1) is whether 

moral responsibility for an action requires ability at the time of the performance 

of the action to do otherwise than that action. The answer to this question is 

negative. In order to see this, we need not employ elaborate scenarios involving 

an agent who could but does not intervene in our decision process (to make us 

choose to perform and to perform a certain action). Simpler cases suffice. For 

instance, Justin deliberately jumps into a large pit out of which he cannot climb, 

in order to avoid helping his brother haul fallen trees from the yard, as he had 

earlier promised to do. Once he is in the pit and as his brother begins the work, 

Justin cannot do otherwise than fail to help. Yet he is a plausible candidate for 

blame for not doing the work as promised. Hence a narrowly construed version 

of the principle of alternative possibilities-(PAP I ) : a person is morally responsible 
for doing X at t only if at t he could have done otherwise than X-is false. 

It is unclear whether Frankfurt-style examples are designed to overturn PAPI . 

Frankfurt himself states "the principle of alternate possibilities" in the following 

somewhat ambiguous form: 

(PAP) a person is morally responsible for what he has done only if he 

could have done otherwise. 
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Frankfurt's counterexamples to PAP are supposed to elicit the judgment that 

the agent is morally responsible for what he does since he does it "on his own," 

even though his action was inevitable due to the presence of a counterfactual 

intervener. Unlike Peter van Inwagen, however, I am agnostic about the respon

sibility of the agent in the typical Frankfurt-style scenario, since such scenarios 

leave unstated the reigning metaphysical conditions. Van Inwagen accepts the con

clusion that Frankfurt's cases overturn PAP. Yet he defends other principles linking 

responsibility and alternative possibilities, thus defending his responsibility

determinism incompatibilism (van Inwagen 1983). 

But I think this course is misguided. Instead, like David Widerker and Robert 

Kane, I believe that the right response to proponents of Frankfurt-style cases as 

counterexamples to PAP is to take a closer look at their assumptions (Widerker 

199sa and b; Kane 1985, 1996a; Ekstrom 1998b). The matter need not have anything 

to do with prior signs. But the question to ask is whether proponents of Frankfurt

type cases are assuming that causal determinism is true in the scenarios. If so, 

then the counterfactual intervener is entirely superfluous, for agents in determin

istic scenarios cannot do otherwise than act just as they do and could not ever 

have acted or decided otherwise. It is a mistake, then, for the libertarian to grant 

that the agent in a Frankfurt-type scenario is responsible; one ought to remain 

agnostic until the metaphysical presuppositions of the example are made explicit. 

And for the compatibilist to assume that the agent is morally responsible under 

the assumption of determinism is question-begging in a context in which the 

relation between moral responsibility and alternative possibilities is at issue. 

One may attempt to rebut the charge of question-begging against a deter

ministically specified Frankfurt-type scenario by claiming that what is shown by 

such a scenario is the following: "if Jones is not morally responsible for his choice 

and action, this is not simply because he lacks alternative possibilities"l (See Fi

scher's essay in this volume, ch. 12) . But it is entirely unclear how the scenario by 

itself is supposed to demonstrate this conclusion. Nothing about the case presents 

a diagnosis of the agent's hypothetical nonresponsibility. In order to test a prin

ciple stating a necessary condition for moral responsibility, the example, in fact, 

is supposed to elicit the judgment that the agent is morally responsible. But it is 

illicit to hold on to this judgment once the (suppressed) context of causal deter

minism is illuminated. Fischer answers: 

One is supposed to see the irrelevance of alternative possibilities simply by re
flecting on the examples. I do not know how to prove the irrelevance thesis, 
but I find it extremely plausible intuitively. When Louis Armstrong was asked 
for the definition of jazz, he allegedly said, "If you have to ask, you ain't never 

gonna know." I am inclined to say the same thing here: if you have to ask how 

the Frankfurt-type cases show the irrelevance of alternative possibilities to 

moral responsibility, "you ain't never gonna know." (ch. 12, p. 292) 
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But it is evident that the examples do not demonstrate the moral responsibility 

of the agent; they only assume it, inviting the reader to play along with a natural 

tendency to project available alternative possibilities onto others' situations. In a 

causally deterministic scenario, there are no alternative possibilities open to the 

agent at any point, and the mere presence of a counterfactual intervener cannot 

show us their irrelevance to moral responsibility. Thus, perhaps unlike jazz but at 

least regarding this case, the reason we "ain't never gonna know" is that there is 

nothing there to be known. 

Proponents of Frankfurt-type counterexamples, alternatively, might assume 

causal determinism to be false in the examples. Then at some moment(s) in each 

scenario there is more than one physically possible future, and this fact may leave 

room for the agent's having, at some point, an ability to act or to decide otherwise 

than as he does. But if so, then it is open to the libertarian to maintain that the 

agent in the Frankfurt-style case is morally responsible partially in virtue of the 

availability of the unchosen alternative. 

Suppose one constructs the Frankfurt-style scenario such that the agent can 

only begin to decide otherwise or such that a pathway consisting of certain neural 

events can begin but would be stopped before an alternative mental event could 

be completed. Then one may respond to this horn of the dilemma for Frankfurt

style cases-the one supposing the falsity of causal determinism-by arguing that 

such "flickers" are too flimsy a base on which to ground moral responsibility. I 

agree. But one cannot legitimately claim to have thereby upheld the argument 

from Frankfurt-style cases against PAP. For where there is only an insubstantial 

flicker, the agent is not clearly morally responsible, and so the case cannot serve 

as a counterexample to a principle proposing a necessary condition of moral 

responsibility. 

Suppose we specify an indeterministic Frankfurt-type case so that the agent 

does have a significant, robust ability to do otherwise prior to the inevitable act. 

Consider, for instance, a certain way of specifying an example recently presented 

by Mele and Robb: 

At tI, Black initiates a certain deterministic process P in Bob's brain with the 

intention of thereby causing Bob to decide at t2 (an hour later, say) to steal 

Ann's car. The process, which is screened off from Bob's consciousness, will 
deterministically culminate in Bob's deciding at t2 to steal Ann's car unless he 
decides on his own at t2 to steal it or is incapable at t2 of making a decision 
. . .  As it happens, at t2 Bob decides on his own to steal the car, on the basis of 

his own indeterministic deliberation about whether to steal it, and his decision 

has no deterministic cause. But if he had not just then decided on his own to 

steal it, P would have deterministically issued, at t2, in his deciding to steal it. 
Rest assured that P in no way influences the indeterministic decision-making 
process that actually issues in Bob's decision. (Mele and Robb 1998: 101-2) 
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Bob's indeterministic deliberative process is called "process x.
" An "indeter

ministic process" is a sequence of events, some of which are connected by inde

terministic causal relations. If there is an indeterministic causal relation between 

event e" and event ee
' 

then given ea, ee might not occur, even in the absence of 

anything to frustrate e" (Anscombe 1981). A "deterministic process" is a sequence 

of events connected entirely by deterministic causal relations. 

Here is one way of representing the Bob case.2 Let a solid-lined arrow rep

resent a deterministic causal relation. Let a dashed-lined arrow represent an in

deterministic causal relation. Suppose that ek is Bob's action of stealing Ann's car. 

Let ei be Bob's forming the intention to steal Ann's car. The double solid line 

represents the screening off of the deterministic process P by causal preemption. 

Parentheses enclose a causal relation that might have obtained, but happened not 

to obtain. 

Suppose we take eg to be Bob's forming the preference to steal Ann's car and 

we stipulate that Bob could have formed a different preference instead, given the 

prior occurrence of a particular consideration or set of considerations (eJ, as is 

depicted in figure 13.1. Then in my view it is reasonable to conclude that Bob acts 

freely in stealing Ann's car and that he is morally responsible for stealing it (pro

vided that he meets any other conditions for moral responsibility) . I have pro

posed and defended an account of free action as action on authorized preference. 

A preference counts as "authorized" if it is the uncoerced causally indeterministic 

outcome of considerations that occurred to the agent during his deliberative pro

cess (Ekstrom 2000, 200lb).  The case of Bob, filled in as I have described, is one 

in which a person is a legitimate candidate for being held morally responsible for 

forming a particular intention even though at the time he could not have done 

otherwise. 

Is libertarianism thus shown false?3 To the contrary, this case ought to be 

completely untroubling to a libertarian. Since the scenario explicitly involves ro

bust alternative possibilities, it certainly does not show that responsibility is 

consistent with a complete lack of alternative possibilities. Hence the scenario 

does not demonstrate or even help to demonstrate that semi-compatibilism is 

true. 

The upshot of recent work on Frankfurt-style cases is that deterministically 

specified Frankfurt-type scenarios should be dismissed and that certain indeter

ministically specified Frankfurt-type scenarios do show the falsity of a narrowly 

construed PAP (that is, PAPt). But we already knew PAPt to be false. So the 

literature on Frankfurt-type cases has not been useful concerning Issue 1. The 

scenarios are not needed to demonstrate the truth of the correct answer, and many 

of them do not succeed in demonstrating it, either. 
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Process x: 

Process P: 
Fig. 13.1 

2. ALTERNATIVES TO PAPl 

If PAP 1 is false, then what is the correct principle concerning the relation between 

alternative possibilities and moral responsibility? Many incompatibilist writers 

have sought to articulate such a principle. 

Consider, for instance, the following:4 

PAPh: 5 is morally responsible for what he did at t only if (1) he could have 

done otherwise at t or (2) even though he could not have done otherwise at 

t, the psychological character on the basis of which he acted at t is itself 

partially a product of an earlier action (or actions) of his performed at a 

time when he could have done otherwise. (Mele and Robb 1998: 109) 

PAPh takes as central the notion of the psychological character on which a 

person acts at the time in question, which has merit given the traditional liber

tarian emphasis on the importance of self-formation. David Hunt has recently 

discussed the following related principle: 

PAP+: 5 is morally responsible for A-ing at t only if (there is something) 

he could have done otherwise (and it is at least in part in virtue of what he 

could have done otherwise that he is morally responsible for A-ing at t) 

(Hunt 2000: 200) 

Otsuka and Wyma consider as central, instead, the ability to avoid blame. 

Otsuka proposes the following: 

Principle of Avoidable Blame: One is blameworthy for performing an act of 
a given type only if one could instead have behaved in a manner for which 

one would have been entirely blameless (Otsuka 1998: 688) 
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Otsuka's principle is similar to the one defended by Wyma: 

Principle of Possibly Passing the Buck (PPPB): A person is morally responsi

ble for something she has done, A, only if she has failed to do something 

she could have done, B, such that doing B would have rendered her morally 

non-responsible for A. (Wyma 1997: 59) 

Consider, alternatively, this principle: 

Disjunctive Principle Concerning Alternative Possibilities: A person 5 is mor

ally responsible for doing X at t only if either 5 could have at t done other

wise than X or 5 could have at some time done something other than what 

s/he did, something that would be reasonably expected to have the result 

that 5 would do otherwise than X at t (Ekstrom 2000: 211) 

To illustrate: Catherine is morally responsible for missing the wedding she 

had promised to attend only if either she could have done otherwise at the time 

(that is, she could have attended the wedding) or she could have earlier done 

something that would have been reasonably expected to have the result that 

she would have attended the wedding as promised. Since Catherine deliberately 

flashed a police officer one hour prior to the wedding, thereby getting herself 

arrested and detained, she could not, at the time of the start of the wedding, have 

attended the wedding. Nonetheless, she may be morally responsible for missing 

the wedding if she could have refrained from flashing the police officer. Refraining 

from flashing the police officer one hour prior to the wedding would be reasonably 

expected to have the result that Catherine would attend the wedding on time, as 

promised. 

Further libertarian work should address the relative merits and defects of such 

principles. Nonetheless, all of the previous principles would be false if moral re

sponsibility were consistent with causal determinism, as semi-compatibilism 

maintains. Thus the second fundamental issue concerning free will and moral 

responsibility (call it Issue 2) asks whether being morally responsible for an action 

requires the falsity of the doctrine of causal determinism. Since determinism rules 

out available alternatives to every choice and action, one way it could be shown 

that moral responsibility requires the falsity of determinism would be to show 

that one's being morally responsible for an action is inconsistent with a complete 

lack of available alternatives to choice and action at every point in one's life. And 

so the question arises as to whether or not Frankfurt-style scenarios help to settle 

this issue. 

The standard scenarios clearly do not resolve Issue 2. In the typical Frankfurt

type scenario the counterfactual intervener is involved in only one action or de

cision of the agent, leaving room for alternative possibilities earlier in the causal 
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history of that act or decision. A more complex and interesting matter is whether 

or not more recently formulated "global Frankfurt-style cases" settle Issue 2. 

Consider, for instance, Mele and Robb's extension of the Bob case. They write, 

"If our case falsifies PAP, an expanded version of the case falsifies PAPh."s In the 

global Bob case, we are to imagine that in any instance in which Bob makes a 

decision to A, a deterministic process like P was under way that would have 

resulted in Bob's deciding to A if Bob had not decided on his own, by way of an 

indeterministic process, to A. Further, we are to imagine that the same is true of 

all of Bob's actions that are not decisions. Mele and Robb comment: 

This global fact about Bob is quite remarkable, but it is a coincidence nonethe

less. Given this fact, Bob could never have done otherwise than he did. But 

since he did everything on his own, the deterministic processes always having 

been preempted, we see no good reason to hold that the presence of those de

terministic processes deprives him of moral responsibility (1998: 110 ) . 

This is a provocative case. How are we to represent it? Figure 13.2 depicts the 

way in which, I believe, Mele and Robb would like us to envision the global Bob 

scenario. 

But how could it be that, in the global Bob case, as Mele and Robb claim, 

"Bob could never have done otherwise than he did," yet "he did everything on 

his own" (ibid.)? To say that Bob did something "on his own" is to say that he 

did it as the outcome of an unmanipulated, indeterministic deliberative process. 

Recall the definition of an indeterministic cause. An indeterministic, or non

necessitating, cause is one that can fail to produce its effect, even without the 

intervention of anything to frustrate it. Notice that, given the description of the 

global Bob scenario, including the counterfactual truth concerning the determin

istic process P, assuming that Bob is still alive and capable of making decisions, 

there is no chance that ec will not occur, following ed• That is, ed together with the 

circumstances, cannot fail to produce ee' without the intervention of an event that 

kills Bob or makes him incapable of action or decision. Given the occurrence of 

ed and given the setup of the scenario and the laws governing it, in the absence 

of a frustrating event, the probability is equal to 1 that ec will occur following ea' 

And by the same reasoning, the same applies for each event in process x, that is, 

for ee
' 

eg, ei, and ek• For each event, whether it is caused by the previous event in 
process x or by the counterfactually intervening process, it will occur: the prob

ability is equal to 1 that it will occur, on the assumption of no frustrating event. 

So the correct depiction of the global Bob case occurs in figure 13.3. Let a 

heavy wavy line represent the blockage of the alternative possibility by the presence 

of the counterfactually intervening process. 

In the global Bob case, ek is not the result· of an indeterministic process but 

occurs rather of physical necessity.6 It is not the case that, given the occurrence 

of event e", event ec might or might not follow, even in the absence of anything 
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to frustrate ea. And it is not the case that, given the occurrence of ee' event ee 

might not occur, even in the absence of anything to frustrate ec. The same is true 

of each of the events constituting process x: not one of them is an indeterministic 

cause of the subsequent event. Process x, that is, is a sequence of events connected 

entirely by deterministic causal relations. Therefore, Mele and Robb's description 

of the global Bob case should be rejected as incoherent. It cannot be the case that 

Bob "indeterministically decided on his own," given the details of the case. Since 

ek is the result of a deterministic causal process, there is no reason for a libertarian 

to grant that Bob is morally responsible for ek• Thus the global Bob case does not 

show that moral responsibility is consistent with a complete lack of alternative 

possibilities and thus it does not help to settle Issue 2. 

3. THE LIBERTARIAN'S BURDEN 

Libertarians need not accept compatibilist attempts to push them into focusing 

on a new and quite difficult task: that is, proving that causal determinism threat

ens moral responsibility for reasons other than its negation of all alternative pos

sibilities to choice and action. On the basis of an argument from Frankfurt-type 
scenarios, Fischer, for instance, alleges that the incompatibilist must demonstrate 

that causal determinism undercuts moral responsibility "in itself and apart from 

ruling out alternative possibilities" (Fischer, this volume, chapter 12) .  In other 
words, libertarians allegedly must provide what Fischer calls "a direct argument" 

for responsibility-determinism incompatibilism, one not dependent upon the 

truth that causal determinism rules out alternative possibilities {Fischer forthcom-
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Fig. 13.3 
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ing). However, as we have seen, the use of Frankfurt-type scenarios to support 

this conclusion is unsuccessful. 

The libertarian certainly does need to show that the state of affairs of an 

agent's having no alternative possibilities for action at a certain time and her never 

having had alternative possibilities for choice or action in her lifetime is incon

sistent with that agent's being morally responsible for what she does. What rea

soning underlies the appeal of this position? Perhaps, the following. If determinism 

is true, then everything that happens must happen-every thought and every 

action occurs of physical necessity. It is not that everything one does is somehow 

fated to occur no matter what else happens. It is not that everything one does 

one is manipulated into doing by some person outside of oneself. Rather, if de

terminism is true, then given what has come before and the laws governing the 

universe, at every instant there is exactly one way the world must be at the next 

instant. 

Ordinarily, the causal sequences leading to persons' acts are concealed. We 

have little knowledge of why a person does what he does, in the usual case, and 

even less do we know whether the causes preceding his decisions and acts neces

sitate or only make probable their effects. This cloaked nature of the typical causal 

sequence -helps to explain the fact that our intuitions concerning individuals' 

moral responsibility are often hasty and misled. In inscrutable causal contexts, we 

tend to assume that individuals had options-genuinely available alternative 

courses of action at some point along their paths-perhaps as a projection of our 

own introspectively certified conviction of an open future (Ekstrom 1998a, 2000). 

But consider what happens to our intuitions when the deterministic sequence 

leading to an act is exposed. Suppose you lie on your couch looking at your feet, 
and you decide to flick your right foot rather than the left one just to exercise 

your ability to choose. There, you say to yourself, that shows that I am a free agent. 

Suppose you then decide-to drive home the point and to be a nuisance-delib

erately to flick your right foot hard enough to knock over a glass of tea on the 

coffee table. Suppose we ask whether you ought to be blamed for knocking over 

the glass (and perhaps for thereby chipping the glass and staining the carpet) . 

Testing our intuitions about this question in a deterministic setting is complicated 

by our tendency, again, to cling to a belief in the availability of alternative pos-
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sibilities. In this case, it is natural to assume that you could have refrained from 

kicking over the glass. 

But suppose we assume and hold vividly in our minds the truth of causal 

determinism in this scenario. Then your decision to kick over the glass was the 

only decision that could have occurred at the time, given the events that preceded 

it and the laws governing the universe. But surely I am responsible for kicking over 

the glass, you may think. I did it deliberately; no one forced me; I chose and I acted 

on my choice. 

Do you really maintain this judgment when appreciating that your choice 

could not have been anything other than what it was? Due to the events that led 

up to your decision and due to the reigning natural laws, at the moment of 

decision you could not have chosen to refrain from kicking over the glass with 

your right foot. As you briefly deliberated over what to do, there were no forking 

paths in front of you. There was, instead, exactly one physically possible outcome. 

The events of the past led inevitably to your kicking over the glass. Furthermore, 

the events of the past have led inevitably to your every decision and action. You 

have never been in a position of being able to take the path to the right and being 

able to take the path to the left, for there has always been exactly one available 

pathway into your future. Do you, then, deserve blame for kicking over the glass? 

Perhaps one's intuitions concerning this case are unclear. Consider instead, 

as in Ridley Scott's Blade Runner, the case of a replicant: a being artificially con

structed to look and act like a human person. Suppose that our replicant-call 

her "RP3" -is designed to appear as a twenty-year-old female human being. She 

is implanted with memories of a childhood, given political opinions and prefer

ences and mathematical, religious, and other beliefs. From the moment she is 

operational, all of RP3's decisions and all of her actions are deterministic out

workings of her initial state. Although her actions seem to RP3 to be fully up to 

her, we are aware of precisely what RP3 will do in each instance, as her initial 

genetic code and the laws governing her behavior are, to us, transparent. Despite 

RP3's subjective perception of an open future, the singular nature of the path 

before her is to us perfectly plain. Does this fact cause suspension of our tendency 

to assign moral responsibility status to RP3? 

One might find this question difficult to answer. One might agree that it is 

inappropriate to praise or blame RP3 but maintain that the explanation of this 

judgment remains unclear. Does the deterministic nature of the causal sequence 

preceding RP3's behavior undermine responsibility or is it, rather, the fact that 
she is an artificial being with imposed preferences and beliefs? The manipulation 

by a human agent in the past of RP3 clouds her case as a test of our responsibility 

intuitions in an exposed deterministic causal context. 

So consider a case without such objectionable coercion or human interference. 
It is difficult, of course, to tell a full deterministic story of a human life in all its 

details, which feeds our skepticism that there in fact ever is one. But suspend for 
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a moment this doubt and reflect on a life the path of which through time is a 

singular line without any forking paths. One could attempt to provide a lengthy 

account of each of the deterministically linked events in the person's life beginning 

at the stage of an embryo. But here is a shortcut, a way of suggesting that there 

is such a story, without the tedium of telling it. It is a familiar device: your mother 

gave birth to both you and an identical twin. At birth, she gave your twin to a 

family the most like yours in economic class, ethnic background, religion, edu

cational credentials, moral and political beliefs and so on, that she could find. You 

grew, unaware of your twin, until the day that you met, when you discovered 

that, just as you were graduating from Harvard, he was graduating from Stanford; 

just at the point when you developed an embarrassing addiction to pornography, 

so did he; you have the same habits of smoking, kayaking, and voting independent; 

as you founded a successful Internet company, so did he; you like the same wines 

and enjoy impressionist art; and when you blush confessing your cheating on a 

college entrance exam, he does the same. Although your childhood environments 

and experiences were not identical in all their details, you suspect based on your 

similarity with your twin that if they had been, the behavior of the two of you 

would have been identical in all its details. 

Such a scenario gives one pause in assigning the praise and blame one ordi

narily would to one's acts. Here is the annoying thought: I agonized over my 

decisions, I mentally beat myself up over my flaws, I took pride in my accom

plishments, and now, given my acquaintance with this twin, it appears that my 

actions were all along inevitable. I took the course of my life to be up to me, but 

now I see that there is a full account for what I have done and who I have become. 

Hesitancy in fully freeing oneself of responsibility may be ascribed to doubt 

that there really is a deterministic story explaining the entire course of one's life. 

But if one becomes convinced that there is a complete story-either by discovering 

one's identical twin or by having the true, complete deterministic causal account 

revealed to one by a scientist or a deity-then one is left in the odd position of 

viewing oneself as an object. Under the assumption of determinism, it is as if one 

is a pinball, bounced from one location to the next from the initial conditions by 

natural momentum. Or, perhaps better, it is as if one is a windup toy, marching 

to and fro from the moment the key at one's back is released, thinking to oneself, 

"Maybe I'll march straight ahead and then turn to the right; no, perhaps I'll spin 

on my heel to the left," when all the while one's course is perfectly prescribed as 

the physically necessary outcome of prior events. 

Such analogies for human life under the assumption of determinism-that it 

would resemble being a pinball or a windup toy-appear simplistic the compa

tibilist, and the reasoning supporting responsibility-determinism incompatibilism 

seems feeble-minded. Yet the incompatibilist is surely not so feeble-minded as not 

to notice disanalogies between ourselves and pinballs and windup toys. Of course, 

we are more complex; of course, we reason, have emotions, and form values and 
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preferences. Of course, we are able to guide our behavior in that we act to ac

complish our purposes. 

But when we ask for a causal explanation of what we do and when a fully 

deterministic causal sequence preceding each decision and every action is exposed, 

the result is a baffling pause, an almost painful because so momentous suspension 

of our everyday practice of assigning praise and blame to everyone we encounter, 

including ourselves. If we must use simple analogies, the reason is that the insight 

is so powerful and difficult to convey. 

The intuition is that it is unfair, and hence inappropriate, to blame a person 

for acting from, or in expression of, a self that could not have been different from 

what it is. If determinism is true, then one's character is exactly what it is of 

physical necessity, and the entire course of one's life proscribes a single path along 

which the past pushes one. A fundamental libertarian intuition is that we need 

alternative possibilities in the construction of the self, so that there is some chan

ciness in who we are and some openness in who we become.7 

4 .  CONCLUSION 

No amount of psychological complexity is sufficient for free will. We have the 

power to act freely only if at some time we are able to act otherwise than as we 

do. I conclude that the literature on Frankfurt-style scenarios has not overturned 

traditionalism concerning the necessity of free will for moral responsibility. 

N OT E S  

1 .  In outlining his response to libertarian challenges to arguments from Frankfurt

type cases, Fischer claims that "the first step is to argue-based on the Frankfurt-type 

examples-that intuitively it is plausible that alternative possibilities are irrelevant to as

criptions of moral responsibility" (ch. 12, p .  292) . But this statement is too incautious.  
Fischer might rather say that in deterministically specified Frankfurt-type scenarios, in

tuitively it is plausible that if the agent is not morally responsible for his action, then 

the reason is not the lack of alternative possibilities to the target action .  The logic is ap

parently this: the agent seems to be morally responsible for his act, given the noninter
vention of the counterfactual intervener; but if he is not morally responsible, then his 

nonresponsibility must be attributable to some factor other than the absence of an alter
native possibility to the target action. I am not sure why Fischer thinks this first argu-
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ment is persuasive. As I argue in the body of this chapter, it is illicit to hold on to an 

unreflective judgment that the agent is responsible once the context of determinism is 

made explicit. 

2. There are other ways of specifying the Bob scenario consistent with the general 

description of it given by Mele and Robb. I fill in the example in the way that I think is 

most helpful to its effectiveness in showing Mele and Robb's point-that is, in a way 

that makes it most plausible that Bob is morally responsible for forming at t2 the inten

tion to steal Ann's car, even though at the time he could not do otherwise due to the 

preempted deterministic process P. Mele and Robb suggest other ways of construing the 

case such that process x is indeterministic: it may be, for instance, that at a time prior 

to t2, Bob could have decided not to steal the car, yet he decided at that prior time to 

steal it; and P would cause Bob to decide again at t2 to steal the car unless he decided 

again on his own at t2 to do this (as might happen if Bob were especially forgetful or if 

he had in the meantime reconsidered the matter, perhaps out of fear) (Mele and Robb 

1998: 102n. 11) . The authors claim that nothing about the Bob case assures that Bob's 
deciding at t2 to steal Ann's car is inevitable since, for instance, Bob might be dead at 

t2. They emphasize that, given the details of the scenario, any future open to Bob in 

which he is capable at t2 of making a decision includes Bob's deciding at t2 to steal Ann's 

car (or, as I have put it, Bob's forming at t2 the intention to steal Ann's car) . 

3. Mele and Robb do not take the case to demonstrate that libertarianism is false. 

4. Mele and Robb (1998: 109) . The authors present but do not defend PAPh; they 

go on to argue against it. 

5.  Ibid. This statement is mistaken because in the original Bob case, process x can 

count as an indeterministic process by virtue of its indeterministic causal links early on 

in the process, prior to the causal relation between eg and e; .  But in the global Bob case, 

process x cannot be an indeterministic process, given the description of the scenario, as 

I argue in the body of this essay. 

6 .  It occurs of physical necessity given that process x is a deliberative process. Mele 

and Robb might claim that ek is not inevitable since after eg, say, Bob might have died 

or become incapacitated. But Bob's stealing Ann's car "on his own" is not satisfied by 

his having done it as the result of a process that is indeterministic only in this sense: 

that he might have died (or become incapacitated) at some point along the way. For 

Bob to have acted from an indeterministic deliberative process, he would have to have 

been in a position at some point(s) such that his deliberations might have proceeded 

one way and they might have proceeded in another way instead. But Bob in the global 

Bob scenario is never in such a position. 

7. Compare Kane ( 1996a) ,  Ekstrom (2000) . 



CHAPTER 1 4  

RE S P O N S IBILITY AND 
FRANKFURT-T Y P E 

EXAM P LE S  

DAV I D  W I DERKER 

A widely accepted moral intuition states that 

(PAP) An agent is morally responsible for performing a given act A only 

if he could have avoided performing it. l 

In his seminal article "Alternate Possibilities and Moral Responsibility," Harry 

Frankfurt (1969) has attacked this principle.2 Central to his argument is the fol

lowing assumption: 

(FR) There may be circumstances in which a person performs some ac

tion which, although they make it impossible for him to avoid per

forming that action, they in no way bring it about that he performs 

it. (Frankfurt 1969: 830, 837) 

Frankfurt contends that in a situation of the sort described in FR (call it "FR
situation") the agent is morally responsible for what he did even though he could 

not have refrained from so acting. Hence, according to him, PAP is false. To 

establish FR, Frankfurt appeals to an example of the following sort3: 
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Jones is deliberating whether or not to keep a certain promise he made. Unbe

knownst to Jones, there is another person, Black, who for some reason does 

not want Jones to keep his promise. Black has the power and the means to 

force Jones to break the promise. But wishing to avoid showing his hand un

necessarily, he has made up his mind to intervene if and only if Jones does not 

show a sign of going to decide to break the promise. Call that sign "S1." If 

Jones does show that sign, then Black does nothing, knowing that in this case 

Jones will act as he (Black) wants him to act. (It is assumed that Black knows 

Jones very well in this regard) .  Finally, suppose that Jones decides to break the 

promise for reasons of his own. 

It seems that in this situation Jones acts freely without Black's intervention and is 

therefore morally responsible for what he does. But, given Black's presence, it 

would appear that he cannot avoid deciding to break the promise. Call this ex

ample the "Promise Example." 

Libertarians4 who hold that moral responsibility requires the power to avoid 

acting as one did have responded to Frankfurt's attack on PAP by objecting that 

examples such as the Promise Example fail to establish FR, and therefore a central 

assumption of his argument against PAP is unwarranted. Most important, such 

examples fail to establish FR when applied to simple mental acts such as deciding, 

choosing, undertaking, or forming an intention, that is, acts that for the libertarian 

constitute the loci of moral responsibility.s Their objection may be expressed as 

follows: 

Consider the relation between the sign Sl, which Black employs as a sign for 

not intervening and Jones's decision to break the promise. Either the occur

rence of Sl is (or indicates) a condition that, under the circumstances, is caus

ally sufficient for Jones's decision at T to break his promise or it is not. If it is, 

then the example does not describe an FR-situation, since the latter requires 

that the decision must not be causally determined. On the other hand, if Sl is 

not so associated with Jones's decision to break the promise, if Sl is merely a 

reliable indicator of it, then there is no reason to think that Jones's decision 

was unavoidable. In either case, the truth of FR has not been established.6 

Recently, there have been a number of attempts to strengthen Frankfurt's argu

ment against PAP by providing better examples of FR-situations. In what follows, 

I examine some of these examples from a libertarian viewpoint and argue that 

they do not succeed either. I then go farther and claim that, even if at one point 

a defender of Frankfurt might be able to come up with a genuine example of an 

FR-situation, avoidability would still remain a necessary condition for at least one 

important type of moral responsibility-that of moral blameworthiness. In the 

course of my defense of this last claim, I defend a more comprehensive constraint 
on moral blameworthiness than avoidability and then apply this constraint to 

meet a well-known recent objection to PAP by John Fischer. 
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1. THE E XAMPLES 

I shall not survey here all the recent attempts to provide a successful example of 

an FR-situation. In particular, I shall not discuss Alfred Mele and David Robb's 

interesting example (Mele and Robb 1998), as it has already been treated by two 

other contributors to this volume, John Fischer and Laura Ekstrom.7 For my 

criticism of it, see Widerker (2oooa, 183-85). 

1.1. The Stump Example 

Consider the following example proposed by Eleonore Stump: 

Suppose that a neurosurgeon Grey wants his patient Jones to vote for Republi

cans in the upcoming election. Grey has a neuroscope which lets him both ob

serve and bring about neural firings which correlate with acts of will on Jones's 

part. Through his neuroscope, Grey ascertains that every time Jones wills to 

vote for Republican candidates, that act of his will correlates with the comple

tion of a sequence of neural firings in Jones's brain that always includes near 

its beginning, the firing of neurons a,b,c (call this sequence 'R' ) .  On the other 

hand, Jones's willingness to vote for a Democratic candidate is correlated with 

the completion of a different neural sequence that always includes near its be

ginning, the firings of neurons x, y, Z, none of which is the same as those in 

neural sequence R. (Call this neural sequence 'D' . )  For simplicity's sake, sup

pose that neither neural sequence R nor neural sequence D is also correlated 

with any further set of mental acts . Again for simplicity's sake, suppose that 

Jones's only relevant options are an act of will to vote for Republicans or an 

act of will to vote for Democrats. Then Grey can tune his neuroscope accord

ingly. Whenever the neuroscope detects the firing of x, y, and z, the initial neu

rons of sequence D, the neuroscope immediately disrupts the neural sequence 

so that it is not brought to completion. The neuroscope then activates the co

ercive neurological mechanism which fires the neurons of neural sequence R, 

which is correlated with the act of will to vote for Republicans. But if the neu

roscope detects the firings of neurons a, b, and c, the initial neurons of se

quence R, the neuroscope does not interrupt that neural sequence. It does not 

activate that coercive neurological mechanism, and neural sequence R contin

ues, culminating in Jones's willingness to vote for Republicans, without Jones's 

being caused to will in this way by Grey. 
And suppose that . . .  Grey does not act to bring about the neural sequence 

R, but that Jones wills to vote for Republicans without Grey's coercing him to 

do so. (Stump 1996a: 76-77, 1999a) 

This example certainly fails to provide a successful illustration of an FR-situation, 

at least as it stands, because in Stump's story Jones's act of will to vote for a 
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Republican candidate (henceforth "W [R]
,,
) turns out to be causally determined 

by the neural firings a, b, c. This is so, since these events cause the completion 

of neural sequence R, which, Stump assumes, is an event (process) that is cor

related with W(R). For if a, b, c cause the completion of R, and the latter is 

correlated with W (R), then they also cause W(R). The reason a, b, c must caus

ally determine the rest of the neuron firings belonging to R is rooted in Stump's 

assumption that in her example Jones must decide to vote either for Republi

cans or for Democrats, lacking the option of remaining undecided. Were a, b, c 

not to determine the rest of R, there would be the distinct possibility of R being 

spontaneously interrupted after the occurrence of a, b, c, in which case Jones 

would have made no decision at all at T (T = the exact time at which he de

cided to vote for Republicans). 

If she admits that her example needs modification, Stump might explain 

that another way of conceiving the relation between W(R) and the neural se

quence R is to say that W(R), rather than being correlated with the completion 

of the neural sequence R, is correlated with that very sequence itself. On this 

account, a decision or act of will such as W(R) is a temporally extended process 

which is correlated with a neural sequence whose initial members causally de

. termine the rest of the sequence. Furthermore, W(R) and R are assumed to oc

cur simultaneously.s My previous objection does not apply, since now W (R) is 

not causally determined by a, b, c, whose occurrence, Stump assumes, is also 

not causally determined. 

Although I do not find this account of a decision plausible, I will not argue 

against it here. Fortunately, there is a simple and forceful argument that shows 

that even if one grants Stump's alternative notion of an act of will or a deci

sion, the agent in her story still maintains the power to refrain from his deci

sion. 

To see this, consider a scenario like the one described by Stump, except 

that it does not feature a counterfactual intervener like Grey. In that scenario, 

there would be no reason to think that Jones could not have decided otherwise 

or that he could not have refrained from the decision he made. Now recall that, 

on Stump's alternative account of decisions, once the neural firings a, b, c oc

cur, Jones is bound to make W(R), that is, he is bound to decide to vote for a 

Republican candidate. This means that the only way in which Jones could have 

refrained from his decision in that scenario, is by having the power to bring 

about the nonoccurrence of a, b, c, a power that he would have before the oc

currence of a, b, c and not after that. But if he has that power in the said sce

nario (as he surely does), he must also have it in the scenario featuring Grey. 

That the latter scenario includes a potentially coercive neuroscope does not 
change this fact, since its coercive influence would come into play only after the 
possible occurrence of x, y, z, that is, at a time later than the occurrence of a, 
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b, c. Hence, it does not affect Jones's power to bring about the nonoccurrence 

of a, b, c. Now, if Jones has the power to bring about the nonoccurrence of a, 

b, c in the scenario featuring Grey, then he also has it within his power in that 

scenario to refrain from his actual decision to vote for a Republican candidate.9 

For by having the former power, he also has the power to bring about the non

occurrence of R. And as his decision to vote for a Republican candidate is cor

related with R, he also has the power to bring about the nonoccurrence of that 

decision. Thus, Stump's example fails to establish FR. IO  

The next two examples, which I will treat together, are attempts to con

struct an FR-scenario by bringing in an essentially omniscient agent such as 

God. 1 1  

1.2. The Hunt Example 

Consider a possible world in which Jones's decision to break the promise (D [B] ) 

is foreknown by God. Hunt argues that this is an FR-situation, because in these 

circumstances the decision is both unavoidable and causally undetermined. To 
establish its unavoidability, Hunt appeals to an influential argument for theological 

fatalism. According to this argument, if Jones were able to refrain from D(B), 

there would be a time Tl prior to the occurrence of D(B) and a possible future 

relative to Tl, in which D(B) does not occur. But if divine foreknowledge exists, 

then the past relative to Tl contains God's infallible belief that D(B) will occur. 

And this implies that every possible future relative to Tl contains D(B). Hence, 

D(B) is unavoidableY 

1.3.  Another Omniscient Agent Example 

In this example, God is said to employ the following strategy to ensure the una

voidability of D(B) without violating the constraints on an FR-situation specified 

in FR: Before Jones makes his decision, God considers the following two condi

tionals: 

(a) If Jones is in circumstances C, then provided no one intervenes, Jones 
will not decide at T to break his promise. 

(b) If Jones is in circumstances C, then provided no one intervenes, Jones 

will decide at T to break his promise. (C represents the circumstances 

in which Jones deliberates whether or not to break his promise to his 

uncle.) 
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Being essentially omniscient, God knows which of these two conditionals is true. 

Now, if He foreknows that (b) is true, he does nothing. On the other hand, if He 

foreknows that (a) is true, then shortly after Jones's deliberation process has be

gun, He intervenes and forces Jones to decide to break his promise. Suppose now 

that Jones is in C and (b) is true. It is not difficult to see that in these circum

stances Jones does not have it within his power not to decide to break the promise. 

For suppose he had that power. Then there would be a possible world W sharing 

its past with the real world up until shortly before T, in which he exercises that 

power. Furthermore, this would be a world in which God abandons his policy to 

intervene iff he knows that (b) is true. But whether or not God abandons this 

policy is not up to Jones. Hence, though W is a causally possible world, whether 

or not it is actualized is not up to Jones. Hence, Jones does not have the power 

not to decide to break the promise. 1 3  

Again, I am not convinced that these examples provide noncontroversial 

cases of an FR-scenario. To see this, let us recall the dialectical situation be

tween Frankfurt and the libertarian. Frankfurt wanted to show that (1) the free

dom pertinent to moral responsibility is an agent's acting of his own accord, 

and that (2) this freedom cannot be identified with that of an agent's having 

the power to act otherwise. His attempt to prove FR was meant to establish 

precisely these two points. Examining now the previous examples from this 

point of view, it is not at all clear to me that they describe situations in which 

Jones can be said to be acting on his own. Since in them God is assumed to be 

infallible, the fact D(B) occurs at T is entailed (in the broadly logical sense) by 

the prior fact of God's believing at T' that D(B) occurs at T (T' is earlier than 

T). In this sense, D(B) can be said to be metaphysically necessitated or meta

physically determined by that belief of God. 14J I S Now, if a libertarian rejects as 

an instance of an agent's acting on his own a scenario in which an agent's de

cision is nomically necessitated 16 by a temporally prior fact (or a conjunction of 

such facts) , why wouldn't he reject one in which the decision is metaphysically 

necessitated by a prior event? What, in my opinion, is crucial to the libertarian's 

conception of a free decision is that such a decision is not necessitated or de

termined in any way by an antecedent event or factY This condition is not sat

isfied in the examples under consideration. Now, one might object that meta

physical necessitation is not nomic necessitation. But why should this difference 
be relevant? If a decision is rendered unfree by the fact that its occurrence at T 

is entailed by the conjunction of some temporally prior facts together with the 

laws of nature, then why would it not be rendered unfree if its occurring at T 

is entailed by God's prior belief that it will occur at T? If the critic still thinks 

that there is a difference between the two cases, it is incumbent upon him to 

explain why. 1 8 
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2 .  GLIMPSES BEYOND 

I thus conclude that it is unclear whether one can produce an unproblematic 

example of an FR-situation. However, for the sake of discussion, let us assume 

that such an example can be provided. I shall now show that even then avoidability 

remains a necessary condition for one important type of moral responsibility

that of moral blameworthiness. In other words, I wish to defend the principle: 

(PAPB) An agent is morally blameworthy for performing a given act A 

only if he could have avoided performing it. 

First we need to convince ourselves that its proponent has an adequate reply to 

Frankfurt's claim that PAPB is false, as in an FR-situation (in which the agent 

acts in a morally wrong way) the agent is morally blameworthy for his act. To 

see this, let us focus on an allegedly successful example of an FR-situation, say 

some variation on the Promise Example mentioned earlier. Now consider the 

following reply by the proponent of PAPB: 

I understand that you, Frankfurt, wish to say that in this situation Jones is 

morally blameworthy for his decision to break the promise. If so, tell me what, 

in your opinion, should he have done instead? Now, you cannot claim that he 

should not have decided to break the promise, since this was something that 

was not in Jones's power to do. Hence, I do not see how you can hold Jones 

blameworthy for his decision to break the promise. 

Call this defense the "What-should-he-have-done defense" or for short the 

"w -defense." 19  

The W -defense points to an important reason why it would be unreasonable 

to judge an agent morally blameworthy in an FR-situation. When we judge some

one morally blameworthy for a certain act, we do so because we believe that 

morally speaking she should not have done it. This belief is essential to our moral 

disapproval of her behavior as blameworthy.20 Sometimes, however, such a belief 

may be unreasonable. This happens in a situation in which it is clear to us that 

the agent could not have avoided acting as she did. To expect in that situation 

that the agent should not have done what she did is to expect her to have done 

the impossible. By implication, considering her blameworthy because she has not 

fulfilled this unreasonable expectation would be unreasonable. 
The W -defense thus suggests the following general constraint on ascriptions 

of moral blame: 

(PAE) An agent S is morally blameworthy for doing A only if under the 

circumstances it would be morally reasonable to expect S not to 

have done A.2 1 
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This principle enables PAP-defenders to formulate an intuitive argument for 

PAPB. 

1. An agent S is morally blameworthy for doing A only if under the cir

cumstances it would be morally reasonable to expect S not to have done 

A. 

2. If S could not have avoided doing A, then on pain of expecting him to 

have done the impossible, it would be morally unreasonable to expect 

him not to have done A. 

3. Hence, if S could not have avoided doing A, then S is not morally 

blameworthy for doing A.22f23 

Note that PAE is a more general principle than PAPB, since it can be used to 

explain cases in which we exonerate an agent when his wrongful behavior was 

avoidable. These, for example, may be situations in which that behavior resulted 

from his unawareness of the causal consequences of some act of his, or from 

insufficient moral knowledge on his part. In these cases, there is no reason to 

assume that the agent could not have avoided acting wrongly.24 

If PAE is correct, it enables the libertarian to answer an important recent ob

jection to PAPB by John Fischer (1994: 140). Fischer argues that there are situa

tions in which an agent makes a certain moral decision on his own, has a way 

(or ways) of not making that decision, and yet none of the alternatives open to 

him is significant or robust enough to attribute to him responsibility for his de

cision. A case in point is a scenario in which the agent's only way to avoid the 

decision he makes is by becoming unconscious at the moment of the decision, or 

by allowing himself to get distracted and forgetting about the decision alto

gether.25 It is assumed that the agent does not know all this. He himself believes 

that he can avoid the decision simply by deciding otherwise. In such a scenario it 

would be unreasonable to base the agent's blameworthiness for his decision on 

the fact that he did not avail himself of the said options. We thus have a scenario 

that seems to be morally equivalent to an FR-situation, For in that scenario the 

agent is morally responsible for his decision (having made it on his own), and 

yet he had no morally relevant alternative open to him. According to Fischer, 

such scenarios show that avoidability should not be regarded as a bona fide nec

essary condition for moral responsibility, and therefore PAPB ought to be re
jected. 

Fischer's objection is ingenious. However, it is not difficult to anticipate the 

PAPB-proponent's response to it. Fischer assumes that in the situation he is en

visaging it is intuitively clear that the agent is blameworthy for the decision he 

made. But this assumption would be contested by the proponent of PAPB. He 

would contest it for the same reason he contests Frankfurt's assumption that the 
agent is blameworthy in a regular FR-situation. After all, what should Fischer's 
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agent have done instead, or what should he have done to avoid moral blame? He 

could not have decided otherwise, and it would be silly to expect him to have 

availed himself of those alternatives by which he might have refrained from his 

decision. Hence, he cannot be deemed blameworthy for what he did. The 

W -defense, then, applies to Fischer's scenario no less than to an FR -scenario. 

It should also be noted that the earlier stated argument for PAPB does not 

amount to a proof that Frankfurt's position is mistaken. Frankfurt may argue that 

he is more convinced that in an FR-situation the agent is blameworthy for what 

he did than he is convinced of the plausibility of a principle such as PAE. He may 

want to ground this conviction in the intuition that in the said situation the agent 

acted wrongly and did so freely in the sense that he acted for reasons of his own 

and without interference.26 Limitations of space prevent me from exploring this 

issue further. One thing, however, seems clear. PAPB rests on a much firmer 

ground than Frankfurt seems to realize. And so we see that the dispute between 

him and the proponent of PAP concerns not only the question whether FR

situations are conceptually possible but also a much deeper disagreement about 

the very notion of moral blameworthiness. 

3.  CONCLUSION 

Despite various recent attempts to strengthen Frankfurt's argument against PAP, 

one important assumption of it, FR, remains unwarranted. Moreover, we have 

seen that, even if that assumption is granted, a strong case can be made for PAP 

where it applies to moral blame. Both these results call into question Frankfurt's 

contention that avoidability is irrelevant to moral responsibility. 

N O T E S  

I would like to thank Bob Kane, Dovid Gottlieb, Michael McKenna, and Michael Mor

reau for excellent comments and discussions on an earlier version of this essay. 

1. I am assuming a fine-grained account of action individuation ,  according to 

which an action is a dated particular consisting at least in part of an agent's exemplify

ing an act-property at a time. I use act-property in Goldman's sense, according to which, 

an agent's having exemplified such a property does not entail that he performed an ac-
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tion, or that he acted intentionally. See Goldman (1970: 15-17) .  Although I adopt Gold

man's use of act-property, I do not endorse his account of action. 

2. The version of the principle of alternative possibilities (PAP) in the text is 
broader than Frankfurt's original formulation of it: "An agent is morally responsible for 

what he has done only if he could have done otherwise ( Frankfurt 1969: 829 ) ."  Unlike 

the latter, it covers also the alternative possibility of the agent's not performing any act 

at all. This difference does not affect the dialectical situation between Frankfurt and the 

defender of PAP. If sound, Frankfurt's argument against PAP would be equally effective 

against the version of PAP under consideration. 

3 .  See Frankfurt ( ibid.: 835-36) .  

4. By libertarians I mean those who believe that an agent's decision ( choice) is free 

in the sense of freedom required for moral responsibility only if ( 1 )  it is not causally 

determined, and (2 )  in the circumstances in which the agent made that decision 

(choice ) ,  she could have avoided making it. By a causally determined decision, I shall 

understand a decision D occurring at time T which is either caused by another event or 

is nomically necessitated in the sense that the proposition that D occurs at T is entailed 

by some conjunction of true propositions describing the laws of nature and state of af

fairs obtaining prior to T. Some libertarians regard a decision as free even though it was 

caused, provided it was caused in an appropriate way by an act of the agent that the 

agent could have avoided. Such decisions would be free at best in a derivative sense, one 

that I do not intend here. 

5 .  These acts are simple in that they do not contain another act as a part. 

6. See Widerker ( 1995a, 250-52) ,  where I present an elaborate version of this argu
ment. For similar responses to Frankfurt's argument against PAP, see Ginet (1996) ,  Kane 

( 1985: 51) and (1996a: 142-43) ,  Lamb (1993 ) ,  and Wyma (1997) . For a libertarian response 

to Frankfurt of a Reidian type, see Rowe (1991: 82-85 ) .  Among supporters of Frankfurt's 

position are Fischer ( 1994: ch. 7) ,  Mele and Robb (1998) ,  Hunt (2000) ,  Stump (1996a) 

and (1999a) ,  and Pereboom (2000) .  

7 .  I a m  skipping the discussion o f  their example a t  the request o f  the editor. An
other new Frankfurt-type example that I shall not discuss is Derk Pereboom's (2000) .  

8 .  That this seems to b e  her view is strongly suggested by Stump (1999a: section 2 

and nn. 21 and 22 and passim) .  Note that the neural sequence must be simultaneous 

with W(R) . Otherwise, if R begins before the occurrence of W(R),  then W(R) is causally 

determined by a, b,  c, in which case Stump's story would again fail to describe an FR

situation. Stump does not seem sufficiently aware of this fact. See Stump (1999a: n. 20) .  

9 .  Note that one cannot resist this conclusion by the claim that, because in the 

counterfactual scenario Jones is forced to decide to vote for a Republican, W(R) occurs 

in that scenario as well, in which case he would not have avoided making that decision. 
For Jones's decision in that scenario is not identical to W(R) , since it occurs after the 
occurrence of the neural firings x,y,z, that is, later than the time at which W(R) occurs 
in the actual world. Here I am assuming that the (exact) time at which an act or event 

occurs is essential to it. An even simpler response is to say that, although in the said 

scenario Jones decides to vote for a Republican candidate, he does not decide to do so 

at T, the exact time at which W(R) occurs in the actual world. Surely it is the avoidabil

ity of his deciding at T to vote for a Republican candidate that is at issue here, since it 

is that for which he is held responsible. 



RESPONSIBILITY AND FRANKFURT-TYPE EXA MPLES 333 

10. For a different and illuminating criticism of Stump's example that also addresses 

other problematic aspects of it, see Goetz (1999) and idem (forthcoming) .  

11. My discussion of these examples i s  adapted from (Widerker 2000b ) .  By an es

sentially omniscient agent, I mean an agent who is infallible in the sense that it is im

possible for him to believe a false proposition, and who is essentially all-knowing in the 

sense that he cannot fail to believe any true proposition. 

12. See Hunt (1996a and 2000: 219-20) .  For precursors of this example, see Fischer 

(1986a: 55 and Zagzebski 1991: ch. 6 ) .  

13 . A version of this example was suggested to  me in  discussion by William Alston 

and Jerome Gellman. The difference between it and the previous example is that its pro

ponent need not assume that God's foreknowing an agent's decision is incompatible 

with its being avoidable. Thus, he need not see himself committed to the argument for 

the unavoidability of D(B)  employed by Hunt. As I shall argue soon, this difference 

does not make much of a difference. 

14. Put more generally, an event E occurring at a time T is metaphysically necessi
tated by an event F occurring at time T' iff T' is earlier than T, and the fact that F 

occurs at T' entails the fact that E occurs at T. 

15 . Some think that, given God's essential omniscience, the fact that D(B )  occurs at 

T is not only entailed by the fact that God believes at T' that D(B)  occurs at T, but that 

it also entails the latter. But this is a mistake. What it entails is merely that the condi

tional fact that, if T'  exists, then God believes at T' that D(B)  occurs at T ' .  For there 

might be possible worlds in which a time such as T' does not exist. 

16. A fact X is nomically necessitated by a temporally prior fact Y just in case X is 

entailed by the conjunction of Y and some laws of nature, and is not entailed by either 

conjunct alone. 

17. For a constraint on libertarian freedom along precisely these lines, see Alston 

(1989: 164-65 ) .  

18. The second theological example i s  also open t o  another problem that, however, 

I shall not discuss here. The example assumes that "conditionals of freedom" such as (a) 

and (b) have a truth value. This assumption is very controversial. In this connection, see 

Adams (1977) ,  Hasker (1989a: ch. 2), and Van Inwagen (1997b) .  

19. One may obtain a different version o f  the W -defense i f  i n  lieu o f  pressing the 

question, "What should he have done instead?" one insists on the question, "What 

should he have done to avoid being blameworthy for the act he performed?" These two 

questions yield different answers in certain cases of unavoidable acts for which the agent 

may be held derivatively responsible. 

20. See Wallace (1994: ch. 4) .  

21. By "morally reasonable" I mean morally reasonable for someone who is aware 

of all the relevant moral facts pertaining to S's doing A. Note also that PAE, like PAP, is 

not meant to apply to cases of derivative responsibility, for example, cases where the 
agent is responsible for an act she could not have avoided partly by virtue of being re
sponsible for the causal conditions that led to it. Obviously, P AE would be false if it 

were meant to cover such cases as well. 
22. This argument for PAPB differs importantly from the argument for PAPB I 

give in Widerker (1991a) ,  where the argument does not employ the notion of a morally 

reasonable expectation. 
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23. For a different defense of PAPB, see also David Copp's illuminating essay in 

Copp (1997) .  

24. For a more elaborate defense o f  PAE, see Widerker (200oa) . 

25. This particular example is mine. 

26. Cf. Frankfurt (1999: 370 ) .  For another way of explaining Frankfurt's conviction 
that in a FR-situation the agent is blameworthy for his act, see Widerker (2oooa) .  
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THIS essay will canvass recent philosophical accounts of human agency that deploy 

a notion of "self" (or "agent") causation. Some of these accounts try to explicate 
this notion, whereas others only hint at its nature in contrast with the causality 

exhibited by impersonal physical systems. In these latter theories, the authors' 

main argumentative burden is that the apparent fundamental differences between 

personal and impersonal causal activity strongly suggest mind-body dualism. I 

begin by noting two distinct, yet not commonly distinguished, philosophical mo

tivations for pursuing an agent-causal account of human agency. In the course of 

discussing the accounts developed by some philosophers in response to these con

siderations, I reconsider both the linkage of agent causation with mind-body du

alism and its sharp cleavage from impersonal (or "event") causation. 
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1. MECHANISM, TELEOLOGY, AND AGENCY 

A central motivation for many philosophers who espouse an agent-causation

based account of human action is the thesis that mechanistic explanations of a 

sort found in the physical sciences and purposive explanations of the sort typically 

applied to human action are in general mutually exclusive: it could not be true, 

say, that a neurophysiological account (referring only to electrochemical and bi

ological properties) and a purposive account (referring to an agent's beliefs, de

sires, and intentions) are complementary, true accounts of the very same phe

nomena-say, the agent's picking up a book. 

One indirect line of argument for this thesis is suggested by the "explanatory 

exclusion problem" developed over numerous articles by Jaegwon Kim. (For a 

recent statement, see Kim 1998.) Kim directs his argument against the 

nonreductionist-physicalist position that mental events and processes are distinct 

from, yet wholly "realized by," physical processes. He tries to show that such a 

view cannot coherently account for the causal efficacy of the mental, assuming 

(as is plausible on the view) that there are no causal factors beyond the physical 

(the "causal closure of the physical") and that mental causes do not systematically 

overdetermine events caused by physical factors. Kim's argument, if successful, 

forces one to either assume an outright identity of sorts between mental events 

and specific physical events-something many philosophers regard as highly im

plausible-or to move toward a more robust sort of dualism, entailing the falsity 

of the closure of the physical. While taking the latter option concerning the on

tology of mental states does not favor any specific account of agency, it does open 

up the possibility of supposing that the explanation of actions in terms of mental 

factors differs from the general mechanistic form of explanation universally ap

plied in the purely physical domain. 

An argument directly for the distinction in form between these two sorts of 

explanation that was popular in the 1960s was articulated by Norman Malcolm 

(1968) : mechanistic forms of explanation posit merely contingent lawful connec

tions between events, whereas purposive explanations posit necessary connections 

between desires or intentions and actions. Therefore, instances of the latter cannot 

be explained by instances of the former, conceived as more fundamental in both 

ontological and explanatory terms. It is concluded that since purposive explana

tions are not illusory, mechanistic explanations are insufficient for the understand

ing of human agency. 
A second direct line of argument that purposive explanations differ in kind 

from mechanistic ones is of special inte'rest here, as it aims to show the neces
sity of a specifically agent-causal account of purposive action. In brief, the ar

gument is this: the only plausible way to make out purposive explanations as 
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special cases of mechanistic ones is to hold that desires, intentions, and beliefs 

are important and salient antecedent causes of action. However, this "causal 

theory of action," championed by Donald Davidson in his influential (1963), 

faces the problem of wayward causal chains: possible scenarios that satisfy 

the causal theory's requirement, but that seem not to exemplify purposive ac

tions, due to the wayward or deviant way in which the agent's motivational 

states generate the action. For example, suppose David desires to kill Ser-Min 

by poisoning his tea. His desire to do so makes him very nervous, so much so 

that it causes him to spill the poison into the tea. Here, David's desire causes an 

action of the intended sort, but he did not act intentionally, or with the pur

pose of poisoning the tea. Such examples show that the causal theorist must 

refine her account, specifying the way that motivating factors cause actions 

that are genuinely intentional. This has proved difficult, prompting Roderick 

Chisholm (1966), John Bishop (1983, 1986), and especially Richard Taylor (1966) 

to contend that any adequate account of intentional action must include the 

agent's causing the action as a primitive notion. Not many have been convinced 

by this pessimism, however, because a small cottage industry has sprung up 

to remedy the defects in the simple causal account. To date, the most sophisti

cated attempts by causal theorists are Bishop himself (1989) and Alfred Mele 

(1992a). 

2 .  MECHANISM AND FREEDOM OF ACTION 

People act intentionally throughout their waking lives. Whether or not they do so 

freely is a further substantive matter, one that depends on the nature of their 

control over their own actions. The concept of action is distinct from that of free 

action, and it is not obvious that a good way to understand freely performed 

action is to develop a set of plausibly sufficient conditions for action and then to 

add a further freedom condition. For perhaps there are more than one interest

ingly different ways that the concept of intentional action might be satisfied, but 

some of these do not admit of freedom variants. To speak more concretely: many 

theorists of action have found it plausible (pace Taylor and the early Bishop) that 

a suitably nuanced causal theory can provide a set of conditions sufficient for 

intentional action. (Some have also thought that their favored accounts provide 

necessary conditions as well, but that is rarely argued with any care.) Suppose 

that they are right. It may be, however, that a picture of actions as causal products 
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of appropriate motivational states of the agent cannot provide an account of 

the sort of freely chosen activity we typically ascribe to ourselves, a sort that 

grounds moral responsibility and the significance we accord to some of our 

achievements. 

Some agent causation theorists are best interpreted in this manner. Agent 

causation is a necessary feature of freely chosen activity, even though there may 

be possible forms of intentional activity that lack it altogether. (c. A. Campbell 

1967; John Thorp 1980; Alan Donagan 1987; Randolph Clarke 1993, 1996a; and T. 

O'Connor 1993a, 1995a, and 2000 explicitly take this view, while Chisholm vacil

lates in his early essays. Taylor, as already noted, propounded agent causation as 

a feature of all intentional action, as do Godfrey Vesey [ in Flew and Vesey 1987 ] ,  

William Rowe 1991, and Richard Swinburne 1986, assuming Swinburne is in fact 

an agent causationist-on which question see note 2 of this chapter.) Indeed, it 

may be that while some of our own actions are agent-causal in character, others 

are not. For the remainder of this essay, I will focus solely on this freedom-based 

motivation for developing an agent-causal account of agency. 

Agent causationists have generally also been incompatibilists, holding that free

dom of action and causal indeterminism are incompatible. Now a causal theorist 

of action can likewise endorse incompatibilism. While an intentional action, on 

her account, involves one's reasons causing one's actions, the causal connection 

need not be deterministic. So she might suppose that a freely performed action 

is one in which the agent's reasons are salient parts of an indeterministic causal 

condition generating the action. The condition causes the action, but it need not 

have done so. It might have been, under those very circumstances, that one of 

the agent's competing desires (and corresponding belief) had caused a different 

action altogether. (See the essays by Clarke and Kane in this volume, ch. 16 and 

18, respectively.) 

Agent causationists typically hold that this is not enough for freedom, or at 

least for the sort of freedom that can directly ground ascriptions of responsibility. 

And what this causal indeterminist scenario lacks is precisely the agent's directly 

controlling the outcome. The agent's internal states have objective tendencies of 

some determinate measure to cause certain outcomes. While this provides an 

opening in which the agent might freely select one option from a plurality of real 

alternatives, it fails to introduce a causal capacity that fills it. And what is better 

here than a scenario in which the agent himself causes the particular action that 

is to be performed? 

Such is the intuitive pull in favor of an agent-causal account. But pursuing 

this suggestion leads to a number of theoretical questions: What kind of thing is 

the "agent"? What precisely is it that the agent causes? How are agent causation 

and event causation related? How do the agent's reasons figure into the equation? 

(Surely they must somehow govern instances of agent causation-but how?) And 
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under what circumstances might agent causation occur? Unsurprisingly, agent 

causationists (AC) have answered these questions in different ways. 

2.1. Some Ontological Requirements 

All AC theorists require that we think of agents as things which endure through 

time, such that they are wholly present at each moment of their existence. This 

is in contrast to a now popular "temporal parts" ontology, according to which 

things are supposed to be composed of temporal parts, in much the way that they 

have spatial parts. According to this view, just as my left foot is but a spatial part 

of me (and when we say that I exist there, we actually mean that a part of me is 

there, that I overlap that region), so also the present stage of my existence is a 

temporal slice of my whole being, a component of the four-dimensional object 

spanning some eighty (?) years that, speaking tenselessly, is me. l Clearly, such a 

temporally extended object is not suited to play the role of an agent cause of ever 

so many particular episodes in its own life. But nor are any of the momentary 

stages suitable, in that these are not distinct from total states of the object at a 

particular time, and agent causation is supposed to be different from causation 

. by states or events within the agent. Hence, there is nowhere to "put" agent 

causation in the temporal parts theorist's ontology. 

More is required, however, than a rejection of the doctrine of temporal parts. 

For suppose a contrary view ("presentism") on which all that exists simpliciter, 

exists at the present moment. Some have supposed, consistent with this, that the 

general category of objects or substances is somehow reducible to that of events, 

conceived as localized property instantiations. Again, if this were so, the notion 

of a distinctively personal causality could not be made out, since its distinctiveness 

from event causation rests in part on the assumption that agents belong to a 

distinct ontological category (that of substance). 

Finally, even on views that admit enduring substances, many suppose a kind 

of reductionism concerning composite substances. The being and activity of such 

composites, they aver, is wholly constituted by the being and activity of their 

fundamental constituents. If I am a composite biological organism, my activity 

now-I here speak of the concrete "token" process embedded in the world, as 

opposed to any abstract type to which this process belongs-is simply and entirely 

a structured, logical consequence of the mechanistic activity of my present con

stituents. And so, once more, there should be no room for a distinctive kind of 

agency exhibited by me and other persons. So the agent causationist requires an 

ontology on which persons are enduring, ineliminable substances that are in some 

robust sense more than the sum of the constituents of their bodies. 
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2.2. Does Agent Causation Require Substance Dualism? 

It has often been supposed that the only way the requirement that agents not be 

mere composites can be satisfied is for agents to be wholly distinct substances 

from their bodies. However, this is not typically argued with any care. Chisholm 

did hold that agents were simple substances, but the reason he gave for this had 

to do with his very demanding view on what it takes for any object to endure 

through time.2 He was a "mereological essentialist," believing that objects have all 

of their parts essentially. Given that human bodies are like every other composite 

physical objects in losing parts over time, this implies that an individual human 

body does not exist for a substantial length of time-or if it does, it is only as a 

"scattered object" that cannot be identified with a human person, much less with 

someone having an irreducible agent-causal capacity. By contrast, Richard Taylor 

(1966: 134-38) is quite emphatic that human persons are simply living animals, 

having no immaterial parts, and Randolph Clarke suggests the same (1993: 201 

n.14) .  

I s  there a special reason for the agent causationist to be a dualist? Clearly, 

agent causal power and its exercise cannot be constituted by underlying event

causal processes, on pain of giving up the claim that it is an ontologically irre

ducible power. (John Bishop 1983, 1986 held for a time that agent causation was 

conceptually, but not ontologically, irreducible to event-causal processes. But this 

would render agent causation useless for the purpose of solving the metaphysical 

problem of freedom.) It may be enough, though, that one suppose that agent 

causal power and its allied properties are ontologically emergent, while still being 

powers and properties of the biological organism. That is, one might embrace a 

strong form of property dualism, consistent with substance monism. Note that 

this requires a metaphysical, not merely epistemological, understanding of emer

gence, and so something rather more ambitious than what is contemplated when 

the term emergence is used in some contemporary theories of mind in philosophy 

and cognitive science. 

O'Connor (2000:  ch. 6) defends just such a position. On that account, a state 

of an object is emergent if it instantiates one or more simple, or nonstructural, 

properties and is a causal consequence of the object's exhibiting some general type 
of complex configuration (whose complexity will probably be a feature of both 

its intrinsic and functional structure). A property is "nonstructural" just in case 

its instantiation does not even partly consist in the instantiation of a plurality of 

more basic properties. An emergent state is a "causal consequence" of the object's 

complex configuration in the following way: in addition to having a locally de

terminative influence in the manner characterized by physical science, fundamen

tal particles or systems also naturally tend (in any context) toward the generation 

of such an emergent state. But their doing so is not discernible in contexts that 
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do not exhibit the requisite macro-complexity, because each one tending on its 

own is "incomplete." It takes the right threshold degree of complexity for those 

tendings, present in each micro-particle, to jointly achieve their characteristic ef

fect, which is the generation of a specific type of holistic state. 

Note that agent causation would require the emergence of a very different 

sort of capacity altogether, one that is distinctive in kind (a fundamentally inten

tional form of causality) and whose indeterminacy may well not be characteriz

able in a manner suitable to any quantum indeterminacy. As Jan Cover and John 

O'Leary-Hawthorne (1996) note, in criticizing this emergentist approach to an 

agent-causal theory, we are forced to posit a sharp break somewhere in the seem

ingly smooth difference of degree between organisms of increasing complexity. 

They also suggest that such a theorist is going to have a difficult time saying just 

what exactly the agent who is doing the causing is. The official answer is the 

whole living organism, but one might suppose that this is too inspecific. For pre

sumably the agent-causal capacity emerges from the right kind of neural struc

ture. (A brain in a vat would have this capacity, too, one assumes.) But perhaps 

this is too general still. Might it not strictly be some part of the brain? Or per

haps the capacity is associated with different particular parts under different par

ticular circumstances? They worry that one's answer will either attribute (implau

sibly) some degree of arbitrariness to the basic workings of nature or will require 

us to suppose (again implausibly) that the kind of thing that is the subject of 

agent causal power is determined extrinsically. (It is the whole organism where 

there is one, but a brain where it is envatted and disembodied.) Along similar 

lines, William Hasker (1999) contends that the kind of unity of the agent that is 

presupposed by the thesis of agent causation directly entails that the agent is a 

mereological simple. 

r will not try to sort through possible replies to this last worry, involving as 

it does difficult questions about the metaphysics of composites. (Can there be an 

individual who is composed of many things yet whose individuality is not a func

tion of-not grounded in-the individuality of those parts, and who indeed can 

persist in the face of a complete changeover of those parts over time? Would the 

holistic emergent properties of systems as characterized here suffice for such dis

tinctive individuality? How would one distinguish this kind of emergent composite 

individuality from an emergent substance dualism, on which the bodily system is 

wholly non-overlapping the mental substance?) But r note that the other worries, 

concerning the strong assumptions necessary regarding the dramatic difference 
emergence can make, are likely to be faced by the substance dualist as well. For 

it is plausible that if substance dualism is true, it will involve the emergence of 

mental substances. 

Suppose a substance dualist picks up the argument at this point and claims 

that we have philosophical motivation to want this even stronger kind of emer

gence: Agents seem too ontologically superficial on the emergent-capacity-only 
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view, on which, the emergence of free choices by highly complex systems of matter 

was foreordained long ago, a direct product of the microphysical fabric of things.3 

Why not go for the "whole hog," then, and embrace an emergentist form of 

substance dualism, according to which agents themselves are radically distinct 

things? Probably the main objection to this is that the causal generation of mind 

stuff amounts to creation ex nihilo. What some refuse to contemplate even for 

God is now being contemplated for bits of matter! Note that the kind of "tending 

towards the generation of an emergent property or capacity" ascribed to funda

mental particles according to the more modest emergentist picture does not differ 

from garden variety tendencies. It is a tendency to qualify a system in a certain 

way, to induce a change in the system's properties. The substance emergence view, 

by contrast, involves a tendency to generate new stuff. Hasker (1999) denies that 

this amounts to creation ex nihilo, but his reason is unclear. It may be that, as a 

theist, he regards the exercise of causal power by any created thing as inherently 

dependent on God's constant activity of sustaining things in existence. But it 

would seem that for this to suffice to ward off the charge, one will have to further 

suppose that God directly plays a further, ineliminable role in the very producing 

of the emergent substance, so that while it is creation ex nihilo, it is not (entirely) 

an accomplishment of the physical system. 

Others will question the sharpness of the contrast between substance and 

property emergence by rejecting traditional views of the ontology of substances 

and their properties on which the contrast is based. The dualist Karl Popper, for 

example, would not see a sharp difference between the two forms of emergence. 

If the "property emergence" view posits rich and enduring psychological structures 

of an emergent sort-as argued in Eccles and Popper (1977)-then, says Popper, 

one has thereby described a self or person that is distinct from the physical or

ganism. 

2.3. What Is the Relation between Agent 

and Event Causation? 

I now turn to the idea of causation at work in various agent causationist accounts 
and the consequent similarity or dissimilarity between agent and event causation. 

Agent causationists universally reject theories that purport to reductively analyze 

the concept of causation to noncausal notions, such as certain patterns of actual 

similarity among event types, as in the traditional Humean analysis, or of coun

terfactual similarity, as exemplified by David Lewis's more recent view (1986b) .  

This rejection is  unsurprising, since agent causation, understood as  a kind of 

control functioning more or less independently of the agent's dispositional states, 

clearly cannot be understood in any such terms. Thomas Reid (1769) and George 
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Berkeley (1998a and 1998b), the two most prominent defenders of agent-causal 

theories in early modern philosophy, went so far as to hold that agent causation 

is the only form of causation properly named. The regular patterns exhibited in 

our experience among sensible objects are directly produced by God, the supreme 

agent cause. (For a fine exposition of Thomas Reid's views on agent and event 

causation that situates Reid's views alongside more recent accounts, see William 

Rowe 1991. Also see O'Connor 1994 and 2000: ch. 3) .  

Contemporary agent causationists have instead held that agent and event cau

sation are equally basic, related features in the natural order of things, although 

Chisholm and Taylor betray a lingering tendency to think of event causation as 

ontologically second-class.4 In emphasizing differences between event and agent 

causation, they naturally opened themselves to the charge that the sole similarity 

was in the term causation. They were far from hostile to this-Taylor (1966: 262) 

says as much-but their critics saw this as casting suspicion on the idea of agent, 

not event, causation. 

In various writings (for example, 1971 and 1979), Roderick Chisholm con

tended that the correlated notions of physical necessity and law of nature are 

primitives in terms of which event causation is to be understood. Roughly speak

ing, an event A causally contributes to event B just in case it is part of a minimally 

sufficient condition for B or is essential to preventing a sufficient condition for 

not-E. (This last case allows for indeterministic event causation. I note that in his 

various writings on this matter, (for example, 1966, 1976a and b), Chisholm did 

not always include such a condition.) By contrast, the core agent-causal event, 

which Chisholm termed an "undertaking (or endeavoring) to make [ state of af

fairs] A happen," is understood apart from the concept of law of nature as an 

essentially intentional form of direct control by an agent (1967: 413) .  So in the 

event-causal case, causality is reductively definable in terms of a modal concept 

(albeit a primitive one, distinct from the fundamental notion of absolute neces

sity), whereas in the agent-causal case, it is a primitive intentional concept, also 

intended to carry a primitive causal sense (see ibid: n. 6.) 

Richard Taylor (1966) also supposed that a primitive, logically contingent 

form of necessity figures into our understanding of event causation. On his view, 

event or condition A was the total cause of event B only if each was a "necessary 

and sufficient condition" for the other under the circumstances. But in contrast 

to Chisholm's reductive analysis, he added the requirement that A made B happen 

by virtue of its power to do so (p. 38 ) .  This forges a link between agent and event 
causation: both are manifestations of primitive powers or capacities. The differ

ence between them consists in the different types of entities that are causes and 

the modal feature that event causes, but not agent causes, necessitate their effects. 

Indeterministic event causation is a conceptual impossibility for Taylor; if our best 

fundamental physical theories posit merely statistical regularities, then they imply 

a lack of causality. But the existence of the agent with his distinctive capacities 
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does not necessitate any particular effects. Taylor does allow that circumstances 

might necessitate the causally complex event of the agent's causing some event B, 

in which case the agent would not be acting freely. (He denies, however, that this 

is typically the case.) This idea is problematic, as it implies that a condition might 

directly make happen the obtaining of a causal relation (see O'Connor 1996, 

2000). But it is quite independent of the rest of what Taylor says and is not of 

central interest here. 

More recently, I have defended a conception of the relation of agent and event 

causation that is a hybrid of these accounts (see O'Connor 199sa and 2000). With 

Chisholm, I hold that agent causation alone is essentially intentional and purpo

sive. The fundamental locution I employ is "an agent's causing an intention for a 

reason."5 (Taylor, by contrast, holds that an agent might cause an event for no 

reason at all.) But I also agree with Taylor that event causation, too, involves the 

exercise of primitive capacities, though I deny that all such capacities must be 

structured in such a way that event causes invariably necessitate their effects. 

Deterministic propensities are but the limiting cases of probabilistic tendencies. 

In saying this, we should not suppose with some (for example, Paul Humphreys 

1989) that an indeterministic tendency is something that merely structures what 

is a "chance" outcome. Whatever happens is made to happen by its cause. That 

the cause operated indeterministically implies only that it might not have pro

duced that outcome-it had a positive tendency in the total circumstances toward 

more than one type of outcome. 

A final and markedly different understanding of agent and event causation 

and their relationship has recently been proposed by Randolph Clarke, whose 

point of departure is the novel analysis of event causation proposed independently 

by Fred Dretske (1977), David Armstrong (1983),  and Michael Tooley (1977, 1987) . 

This view eschews primitive dispositionality in favor of a primitive type of relation. 

In basic outline, the view identifies laws of nature with certain primitive, contin

gent, and second-order relations among universals, ones that are specified as sat

isfying certain theoretical requirements associated with our concept of scientific 

law. The event-causal relation, conceived as a type, is a special subset of these and 

is instanced between first-order events. 

Clarke suggests that the very relation of causation that is thus theoretically 

identified within the domain of complex universals also holds between agents and 
their actions in instances of freely performed action. (The agent causationist can 

ride piggyback on the proposed understanding of the causal relation discernible 

in its role in structuring patterns among events.) The sole differences between 

event and agent causation are the causal relata and the contingent fact that event 

causings are structured by probabilistic or deterministic laws. (But see later in this 

chapter for more on Clarke's view on agent causation and causal laws.) 

Now the second-order relation view of the causal relation is not without its 

problems. Bas van Fraassen (1988: ch. 5) has challenged the relevance of the posited 
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relation to the explanation of any particular causal sequence: How does the exis

tence of a second-order relation among pairs of complex universals explain why 

particular event A brought about particular event B? After all, not all properties 

of types, including relational properties, carry over to their tokens. Van Fraassen 

calls this "the Inference Problem": the problem of explaining why we are entitled 

to infer from the posited second-order relation among pairs of universals that this 

particular event or state of affairs, instantiating the first member of one of the 

pairs, will cause an instantiation of the corresponding member. 

My purpose in drawing attention to this problem for the general view is to 

note a certain direction within the responses of the view's proponents. David 

Armstrong (1997) has come to hold that causation is manifested in our world as 

simply and solely a relation among types of states of affairs. (So when I experience 

the causal force, say, that is exerted on my toe by a heavy object, what I am 

experiencing is nothing particular, but rather causation in general, or nomicity.) 

And Michael Tooley's "speculative proposal" in response to the Inference Problem 

is to posit unusual features in the mereology of transcendent universals. If it is a 

law of nature that all things having property P have property Q, then, he says, 

we might suppose that P "exists only as part of the conjunctive universal, P and 

Q" (1987: l24) .  It would then follow that anytime P is instantiated, Q is as well, 

thus grounding the inference from the observation of a P-type event. Both of 

these responses challenge the official view that the second-order relations by means 

of which we specify the causal relation are only contingently associated with it 

(as clearly is true when we use the contingent fact about Socrates that he was the 

teacher of Plato as one means of identifying him). 

The present significance of this is that by supposing such associations to be 

essential to the causal relation, as I myself think proponents of the general program 

should, one will also require that agent causation be law-governed. Now Clarke 

suggests that will be so, in any case. We might suppose laws of nature to the effect 

that the causal relation obtains between agents and certain events only where 

agents have properties requisite to reflective practical reasoning and the caused 

events are instances of acting for reasons. Further, it might be a law of nature 

that whenever agents with such capacities do act on reasons, the causal relation 

obtains between the agent and the action (though the laws and antecedent cir

cumstances do not imply which action will be so caused.) But if this is so, the 

explanation for there being a causal relation now between me and my action 

appears to reside in these general lawlike facts about agents in general, not me in 
particular. That is, it is not clear that I am fundamentally responsible for this 

result. Bear in mind that on the general causal view in question, there are no 

primitive, single-case dispositions at work. The significance of calling the posited 

relation "causal" instead lies in the higher order, completely general facts about 

how this relation structures patterns of property instantiation in the world. One 

worries, then, that this general view is less hospitable than Clarke supposes to the 
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agent -causalist's motivation to attribute fundamental responsibility for certain 

outcomes to agents. 

2.4. What Does the Agent Cause? 

As a rule, agent causationists are surprisingly vague on the basic question of just 

what agents cause. Chisholm and Taylor both repudiate choices or volitions as a 

basic mental category. Taylor says that agents cause their behavior (the whole 

sequence?) and Chisholm says that in trying to bring about some state of affairs, 

the agent makes happen some more immediate state of affairs, which he supposes 

is neurophysiological in character. This neurophysiological event is not identified 

with any intentional state, though, as we have seen, the agent's causing it is in

tentional. Finally, while Clarke does speak of agents as making choices, he con

sistently says that agents cause their actions and so seems to have a view similar 

to Taylor's on this score (though they differ on what features warrant character

izing the behavior as an "action"). C. Campbell (1967), by contrast, speaks of the 

self as directly determining a decision, and Michael Zimmerman (1984), of the 

agent's directly effectuating a volition.6 Along similar lines, Donagan (1987) and 

O'Connor (199sa, 2000) hold that the agent causes an immediately executive, or 

action-triggering, intentional state. (Strictly speaking, the agent's causing such an 

intentional state is what they term the agent's "choice," and it is also the agent's 

basic action, which typically constitutes the initial segment of more extended 

event-causal processes that result from such choices.) 

3. AGENT CAUSATION AND REASONS 

E XPLANATION 

C. Campbell (1967) held that self-causality is conceivable only in the special cir

cumstance where our "desiring nature" is opposed to our perception of moral 

duty (p. 46). In all other cases, he supposed, our formed character will inevitably 

result in some particular outcome, even if it is not immediately apparent to us 

which outcome that will be. But in this special situation of moral temptation, 

nothing other than the agent or self determines what happens. If one asks why 

the agent acts as he does on a given occasion-now succumbing to temptation, 

now doing what he ought-the correct answer, Campbell insists, is that there is 



LIBERTARIAN VIE W S :  D UALIST AND A GENT-CAUSAL T H EORIES 349 

no explanation. (Seemingly at odds with this, however, he does allow that some 

situations of temptation are more difficult than others, and that consequently we 

may reasonably expect resistance to temptation to occur less frequently in such 

cases.) Though this view is implausibly restrictive of the scope of free action, it 

does have the advantage of evading the difficult matter facing most agent causa

tionists of how reasons guide and thereby explain the agent's exertion of causal 

power. 

Chisholm suggested that reasons are necessary causal conditions on agent's 

causing their actions. I am always acting with some purpose, and my desiring to 

attain that end and having appropriate beliefs about how to do so thereby con

tribute to my doing so, not by forming part of a sufficient condition for the 

action, but by their being essential to preventing the occurrence of a sufficient 

condition for my not causing the action. (Had those factors not obtained, there 

would have been a sufficient condition for my not causing that particular action.) 

One problem with this way of understanding the role of reasons is that we can 

envision cases where my having reason A and my having reason B each guide my 

performing an action but neither of which is such that, had that state not ob

tained, I would have been precluded from performing the action. (As should be 

apparent, this is most directly a problem for Chisholm's modal analysis of event 

causation. ) 

Taylor had a different view. According to him, explanations in terms of rea

sons or purposes are entirely different from explanations in terms of causes (1966: 

142) .7 When we recall that Taylor repudiates any intentional event that triggers 

and guides the completion of the action, it becomes puzzling how the agent's 

having a purpose guides his causing the action. The action's initial segment will 

be constituted by enormously complex neuronal events, none of which the agent 

is consciously aware of. So how does he effortlessly "get it right," causing just the 

right complex sequence for an action that will carry out his purpose? (We cannot 

suppose, for example, that the agent's having the purpose is a state that is governed 

by causal laws that map it onto the appropriate outcomes.) Furthermore, it is not 

clear how Taylor can meet Davidson's famous challenge to noncausal understand

ings of reasons explanations: Among cases where the agent has more than one 

reason for performing an action, it is plausible to suppose than in some of them 

only one reason actually prompted the action, while in others a plurality of factors 

did so. In what does this difference consist? 

In O'Connor (1995a), I follow Taylor in construing reasons explanations as 
noncausal. However, I contend that a satisfactory answer to Davidson's challenge 

requires (what is independently plausible on introspective grounds) the agent cau

sationist to suppose that agents cause executive states of intention of a particular 
sort. The content of these intentions is not merely that I perform an action of 

type 0, but that I perform an action of type 0 in order to satisfy desire D (or 

prior intention I) . If intentions have this rich sort of content, then the difference 
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between acting to satisfy desire Dl and acting to satisfy D2 and acting to satisfy 

both, will be a function of the content of the intention that I cause to occur. 

When Davidson asks what accounts for my acting on reason Rl and not R2, given 

that I was aware of both at the time of acting, the answer will be that we must 

look to the content of the intention I cause; this will have the form, that I do A 

for in order to satisfy reason . In a given case, the blank will be filled by 

either or both of Rl and R2. In actively deciding which action I will undertake, I 

am inter alia deciding which reason I am aiming to satisfy. 

Note that it is also required that this intention, once generated, causally sus

tains the completion of the action in an appropriate manner. We thereby avoid 

the sort of counterexample Alfred Mele (1992a) raises against purely noncausal 

accounts of reasons explanations, such as that of George Wilson (1989), in which 

a causal process is independent of the intention that generates the action. 

Randolph Clarke (1996a) objects that since the intention refers to the action, 

it must be causally or explanatorily posterior to the action, and so the account 

absurdly implies that what explains the action depends on the outcome of some

thing posterior to it in this way. But this rests on a misunderstanding. On the 

proposed account, the agent directly causes (the coming to be of) a state of 

intention. This constitutes the "core" action. The intention refers not to some 

independent process that is the action, but to an action sequence of which it is 

the initiating segment. 

Finally, Galen Strawson (1986: ch. 2, 1994) has objected to indeterministic 

theories of free action generally that they (unwittingly) entail an infinite regress 

of choices corresponding to every indeterministic choice of a course of action. 

Since the way one acts is a result of, or explained by, "how one is, mentally 

speaking" (M), for one to be responsible for that choice one must be responsible 

for M. To be responsible for M, one must have chosen to be M itself-and that 

not blindly, but deliberately, in accordance with some reasons RIo But for that 

choice to be a responsible one, one must have chosen to be such as to be moved 

by Rl, requiring some further reasons R2 for such a choice. And so on, ad infin

itum. Free choice requires an impossible regress of choices to be the way one is 

in making choices. 

What should one say to this? Alfred Mele (1995: 221ff.) argues that Straws on 

misconstrues the locus of freedom and responsibility, as that is understood by just 
about any free will theorist (including compatibilists) . Freedom is principally a 

feature of our actions, and only derivatively of our characters from which such 

actions spring. The task of a free will theorist, then, is to show how one is in 

rational, reflective control of the choices one makes, consistent with their being 
no freedom-negating conditions. This seems right, although the agent causationist 

is likely to add that since compatibilist theories and even some incompatibilist 

theories make one's free control to directly reside in the causal efficacy of my 

reasons, it is entirely appropriate in that context to worry about how I got that 
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way in the first place. (Which is just to say, Strawson's argument when directed 

against such accounts is best understood as challenging the adequacy of its un

derstanding of free control over one's choices.) 

But let us consider what the agent causationist might reply to Strawson, on 

the agent-causal account I have sketched. Aware of certain reasons pro and con, 

I cause an action-initiating intention to A for reason Ri . This is explained by my 

having been aware of reason R1 while deliberating and as I completed the action. 

I did not directly choose to be in a state of being aware of and motivated by Rl. 
I simply found myself in that state, among others, and proceeded to deliberate. 

Being in that sum total of rational states circumscribed the range of possibilities 

for me, and also presumably the scope of responsibility directly connected to my 

free choice. But that choice was neither fully causally determined by those states 

nor merely a "chancy" outcome of tendencies of those states. Instead, I directly 

determined which choice within the available range would be made, a choice 

explained by "how I was, mentally speaking," at that time, although it is not fully 

a result of that state. These two factors are treated separately, on agent causal 

accounts (as Clarke 1997 observes, in discussing Strawson 1994a) , permitting direct 

control of an action that is not "blind." I chose for certain reasons, but I was not 

constrained to do so; given that this is so, there is no need for me to have first 

freely chosen which reasons I would act upon. 

Of course, there is a residual worry hinted at by Strawson's argument. We 

enter the world with powerful and deep behavioral and attitudinal dispositions. 

Long before we mature to the point of making sophisticated, reflective choices, 

we are placed in environments that mold and add to those dispositions. Such 

factors heavily influence our early choices, even if they do not causally determine 

all of them. They certainly do determine that Billy will choose from only a very 

limited range of options in any given situation, a range that will differ quite a bit 

from that open to Susie under similar circumstances. These choices and contin

uing contingencies of circumstance, in turn, will sharply circumscribe the options 

Billy considers at a more reflective stage, when we begin to hold Billy accountable 

for his actions. The worry, then, is that factors unchosen by Billy largely account 

for the kinds of deliberation and the overall pattern of outcomes of Billy's mature 

choices. Even if an agent-causal capacity is at work in these choices, Strawson 

might ask, is it autonomy enough? 

Surely one must concede in response that responsibility for "shaping who I 

am" and for the choices that ensue from this comes in degrees and, indeed, can 
only sensibly be measured within a limited scope of possibilities. We cannot hold 

Billy responsible for failing to consider an option entirely outside the range of his 

experience. And his responsibility for passing by options that are within the range 

of his experience but that he has had precious little opportunity to consider as 

attractive is attenuated. In concrete cases, given limited information, we hazard 

rough guesses on these matters. When we are confronted with an individual who 
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quite deliberately and unhesitatingly makes a grossly immoral choice-indeed, 

who seems not to even consider the obvious moral alternative-the question we 

need to ask is, Was there a point earlier in her life when paths were open to her 

(ones for which at each step of the way she had some significant motivation to 

pursue, and which she recognized as having moral significance) such that had she 

taken them she would now be in a position to see the force of the moral consid

erations at hand? How "difficult" would it have been for her to pursue such a 

path? Our guesses about such matters are exceedingly rough, relying on the as

sumption that most mature individuals possess a certain measure of rough moral 

sensitivity. Lacking compelling information to the contrary, then, we deem it 

appropriate to hold individuals responsible for their own moral indifference. 

Perhaps the important point to emphasize here is that the agent causationist 

can consistently allow for the existence of individuals whose basic choice-making 

capacities are just like ours, but who lack sensitivity to a variety of forms of basic 

human decency through no fault of their own. Furthermore, he can also accept 

(what may also be behind Strawson's argument) that perfect responsibility for 

one's choices and character is not just contingently lacking in human beings but 

is impossible : it would require perhaps perfect indifference at the outset, or at 

least an openness to all possible courses of action. The coherence of that idea is 

very doubtful. 

4. MECHANISM AND AGENT CAUSATION: 

NARROWING THE GAP? 

In the preceding discussion, I frequently adverted to the boringly familiar thought 

that our motivation to pursue courses of action varies considerably. Evident as 

this is, one might well suppose that some agent causationists have not sufficiently 

taken this fact to heart in their accounts of the way reasons explain actions. Taylor 

(1966) and O'Connor ( 1995a), for example, both lack any account of strength of 
desire and settled preferences. This doubtless figures into Taylor's rejection of any 

causal role for reasons ( see 1966: 250) and into the very attenuated role O'Connor 

(1995a) assigns, in which my now having a reason to A is a necessary causal 

condition on my now causing the intention to A. 

Randolph Clarke (1993, 1996a) develops his account of agent causation with 
the explicit goal of remedying this defect in the traditional picture. In the early 
version, when an agent acts freely, her coming to have reasons to so act (RA) 

indeterministically causes her action (A) . The agent figures into the picture by 
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causing, not the action simpliciter, but the action's being done for those reasons. 

If we let "----7" stand for the causal relation, we may diagram Clarke's basic picture 

thus: 

I R1----7A I 
i 

AGENT 

One worry with this picture is that while it allows that reasons have varying 

strength-now explicated as a measurable causal tendency to produce an action

it is not clear that their having such strengths influences the agent's activity. To 

be sure, Clarke says that the reasons indeterministically cause the action itself. But 

this, for him, does not include the agent's causal activity. And this seems odd: is 

not my directly causing some outcome something I do? And in any case, do we 

not want to say that my reasons have varying degrees of influence over this cau

sality, whether or not we conceive it as part of my action? The above account 

does not make clear how this might be. 

In Clarke (1996a) , the author maintains instead that the agent and the agent's 

indeterministic state of having reason RA jointly produce A. The agent's causal 

capacity consists in the ability to make effective an indeterministic propensity of 

one's reason to bring about A, not by directly producing a causal relation between 

two events, but in the sense of "acting alongside" or bolstering the tendency 

(whether it be of a low or high probability measure) ,  ensuring that it will achieve 

its characteristic effect. 

Does this achieve the desired integration of my tendency-conferring reasons 

and my agent causality? It may seem not. In any given instance, the action has 

some chance of occurring (and on occasion does occur) apart from the agent's 

activity. Otherwise, what is meant by saying that the reason has a tendency to 

produce the action? This would be to conceive reasons as actively competing with 

the agent, qua agent. But Clarke says something further here: "[s]uppose that, 

under the circumstances, whichever of the available actions the agent performs, 

that action will be performed, and it will be caused by the reasons that favor it 

only if the agent causes that action" (ibid. 1996a: 25 , emphasis added) .  

Clarke does not elaborate o n  this hegemony o f  the agent's causality over the 

tendencies conferred by one's reasons, but it seems to me to be a promising way 

to achieve the desired integration. In O'Connor (2000 ) , I suggest that my coming 

to recognize a reason to act induces or elevates an objective propensity for me to 

initiate the behavior. That is to say, agent causation is a probabilistically structured 

capacity. It will be structured not only by tendency-conferring states of having 

reasons to act in specific ways but also by more enduring states of character, 

involving relatively fixed dispositions and long-standing general intentions and 

purposes around which my life has come to be organized. I am the sole causal 

factor directly generating my intention to A (not a co-cause along with my rea-
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sons, as in Clarke's view) , but my doing what I do is shaped, causally, by my total 

motivational state. 

Embracing this causal-propensity account of the relative strength of reasons

and perhaps even supposing it to be required to make sense of the very idea that 

reasons in general motivate actions-need not lead one to abandon the noncausal 

link suggested earlier between actions and the reasons that explain them. For the 

mere fact that a reason I had gave me some tendency in this sense to act as I did 

does not explain my action. Maybe I did not act for that reason, despite my 

recognition that it was a relevant reason. (I wanted to spare Charles pain, but 

that is not, even in part, why I pulled the plug. ) Within the framework of an 

agent-causal account, this is still to be determined by the content of the agent's 

intention in acting. 

Or so it seems. Randolph Clarke (1996a: 47n.37) challenged the original 

content-of-the-intention approach to reasons explanation in a way that might be 

transposed as follows to apply to the present, more complicated picture: The 

account appears to allow that the purpose-identifying content of my intention 

might not refer to a motivational state generating a very high propensity for me 

to cause the type of action I did cause. But surely, he objects, such a state must 

figure into the true explanation of my acting as I did. I cannot declare by fiat in 

my intention that guides my action what had been my motivation in so acting. 

My reply is that this last is surely so, but I do form the intention, and this is not 

an accompanying declaration of some kind, possibly mistaken, but the initiating 

core of what I do, and its content guides the completion of the action. The fact 

that a particular reason gave me a strong propensity to act in a particular way 

certainly explains in part my considering that possibility while deliberating; but if 

I cease to consider this factor when I cause my intention to act in this way-an 

odd scenario, to be sure, but seemingly possible-and actively form an action 

with the intentional content of satisfying another reason, then that alone explains 

why I acted just as I did. 

(Are we then saying as a general thesis about action explanations that reasons 

that are referred to in the content of any agent's intentions automatically explain? 

Surely we can conceive an external manipulation of one's choice formation such 

that one is caused to do A with the intention of doing A for reason R ,  although 

R is in no way explanatory. But the agent causationist need make no such general 
claim. The agent-causal origin of the intention is a necessary ingredient of this 

sort of explanatory framework. It makes the coming to be of the content of the 

intention something I am directly responsible for and [if the argument of 

O'Connor 1996 and 2000 is correct] it precludes an independent causal explana

tion. )  
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NOT ES 

1. For accounts and defenses of temporal parts ontology, see David Lewis (1986b) 

and Mark Heller (1990). The view is criticized by Peter van Inwagen (1990b). 

2. Richard Swinburne (1986) may be advocating agent causation with his notion of 

active "purposings," although he is not explicit on this point. Purposings are likened to 

volitions in some other accounts, though Swinburne emphasizes that purposings (1) may 

merely consist in allowing certain actions to occur, rather than consciously choosing 

them and (2) are intrinsically active and have content that points to the result sought. 

But these claims are accepted, for example, by Hugh McCann (1998)-discussed in 
Clarke's contribution to this volume-and McCann is not an agent causationist. Swin

burne is also a dualist, but like Chisholm, his motivations concern problems with iden

tity over time rather than reasons specific to freedom of action. 

3. In correspondence, Peter Unger has advanced this argument in favor of sub

stance dualism over softer varieties. He discusses this matter in Unger (forthcoming). 

4. Jennifer Trusted (1984) appears to defend an agent-causal account of human 

agency, the capacity for which emerges from event-causal physical activity. But I am not 

at all confident in interpreting her final view, developed over the course of a wide

ranging discussion, much of which exposits the views of others. 

5. William Rowe (1991), in interpreting Thomas Reid's view, speaks of an agent's 

"exerting active power." But he wishes to contrast this with an allegedly mysterious 

view on which there is an "irreducible relation" between the agent and his act of will

ing, a view he sees in Chisholm and Taylor (see pp. 156-57). I myself am unclear on 

what an exertion of active power is, if it does not consist precisely of an event in 

which an agent causes some event, and this is how I understand Reid himself. Perhaps 

all that Rowe's remarks on this point amount to is an insistence that an agent's exerting 

active power is something he does, a point on which Rowe may find Chisholm and Tay

lor to be unclear. If this is correct, then my earlier (1994) understanding of Rowe's ac

count, on which Reid is read as a noncausal theorist of the sort discussed in Clarke's 

contribution to this volume (ch. 16), is mistaken and the consequent criticisms mis

placed. 

6. John Thorp (1980: 102) writes: "Now presumably we shall want to say that the 

agent's causing the event is also an event. We seem then to have two events, the decision 

which is an alteration in the agent, and the agent's causing that alteration. At once 

there looms a vicious regress. It can be forestalled only by saying that these apparently 

two events, the decision and the agent's causing the decision to itself, are in fact one 

and the same .. .. We do not require that an event be the same as its cause, but that 

an event be the same event as its being caused." It is not clear to me from the wider 
text whether this is a (misleading) way of saying that an agent's causing an event is not 

itself an event or whether he is effectively reducing agent causation to simple indeter

minism. 

7. Indeed, he held the puzzling thesis that there might be completely independent 

purposive and causal explanations for the very same action (1966: 144). 
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SOME libertarian accounts require that a free decision or other free action have 

no cause at all; some require that it either have no cause or be only nondeter

ministically caused by other events. Since both such views place no positive causal 

requirements on free action, we may call them "noncausal accounts." (They are 

sometimes called "simple indeterminist views.") Accounts of another type require 

that a free action be nondeterministically caused by events of certain sorts in

volving the agent, such as her having certain beliefs and desires or a certain 
intention; call these "event-causal accounts." (They are also called "causal inde

terminist views.")  This essay will examine and evaluate some of the most fully 

developed recent noncausal and event-causal libertarian accounts. The focus in 

the first two sections will be on the question whether, if one or another of these 

accounts is true, that suffices for our having free will. The third section will assess 
the evidence we have bearing on the truth of these views. 
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1. NONCAUSAL ACCOUNTS 

Proponents of noncausal accounts of free action hold (quite obviously) noncausal 

views of action. Generally, the view is that every action is or begins with a basic 

mental action. A decision or a choice is typically held to be an example of such 

a basic action. An overt bodily action, such as raising one's arm, is held to be a 

nonbasic, complex action constituted by a basic mental action's bringing about 

certain other events, culminating in the rising of the arm. The basic action here 

is often called a volition, which is said to be the agent's willing, trying, or en

deavoring to move a certain part of her body in a certain way. 

Carl Ginet (1990)  and Hugh McCann (1998) have set out the most fully 

developed recent noncausal libertarian accounts. Less detailed views of this type 

have been advanced by Stewart Goetz (1988 and 1997) and Storrs McCall (1994: 

ch. 9).1 

Both Ginet and McCann maintain that an event is a basic action in virtue of 

its possessing some noncausal intrinsic feature. On Ginet's view, the feature in 

question is a certain "actish phenomenal quality," which he describes (1990:  13 ) 

as its seeming to the agent as if she is directly producing, making happen, or 

determining the event that has this quality. McCann holds that basic actions are 

characterized by intrinsic intentionality. For example, in making a decision, he 

maintains (1998:  163 ) ,  one intends to decide-indeed, one intends to decide exactly 

as one does. (That is, when one decides to A, one intends to decide to A. )  One's 

so intending, though intrinsic to the decision, is not a matter of the content of 

the intention that is formed in deciding, nor is it a matter of one's having any 

further intention in addition to that formed in making the decision. Rather, 

McCann holds, it is simply a matter of the decision's being, by its very nature, 

an act that the agent means to be performing. 

Most libertarians accept, as do compatibilists, that some event may be an 

action but unfree.2 If this is correct, then we may ask what more, besides what is 

required for action, is required for a decision or other action to be free. As is 

characteristic of proponents of noncausal accounts, Ginet and McCann place no 

additional positive requirements on freedom; the further requirements are instead 

that certain conditions be absent. Both require that the action not be causally 

determined. Ginet requires, further (1990: 121 ) ,  that in performing the action the 
agent not be subject to irresistible compulsion. 

Two (related) main problems arise for libertarian accounts of this sort; both 

are problems, in the first instance, for noncausal accounts of action. The first 

concerns control. Performing an action, even acting un freely, is exercising some 

variety of active control over one's behavior; acting freely is exercising an especially 

valuable variety of active control. A theory of action, whether of specifically free 

action or not, ought to say what the pertinent variety of control is or in what it 
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consists. It is questionable whether noncausal views have an adequate account to 

offer on this point. 

The second main problem concerns rationality. Acting freely is acting with a 

capacity for rational self-governance and determining, oneself, whether and how 

one exercises that capacity on a given occasion. Hence it must be possible for a 

free action to be an action performed for a certain reason, an action for which 

there is a rational explanation. Again, it is questionable whether noncausal views 

can provide adequate accounts of these phenomena. 

1.1. Control 

Consider first the matter of control. An obvious candidate for an account here is 

that an agent's exercising active control consists in her action's being caused, in 

an appropriate way, by her, or by certain events involving her, such as her having 

certain beliefs and desires or a certain intention. Since noncausal accounts reject 

this type of view, what alternatives are available? 

On Ginet's view, the single positive characteristic present in every basic action 

is the actish phenomenal quality, its seeming to the agent as if she is directly 

producing that event. But Ginet rejects the possibility of causation by agents, 

where this is taken to be something other than event causation; and, as we have 

seen, he holds that when agents act, it need not be the case that any events 

involving those agents cause their actions. David Velleman (1992: 466, n.14 )  con

sequently objects that, on this view, the actish phenomenal quality is misleading, 

illusory. However, Ginet stresses that his description of this quality is meta

phorical; the experience does not literally represent to the agent that she is bring

ing about the event in question . 3  

Whatever the correct characterization of this phenomenal quality may be ,  i t  

is highly doubtful that the mere feel of a mental event, the way it  seems to the 

individual undergoing it, can itself constitute the individual's active control over 

that event, rather than being a (more or less reliable) sign of that control (compare 

O'Connor 2000: 25-26 ) .  The doubt is reinforced by the fact that, on Ginet's view 

(1990: 9 ) ,  an event with this quality could be brought about by external brain 
stimulation, in the absence of any relevant desire or intention on the part of the 

"agent." An event produced in this way and in these circumstances hardly seems 

to be an exercise of agency at all. 

McCann holds that the control that is exercised in acting has two aspects: 

One has to do with ontological foundations. An exercise of agency has to be 
spontaneous and active; it is a creative undertaking on the agent's part, to be 
accounted for in terms of its intrinsic features, not via the operations of other 

denizens of the world. Second, exercises of agency must be intentional; they 
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have to be undertaken for the sake of some objective the agent deems worthy 

of attainment. (McCann 1998: 180) 

These two aspects are said to be inseparable in fact, though capable of independent 

consideration. 

As indicated earlier, McCann views the intentionality of basic actions as in

trinsic to those events. He observes (for example, 1986: 265-66 and 1998: 163 )  that 

it is impossible for a decision to be unintentional, and he concludes that the 

intentionality must then be intrinsic to the decision.4 But an alternative explana

tion is possible (Mele 1997C 240-43 and 2000: 89-93) .  For something to count as 

a decision, it may be said, one's acquisition of an intention (to pursue some more 

or less specific course of action) must be caused, in an appropriate way, by one's 

having an intention to make up one's mind about what to do. Given the require

ment of such a causal history, the alternative continues, necessarily any event that 

is a decision is intentional. But this fact implies nothing about the intrinsic features 

of decisions (any more than the fact that nothing counts as sunburn unless it is 

caused by the sun implies anything about the intrinsic features of the burns that 

are so caused) .  However, let us accept, for the sake of the discussion of control, 

that certain events can have an intentionality that is not at all a matter of how 

these events are brought about. By itself, such intentionality would not seem to 

constitute any exercise of active contro!'s 

The other aspect of the control that is exercised in basic action, the sponta

neity or activeness of such an occurrence, thus appears to be the crucial one. 

(McCann agrees that this dimension of agency "constitutes its core"; 1998: 185.) 

This aspect, too, according to McCann, is intrinsic and essential to basic actions, 

and he maintains that "it has a certain sui generis character that renders it inca

pable of being reduced to anything else" (ibid. ) .  Reducible or not, however, ac

tiveness is a phenomenon that stands in need of explication. McCann rejects causal 

construals of it, but since he offers no substantive alternative, the exercise of active 

control is left something of a mystery. The resulting view, in my judgment, falls 

short as an account of action (and hence of free action) because it provides no 

positive account of the crucial phenomenon. 

1.2. Rational Explanation 

When it comes to acting for certain reasons and to rational explanation, again 

obvious candidates for accounts of the phenomena invoke causation: an agent acts 

for a certain reason only if the agent's having the corresponding reason-state (such 

as a desire) causes, in an appropriate way, the agent's behavior, and citing a 

reason-state contributes to a rational explanation of an action only if the agent's 

having that reason-state caused, in an appropriate way, the action. Proponents of 
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noncausal libertarian views reject such proposals. Let us consider the alternatives 

that are offered. 

Suppose that an agent, Sue, wants her glasses, which she has left in her friend 

Ralph's room, where he is now sleeping. Sue also wants to wake Ralph, be

cause she desires his company, but she knows that Ralph needs sleep right now, 

and hence she desires, too, not to wake him. Sue decides to enter Ralph's room 

and does so, knowing as she does that her action will satisfy her desire to wake 

Ralph. (The example is from Ginet 1990: 145.) What further facts about the sit

uation could make it the case that, in entering the room, Sue is acting on her 

desire to get her glasses, and that citing that desire provides a true rational ex

planation of her action, while she is not acting on her desire to wake Ralph, and 

citing this latter desire does not give us a true rational explanation of what she is 

doing? 

Ginet maintains that the following conditions suffice for the truth of the 

explanation that cites Sues's desire to get her glasses: 

(a) prior to entering the room, Sue had a desire to get her glasses, and 

(b) concurrently with entering the room, Sue remembers that prior desire 

and intends of her entering the room that it satisfy (or contribute to 

satisfying) that desire. (ibid.: 143) 

Citing Sue's desire to wake Ralph will fail to give us a true rational explanation, 

Ginet holds (ibid. : 145), just in case Sue does not intend of her action that it 

satisfy (or contribute to satisfying) that desire. 

It is questionable whether Ginet's conditions are sufficient. Suppose that Sue's 

desire to get her glasses plays no role at all in bringing about (causing) her action, 

while her desire to wake Ralph, of which she is fully aware when she acts, does 

play such a role. Here, I think, we have a clash of intuitions between causalists 

and noncausalists, with the former denying that Sue is really acting on her desire 

to get her glasses and that citing it truly explains her action.6 

Further problems with Ginet's proposal tell more decisively against it. The 

memory condition is, it seems, unnecessary.? If Sue's desire to get her glasses is 

retained and remains fully conscious while she acts, there is no need for her to 

remember it in order for her to be acting on it. And several problems attend the 

concurrent intention that is required. First, it is a second-order attitude, an atti
tude about (among other things) another of the agent's own attitudes (a certain 

desire of hers). But it seems plain that one can act for a certain reason, and citing 

a desire can rationally explain one's action, even if when one acts one does not 

have any such second-order intention.8 Sue, for example, might act on her desire 

to get her glasses even if her only intention when she enters the room is to retrieve 

her glasses. Second, the concurrent intention to which Ginet appeals is said to 

make direct (or demonstrative) reference to the action, and Ginet (1990 :  139-40) 
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suggests that such direct reference requires that the intention be caused by the 

action (or at least by some initial segment of it). If that is so, then at least some 

part of the action has occurred before the concurrent intention is acquired. It 

does not seem, then, that the acquisition of that intention can figure in an account 

of what, if anything, rationally explains that part of the action.9 Finally, intention

acquisitions themselves can be explained by citing reasons or reason-states. Since 

Ginet's account of the rational explanation of an action appeals to an intention, 

the question arises what can be said about the rational explanation of the acqui

sition of that intention. Obviously, repeating the same sort of account here would 

generate a regress. Some other account would have to be offered, but it is not 

clear what that account could be.to 

McCann takes a different approach. (See especially his 1998: ch. 8 . )  On his 

view, an agent decides for a certain reason, and citing that reason rationally ex

plains the decision, just in case, in cognizance of that reason, and in an intrinsi

cally intentional act of intention formation, the agent forms an intention the 

content of which reflects the very goals presented in that reason. When Sue de

cides to enter Ralph's room, for example, she decides for the reason of getting 

her glasses only if the intention that she forms in making that decision is an 

intention to enter for the sake of getting her glasses. (McCann takes reasons to 

be not token mental states but rather the contents of such states.) We have already 

considered some doubts about the intrinsic intentionality to which the account 

here appeals. A further problem is that the correspondence between the reasons 

for which one decides and the content of the decision seems too much to require. 

Sue may want her glasses so that she can finish reading a certain novel, which 

she may want to do so that she can contribute to the discussion in her book club 

tomorrow. Finishing the novel and preparing for tomorrow's discussion may be 

among the reasons for which she decides to enter the room even if they are not 

included in the content of her decision. 11 Finally, there will again be a clash of 

intuitions here between causalists and noncausalists, with the former maintaining 

that if Sue's desire to get her glasses plays no role at all in bringing about her 

decision, then even if the content of her decision is to enter for the sake of get

ting her glasses, she does not really decide for that reason and citing it does 

not truly explain her decision. (One does not, the objection goes, make it so 

just by intending it to be so, not even by intrinsically intentionally intending it 

to be SO.)12 
I have focused on problems for noncausal accounts of action. However, since 

the noncausal libertarian views under review place no positive requirements on 

free action beyond those that are placed on action, if they fail as adequate accounts 

of action, then a fortiori they fail as adequate accounts of free action. The problems 
are, in my view, severe enough to warrant a turn to causal accounts of action and 

free action. 
. 
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2. EVENT-CAUSAL ACCOUNTS 

Compatibilist accounts of free action are typically event-causal accounts, invoking 

event-causal accounts of action. The simplest event-causal libertarian view takes 

the requirements of a good compatibilist account and adds that certain agent

involving events that cause the action must nondeterministically cause it.1 3 When 

these conditions are satisfied, it is held, the agent exercises in performing his action 

a certain variety of active control (which is said to consist in the action's being 

caused by those agent-involving events) ,  the action is performed for reasons, and 

there was a chance of the agent's not performing that action. It is thus said to 

have been open to the agent to do otherwise, even given that (it is claimed) its 

being so open is incompatible with determinism. 

A common objection against such a view is that the indeterminism that it 

requires is destructive, that it would diminish the control with which the agent 

acts. There are several importantly different forms that this objection takes; I shall 

examine some of them later. First, I shall consider a type of event-causal liber

tarian view that is advocated by writers who accept a qualified version of this 

objection. 

2.1. Deliberative Indeterminism 

Some writers on free will accept that indeterminism located in the immediate 

causal production of a decision or subsequent action would diminish control but 

hold that indeterminism confined to earlier stages in the process leading to de

cision need not do so. Alfred Mele (1995 , 1996, and 1999a; see also his contribution 

to this volume, ch. 24) and Laura Ekstrom (2000) have advanced the most fully 

developed recent event-causal libertarian accounts of this sort. Daniel Dennett 

(1978 )  and John Martin Fischer (1995)  have also sketched libertarian views of this 

sort, though neither endorses such a view.14 

Overt action is often preceded by a decision, and decision is often preceded 

by a deliberative process in which the agent considers reasons for and against 
alternatives and makes an evaluative judgment concerning which alternative is 

best (or better or good enough) .  Focusing on decisions that follow such deliber

ation, Mele (1995 : ch. 12) argues that libertarians should accept a compatibilist 
account of the relation between a deliberator's evaluative judgment and her de

cision (and of that between decision and subsequent action) ;  that is, libertarians 

should allow but not require deterministic causal relations here. Indeterminism 

should be required, he argues, only at an earlier stage in the deliberative process. 

His account may be satisfied, for example, if it is undetermined which of a certain 
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subset of the agent's nonoccurrent beliefs come to mind in the process of delib

eration, where their coming to mind combines with other events to bring about 

the agent's evaluative judgment (ibid. : 214 ).1 5 The subset in question consists of 

"beliefs whose coming or not coming to mind is not something that one would 

control even if determinism were true" (ibid. : 216). 

Mele argues that the indeterminism required by his view does not diminish, 

at least not to any significant extent, "proximal control," a variety of control that 

is compatible with determinism. The required indeterminism nevertheless suffices, 

he holds, to provide the agent with "ultimate control" over her decision, which 

an agent has only if at no time prior to the decision is there any minimally causally 

sufficient condition for the agent's making that decision that includes no event or 

state internal to the agent. The resulting libertarian view is thus said to secure a 

variety of control that is incompatible with determinism without sacrificing (to 

any significant extent) the type of control that is so compatible. 

Ekstrom offers an account in which the notion of preference, rather than that 

of evaluative judgment, plays a prominent role. A preference, as she understands 

it, is a desire "formed by a process of critical evaluation with respect to one's 

conception of the good" (2000:  106). The formation of such a preference, she 

maintains, is an action.16 She requires indeterminism only in the production of 

these preferences, allowing that free decisions be causally determined by 

preference-formations favoring those decisions. A decision or subsequent action 

is free, on her view (ibid. : 109 and 114 ) ,  just in case it is nondeviantly caused by 

an active formation of a preference (favoring that decision or action ) ,  which 

preference-formation is in turn the result of an uncoerced exercise of the agent's 

evaluative faculty, the inputs to which (the considerations taken up in delibera

tion) nondeterministically cause the preference-formationY 

Ekstrom holds that an agent is her preferences and acceptances (reflectively 

held beliefs) , together with her faculty of forming these by reflective evaluation. IS 

When a preference-formation is nondeterministically caused and it deterministi

cally causes a decision and subsequent action, then, the formation of an attitude 

that partly constitutes the agent, which is generated by an evaluative faculty that 

partly constitutes the agent, and which the agent could have prevented (by not 

forming that preference) causally determines that decision and subsequent action. 

What the agent does is then, Ekstrom maintains (ibid. : 116 ) ,  up to her. 

I shall argue in section 2.2 that no compelling argument has been offered for 

the view that indeterminism in the direct production of a decision would diminish 

control. If that is correct, then Mele's and Ekstrom's rejection of a requirement 

of such indeterminism may be unwarranted.19 For the present, let us consider the 

costs incurred by the rejection. 

Given this rejection, Mele and Ekstrom must allow, on pain of regress, that 

a free decision or other free action may be causally determined by events none 

of which is a free action and to none of which the agent has contributed by his 
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performance of any free action.20 Libertarians do not typically allow such things. 

Some hold that any action that is causally determined is unfree; others (see the 

discussion of Kane's view in section 2.3) allow that a determined action may be 

(indirectly) free, but only if any determining cause of it either is or results (at 

least in part) from some other free action by that agent. 

A weaker requirement might be considered here. It might be allowed that a 

causally determined decision or other action may be free, but only if either (I) 
any determining cause of it either is or results (at least in part) from some other 

free action by that agent, or (2) the agent was able, by performing some free 

action, to prevent any determining cause of the action in question. A decision 

satisfying other requirements of Mele's and Ekstrom's views will be held to be 

free, then, if it is causally determined by a judgment or a preference-formation 

that the agent had not actually influenced by performing any free action but which 

he could have prevented by performing some earlier free action. The requirement 

may strike many libertarians as too weak, but it will at least ensure a preventability 

of any determining causes of free actions. 

Note that if Mele and Ekstrom reject even this weaker preventability require

ment, then they will allow that a free decision or other free action may be causally 

determined by events none of which was a free action, to none of which the agent 

contributed by any other free action, and none of which the agent was able to 

prevent by performing any free action. Such events may fairly be said not to be 

up to the agent in question. And it would be a curious libertarian view that 

allowed that an action may be free even if it is causally determined by events none 

of which was up to the agent. Libertarians are, in the first place, incompatibilists.2 1  

The most widely accepted arguments for incompatibilism stem from the Conse

quence Argument (van Inwagen 1983: 16), which finds actions to be unfree if they 

are the consequences of the laws of nature and events that are not up to us-if 

they are determined by events that are not up to us. The Consequence Argument, 

then, gives libertarians a reason to impose at least the weaker requirement of 

preventability.22 

2.2. Indeterminism and Control 

Event-causal libertarians who find the preventability requirement too weak should 

favor a view on which for at least some free actions, it is required that there be 

nondeterministic causation of the free actions themselves. Such views need not 

require the occurrence of any event that would not figure in a good compatibilist 

account of free action. They need not, for example, require that some additional 

undetermined event intervene between the agent's having certain reasons and her 

performing the action.23  Nor need they require any literal gaps or breaks in the 
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causal process leading to the action. What is required is just that the direct cau

sation of the action be governed by a nondeterministic rather than a deterministic 

law.24 This requirement, moreover, does not obviously imply that the causal re

lation between antecedent events and action is any weaker than that involved in 

deterministic causation. On a Humean, regularity view, there is no irreducible 

relation here anyway; the nondeterministic nature of the law is just a matter of 

similar agents' elsewhere behaving differently, something that does not obviously 

imply any weakening of any relation between token events involving this agent 

and her token action.  And on some nonreductive views (for example, Armstrong 

1983: 131-35), the irreducible relation between cause and effect is the same whether 

the governing law is deterministic or nondeterministic. 

Still, even if the difference is just a matter of the nature of the governing law, 

where the law governing the causation of a certain action is nondeterministic, 

there was a chance of the agent's not acting as she did, and it may be objected 

that, because there was such a chance, the agent's control over her behavior was 

diminished. The objection takes a variety of forms.25 

It is often objected that an action that was not deterministically caused could 

not be explained, or that such an action could not be fully explained, or that it 

could not be explained (contrastively) why the agent performed that action rather 

than some other that remained open to him until he performed that action. (See, 

for example, Ayer 1954: Double 1991: 203-9; and Nagel 1986: 113-17 .)26 If this ob

jection is intended to raise the problem of control (and it often seems that it is), 

it is at best a clumsy way of doing so. Control is a metaphysical phenomenon. 

Explanation requires some real relation between explanans and explanandum, but 

explanation involves an epistemological element as well. And as a result, solutions 

to a problem about explanation, or the absence of such solutions, may not reveal 

anything about a problem concerning control. 

Contrary to the claims of some who raise an objection concerning explana

tion, events that are nondeterministically caused, even events that remain quite 

unlikely until they occur, may be explained by citing their causes. (See Clarke 

1992b and 1997, and sources cited there.) Indeed, often when an event is nonde

terministically caused, it is possible to explain why it occurred rather than some 

alternative that remained open until the occurrence of the event in question; and 

this may be so even for events that remained unlikely until they occurred. (See 

Clarke 1996a, and sources cited there.) This holds for nondeterministically caused 

events that are not actions, and since, on an event-causal libertarian view locating 

indeterminism in the production of free actions, free actions are nondeterminist

ically caused, this applies also to free actions. On an event-causal libertarian view, 

there will be available explanations of free actions that cite reason-states of the 

agent which caused the action; such explanations will be rational explanations, 

simple as well as contrastive. Free actions will, then, be adequately explicable. But 
. 

obviously this observation does not solve the problem of controlY (By the same 
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token, in cases where a nondeterministically caused action cannot be contrastively 

explained, that shows nothing about a lack of control. )  

Better arguments alleging a problem o f  control are couched i n  terms o f  en

surance and luck. Here is an example of the former. Consider two agents, Sam 

and Dave. Suppose that both are considering whether to A or to B, and both 

reach a rational judgment about which thing it would be better to do. Suppose 

that it is causally determined that, whichever alternative Sam judges better, he will 

decide in accord with that judgment, whereas it is causally open that whichever 

alternative Dave judges better, he will decide contrary to that judgment. Sam has 

a power to ensure what he will decide by making a better judgment, while Dave 

does not. It is thus concluded that Dave has less control over his decision than 

Sam has over his. (See Mele 1995 : 212.)  

The argument from luck is often stated in terms of identical agents in different 

worlds, or in terms of an agent and her counterparts. (See Haji 1999a; and Mele 

1998b, 1999a, and b . ) 2S Suppose that a certain agent, Peg, is deliberating about 

whether to keep a promise or not. She judges that she (morally) ought to keep 

it, though she recognizes and is tempted to act on reasons of self-interest not to. 

She decides to keep the promise, and her decision is nondeterministically caused 

by her having certain reasons for doing so, including her making the moral judg

ment. Until she decided to keep the promise, there was a chance that her delib

erative process would terminate in a decision not to keep the promise, a decision 

nondeterministically caused by her having reasons of self-interest. Everything prior 

to the decision, including everything about Peg, might have been exactly the same 

and yet she have made the alternative decision. Peg in some other possible worlds, 

or some of her counterparts, are exactly the same up to the moment of decision 

but decide not to keep the promise. There, but for good luck (it is said) ,  goes 

she. It is a matter of luck, it is said, that Peg decides to do what she judged to be 

morally right. To the extent that some occurrence is a matter of luck, the argument 

continues, it is not under anyone's control. The indeterminism in the production 

of her decision is thus said to diminish Peg's control over the making of her 

decision. 

Certainly these arguments have some allure; but I do not find either very 

convincing. With respect to the ensurance argument, note first that the power to 

ensure that Dave is said to lack is not required for the control that constitutes 

acting freely. In akratic or weak-willed decision, an agent may decide contrary to 

his better judgment. Such an agent does not ensure, by making a better judgment, 

what he will decide, and in an ordinary case of akratic decision, the agent may 

lack the power to ensure this just by making the judgment. He may nevertheless 

act freely and be responsible for what he does.29 
Nor is it clear that Dave's lacking the indicated power constitutes some dim

inution of his active control, even if not enough to render his decision unfree. 

What Dave lacks is a power to ensure what action he performs (for a decision is 
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a mental action) by first undergoing some nonactive change (over which, we may 

suppose, he has no active control). Now consider significantly different case: 

Chuck lacks a power to ensure what emotion he will experience by trying to feel 

a certain way. Chuck's lacking this power does diminish his indirect active control 

over what he experiences, control that he might be able to exercise just by trying 

to feel a certain way. This is true because what Chuck lacks is a power to ensure 

what nonactive change he will undergo by first actively trying to bring about a 

certain change. But this is very different from lacking a power to ensure what 

action one will perform by first undergoing some nonactive change. If Dave's 

lacking the power that he lacks constitutes any diminution of active control, the 

explanation of why it does so has to be different from the explanation of why 

Chuck's lacking the power that he lacks constitutes a diminution of his active 

control. We have an explanation of why there is a diminution of active control 

with Chuck; the ensurance argument gives us no explanation of why the analogous 

thing is so with Dave. 

Active control is exercised in acting, not in undergoing nonactive changes 

prior to action. To hold this is consistent with holding, as will any event-causal 

theorist, that Dave's exercise of active control consists in his decision's being 

caused, in an appropriate way, by his being in certain mental states. His being in 

these states begins prior to his decision, but their causing the decision occurs 

when the decision is made. He exercises control not when he enters into these 

states, but when he makes his decision. 3D 

Turning to the argument from luck, it should be noted, first, that Peg's de

cision is not just a matter of luck. Her decision is caused (we may suppose in a 

nondeviant way) by her having certain reasons, including her judgment that it 

would be morally better to keep the promise. And, compatibilists should agree, 

her decision's being so caused constitutes her exercising some degree of active 

control in making it. It is not, then, due only to good luck that Peg decides to 

keep the promise. It is due to her exercise of active control. 

Further, if by luck is meant "control-diminishing luck," then, for a reason 

analogous to that offered in reply to the ensurance argument, it is just not clear 

that Peg's decision is at all a matter of luck. Here, we need to distinguish the 

following two significantly different varieties of case: those in which there is in

determinism between a basic action and an intended result that is not itself an 

action, and those, like Peg's, in which the indeterminism is in the production of 

a basic action itself. For the first sort of case, suppose that you throw a ball 
attempting to hit a target, which you succeed in doing. The ball's striking the 

target is not itself an action, and you exercise control over this event only by way 

of your prior action of throwing the ball. Now suppose that, due to certain prop

erties of the ball and the wind, the process between your releasing the ball and its 

striking the target is indeterministic. Indeterminism located here inhibits your 
success at bringing about a nonactive result that you were (freely, we may suppose) 
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trying to bring about, and for this reason it clearly does diminish your control 

over the result-it constitutes control-diminishing luck. 3l But the indeterminism 

in Peg's case-and the indeterminism required by the sort of event-causal liber

tarian view at issue here-is located differently. It is located not between an action 

and some intended result that is not itself an action, but rather in the direct 

causation of the decision, which is itself an action. The control that an agent 

exercises in making a decision does not (typically) derive at all from any prior 

attempt on her part to bring about that decision. 32 In the ball-throwing case, the 

indeterminism constitutes control-diminishing luck because it inhibits the agent 

from bringing about a nonactive result that she is actively trying to bring about. 

But that explanation is not available in the second kind of case. Unless the ar

gument from luck offers some alternative explanation, that argument is at best 

inconclusive. 

The argument is sometimes supplemented with the claim that, where an 

agent's decision is nondeterministically caused, and where she (or her counterpart) 

in another world makes an alternative decision despite being exactly the same 

until the decision is made, nothing about the agent prior to the decision explains 

this difference. (See, for example, Haji 1999a: 48 and 53 ; and Mele 1999b: 100. )  If 

the claim is that a certain contrastive explanation is unavailable, then, as noted 

earlier, this is often not so. If, on the other hand, the claim is that nothing about 

the agent prior to the decision makes it the case that one rather than the other 

decision is made, where this just means that the decision is not causally deter

mined (and what else could it mean) ,  then this will of course be granted. But this 

claim simply restates what is stipulated in the event -causal libertarian account 

without adding any argument that the feature remarked upon constitutes any 

diminution of active control. Finally, it is sometimes claimed that, in the sort of 

case we are considering, the agent does not determine which set of reason-states 

is causally effective. (See, for example, Russell 1984 :  168. ) 3 3  But the agent does 

exercise a certain degree of active control over this; she exercises such control by 

making a certain decision, which, if made, is caused by the reason-states (or her 

being in those states) that favor it. 34 

Proponents of event-causal libertarian accounts that locate indeterminism di

rectly in the causation of a free decision (or other free action) hold, with com

patibilists, that the active control that is exercised by the agent consists in the 
decision's being caused by certain agent-involving events. The libertarian here may 

hold that the control that is actually exercised is a matter of what actually causes 

what, not of what might have caused what. There having been a chance of the 

decision's not being caused by those events may be there having been a chance 

of the agent's exercising less control; it need not constitute the agent's actually 

having exercised less control. The ensurance and luck arguments contradict this 

claim. But as they have been developed, these arguments fail to establish that the 
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claim is false. Perhaps some find it obviously false. But those who find that the 

issue can be settled only by argument should regard it as remaining unsettled. 35 

2.3. Efforts and Wanting More 

The most fully developed recent event-causal libertarian account locating indeter

minism in the production of free actions themselves is that advanced by Robert 

Kane ( 1996a, 1999a and b, and 2000a; see also his essay in this volume ch. 18). A 

free decision or other free action, Kane holds, is one for which the agent is "ul

timately responsible" ( 1996a: 35). Ultimate responsibility for an action requires 

either that the action not be causally determined or, if the action is causally 

determined, that any determining cause of it either be or result ( at least in part) 

from some action by that agent that was not causally determined (and for which 

the agent was ultimately responsible). 36 Thus, on Kane's view, an agent may be 

ultimately responsible for a decision that is causally determined by his possessing 

certain character traits. Indeed, it may even be that all of his actions that directly 

contributed to his having those traits were causally determined as well. But some

where in the history of events that contributed to those traits, and thus to his 

decision, there must have been some actions by him that were not causally de

termined. Kane calls such "regress-stopping" actions "self-forming actions" ( ibid. :  

74). All self-forming actions, he  argues, are acts of  will; they are mental actions. 

He thus calls them "self-forming willings" ( ibid. :  125), or SFWs. Kane identifies 

six different types of SFWs, giving the most detailed treatment to what he calls 

moral choices or decisions and prudential choices or decisions. 37 I shall focus here 

on the former; since the two types of case are analogous, my points can be easily 

transferred to the latter. 

In a case of moral choice, there is a motivational conflict within the agent. 

She has a belief that a certain type of thing (morally) ought to be done ( and she 

is motivated to do that), but she also has a self-interested desire to perform an 

action of a type that is, in the circumstances, incompatible with her doing what 

she believes she ought to do. She is committed to her moral belief and makes an 

effort of will to resist the temptation that threatens this commitment, an effort 

"to get [her 1 ends or purposes sorted out" ( ibid. : 126). If the choice is to be a 

SFW, then the strength of this effort must be indeterminate; Kane likens its in
determinacy to that of the position or momentum of a microphysical particle 

( ibid. : 128). The indeterminacy of the effort, he speculates, might be due to some 

microlevel physical indeterminacies in the brain, which are amplified by the cha

otic behavior of networks of neurons ( ibid. : 128-30). "[Ilndeterminate processes 

in the brain . . .  , "  he suggests, "are . . .  physical realizations of the agents' efforts 
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of will . . .  " ( ibid. : 131). Such indeterminacy is held to be the source of the required 

indeterminism in the causal production of the choice. Again, an analogy is drawn 

from microphysics. Just as whether a particle will penetrate a barrier may be 

undetermined because the particle's position and momentum are not both deter

minate, so "[ t 1 he choice one way or the other is undetermined because the process 

preceding it and potentially terminating in it ( i.e. ,  the effort of will to overcome 

temptation) is indeterminate" ( ibid. : 128). 

Kane further requires that any choice that is a SFW satisfy three plurality 

conditions, which require plural rationality, plural voluntariness, and plural con

trol. When moral choices are plural-rational, he holds, 

the agents (n) will in each case have had reasons for choosing as they did; ( [2 ) 
they will have chosen for those reasons; and (r3) they will have made those rea

sons the ones they wanted to act on more than any others by choosing for 

them. (ibid.: 135) 

Moreover, in each case there must have been at least one alternative choice open 

to the agent that would have met these conditions as well, had it been made. 38 

An agent's making a choice for certain reasons, on Kane's view, consists partly in 

that choice's being caused by the agent's having those reasons. 

An agent acts voluntarily (or willingly), he holds, "just in case . . .  the agent 

does what he or she wills to do . . .  , for the reasons he or she wills to do it, and 

the agent's doing it and willing to do it are not the result of coercion or com

pulsion" ( ibid. : 30). And "[aln agent wills to do something at time t just in case 

the agent has reasons or motives at t for doing it that the agent wants to act on 

more than he or she wants to act on any other reasons ( for doing otherwise)" 

( ibid. : 30). A choice is plural -voluntary just in case it was made voluntarily, in 

the sense just described, and there was at least one alternative choice open to the 

agent that would have been voluntary had it been made. 

Finally, a choice is made with plural control just in case there was open to 

the agent a set of options such that the agent was "able to bring about any one 

of the options (to go more-than-one-way) at will or voluntarily at the time" ( ibid. : 

111). Here, too, voluntariness is to be understood in terms of an agent's wanting 

more to act on certain reasons than she wants to act on any others. 

Wanting more, then, figures crucially in all three plurality conditions. An 
agent wants more to act on certain reasons, according to Kane, just in case her 
desire to act on these reasons has greater motivational strength than have any 

desires she has to act on other reasons and, further, it is settled in her mind that 

these reasons, rather than her reasons for doing otherwise, are the ones she will 

now and in the future act on (1999b: 118). 

Kane maintains that in a situation of moral conflict, the requirements for 
being a SFW may be satisfied by either choice that is made-the choice to do 

what one believes one ought to do or the choice to do what one is tempted to 
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do. Where this is so, whichever choice the agent makes, he has chosen for the 

reasons that he wants more to act on, free from coercion and compulsion. If he 

has chosen to do what he believes he ought to do, then that choice is the result 

of his effort. If he has chosen to do what he was tempted to do, then he has not 

allowed his effort to succeed (Kane 1996: 133). Whichever choice he has made, he 

could have made the other. He is then ultimately responsible for the choice he 

has made. 

The notions of wanting more and of indeterminate efforts are prominent in 

Kane's account and perhaps what is most distinctive about it. However, I do not 

find that either of these notions helps to address the problem of control considered 

in the preceding section. 

An agent's wanting more to act on certain reasons is, on Kane's view, brought 

about by her performing a SFW, by, for example, her making a certain choice. 

Hence it cannot contribute to the active control that the agent exercises, for this 

( supposing that an event-causal view is on the right track) is a matter of what 

brings about the choice or other action, not of what the choice or other action 

brings about. 39 

Kane appeals to two features of the required efforts of will in response to the 

problem of control. Recall that, in the argument from luck, it is said that Peg in 

other worlds, or Peg's counterparts, may be exactly like her up to the moment of 

decision but make a different decision. This can't be so, Kane claims, when de

cisions (or choices) result from indeterminate efforts of will. 

If the efforts are indeterminate, one cannot say the efforts had exactly the same 

strength, or that one was exactly greater or less great than the other. That is 

what indeterminacy amounts to. So one cannot say of two agents that they had 

exactly the same pasts and made exactly the same efforts and one got lucky 

while the other did not. . . .  Exact sameness (or difference) of possible worlds is 

not defined if the possible worlds contain indeterminate efforts or indetermi

nate events of any kinds. (ibid. : 171-72) 

Kane distinguishes two kinds of indeterministic worlds: Epicurean and non

Epicurean. In the former there is chance but not indeterminacy; in the latter there 

are both, with the chance stemming from the indeterminacy. Free will, he argues, 

can exist only in a non-Epicurean world. The chance in an Epicurean world, he 

implies, constitutes control-diminishing luck. 

This appeal to indeterminacy in response to the argument from luck ap

pears unsuccessful. First, in a straightforward sense, there can be exact sameness 
of one world to another even if there is indeterminacy. In physics, the indeter

minate position of a particle may be characterized by a wave function ( one 

specifying the probabilities of the particle's being found, upon observation, in 

various determinate positions), and the particle (or its counterpart) in a differ

ent world may be correctly characterized by exactly the same wave function. 

(Exactness and determinacy are not the same, (compare O'Connor 1996: 156.) 
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Second, even if there could not be exact sameness where there was indeterminacy, 

that would not disarm the argument from luck. Haji ( 1999a: 53) and Mele ( 1999a: 

279-80 and 1999b: 98-99) advance versions of the argument that consider agents 

( in different worlds) who are as similar as possible, given the indeterminacy of 

their efforts. More fundamentally, any claims comparing one world to another 

seem incidental to the argument; it can be restated without them, to roughly the 

same effect. 40 

The second feature of the required efforts of will that is intended to address 

the problem of control is their active directedness: they are active attempts to 

produce certain outcomes. In a case of moral conflict, Kane holds, the agent makes 

an effort to choose to do the thing that she believes she morally ought to do. 

When the effort succeeds, it is by performing an action (making the effort) aimed 

at bringing about the moral choice that the agent brings about that very choice. 

The agent then succeeds, despite the indeterminism, at doing something that she 

was (actively) trying to do. And Kane points out that typically, when this is so, 

the indeterminism does not undermine responsibility (and hence it does not so 

diminish active control that there is not enough for responsibility). He draws an 

analogy with a case (1999a: 227) in which a man hits a glass tabletop attempting 

to shatter it. Even if it is undetermined whether his effort will succeed, Kane 

notes, if the man does succeed, he may well be responsible for breaking the 

tabletop. 

If left here, this reply would fail to address the problem of control in a case 

where the agent chooses to do what she is tempted to do rather than what she 

believes she ought to do.4 1  In response to this shortcoming, Kane (1999a and b, 

and 2000a) has recently proposed a "doubling" of effort in cases of motivational 

conflict. In a case of moral conflict, he now holds, the agent makes two simul

taneous efforts of will, both indeterminate in strength. The agent tries to make 

the moral choice, and at the same time she tries to make the self-interested choice. 

Whichever choice she makes, then, she succeeds, despite the indeterminism, at 

doing something that she was trying to do. 

This doubling of efforts of will introduces a troubling incoherence into cases 

of moral (and prudential) choice. There is already present, in such a case, an 

incoherence in the agent's motives. This type of conflict is common and no ap

parent threat to freedom. Indeed, libertarians often maintain (as does Kane (1996a: 
231 n.3)  that such motivational conflict is required for freedom. However, to have 

the agent actively trying, at one time, to do two obviously incompatible things 

raises serious questions about the agent's rationality. This additional incoherence 

may thus be more of a threat than an aid to freedom. 

But there is a more fundamental problem in this second appeal to efforts to 

address the problem of control. In the case of the man who breaks the tabletop, 

we accept that he acts with the control that suffices for responsibility because we 

presume that his attempt to break the tabletop is itself free. If, on the contrary, 
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we suppose that the attempt is not free, then we will judge that he does not freely 

break the tabletop. An effort to. make a certain choice can contribute in the same 

way to that choice's being free, then, only if the effort itself is freeY What is 

needed, then, is an account of the freedom with which the agent acts in making 

these efforts. (Compare O'Connor's discussion in 1993a: 521-22 of an earlier ver

sion of Kane's view.) 

Kane maintains that, although the effort of will that precedes a choice that is 

a SFW must be an action for which the agent is ultimately responsible, the effort 

need not itself be a SFW; it is allowed that the effort be causally determinedY 

However, in order for an agent to be ultimately responsible for a causally deter

mined effort, on Kane's view, the agent must have performed at least one earlier 

SFW that either was or contributed to any determining cause of the effort in 

question. Since, on Kane's view, all SFWs either are efforts of one sort or another 

or must be preceded by efforts,44 the task of providing an account of the freedom 

of an effort cannot be avoided. 

Kane faces the following dilemma in providing such an account. If the account 

of the freedom of an effort of will requires that the effort itself result from a prior 

free effort, then a vicious regress looms. On the other hand, if the account of the 

freedom of an effort of will need not appeal to any prior free efforts of will, then 

it would seem that the account of a regress-stopping free choice can likewise 

dispense with such an appeal. At any rate, Kane has provided no reason to think 

that the latter account must differ in this respect.45 

An event -causal libertarian needs a solution to the problem of control that 

makes no appeal to prior free actions. But if there is such a solution, it is not 

clear why it cannot be applied directly to decisions or choices (and perhaps to 

overt actions as well). Hence it has not been shown that the appeal to indeter

minate efforts of will, and that to non-Epicurean indeterminism, is required or 

helps to address the problem of control.46 

2.4. This Freedom's Worth 

A relatively simple view, of the sort alluded to in the first paragraph of section 2, 

may be as good as any (and better than many) available to an event-causal lib

ertarian. Although such a view faces the objection that the indeterminism it re
quires diminishes control, we have seen no convincing argument to support of 

that charge. 

But now the view faces a second type of objection. Even if the required in

determinism does not diminish control, the objection goes, neither does it aug
ment control. It introduces mere chance, which, it may be said, is at best super

fluous. And perhaps worse. In a case where an agent decides rationally, and where 
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any alternative decision would have been irrational, if there was a chance that the 

agent make an alternative decision, that was a chance of something's happening 

that would have been worse that what actually happened, and it may be said that 

such a chance is itself a bad thing (even if it does not constitute a diminution of 

control). The chanciness required by an event-causal libertarian view, then, is said 

to be at best superfluous and arguably a bad thing. There is, the objection con

cludes, no reason for requiring it in an account of free will. 

This objection raises a serious challenge, a problem of gratuity for event-causal 

libertarian accounts. The question that must be addressed is whether anything of 

value is offered by an event-causal libertarian view that might make such chan

ciness worth having in the production of our decisions and other actions. 

Here we need to reflect on why freedom is important to us. Deciding 

and acting freely is, many think, partly constitutive of human dignity. Only when 

an agent acts with a certain variety of active control are her actions attributable 

to her in such a way that she may be morally responsible for what she does, 

deserving of praise or blame, reward or punishment, depending on the moral 

qualities of her decisions and other actions. Moreover, we want it to be the 

case that by exercises of active control, we are making a difference to what hap

pens in the world, including what kinds of persons we become. And when we de

liberate, it generally seems to us that more than one option is open to us and we 

are free to pursue each of the alternatives we are considering; if this impression 

is systematically mistaken, then we are routinely subject to an undesirable illu

sionY 

We can distinguish two aspects of the freedom that is important to us in these 

respects: a kind of leeway or openness of alternatives, and a type of control that 

is exercised in action. It may be ( it has been argued) that the freedom that is 

required for certain of the things just mentioned involves one but not the other 

of these aspects.48 With regard to the question before us here, it may be argued 

that what is gained with the indeterminism required by an event-causal libertarian 

view has to do with one of these aspects but not the other. 

An agent's exercise of control in acting is his exercise of a positive power to 

determine what he does. We have seen reason to think that this is a matter of 

the action's being caused by the agent, or by certain events involving him, such 

as his having certain reasons and a certain intention. An event-causal libertarian 

view adds no new types of causes to those that can be required by a compati

bilist account, and hence the former appears to add nothing to the agent's pos

itive power to determine what he does. As far as this aspect of freedom is con

cerned, the requirement of indeterminism does indeed appear (at best) 

superfluous. 

But not so with regard to the other aspect, the openness of more than one 

course of action. If incompatibilists are correct, there is never any such openness 
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in a deterministic world. The indeterminism required by an event-causal libertar

ian account suffices to secure this leeway, and this may be important to us for 

several reasons. 

When an agent is deliberating about whether to A or to B, it generally seems 

to her as though, in some sense, it is open to her to A and open to her to B. 

Even if it is possible for us, on occasion, to deliberate without explicitly believing 

of each alternative that we can pursue that alternative,49 the presumption of 

openness is so much a part of our nature, or our second nature, that it may be 

practically impossible for us always or even generally to deliberate without so 

presuming. Now, it is no straightforward matter to say what sort of openness is 

presumed here. But an individual may reasonably believe that it is something at 

least very like that secured by an event-causal libertarian view-a sort that can

not be present in any deterministic world-that she commonly presumes, or that 

such an account, unlike an otherwise similar compatibilist view, provides an at 

least roughly faithful articulation of the rather vague idea that she commonly 

presumes.50 Such an individual, then, may reasonably hold that if determinism is 

true, then whenever she deliberates (or at least generally when she deliberates) 

she is subject to an illusion. She may grant that the illusion is occasionally avoid

able; but she may find, as I think we do find, that it is practically impossible con

sistently to deliberate without the presumption of openness. And since it is prac

tically impossible for us never to deliberate, she may reasonably hold that if 

determinism is true, then she is routinely subject to a practically unavoidable il

lusion. 

The leeway secured by an event-causal libertarian account, then, may be 

reasonably valued as partly constitutive of the nonillusoriness of deliberation, 

which is a property making for goodness. This is one consideration that can 

provide a justification for the account's requirement of indeterminism. It is one 

consideration that can be balanced against any cost occasioned by the required 

chanciness. 

Similarly, some individuals may reasonably judge that if things are as pre

sented in an event-causal libertarian view, that is better with regard to our deci

sions' and other actions' making a difference to how the world goes. Of course, 

even if the world is deterministic, there is a way in which our actions generally 

make a difference: had we not performed them, things would have gone differ
ently. If things are as required by an event-causal libertarian account, our actions 

still generally make a difference in this way. But some of them, at least, may make 
a difference in a second way as well: in performing them we may initiate, by the 

exercise of active control, branchings in a probabilistic unfolding of history. There 

may have been a real chance that things would not go in a certain way, and these 

actions may be what set things going that way. One may reasonably judge that it 

is better to be making a difference in this second as well as in the first way with 
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one's actions. Since we cannot be making a difference in this second way if the 

world is deterministic, some individuals may have reason to find that the inde

terminism required by the event-causal libertarian view is not superfluous but 

adds something of value, something to be balanced against whatever cost that 

indeterminism might carry. 

I find less reason to think that an event-causal libertarian view improves 

upon a comparable compatibilist account when it comes to moral responsibility. 

If determinism is true, misdeeds may still be willful and deliberate, exercises of a 

capacity to consider reasons and act on one's appreciation of them. There may 

consequently still be a type of justification for praise and blame, reward and pun

ishment. Such reactions may be appropriate expressions of our feelings and our 

judgments about past behavior; they may contribute to moral education and may 

encourage good behavior and discourage bad; and they may help protect us from 

miscreants. Incompatibilists typically hold, however, that a very important type 

of justification would always be lacking: none of these reactions would ever be 

deserved. Less categorically, some incompatibilists allow that, in a deterministic 

world, there might be a type of desert of these kinds of reactions or of some ver

sion of these reactions, or that they may be deserved to a degree. But it is then 

said that there would be an important type of desert missing, or that an impor

tant version of these reactions would not be deserved, or these reactions would 

not be fully deserved. (Compare Honderich 1988: ch. lO; Pereboom 1995; Smilan

sky 2000; and the essays by these writers in this volume, chs. 20, 21, and 22, re

spectively. ) 

Whatever the implications of determinism for desert really are, the implica

tions for desert of our having just the variety of active control that is characterized 

by an event -causal libertarian view are, it seems, the same. Such a view secures a 

type of leeway or openness not available in a deterministic world, but the view 

provides the agent with no additional positive power to determine what he does; 

it does not secure any greater degree of active control. And this is what seems to 

be needed if there is to be a different verdict concerning desert and hence re

sponsibility. 5 1  If responsibility of a full-blooded variety is in compatible with de

terminism, then it may also be incompatible with the truth of an event-causal 

libertarian view. 

In sum, it may be reasonably held that an event-causal libertarian account 

secures something more, but not a whole lot more, than can a good compatibilist 

view. Is the little more that is provided more than enough to compensate for the 

cost of the chanciness? That is hard to judge. It seems that reasonable, well

informed people may come down, after careful consideration, on either side of 

this question. 52 
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3. T H E  EV IDE N C E  

I turn now to the question whether we have good evidence that either a noncausal 

or an event-causal libertarian view is true. The answer seems to be negative. 

Both types of account require, first, that determinism be false. But more than 

this, each requires that there be indeterminism of a certain sort (with some events 

uncaused, or nondeterministically caused) and that this indeterminism be located 

in specific places ( in the occurrence of decisions or other actions, or at certain 

earlier stages in the deliberative process) .  What is our evidence with regard to the 

satisfaction of these requirements? 

It is sometimes claimed that our experience when we make decisions and act 

constitutes evidence that there is indeterminism of the required sort in the re

quired place. 53 We can distinguish two parts of this claim: one, that in deciding 

and acting, things appear to us to be the way that one or another libertarian 

account says they are, and two, that this appearance is evidence that things are in 

fact that way. Some (for example, Mele 1995: 135-37) deny the first part. But even 

if this first part is correct, the second part seems dubious. If things are to be the 

way they are said to be by some libertarian account, then the laws of nature

laws of physics, chemistry, and biology-must be a certain way.54 And it is in

credible that how things seem to us in making decisions and acting gives us insight 

into the laws of nature. Our evidence for the required indeterminism, then, will 

have to come from the study of nature, from natural science. 

The scientific evidence for quantum mechanics is sometimes said to show that 

determinism is false. Quantum theory is well confirmed. However, there is nothing 

approaching a consensus on how to interpret it, on what it shows us with respect 

to how things are in the world. Moreover, there are deterministic as well as in

deterministic interpretations of the theory, and in the view of many, the evidence 

we have does not decisively rule out the former. Perhaps the best that can be said 

for libertarianism here is that, given the demise of classical mechanics and elec

tromagnetic theory, there is no good evidence that determinism is true. ( For 

further discussion of these issues, see Loewer 1996 and the essays by Bishop and 

Hodgson in this volume, chs. 4 and 5, respectively. ) 

The evidence is even less decisive regarding the presence of the kind of in

determinism in exactly the places required by one or another of the libertarian 

accounts we have considered. Unless there is a complete independence of mental 
events from physical events, then even for free decisions there has to be indeter

minism of a specific sort at specific junctures in certain brain processes. There 

are some interesting speculations in the works of some libertarians about how this 

might be so ( see Kane 1996a: 128-30 and 137-42, and the sources cited there ) ;  but 

our current understanding of the brain gives us no solid evidence one way or the 
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other on this question. At best, it seems we must remain, for the time being, 

agnostic. 

If our beliefs on the issue are to be (as I think they should be) guided by the 

evidence, then we will leave the question open whether we have what is charac

terized by any libertarian view. We will accept, then, that perhaps we never have 

more than one course of action open to us at any given time and we never exercise 

any greater degree of active control than what can be characterized by a com

patibilist account. If this is in fact so, then we have never actually possessed 

something that many of us thought we had, and something that we may reason

ably value. Though not the end of the world, neither is that a matter of indiffer

ence.55 

NOTES 

I am grateful to Carl Ginet, Ishtiyaque Haji, Robert Kane, Hugh McCann, and Alfred 

Mele for comments on a draft of this essay. Charles Cross also provided helpful discus

SlOn. 

1. Goetz ( 1997) argues that a choice is an exercising of a mental power and that an 

exercising of a mental power is essentially an uncaused event. Choices, he holds, are 

essentially made for reasons, and their explanations are teleological and noncausal. 

McCall's account is set out in the context of a branching model of space-time. Open 

alternatives constitute what he calls a choice-set. McCall distinguishes between 

deliberation -reasons-those weighed while deliberating-and explanation -reasons-those 

for which a decision is made. A free decision, he holds, is uncaused, and its explanation 

in terms of explanation-reasons is noncausal. 
2. Goetz apparently rejects such a view when it comes to decisions. And McCann 

may not accept it at all. He says ( 1998: 173) , "The concept of agency has it that the 

operations of my will are fully my responsibility." However, if, as it seems, dogs and cats 

are agents, then there is a concept of agency that does not imply freedom or responsi

bility. 

3. He has so indicated in correspondence. 

4. McCann's argument for this conclusion relies on the stronger claim that, neces

sarily, when an agent decides to do a certain thing, she intends to decide to do that 
thing (and on the further premise that if an agent intends to decide to do a certain 
thing, then she has already decided to do that thing). For a brief rebuttal of this 

stronger claim, as well as references to further discussion of a principle on which it 
rests, see Mele ( 1997C: 242-43). 

s. Considering an act "whose origin lies elsewhere," McCann acknowledges ( 1998: 

180) that its intentionality would be "hollow." 
6. Causalist objections to Ginet's account of rational explanation are developed in 

Mele (1992a: ch. 13). 
7. Ginet presents his account as providing sufficient conditions, but he also claims 
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(1990: 143-44) that any anomic account of rational explanation (any account that does 

not appeal to laws of nature connecting prior conditions to the action) that cites an 

antecedent desire will require that the agent remember that prior state. 

8. Again, although he presents his view as providing sufficient conditions for the 

truth of an explanatory claim, he appears to hold also that the concurrent, second-order 

intention is necessary. He claims that a desire that is a reason for doing what an agent 

has done fails to be a reason for which the agent performed that action if "the agent 

has no such intention concurrent with the action despite being aware of the desire and 

of the fact that it is a reason for acting as she did (given her beliefs)" (Ginet 1990: 145). 

9. In his contribution to this volume (ch. 17), Ginet responds to an objection of 

this sort by arguing against a requirement of causation for direct reference. 

10. Objections similar to those raised here concerning the appeal to a concurrent 

intention are advanced by McCann (1998: 162-63) . 

11. McCann denies this, but what reason is there to support the denial? Certainly 

we do not see by introspection that the reasons for which we make a decision are al

ways enshrined in the content of the decision; on the contrary, self-reflection seems to 

tell us (at least it tells me) that this is not always so. What reasons there are, then, must 

be theoretical. But if there is a rival account of acting for reasons and of rational expla

nation that does not require this correspondence and is in other respects at least as 

plausible, theoretical reasons, too, are lacking. The dispute here turns, then, on the ade

quacy of alternative accounts-including causal accounts-of acting for reasons and of 

rational explanation, a question that cannot be settled in this essay. 

12. The requirement that one be cognizant of one's reasons may also be excessive. 

One can act on reasons of which one is not consciously aware. However, McCann says 

little about this requirement; he may not intend it to require conscious awareness. 

13. There is an early suggestion of such a view in Wiggins (1973). 

14. Dennett recommends a view of this type as the most promising libertarian ac

count but argues that it is in no way preferable to a compatibilist account. Fischer dis

cusses it as a view that might satisfy some libertarians. Kane (1985) incorporates some of 

the features of this type of view into a more comprehensive account. 

15 . This "doxastic" indeterminism is presented as just one illustration of a type of 

process that may be conducive to libertarian freedom. Mele notes: 

Other indeterministic scenarios may also be considered. For example, one may 

explore the benefits and costs of its being causally undetermined which of a 

shifting subset of desires come to mind at a time, or which of a changing seg

ment of beliefs an agent actively attends to at a given time, or exactly how an 

agent attends to various beliefs or desires of his at certain times. (Mele 1995 : 

221) 

16. Ekstrom (2000: 135 . n.46) argues that the formation of a preference as a result 
of reflection on what it would be good to do counts as an action in virtue of its result

ing from an intention to decide what to prefer. I find this unconvincing. A preference, 
as she understands it, is a desire, and "forming" a desire is no more active than is 

"forming" a belief. The fact that I can come to a belief about, say, whether God exists as 
a result of intending to make up my mind about this issue does not suffice to show that 
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forming a belief in such a case is acting. The objection I shall raise in the text applies, 

however, even if I am wrong about the point here. 

17. Ekstrom (2000: n8) denies that action contrary to one's preference can be free. 

This seems a shortcoming of the view. An agent may have a power to act in accord with 

his preferences and be able, on a certain occasion, to exercise that power but simply not 

exercise it on that occasion. Such perversity need not be unfreedom. 

18. I find this not literally true. A human agent is a human animal, constituted by 

whatever parts, states, and capacities constitute that animal. (For a cogent defense of 

such a view, see Olson 1997.) Certainly the agent's mental attitudes and capacities are 

relevant to whether she acts freely. But they do not, in a literal sense, constitute her any 

more than do the states and capacities of her circulatory system. 

19. On the other hand, if Mele and Ekstrom are right in thinking that indetermin

ism in the direct production of a decision would diminish control, then the indetermin

ism required by their views may also diminish control. Ekstrom contends that if there 

remains, until a decision is made, some chance that it will not accord with the agent's 

preference, then even if the decision does so accord, the decision "seems a lucky acci

dent" (Ekstrom 2000: 105). However, a similar objection appears equally forceful against 

the view that she favors. On that view, when a decision is freely made, the reasons con

sidered in deliberating nondeterministic ally cause the formation of a preference. Con

sider a case where an agent recognizes a strong reason to A and a weak reason to B, 

and no other relevant reasons. If there remains, until the agent forms a preference, a 

chance that she will form a preference to B, then even if she forms a preference to A, 
the formation of this preference may with equal warrant be said to be "a lucky acci

dent." 

It is less clear that the indeterminism required by Mele raises a parallel problem. He 

confines chance to the occurrence of certain events in deliberation, such as the coming

to-mind of certain beliefs, that we do not control even if determinism is true. However, 

even if we do not actually control such events, we could, in an ideal scenario, have a 

type of nonactive rational control over them. It could be that, when an agent sets out to 

make up his mind about which of several alternatives to pursue, all and only the most 

relevant considerations, or all and only those that he has time to consider, come 

promptly to mind and then figure rationally and efficiently in the production of an eval
uative judgment. In a deterministic world in which our deliberations always ran in this 

ideal fashion, we would exercise a valuable type of nonactive rational control in deliber

ating. If chance at a later stage of deliberation would diminish active control, then 

chance of the sort required by Mele's view would seem to diminish this nonactive ra

tional control. We might then prefer a deterministic world in which our deliberative 

processes ran in this ideal way to a world in which Mele's libertarian view was true. 
Note, however, that these criticisms of Mele's and Ekstrom's views are conditional, 

forceful only if (what I think we do not have conclusive reason to believe) the indeter

minism that Mele and Ekstrom reject would diminish control. 

20. A free decision or other free action is preceded, on Mele's view, by an evalua

tive judgment or, on Ekstrom's account, by a preference-formation. An infinite regress 

would be generated if, in order for a decision or other action to be free, it were re
quired that the prior evaluative judgment or preference formation either itself be a free 
action or have resulted from some other free action. 



CRITICAL SURVEY OF NONCAUSAL AND EVENT-CAUSAL ACCOUNTS 381 

21. In fact, Mele, unlike Ekstrom, does not reject compatibilism. He remains non
committal about whether determinism is compatible with the freedom required for re

sponsibility (Mele 1995: 251-54). And he suggests ( 1996 and 1999a) that one may hold 

that these two are compatible and still (reasonably) prefer the sort of freedom character
ized by the libertarian view that he advances. Such freedom, it appears, would not be 

preferable for the reasons that move most libertarians. 

22. For my discussion in this section, I have drawn from Clarke (2000). 
23. Mele ( 1995: 201-2) describes the following scenario: 

Suppose that [a) thief has a little mechanical device in his head that works as 

follows. His having a reason (Rl) to refrain from stealing then while also 

having a reason (R2) to steal then . . .  activates the device, which then goes into 

either state 1 or state 2. The device is indeterministic and is so constituted that 

it goes into state 1 on about half the occasions on which it is activated and into 

state 2 on the others. The immediate result of the device's going into state 1 is 

that Rl is "enhanced" in such a way that Rl (together with any other causally 

relevant factors) immediately causally determines a proximal decision to refrain 

from stealing; the device's going into state 2 has an exactly parallel result in

volving R2. 

Even if we substitute for the mechanical device some natural part of the thief 's brain, 

what is described here is significantly different, in the way indicated in the text, from 

what is required by the sort of event-causal libertarian view under consideration. 

24. When one event brings about another, that instance of causation may be (on 

some views of causation, it must be) governed by a causal law. But causal laws may be 
either deterministic or nondeterministic. Statements of the former imply that events of 

one type always cause events of a second type. Statements of nondeterministic laws im

ply that events of one type might cause events of a second type. Nondeterministic laws 

may be probabilistic, with their statements implying that events of one type probabilify 

(to a certain degree) events of a second type, or that when there occurs an event of the 

first type, there is a certain probability that it will cause an event of the second type. 

When one event nondeterministically causes another, the first produces the second, 

though there was a chance that it would not bring about that event. For a variety of 

accounts of nondeterministic causation, see Lewis ( 1973b [1986a): Vol. 2, postscript B) , 

Eells (1991) , and Tooley ( 1987: 289-96). 

25. Van Inwagen ( 1983: 142-50) considers an objection that, if indeterminism is lo

cated as required by the view we are now considering, then the agent "has no choice 

about" which decision she makes or which action she performs. (He calls the argument 

for this claim "the third strand of the Mind Argument.") Having a choice about what 

one does is, in van Inwagen's terms, acting freely. Nevertheless, the objection he dis

cusses is not the objection we are considering in the text here. We are considering the 
claim that the required indeterminism leaves agents with less control than they would 
have in an otherwise similar deterministic world. We might reject this claim and yet 

accept that, on the type of event-causal libertarian view under consideration, agents do 
not act with more control than do their deterministic counterparts and hence do not act 
with sufficient control to count as acting freely. Indeed, van Inwagen construes acting 

freely to be acting with enough control to be morally responsible for what one does, 
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and I shall suggest later that this type of event-causal libertarian view does not secure 

enough control for moral responsibility. 

26. Sometimes (as with Ayer) the denial of explicability stems from a view that all 

causation is deterministic. More restricted denials are made by some authors who do 

not hold this view of causation. Double argues that a choice that was improbable given 

the preceding deliberative process cannot be rationally explained. Nagel argues that it is 

not possible to provide for an undetermined choice a contrastive explanation (an expla

nation of why this choice rather than some alternative was made) that is either causal or 

"intentional," where the latter is "comprehensible only through [the agent's] point of 

view" (Nagel 1986: llS). Libertarians themselves sometimes grant the unavailability of 

certain types of explanation of free actions. Kane (1996a: 145) concedes that "free choices 

are arbitrary in the sense that they are not fully explicable in terms of the past." And 

Sorabji ( 1980: 31) , discussing an indeterministic view that he finds adequate, agrees that, 

when an action is nondeterministically caused, there will not be available a contrastive 

explanation of why the agent performed that alternative rather than another open alter

native that he was considering. 

27. Nozick (1981) sets out an event-causal indeterministic account that focuses on 

securing the explicability of free decisions. I do not think that his view secures the sort 

of explanation relevant to the rationality of decisions. These would be explanations in 

terms of the reasons for which an agent makes a certain decision, whereas the explana

tions his view is said to provide stem from weightings of reasons that come about when 

the decision is made. In any case, it is clear that the availability of this latter sort of 
explanation is quite irrelevant to the problem of control. 

28. All these arguments are directed against Kane's view (discussed in section 2.3) , 

which requires that certain free choices be preceded by efforts to make specific choices. 

No such efforts play a role in the simpler event-causal view under consideration in this 

section, and hence the version of the argument from luck that I present here differs 

slightly from those presented by Haji and Mele. 

What is called the "rollback argument" resembles the argument from luck. We are 

invited to imagine that the world is repeatedly rolled back to its state just before the 

agent makes the nondeterministically caused decision and then allowed to unfold each 

time into the future. In some unfoldings, a certain decision is made; in others, some 

alternative decision is made. Since everything prior to the decision is the same in every 

unfolding, it is said that the agent lacks control over (or is not responsible for) the deci

sion that is made. This device is introduced by van Inwagen (1983: 141) in his discussion 

of the Mind Argument (see 25); he employs it again in his essay in this volume (ch. 7). 

For discussion of the rollback argument, see Fischer ( 1999b: 100-103) and Mele (1995: 

196-203). 
Additional arguments that indeterminism either diminishes control or fails to se

cure enough control for responsibility (but without explicit appeal to luck) are advanced 

in Bernstein ( 1995) , Double (1991: 198-99) , Strawson (2000) , and Waller ( 1988). 
29. Such an agent may have a different power to ensure that he will decide in ac

cord with, and on the basis of his better judgment. He may be able to perform certain 

mental actions-acts of attention, for example-that would so alter the relative 
strengths of his various motivations that it would then be ensured that he would decide 
to do what he has judged best. But even an indeterministic agent such as Dave (who 

decides nonakratically) can have this power. As things stand, it is causally open that he 
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decide contrary to his better judgment. But he may be able to close this off. He cannot 

ensure what he will decide just by making his evaluative judgment; but he may be able 

to ensure what he will decide by performing certain mental actions that he is able to 

perform. 

30. Consider a case where an agent deliberates, judges that a certain alternative is 

best, and then makes her decision about what to do. Ekstrom (2000: 105) objects that, if 

the decision is nondeterministically caused, then, after making the evaluative judgment, 
the agent must "wait to see whether the corresponding intention to act will or will not 

be formed." Since Ekstrom allows nondeterministic causation at this juncture in the 

view that she favors, it does not appear that she intends to deny that the intention

formation in this case is an action-a decision. And if that is granted, then surely we 

may correctly say that, having made the judgment, the agent must make up her mind 

(decide) what to do. She must, that is, exercise active control, not merely wait upon and 

observe some nonactive occurrence. 

31. The contrast, of course, is with a ball-throwing case in which your throwing the 

ball causally determines its hitting the target. 
32. What is claimed here is denied by one prominent event-causal libertarian; see 

the discussion of Kane's view in section 2.3. 

33. Russell argues not that the sort of indeterminism we are considering diminishes 

control but that it does not increase it, and hence that a view that requires such indeter

minism does no better than a compatibilist view at securing moral responsibility. 

34. In discussing the third strand of the Mind Argument, van Inwagen ( 1983: 149) 

wonders how, on an event-causal libertarian account, an agent has a choice about 

whether her being in certain reason-states is followed by her making a certain decision. 

If the question is how such an agent might have more control over this sequence than 

would a deterministic counterpart, then, as indicated earlier, I am not inclined to think 

he would. My contention is just that we have seen no compelling reason to hold that 

the agent has less control over this sequence than would a deterministic counterpart. 

35 . Here I have drawn from Clarke (2000 and forthcoming) . 

36. Kane states his condition UR as follows: 

An agent is ultimately responsible for some (event or state) E's occurring only if 

(R) the agent is personally responsible for E's occurring in a sense which en

tails that something the agent voluntarily (or willingly) did or omitted, and for 

which the agent could have voluntarily done otherwise, either was, or causally 

contributed to E's occurrence and made a difference to whether or not E oc

curred; and (U) for every X and Y (where X and Y represent occurrences of 

events and/or states) if the agent is personally responsible for X, and if Y is an 

arche (or sufficient ground or cause or explanation) for X, then the agent must 

also be personally responsible for Y. (Kane 1996a: 35) 

37. The other types of SFWs are "(3) efforts of will sustaining purposes, (4) atten

tional efforts directed at self control and self modification, (5) practical judgments and 
choices, and ( 6) changes of intention in action" (Kane 1996a: 125) . 

38. Kane (ibid.: 156) notes that one alternative that may be open is simply not 

making any choice. 

39. Nor does it seem that wanting more, as Kane construes it, contributes to the 

rationality, plural or otherwise, of free choices or other free actions. First, wanting more 
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is a matter of motivational strength and of settling on which reasons will prevail, not a 

matter of normative strength-of which reasons are normatively better or ought to pre

vail-and only the latter, it seems, is relevant to the rationality of an action. Second, as 

previously noted, on Kane's view, the agent's wanting more is brought about by per

forming a SFW. But the rationality of a choice is a matter of the normative strength of 

the reasons for which the agent makes the choice; and these, if an event-causal view is 

correct, are the reasons the agent's having which (nondeviantly) brings about the choice. 

40. Indeed, the very similar rollback argument (see n.28) makes no appeal to other 

worlds. 

41. The problem of control is raised with respect to such cases by Mele ( 1998a: S82-

83; 1999b: 98-99; and 1999a: 279) 

42. I shall consider later the view that the effort need not be directly free, that the 

choice might be free so long as the effort results from some earlier action that was free. 

Might the effort contribute to the freedom of the choice even if the effort is not even 

indirectly free? I do not see what contribution made here by a not-even-indirectly free 

effort could not also be made by a nonactive event, such as the agent's having (or ac

quiring) a certain reason. 

43. He has so indicated in correspondence. 

44. Efforts of will are required to precede SFW s that are moral or prudential 

choices, practical judgments or choices, or changes of intention in action. All the re

maining types of SFWs are themselves efforts of one sort or another. 

4S. Although Kane holds that certain types of efforts can themselves be SFWs, I 

find in his work no clear account of the freedom of such efforts. In order to be SFWs, 
it is required that they not be causally determined. But surely that does not suffice for 

their freedom, and it is not clear why something that would suffice would not suffice 

also for the freedom of a choice. 

46. Here I have drawn from Clarke ( 1999 and forthcoming-a) . 

47. I have not tried to be complete here. For more extended discussion of the im

portance of free will, see Clarke (2000), Honderich (1988: chs. 7-10), and Kane (1996a: 

ch. 6) . 

48. Frankfurt ( 1969) and others argue that an agent may be morally responsible for 

doing something even if she could not have done otherwise. For discussion, see the es

says by Ekstrom, Fischer, Widerker, and Haji in this volume (chs. IS, 12, 14, and 9 re

spectively) . 

49. I argue in Clarke ( 1992b) that this is indeed possible. There I contest claims by 

Richard Taylor ( 1964), van Inwagen (1983: IS3-61) ,  and others to the effect that one can

not deliberate about whether to perform a certain action unless one believes that one 

can perform that action. 
50. Some individuals believe that the sort of openness that seems to them to lie 

ahead in deliberation is a sort that could be there even if determinism were true. (See, 

for example, Mele 1995: 13S-37.) I do not claim that they are mistaken, nor that they are 
not rationally justified in holding that belief. My claim is the some other individuals 

may reasonably hold a contrary belief. 

S1. This suggestion fits with Frankfurt's argument that the ability to do otherwise is 
not required for moral responsibility. The suggestion here, however, does not imply that 

responsibility is compatible with determinism, nor that it cannot be secured by a liber
tarian view that provides, in addition to leeway, further positive agential powers. 
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52. Here I have drawn from Clarke (2000) . 

53. O'Connor ( 1995b: 196-97 and 2000: 124) claims that our experience in acting 

provides us with evidence that we have libertarian free will, though he takes this to be 

evidence for the truth of an agent-causal libertarian account rather than either of the 

types examined in this essay. 

54. This is so for overt bodily actions regardless of the relation between mind and 

body, and it is so for mental actions (including decisions) barring a complete indepen

dence of mental events from physical, chemical, and biological events. Such indepen

dence itself seems quite unlikely on the evidence available to us. 

55. Here I have drawn from Clarke (forthcoming). 



CHAPTER 17 

REASONS EXPLAN ATIONS 

OF ACTION: CAUSALIST 

VERSUS N ONCAUSALIST 

ACCOUN TS 

CARL GINET 

SUE opened the door to the bedroom and walked in. Why did she do that? In 

order to see whether her glasses were on the dresser. That is, she entered the room 

because she thought that by looking on the dresser she would satisfy her desire 

to either find her glasses or at least narrow down the number of places where 

they might be. 

This paradigmatic explanation tells us why an action occurred by revealing 

the agent's reason for performing the action. The principal philosophical question 

about such explanations-and the question to be discussed here-is, What makes 

such an explanation true? What informative specification of truth-conditions for 
such an explanation can we give? 

The chief controversy about this has focused on the question whether it is 

necessary for the truth of such an explanation for a causal connection to exist 
between the explanans-the desire(s) ,  belief(s ) ,  or intention(s )  of the agent that, 

according to the explanation, do the explaining-and the explanandum-the 

action that they explain. The position that this is necessary we can call causal

ism regarding reasons explanations; the position that there need not be a causal 

connection, that there is at least one sufficient condition for the truth of such 
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an explanation that does not entail any causal connection, we can call noncau

salism. 

Those who advocate noncausalism usually also maintain that the existence 

of free and responsible action is incompatible with the truth of determinism; 

and so they are concerned to show that this view, that free and responsible ac

tions are not causally necessitated, does not commit them to the absurd conclu

sion that such actions must lack reasons explanations. 

1. D A V ID S O N'S C H A L L E N G E  

Before the publication of Donald Davidson's defense of causalism in "Actions, 

Reasons, and Causes" (1963 1 ) ,  the dominant attitude among analytic philosophers 

was anticausalist-but not since then. Davidson's article turned the tide. He gave 

effective rebuttals to various arguments that purported to show that the explan

atory connection in a reasons explanation is not causal,2 

Davidson also offered an argument for causalism. He pointed out that an 

agent's having had a reason to perform a certain action she performed does not 

entail that she performed it for that reason. There are two essential aspects to a 

reasons explanation: ( 1 )  the set of the agent's propositional attitudes offered as 

explanans must constitute a rationale for acting in the way the agent acted, and, 

in addition, (2) that rationale must be the reason (or one of the reasons) for which 

the agent acted in that way; and the first does not entail the second. 

[A] person can have a reason for an action, and perform the action, and yet 

this reason not be the reason why he did it. Central to the relation between a 

reason and an action it explains is the idea that the agent performed the action 

because he had the reason. ( Davidson 1980: 9) 

To illustrate, suppose Sue had a second desire that was a reason for her entering 

the bedroom: she wanted Sam who was sleeping in the room to wake up and give 

her some company, and she believed that her opening the door to the room might 

well cause Sam to wake up. Compatibly with this, we can suppose further, how

ever, that Sue did not enter the room for that reason: although she was aware that 

waking Sam was an outcome toward which she had a "pro-attitude" and that her 

entering the room might produce that outcome, it was not the case that she 

entered the room in order to produce it (not even in order to produce it among 
other things) .  

Davidson writes ( ibid. :  11-12) that what must be  added to  "s did A and S had 

reason R for doing A" to get "s did A because S had reason R for doing A" is 
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that S's having R caused S's doing A. The explanatory connection between the 

reason and the action that is implied by saying that S did A for reason R must 

be constituted, he believes, by a causal connection between them. "Failing a sat

isfactory alternative," he says, "the best argument for [ causalism 1 is that it alone 

promises to give an account of the [ explanatory 1 connection between reasons and 

action" ( ibid . :  11 ) .  

2. A NO N C A U S A L I S T  A L T E R N A T I V E  

But there is a satisfactory alternative. For any true reasons explanation, we can 

formulate a condition that, if it obtains, is sufficient for its truth but that does 

not entail that the propositional attitudes of the explanans caused the action 

explained. 

Reasons explanations take many different forms, not all of which can be 

discussed here. Let us focus on just the following two forms: 

(1 ) S A-ed in order to B. 

(2) S A-ed because she had promised to B and she believed that by A-ing 

she would B. 

(1 ) could be paraphrased by "S's purpose/intention/aim in A-ing was to B." (2)  

could be paraphrased by, for example, "What led S to A was her remembering 

her promise to B and her belief that by A-ing she would (or might) keep that 

promise." 

(I-C) and (2-C) state sufficient conditions, respectively, for the truth of (1 ) 
and (2 ) :3 

(I-C) Concurrently with her A-ing S intended of that A-ing that by it (and 

in virtue of its being an A - ing) she would B (or would contribute to 

her B-ing) . 4  
( 2-C) Before her A-ing, S had promised to B,  and concurrently with her A

ing S intended of that A-ing that by it she would keep that promise. 

One could not consistently affirm (I-C) and deny (1 ) that S A-ed in order to 

B; nor could one consistently affirm (2-C) and deny (2)  that S A-ed because she 
believed that by A-ing she would keep her promise to B. The truth of those 

propositions guarantees the truth of those reasons explanations. Those proposi

tions do not, however, give causal conditions. (I-C) does not entail that the ac

companying intention it mentions caused the action. (2-C) does not entail that 
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the desire-plus-belief it mentions caused the action. Neither entails anything at all 

about what, if anything, caused the action or any of the events, physical or mental, 

ingredient in the action. Yet each is sufficient for the truth of the corresponding 

reasons explanation. 

3. A C A U S A L I S T  OBJE C T I O N  

There are some who would disagree with this claim. They think that the truth of 

(1-C) cannot be sufficient for the truth of (1) unless a causal requirement is added, 

so that (1-C) is revised as follows: 

(1-C, rev) Concurrently with her A-ing S intended of that A-ing that by it 

she would B (or would contribute to her B-ing) and that inten

tion caused her A-ing. 

Alfred Mele is one of those who advocate this addition. He supports his view by 

imagining an agent S who opens a window and has two concurrent intentions in 

doing so: intention N is to let in some fresh air and intention 0 is to gain a better 

view. He writes: (Mele 1992a: 253 ) 

[S] uppose that a mad scientist, without altering the neural realization of N it

self, renders that realization incapable of having any effect on S's bodily move

ments . . .  while allowing the neural realization of 0 to figure normally in the 

production of movements involved in S's opening the window. Here, it seems 

clear, 0 helps to explain S's opening the window, and N does not. Indeed, N 

seems entirely irrelevant to the performance of that action. And if that is right, 

Ginet is wrong; for on his view, the mere presence in the agent of an intention 

about her [action] is sufficient for that intention's being explanatory of her ac
tiQn. 

Mele's argument here seems to boil down to this: If we imagine that the neural 

realization of a particular concurrent de re intention plays no causal role in the 

production of the voluntary movements it is about-instead of supposing that it 

figures normally in the production of them-then we have imagined a situation 

in which the presence of the intention obviously does not contribute to explaining 

the action.  

There is  a whiff of question-begging about this argument. The argument as

sumes that, as things actually are, the neural realizations of such concurrent in

tentions normally do play a causal role in producing the relevant voluntary ex-
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ertions. It is possible that this is true, but it is not something we know. We do 

not know nearly enough about how the relevant mental states are realized. For all 

we know, the neural realizations of our accompanying intentions about our vol

untary exertions do not normally play a causal role in producing them ( in pro

ducing, that is, the central volitional neural processes and thereby the bodily ex

ertions they cause ) .  But our ignorance on this point does not mean that we are 

therefore ignorant as to whether the reasons explanations we so confidently give, 

of our own and others actions, are true. If we were to discover, or somehow 

become convinced, that the neural realizations of intentions and volitional motor 

impulses are not causally connected in the way Mele assumes they are, we would 

not be obliged on that account to abandon giving reasons explanations, to say 

that concurrent de re intentions with the sorts of contents specified in my suffi

cient conditions do nothing to explain the actions they concern. 

4. W H A T  Is T H E  NO N C A U S A L  

EXP L A N A T O R Y C O N N E C T I O N? 

If the explanatory connection between action and reasons provided by (I-C) and 

(2-C) is not causal, what is it? In the case of (I-C) ,  the concurrent intention 

explains the action simply in virtue of the fact that it is an intention of that action 

that by it one will B, that is, in virtue of being that sort of propositional attitude 

with that content. Aside from the extrinsic relation required for the content's 

direct reference to the action, the explanatory connection is an internal relation 

between the explaining intention and the action explained: it follows from intrinsic 

properties of the relata (plus the direct reference) . The explanatory connection is 

made, not by a causal relation, but simply by the direct reference and the internal 

relation. 

In the case of (2-C) the explanatory connection between the prior promise 

and the action has two links. The first link is from the prior promise to the 
concurrent intention and the second link is from that concurrent intention to the 

action. The concurrent intention is the linchpin where the two links connect. The 

first link requires a concurrent memory of the prior promise and consists in the 

fact that the concurrent intention refers to the remembered promise and says of it 

that the action is to keep it ( that is, to bring about what is specified in the content 

of that promise) .  The second link consists in the fact that the concurrent inten

tion's content directly refers to the action and says of it that it is to keep the prior 

promise. 
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Note that the first link, in requiring that S concurrently remember the prior 

event (which is necessary if the concurrent intention is to be about the prior 

event) ,  does imply a causal connection between the prior event and the memory 

part of S's concurrent state. But this memory link obviously does not imply that 

the prior event causes the concurrent intention, even on the assumption that the 

prior event does cause the memory of it. The memory of the prior event is a 

condition that enables the concurrent de re intention to refer directly to the prior 

event-if S did not remember the prior promise, S could not intend of it that 

the current action keep it-but of course this does not mean that the memory 

causes the intention. 

The direct reference of the concurrent intention to the action may require a 

causal link between the action and the intention. Since the subject is directly aware 

of at least the initial conscious volitional part of the particular action her intention 

concerns, it seems that she can take advantage of that and refer directly to that 

action, in a demonstrative fashion-"this action" Perhaps this requires that some

thing intrinsic to the intention-state is caused by part of the action. But even if 

such a causal connection is required, it is obvious that this will not entail that 

the intention cause any part of the action: the causation is in the opposite direc

tion. 

But there may be a difficulty in supposing that such a causal connection is 

required. If (a) the direct reference requires that what is referred to, the action, 

cause (or contribute to causing) what refers to it, the intention, and if (b) causes 

must always precede their effects, then there will be a small period at the beginning 

of the action during which the concurrent directly referring intention will not be 

in place, a gap during which the agent will have no intention about the action 

already begun, during which it will not be the case that she intends anything of 

that action. This is an unpalatable consequence. 

Perhaps it can be avoided by denying one of the two premises, (a)  and (b) ,  

from which i t  is  deduced. In fact, neither one seems obvious to me.  Consider (b)  

first. Why not an effect that is  simultaneous with its cause? Suppose I push a 

button. My exerting force against the button with my finger causes the button to 

move. Does the button not begin to move as soon as I begin exerting force against 

it? Must there be any delay? (Whether or not there is in fact any delay, is a delay 

required by the very notion of a causal relation between the two?)  

Consider (a ) ,  the claim that direct reference to one's action in the content of 

one's intention requires that the action cause the feature of one's intention-state 

that does the referring. Now, there is no doubt that direct reference often does 

involve the referent's entering into causing that which does the referring. When 

the representation given in my visual experience directly refers to a particular car, 

it does so because that car played a part in causing the relevant features of my 

visual experience; and when my utterance of "That car" directly refers to that car, 

the reason is that the car played a part in bringing about my utterance (via its 
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role in bringing about features of my visual experience) .  But I think that not all 

direct, demonstrative reference requires such a causal relation. Consider the fol

lowing counter-examples: 

• The demonstrative reference of an utterance to itself: "This utterance will 

have more than ten words in it by the time it is finished." 

• Suppose I know that my pressing a certain key will more or less instanta

neously produce a brief flash on the computer screen. As I press the but

ton, I utter, "Look at that flash [pointing to a place on the screen] ," tim

ing it so that my utterance of "that flash" coincides exactly with the 

occurrence of the flash. 

• Suppose I voluntarily lift my arm and at exactly the same time as I begin 

willing the movement I begin an utterance of "This is a voluntary move

ment." 

• Suppose I voluntarily move my right leg a little and at exactly the same 

time as I begin willing the movement I begin an utterance of "This move

ment I intend to bring me into a more stable stance." 

If, as in the last example, I can simultaneously begin uttering an expression of an 

intention that directly refers to a concurrent voluntary movement, without any 

part of the movement's causing any part of the utterance, then surely I can si

multaneously begin having an intention that refers to the movement without any 

part of the movement's causing any part of the intention. 

We must suppose, of course, that the conscious beginning of the action and 

the accompanying intention that directly refers to the action occur within the 

same unified consciousness, that a single conscious subject is simultaneously aware 

of both mental items and the aboutness relation between them. This means, no 

doubt, that these items cannot belong to separate streams of events that are com

pletely isolated causally from each other. But it does not entail that the accom

panying intention causes the action. 

5. AN O T H E R  NO N C A U S A L I S T  VI EW: 

I N T E N T I O N  I N  T H E  A C T I O N  

Some (for example, Searle 1983, Wilson 1989, and O'Connor 2000)  have suggested 

a sufficient condition for the truth of ( 1 ) that is much like (I-C); however, they 
regard the required intention as quite literally in the action, as a constituent or 
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intrinsic property of it rather than a mere accompaniment. They would revise (1-

C) in something like the following way: 

(I-C*) It was a constituent or intrinsic property of her A-ing that S in

tended of it that by it she would B (or contribute to her B-ing) . 

A subscriber to (I-C*) who also holds that the part that an intention-in-action 

plays in the action is to cause and sustain the bodily movements involved in itS 

must allow that (I-C*) does imply something about how some of the constituents 

of the action were caused: it implies that the intention in the action caused the 

bodily movement(s )  ingredient in it. But even so, (I-C*) does not entail any causal 

connection between the action and anything outside the action.  

(On O'Connor's agent-causation view, an action consists in the agent's causing 

an intention to move her body in a certain way immediately, which intention 

causes and sustains the bodily movement (O'Connor 2000:  72, 86 ) .  He suggests 

( ibid.: 88-89) that his view introduces a causal element into a reasons explanation, 

and even that agent-causation is somehow required for a satisfactory account of 

reasons explanations. He says that the agent's exercise of active power 

provides a necessary link between reason and behavior without which the rea

son could not in any significant way explain the behavior. It allows the reason 

to influence the agent's producing the outcome while not (directly and indepen

dently) causing it. Were nothing to have caused this [the behavioral outcome, I 

take him to mean] , then noting that the agent had a reason that motivated 

acting in that way would not suffice to explain it. 

This last sentence sounds like a commitment to Davidson's claim that the only 

thing that can make a reason the agent has a reason for which she acted is a 

causal connection; but it is hard to see how such a causalist view can square with 

O'Connor's claim ( ibid. : 52-55 ) that an event consisting of an agent's causing 

something cannot be caused at all. To claim that, it seems to me, is to deny that 

the explanatory connection between an agent's causing something and the reason 

for which he did so can be a causal connection of any sort (whether direct or 

indirect, deterministic or indeterministic) . 6 ) 
Those who go for (I-C*) do so, perhaps, because they fail to see any other 

way, than by positing such an intention in the action, to make the bodily move

ments part of an action rather than just involuntary movements. They overlook, 

however, the fact that one can perform a voluntary movement, and therefore act, 

without intending to perform a voluntary movement and therefore without in

tending the movement or any consequence of it. This would happen, for example, 

if one believed falsely that one's arm was paralyzed, tried nevertheless to raise it, 

and, to one's surprise, did raise it. The sort of thing sufficient for such a voluntary 
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movement when it is thus unintentional is also present when a voluntary move

ment is intentional ( I  would say that this is a certain sort of mental activity, 

volition, which causes the movement)'? So in all voluntary movements, intentional 

or not, we have ingredients sufficient to make an action that do not include any 

intention about the movement or its consequences. So in a case where the agent 

does intend her voluntary movement, the intention should be thought of, not as 

a constituent of the action, but as an accompaniment. 

6. AN OBJE C T I O N  T O  

D E T E RMI N I S T I C  CA U S A L I SM 

One objection to causalism that Davidson mentioned (Davidson 1980:  12-13 ) but 

did not deal with effectively is this: The explanans in reasons explanations often 

include only more or less enduring states of the agent-beliefs, desires, intentions, 

and so on. But a causal explanation of an event, says Davidson, requires that there 

be an antecedent event among the totality of relevant causal factors. Presumably 

he requires this because, on his view, causal laws are deterministic, specifying that 

when a certain collection of factors obtain at a time there immediately ensues as 

a result a certain effect. So not only must the totality of relevant causal factors 

explain why a certain sort of event occurred, but the timing of those factors

their coming to obtain precisely when they did-must also explain why the effect 

occurred precisely when it did. The objection is that, for at least many reasons 

explanations, no relevant event seems to play that role. There is only a certain 

combination of reasons-states that obtained for some interval and that could have 

led to the explained action at any of several times during that interval. In response 

Davidson writes: 

In many cases it is not difficult at all to find events very closely associated with 
the [reason states]. States and dispositions are not events, but the onslaught of 
a state or disposition is. A desire to hurt your feelings may spring up at the 

moment you anger me; I may start wanting to eat a melon just when I see one; 

and beliefs may begin at the moment we notice, perceive, learn, or remember 

something. [In the case of a driver who signals a turn by raising his arm] there 

is a mental event; at some moment the driver noticed (or thought he noticed) 
his turn coming up, and that is the moment he signalled. ( Davidson 1980: 12) 

But the point of the objection seems to be missed here. The moment the driver 

noticed his turn coming up might not have been the moment he signaled. He 
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might have been aware that his turn was coming up, and have been intending to 

signal before getting there, for some time before he actually signaled; and he might 

have signaled at any of many different moments between that moment and the 

moment his turn came up, and the reasons explanation of his raising his arm 

have been the same, namely, that he wanted thereby to let others know that he 

would be turning at the next intersection and believed that raising his arm would 

do that. (It is surely implausible to suggest that, as a matter of causal law, his 

becoming aware that his turn is coming up (or some neural realization of this 

event) would, in sufficiently similar circumstances, always produce his signaling 

after exactly the same interval as occurred in this case . )  

Davidson acknowledges that [there 1 

seem to be cases of intentional action where we cannot explain at all why we 

acted when we did. In such cases, explanation in terms of primary reasons par

allels the explanation of the collapse of the bridge from a structural defect: we 

are ignorant of the event or sequence of events that led up to (caused) the 

collapse, but we are sure there was such an event or sequence of events. (ibid.: 

13) 

Supposing Davidson is right about the bridge case; it is not at all evident that the 

reasons case is parallel, that the truth of the reasons explanation requires some 

event to explain the precise timing of the action (whether or not we know what 

that event is) . We certainly have nothing like the empirical reasons for believing 

this about reasons explanations that we have for believing the parallel that applies 

to the bridge-collapse explanation. And if we were to come to have empirical 

reason to doubt, with respect to lots of cases where I would have sincerely reported 

that I raised my arm in order to signal a turn, that there was an event that explains 

why I raised my arm precisely when I did (rather than a moment or two earlier 

or later) ,  we would not, I submit, have come to have reason to doubt that I did 

raise my arm in order to signal a turn. It seems that one could have the conviction 

about reasons explanations that Davidson expresses in the last sentence of the 

remarks just quoted only if one were already convinced that reasons explanations 

must be deterministic causal explanations. 

7. INDE T E RMINI S T I C  CA U S A L I SM 

A causalist who did not hold that all causal explanation is deterministic would 

not face the difficulty that Davidson struggled with here. A causalist who allows 

that causation can be indeterministic-that is, that the laws of nature governing 
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causation, the laws that determine what sorts of thing cause what other sorts of 

things, can be indeterministic-can say that, where a reasons explanation can cite 

only states and no event that explains the precise timing of the explained act, the 

indeterministic law governing the causation here says that at any time at which 

that combination of states is present (and other conditions are right) there is a 

certain chance but no certainty that it will cause the result. Thus at each moment 

after I began both to believe that my turn was coming up and to intend to signal 

before reaching the turn, there was a chance but no certainty that those states 

would cause my signaling then. And there is no difference between conditions at 

the moment I do signal and those at the earlier moments that explains why it 

was at that moment and not an earlier one that the states caused the result. Of 

course, there is a chance that they will not cause me to signal at all; and, if the 

causation involved is indeterministic, there need be no difference between a case 

where they do cause me to signal and one where they do not that explains why 

they caused the signaling in one case and failed to cause it in the other ( though 

I think that, if I end up not signaling at all, we will have to say that I either 

abandoned my intention to signal or forgot about it: it is not a conceptual pos

sibility that all of the following should have obtained: nothing rendered me unable 

to signal, I continued to intend to signal, I remembered that intention throughout 

the relevant interval, and yet I did not signal) . 

Now that we have mentioned causal laws, let us note that how one conceives 

of the relation between such laws and particular instances of causation depends 

on which of two fundamentally different ways of thinking of causation one adopts. 

On a strictly Humean view, the causal relation is definable in terms of ( reducible 

to) generalizations or laws: to say that the occurrence of a certain combination 

of states or events at a particular time caused a certain particular event to occur 

is to say that there is a description "c" of the causal factors and a description "E" 

of the effect event such that it is a law of nature that in a certain percentage of 

cases occurrences of sort C will be accompanied by events of sort E. (For deter

ministic laws, this percentage is 100; for indeterministic laws it is less. ) On the 

other conception, causation is not definable in any such way: the concept of the 

causal relation is primitive. This does not mean, however, that on this conception 

there cannot be true laws about causation, for example, ones of the form "When

ever an event of sort A occurs in circumstances of sort C, this will cause (or have 
a propensity to cause) an event of sort E." Nor does it mean even that on this 

conception one cannot say that wherever there is causation a true causal law must 

cover the case. 

Some have proposed that the explanatory connection in reasons explanation 

should be thought of as indeterministic causation. Call this view about reasons 

explanation " indeterministic causalism." (Davidson's view is deterministic causal

ism.)  Indeterministic causalists, like noncausalists (those who think that the con

nection need not be causal at all ) ,  think that the truth of determinism is incom-
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patible with the existence of free action and wish to show how their 

incompatibilism does not entail the absurd conclusion that no free action has a 

reasons explanation, that no one can act freely and responsibly and at the same 

time act for a reason. 

Robert Kane is an indeterministic causalist, holding that " [  w 1 hen agents 

choose for reasons . . .  [t 1 he reasons play a role in the causal etiology of the choice 

(though they need not determine it) . . .  " (Kane 1996a: 136) ;  he holds ( ibid. : 192-

95) that nondeterministic event-causation of an action by the agent's "self

network" (her plans, aspirations, ideals, and motivational structures [ibid. : 139 ) ) 

is essential if the action is to be something that the agent produces or does, instead 

of something that just happens to her. 

He gives no argument for this claim and, as far as I can see, it is no more 

evident than is "the pernicious assumption," which Kane rejects, that an agent's 

control over an action requires that the action have an antecedent determining 

cause. It may be, as Kane appears to think, that the speculation as to how decisions 

or actions for reasons could be undetermined that is most conformable to science's 

present understanding of basic physical processes is that ( the neural realizations 

of) such decisions are resolutions of indeterminate processes. But even if this is 

true, it does not follow that such a feature is entailed by the nature of decision 

or action for reasons. And it is unclear why an account of the truth conditions 

for reasons explanation that simply leaves open the question of whether there is 

any causal relation between reasons and the actions they explain is not just as 

compatible with the best scientific understanding of the natural order as an ac

count that requires a probabilistic causal relation. Further, it is clear-and here I 

echo Kane's argument against the "pernicious assumption" -that, even if we were 

to discover that the brain-processes underlying our deliberated decisions offer no 

basis for saying that the decisions are caused (either deterministically or proba

bilistically) by what we take to be our reasons for them, this would not be a 

ground for thinking that we do not after all make those decisions for those reasons. 

Randolph Clarke (1993 and 1996a) combines indeterministic causalism with 

agent-causation. He thinks that free and responsible actions are directly caused 

by the agent, but also that a satisfactory account of reasons explanation requires 

that the agent's reasons probabilistically cause the action (a form of event

causation) .  He favors the irreducibility (anti-Humean) conception of the event

causal relation. 

The difficulty with this view is that it threatens to make every reasons
explained action over-determined. If an action-event of type A was caused by an 

antecedent reasons-event of type R (which includes all the propositional-attitudes 

that at the time the agent took to bear on her choice of action, including com

peting reasons for alternative actions, so that R might have indeterministic ally 

produced a different action instead of A),  then it seems that the agent's own agent

causal effort was not really needed to bring about A, was instead otiose. 
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I think it is no answer to this to say that R only indeterministic ally caused 

A. To say this is not to say that R was only part of the cause of A or was only a 

causally necessary condition of A; it is to say that R did in this instance bring 

about A but the relevant event-causal laws leave it naturally possible that R might 

not have caused A (the laws of nature give the occurrence of R less than a 100 

percent propensity, but greater than a 0 percent propensity, to cause A) , that it 

might have caused a different action-event or perhaps nothing at all. Thus, it 

would seem, to say that this particular instance of R indeterministically caused 

this instance of A is not to imply that it needed help from something else, such 

as the agent, in order to do so. It is, rather, to say that while it might not have 

caused A, it did in fact cause A. 

Nor will it help, it seems to me, to suggest (as Clarke 1993 does) that by 

exercising his agent -causal power the agent determines which of the several alter

native sorts of action-events R could cause it does cause, to say that the agent 

causes R's causing A (and had it in his power to instead cause R's causing some 

alternative sort of event in place of A). The difficulty is still there: if R needed 

help from the agent's agent-causal power in order to cause A, if something other 

than R was a nonredundant part of what made it the case that A was caused, 

then we cannot say that R indeterministically caused A. Indeed, Clarke gives this 

objection additional purchase when he suggests (Clarke I996a: 29 ) that when A, 

the action-event, is in a subject of the right sort-one with the power to cause it 

(and the capacity to act for reasons)-then it is nomologically necessary that, if 

A occurs, it is caused by the agent. If this is true, then it is hard to see how it 

can be said of R that it indeterministic ally causes A: R may be a necessary con

dition of the agent's causing A, but if it is nomologically necessary that A does 

not occur unless caused by the agent, then R does not indeterministic ally cause 

A. 

To see this, let R + be a complex state of affairs that includes the agent's 

having reasons RI for doing Al and reasons R2 for doing A2, plus the agent's 

having the power to cause Al and the power to cause A2, and a situation of which 

Clarke would say that if the agent does Al for reasons RI, then RI indeterminist

ically caused Al and it is nomologically necessary that the agent caused AI. Think 

of RI and R2 as like springs, each of which, if released, will produce a particular 

action-event; and think of the agent's causing Al as her releasing the energy in 
Rl. Now it sounds correct to say that R + ,  in virtue of containing the tensed 

springs RI and R2, has a "propensity" to cause Al and a "propensity" to cause A2 

and that the agent determined which propensity of R + issued in actual causation. 

But is it right to say that R + ,  or its component RI, indeterrninistically caused AI? 

No. Here R + 's propensity to cause Al cannot be what we mean in talking of 

indeterministic causation. For there is not here a probabilistic causal law stating 

that in a certain percentage of the cases when R + obtains it (or its component 

RI) will cause AI, and whether it does so or not is not dependent on some 
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difference between the cases where it does so and those where it does not. What 

we have here rather is more like a deterministic law that says that when R + obtains 

and the agent releases R1, then that causes AI. 8 

8 .  CO U N T E R F A C T U A L S  

Some have suggested that causalism is supported by the (alleged) fact that reasons 

explanations support counter factual conditionals of a sort whose truth has to be 

underwritten by the obtaining of a causal connection (Hornsby 1993 : 165 n.5 ) .9 It 

is true that very often when an explanation of the form "s did A in order to 

satisfy her desire D (carry out her intention I) " is true there is also true a cor

responding counterfactual of the form "s would not have done A if S had not 

had the desire D (or the intention 1 ) ." 
But when such a counterfactual is true, the reason is not that the truth of the 

explanation requires it: it is not that the explanation entails the counterfactual. 

There are cases where such an explanation is true but the counterfactual is not. 

Consider our earlier example of Sue's entering the bedroom in order to find her 

glasses, while harboring a desire for Sam to wake up and believing that her en

tering the room might cause that awakening. Change the example and make it 

the case that Sue intended of her action both that it would help her find her glasses 

and awaken Sam. Then it could be true that she entered the room in order to 

look for her glasses but false that had she not had the desire to look for her glasses 

she would not have entered the room: it might be that she would still have entered 

in order to wake Sam; it might be, that is, that her attitude toward her two reasons 

was that either one by itself was a sufficient reason for the action. 

But, the causalist might say, suppose (as we did earlier) that Sue did not enter 

in order to wake Sam, that, although she had that reason for entering, it was not 

a reason for which she entered: it was not because she had that reason that she 

entered. Then surely ( the causalist continues) both of the following counterfactuals 

are true: 

(a)  If S had not had a desire to look for her glasses, she would not have 

entered; 

(b) If S had not had a desire to wake Sam, she would still have entered; 

and surely the truth of these counterfactuals must be underwritten by facts about 

a causal connection between the desire S acted to satisfy and the action explained. 

Surely what we must say (the causalist concludes) is that S's desire to wake Sam 
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was, under the circumstances insufficient to cause her to enter, but the desire to 

find her glasses was. 

In fact, it seems that the truth of these counterfactuals can be guaranteed by 

something other than a causal connection. It can be guaranteed in the way that 

the truth of a statement of conditional intention is guaranteed. Suppose Henry 

decides that, if he does not receive a call from Pam in the next ten minutes, he 

will call her. His forming and maintaining that intention until she calls (together 

with there being no obstacle to his carrying it out) is enough to make true Henry's 

later counterfactual statement to Pam, "If you hadn't called, I would have called 

you." Henry can know that this conditional is true just by knowing that he was 

committed to making it true. But, the causalist protests, does not his commitment 

to making it true entail that there is true a causal law linking his having that 

intention plus his believing its antecedent to be satisfied, with his making (or 

trying to make) its consequent true? No. He can know that he was committed to 

making the conditional true without having any idea whether such a causal law 

holds. 

It does seem that counterfactuals (a) and (b) must be true if it is true that 

Sue entered only in order to satisfy her desire to look for her glasses and not in 

order to satisfy her desire that Sam awaken. But this is true not, as causalists 

think, because the first desire, but not the second, was causally sufficient for her 

action whether or not the other desire was present. It is true, rather, because Sue's 

commitment to these conditionals-as a matter of her intention-is conceptually 

necessary for her to have at the time of the action the intention thereby to look 

for her glasses while lacking the intention thereby to wake Sam. 

Consider counterfactual (a) .  It would be incoherent for Sue to say, " (1) I 

intended by entering the room to look for my glasses, but (2)  I did not intend 

thereby to wake Sam; however, (3) had I not wanted to look for my glasses, I 

would [contrary to (a) ] still have entered, in that case in order to wake Sam." 

Statements (1) and (3) indicate that Sue acted for both reasons, which clashes 

with what statement (2) says. 

Consider counterfactual (b) .  Sue's having in the action the intention to satisfy 

her desire to look for her glasses but not the intention to satisfy her desire to 

wake Sam commits her to having the conditional intention regarding the latter 

desire that, had she not had it, she would still have entered the room. Sue could 
not consistently say, " (1) I did not intend my action to wake Sam, but (2 )  had I 

not had the desire to wake Sam, I would [contrary to (b) ]  not have entered the 

room." 

What about the example, considered a few paragraphs back, in which Sue 

entered the room in order both to look for her glasses and to wake Sam? In that 

case it might or might not be true that, had she lacked the one desire, she would 

still have entered the room in order to satisfy the other. Her attitude when she 

decided to enter might have been that neither reason by itself was sufficient but 
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that together they were jointly sufficient. That is, her attitude was a conditional 

intention:  "If entering the room will both help me find my glasses and wake Sam, 

then I ' ll do it; otherwise I won't." In that case, it would be true of neither desire 

that, had she lacked it, she would have entered the room in order to satisfy the 

other. Or her attitude might instead have been that each reason was by itself 

sufficient reason to enter the room. In that case it would (as a matter of her 

intention) be true of each desire that, had she lacked that desire she would still 

have entered in order to satisfy the other. 

9 .  I N T E N T I O N  G U IDE S AC T I O N  

Let us consider one m�re argument for causalism. This one has to do with the 

idea that intention guides action. Sue entered the bedroom by voluntarily making 

certain exertions with her body and she intended of those bodily exertions that 

they would bring about her entering the bedroom. In general, when an intentional 

action involves voluntary exertion of the body, the agent intends of the voluntary 

exertion, under some description of it, that it will accomplish the intended action.  

So the agent's propositional attitudes contain a fully adequate reasons explanation 

of the action only if they contain a rationale for making the particular sort of 

voluntary bodily exertion that she made in order to perform that action-only if 

they contain, that is, a belief that by exerting her body in that way she will (or 

might) perform the intended action. 

The content of the intention accompanying the voluntary exertion specifies 

of it that it should have certain intrinsic features-for example, that it should be 

an exertion of force forward with arm and hand-and, typically, also that it should 

bring about a certain thing-for example, that it should push against a door and 

continue until it has caused the door to open a certain distance. It seems right to 

say that the intention, in virtue of having this content, guides the course of the 

voluntary exertion, or rather that the agent is guided by it in making the exertion 

so as to conform to its content. If this is right, then, it might be urged, there is 

a causal connection involved in the truth-maker of a reasons explanation after all, 
for surely guidance is a causal notion. 

Sometimes guidance is a causal notion, but here it is not. Here what makes 

it the case that an antecedent intention guides a voluntary exertion is, not its 

causing the exertion, but rather this: the agent's concurrently intending of the 

voluntary exertion that it conform to the content of the antecedent intention. 

The only causal relation this requires is whatever causation is involved in the 
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agent's currently remembering the antecedent intention and its content; it does 

not entail that the antecedent intention cause either the voluntary exertion or the 

concurrent intention about it. 

What about a case where an intended voluntary movement takes more than 

just a moment, where it requires a more or less extended course of voluntary 

exertion-for example, a dance movement, the movement involved in a tennis 

serve, the movements involved in playing a scale on the piano, the movements 

involved in writing or typing a longish word-and where the agent is not practiced 

in the movement? Here, surely, the agent's concurrent intention to be making a 

movement of the sort in question guides the development of the movement in a 

sense that is not exhausted by saying merely that this intention accompanies the 

movement throughout. This is true, but still no causing of the movement by an 

intention need be involved. 

Consider a simple example. I am, let us suppose, just beginning to learn to 

play the chimes. I am practicing and I wish to produce a certain pattern of three 

successive notes, as prescribed on the exercise sheet before me. This will involve, 

I realize, a certain complex movement of my arm and hand (which grasps a 

mallet) ,  consisting of three successive stages. So I form the intention to make such 

a movement and then carry out that intention, attending carefully to the successive 

movements as I make them. A causalist picture of what happens here might be 

something like this: my initial intention to make the three-stage movement of my 

arm and hand beginning now causes the movement involved in striking the first 

note; and as I go along, the accompanying intention to complete such a movement 

together with realization of where I currently am in it causes the next phase of 

the movement involved in striking the next note. 

My alternative picture is this: as I make each voluntary exertion involved in 

striking a note, I recall my antecedent intention to produce the three-note pattern 

and I intend of the concurrent exertion that it be what is needed at this point to 

contribute to making a whole movement that conforms to that prior intention; 

and, of course, as I begin each successive voluntary exertion, I am aware of what 

I have done so far toward completing the intended three-part movement and thus 

of what is needed next to contribute to its completion. This series of concurrent 

intentions makes the explanatory link between the antecedent intention and the 

whole movement. (And, of course, it could be broken down further into a series 
of many more intentions, each about a more limited current phase of the exertion; 

or we could think of it as a single continuing intention with a continuously 

changing content. )  But these concurrent intentions provide that explanatory link 

without its being the case that they causally produce the voluntary exertions they 

accompany. The explanatory link is made simply by the content of the concurrent 

intentions, including their direct references to the prior intention and to the con

current actions. A similar account can be given for extended movements, like a 
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basketball player's drive to the basket for a layup, where the agent needs in later 

phases of the movement to take account of how well the earlier phases have gone 

and of how relevant circumstances have changed. 

10 . CO N C L U S I O N  

I have defended noncausalism about reasons explanations. Specifically, I have ar

gued that it is sufficient for the truth of an explanation of the form " s A-ed in 

order to B" that, concurrently with her A-ing, S intended of that A-ing that by 

it she would B; and that it is sufficient for the truth of an explanation of the form 

"s A-ed because she had a desire to B" that before her A-ing S had a desire to B 

and concurrently with her A-ing S intended of that A-ing that by it she would 

satisfy that desire. I have argued that these sufficient conditions entail nothing 

about how the action was caused. 

But I have not argued-and I see no good reason to believe-that these 

sufficient conditions rule out the possibility that the action was caused either by 

factors that include the intention or desire cited in the reasons explanation or by 

something else (for example, external manipulation of the subject's neural pro

cesses) .  Thus, as far as I can see, if our universe were one where every event is 

caused, or where every event is deterministically caused, our actions could still 

have the sort of reasons explanations we are accustomed to think they have . 1 O  

N O T E S  

1. Reprinted in Davidson 1980: 3-20 . 

2. Earlier works mentioned by Davidson which took noncausalist or anticausalist 

positions, include Anscombe ( 1958) ,  Dray ( 1957) , Hart and Honore ( 1959) , Kenny (1963) , 

Melden ( 1961) , Peters ( 1960) , Ryle ( 1949) , and Winch (1958) . Somewhat later works in 

this same category include Charles Taylor (1964) , Richard Taylor (1966) , and von Wright 
(1971) . 

3. I give noncausalist sufficient conditions for a few other forms of reasons explana

tions in Ginet ( 1990: ch. 6) . 
4. I take "s intended of this A-ing that by it she would B" to entail that S believed 

that by this A-ing she would or might B. 
5. As do, for example, Searle ( 1983) and O'Connor (2000 ) . 
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6. Thus despite those misleading remarks, O'Connor's view is best seen as combin

ing agent-causation with noncausalism about reasons explanation. On his view, agent

causation is needed, not to account for how reasons explain action, but rather to ac

count for how agents control or determine, and are responsible for, which action they 

perform. 

On my view, agent-causation is not needed for that either. The question we incom

patibilists face is this: if an action is uncaused, then what makes it the case that the 
agent is responsible for it, that its occurrence was up to her, something she determined? 

O'Connor and I agree that the answer to this must lie at least partly in the intrinsic 

nature of an action event: it has to be intrinsically a sort of event of which it is plausi

ble to say that, given that such an event was not causally necessitated by antecedents, 

the subject of it is responsible for it. O'Connor thinks that agent-causings are events of 

this sort (and I agree that they are, or would be if any such events existed). I think (but 
O'Connor does not) that another sort of event, namely, a causally simple mental event 

possessing an 'actish' phenomenal quality-one that "feels" to the subject like an action, 

like something she does-such as a volition, is an event of this sort. In support of his 

intuition that an agent-causing event has intrinsically what makes for agent control of 

the event, but a causally simple volition does not, O'Connor (2000: 59) writes: 

[T] here is internal causal structure to the agent-causal event that is lacking in a 

volition. This difference in causal structure bears directly on the issue of agent 

control. An agent-causal event is intrinsically a doing, an exercise of control. 

Ginet claims that this is true of uncaused volitions as well, in view of their 

"active phenomenal quality." However, "control," "determination," and allied 

notions cannot be grounded in intrinsic, phenomenal characteristics alone
they require causal elucidation. It is just this missing feature in simple indeter

minism that the agency theory captures. 

I cannot see that the internal causal structure of an agent-causal event provides a special 

basis for saying that the agent controls that event, a basis that is lacking in a causally 

simple volition for saying the corresponding thing about it. To say that in an uncaused 

agent-causal event the agent controls what he causes is not to say that he controls his 
causing it. O'Connor says that " 'control,' 'determination,' and allied notions require 

causal elucidation." What does this mean? It cannot mean that any event an agent con

trols must have internal causal structure, for, as O'Connor would surely allow, an agent 

can control and be responsible for a causally simple event that she causes. But if it 

means that any event that an agent controls must be either one the agent causes or itself 

an agent-causal event, then it is just asserting what needs to be proved. 

I suspect that the terms "control" and "determine" may cause mischief here. In the 
ordinary senses of these words, to say that a person determined or controlled the occur
rence of some event is to imply that she caused it, but that is not implied by saying that 
an agent was responsible for an event, that it was up to her whether it occurred or not. 

And what is required for the latter is the issue. What I find evident is that, if any intrin
sic feature of an uncaused event will make it one an agent is responsible for, it is either 
its being an agent-causal event or its having the actish phenomenal quality. The only 
thing that should make us doubt with respect to either of these features that it makes 
the agent responsible for the event would be some reason to think that no intrinsic fea-
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ture of an uncaused event could guarantee the agent's responsibility for it, that only some

extrinsic relation of the event to the agent could do that. 

7. For more on my account of voluntary exertion of the body see Ginet ( 1990: ch. 

2) . 

8. For further discussion of Clarke's view see O'Connor (2000: 76-79) . 

9. This suggestion is discussed and disputed in Wilson ( 1997: 77-80) , and in Sehon 

( 1994: 65-67) . 

10. Though, in my view (which I have not argued for here) , in a deterministic uni
verse they would not be freely chosen actions for which the agents are morally responsi

ble. 



CHAPTER 1 8  

SO M E  N E GLECT E D  

PAT H WAYS IN T H E F R E E  

WILL LA B Y RIN T H  

RO B ERT KANE 

IT was often said in the twentieth century that the free will issue is a "dead issue." 

All the passages in the labyrinth had been traveled and retraveled. Since I first 

began thinking about this topic thirty years ago, my conviction, to the contrary, 

was that whole passages in the labyrinth of free will remained unexplored or others 

were too lightly explored. People preferred familiar pathways, many of which had 

indeed reached dead ends. My goal in the thirty years since has been to point 

current debates about free will in new directions by exploring some of these 

unfamiliar pathways, especially with regard to incompatibilist or libertarian views 

of free will, which I defend. In this essay, I describe some of these new directions 

and explain why I think they are important. 
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1. T H E  COMP A T I B I L I T Y Q U E S T I O N: 

A L T E R N A T I V E  P O S S I B I L I T I E S  A ND 

U L T IMA T E  R E S P O N S I B I L I T Y  

Consider first the Compatibility Question ( " Is free will compatible with deter

minism?" ) ,  which has been the focus of much of the attention in contemporary 

free will debates. Almost all contemporary (and most historical) debates about 

compatibility have focused on the question of whether determinism is compatible 

with "the condition of alternative possibilities" (AP, as I shall call it)-the re

quirement that the free agent "could have done otherwise." Incompatibilists have 

codified their belief that determinism is not compatible with this AP condition 

in various versions of the Consequence Argument. Compatibilists, by contrast, 

have tried to show that the power to do otherwise does not conflict with deter

minism, or (more frequently in recent years) that freedom and responsibility do 

not require AP at all. But on both sides of these debates, which are amply surveyed 

in this volume, the focus has been almost exclusively on the power to do otherwise 

or alternative possibilities. 

I have argued for two decades that this exclusive focus on alternative possi

bilities in debates about compatibility is a mistake. The fact that these debates 

have tended to stalemate over differing interpretations of can, power, ability, and 

"could have done otherwise" l is a symptom of a deeper problem-namely, that 

AP alone provides too thin a basis on which to rest the case for incompatibilism: 

the Compatibility Question cannot be resolved by focusing on alternative possi

bilities alone. This does not mean that alternative possibilities have no role to play 

in free will debates, as some compatibilists would have us believe. But it does 

mean that their role is more complicated than is generally recognized. To see this, 

however, one has to look more deeply into the situation. (Here we enter one of 

those less explored parts of the labyrinth. )  

Fortunately, there i s  another place to  look for reasons that free will might 

conflict with determinism. I have argued that in the long history of free will 

debate, one can find a second criterion fueling incompatibilist intuitions even 

more important than AP, though comparatively neglected. I call it Ultimate Re

sponsibility, or UR (Kane 1996a: 35 ) . 2 The idea is this: to be ultimately responsible 

for an action, an agent must be responsible for anything that is a sufficient reason 

(condition, cause, or motive) for the occurrence of the action. If, for example, a 

choice issues from, and can be sufficiently explained by, an agent's character and 

motives (together with background conditions) , then to be ultimately responsible 

for the choice, the agent must be at least in part responsible, by virtue of choices 

or actions voluntarily performed in the past, for having the character and motives 

he or she now has. Compare Aristotle's claim that if a man is responsible 
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for wicked acts that flow from his character, he must at some time in the past 

have been responsible for forming the wicked character from which these acts 

flow. 3 

This UR condition does not require that we could have done otherwise (AP)  

for every act performed "of  our own free wills" -thus partially vindicating phi

losophers such as Frankfurt ( 1969 ) ,  Dennett (1984) , and Fischer (1994) , who insist 

that we can be held morally responsible for many acts even when we could not 

have done otherwise. But the vindication is only partial. For UR does require that 

we could have done otherwise with respect to some acts in our past life histories 

by which we formed our present characters. ( I  call these "self-forming actions," 

or SFAs, or sometimes SFWs, "self-forming willings."4) Consider Dennett's much

discussed example of Martin Luther ( 1984: 131-33) .  When finally breaking with the 

Church at Rome, Luther said "Here I stand, I can do no other." Suppose Luther 

was literally right about himself at that moment, says Dennett. Given his character 

and motives, he literally could not then have done otherwise. Does this mean he 

was not morally responsible? Not at all, Dennett answers. In saying "I can do no 

other," Luther was not disowning responsibility for his act, but taking full re

sponsibility for it; and thus "could have done otherwise," or AP, is not required 

for free will in a sense demanded by moral responsibility. 

My response is to grant that Luther could have been responsible for this act, 

even ultimately responsible in the sense of UR, though he could not have done 

otherwise then, and even if his act was determined. But this would be so, I would 

argue, to the extent that Luther was responsible for his present motives and char

acter by virtue of earlier struggles and self-forming choices (SFAs) that brought 

him to this point where he could do no other. Often we act from a will already 

formed, but it is "our own free will," by virtue of the fact that we formed it by 

other choices or actions in the past (SFAs) for which we could have done otherwise 

(which did satisfy AP) . 5  If this were not so, there would have been nothing we 

could have ever done to make ourselves different than we are-a consequence, I 

believe, that is incompatible with being (at least to some degree) ultimately re

sponsible (UR) for what we are.6 

If the case for incompatibility cannot be made on AP alone, it can be made 

if UR is added; and thus, I suggest that the too-often neglected UR should be 

moved to center stage in free will debates. If agents must be responsible to some 
degree for anything that is a sufficient reason (cause or motive) for their actions, 

an impossible infinite regress of past actions would be required unless some ac

tions in the agent's life history (SFAs) did not have sufficient causes or motives 

(and hence were undetermined) .  What is noteworthy about this argument, how

ever, is that it does not at any point invoke alternative possibilities (AP) .  It focuses 

rather on the sources or grounds (archai)-conditions, causes, or motives-of what 

we actually do rather than on the power to do otherwise.7 Where did our char

acters, motives, and purposes come from? Who produced them, and who is re-
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sponsible for them? Was it we ourselves who are responsible for forming them, 

or someone or something else-God, fate, heredity and environment, nature or 

upbringing, society or culture, behavioral engineers or hidden controllers? 

Therein, I believe, lies the core of the traditional "problem of free will." 

But if one can arrive at incompatibilism directly from UR, why is AP needed 

at all? Incompatibilists might be tempted to think at this point that they could 

dispense with AP altogether.8 This, I think, would be a mistake. But understanding 

why it is a mistake leads us to yet other neglected pathways in the free will 

labyrinth. To access these, one must begin by focusing on different reasons for 

thinking that alternative possibilities cannot be the whole story about the Com

patibility Question. 

2. P L U R A L I T Y  CO NDI T I O N S  

It is normally assumed that what incompatibilists need for free will are alternative 

possibilities (AP) plus indeterminism. But these two conditions are not jointly 

sufficient for free will, even if each should be necessary. One can see this by paying 

greater attention to a significant class of actions for which the agents could have 

done otherwise (had AP) and the actions are undetermined-and yet the agents 

lack free will. Reflection on actions of this kind leads to the other neglected path

ways in the labyrinth just mentioned. 

The actions I have in mind go back to examples put forward thirty or more 

years ago in debates about "could have done otherwise" by J .  L. Austin (1961) ,  

Phillipp a Foot (1957) ,  Michael Ayers (1968 ) ,  G .  E .  M. Anscombe (1971 ) ,  and others. 

These "Austin-style examples,"  as I shall call them, were originally conceived for 

purposes having to do with the analysis of can and could. (Bernard Berofsky's 

essay in this volume [ch. 8 ]  discusses their original uses . )  But it is rarely noticed 

that examples of this sort have a significance well beyond what was originally 

envisaged for them. Here are three such examples, the first from J. L. Austin's 

celebrated "Ifs and Cans" (1961 ) .  Austin imagined that he must hole a three-foot 

putt to win a golf match, but owing to a nervous twitch in his arm, he misses. 

The other two examples are ones I have used on other occasions. An assassin is 

trying to kill the prime minister with a high-powered rifle when, owing to a 

nervous twitch, he misses and kills the minister's aide instead. I am standing in 

front of a coffee machine intending to press the button for coffee without cream 

when, owing to a brain cross, I accidentally press the button for coffee with cream. 

In each of these cases, we can further suppose, as Austin suggests, that an element 
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of genuine chance or indeterminism is involved (perhaps the nervous twitches or 

brain crosses are brought about by undetermined quantum events in the nerve 

pathways) .  We can thus imagine that Austin's holing the putt is a genuinely un

determined event. He might miss it by chance and, in the example, does miss it 

by chance. 

Now Austin's inspired question about his example was this : Can we say in 

such circumstances that "he could have done otherwise" than miss the putt? His 

answer is that we can indeed say this. For he had made many similar putts of this 

short length in the past (he had the capacity and the opportunity) ; and since the 

outcome of this one was also undetermined, he might well have succeeded in 

holing it, as he was trying to do. But this means we have an action (missing the 

putt) that is (1 )  undetermined and (2) such that the agent could have done oth

erwise. Yet missing the putt is not something that we regard as freely done in any 

normal sense of the term because it is not under the agent's voluntary control. 

The same is true of the assassin's missing his intended target and my accidentally 

pressing the wrong button on the coffee machine. 

One might be tempted to think these occurrences are not actions at all because 

they are undetermined and happen by accident. But Austin rightly warns against 

such a conclusion. Missing the putt, he says, was clearly something he did, even 

though it was not what he wanted or intended to do; similarly, killing the aide 

was something the assassin did, though unintentionally; and pressing the wrong 

button was something I did, even if only by accident or inadvertently. The point 

is that many of the things we do by accident or mistake, unintentionally or inad

vertently, are things we do. We may sometimes be absolved of responsibility for 

doing them (though not always, as in the case of the assassin) .  But it is for doing 

them that we are absolved of responsibility; and this can be true even if the 

accidents or mistakes are genuinely undetermined. 

To see what this implies about free will, consider the following scenario . Sup

pose God created a world in which there was a considerable amount of genuine 

indeterminism or chance in human affairs as well as in nature. In this world, 

people set out to do things-to kill prime ministers, hole putts, press buttons, 

thread needles, punch computer keys, scale walls-usually succeeding, but some

times failing by mistake or accident in the Austinian manner. Now further imagine 

that all actions in this world, whether the agents succeed in their purposes or not, 
are such that their reasons, motives, and purposes for trying to act as they do are 

always predetermined or pre-set by God. Whether the assassin misses the prime 

minister, his intent to kill is predetermined by God. Whether Austin misses his 

putt, his wanting and trying to make it are preordained by God. Whether I press 

the button for coffee without cream, my wanting to do so because of my dislike 

of cream is predetermined by God; and so it is for all persons and all actions in 

this imagined world. 

I would argue that persons in such a world lack free will, even though it is 
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often the case that they have alternative possibilities and their actions are undeter

mined. (This is one of many reasons why the "will" cannot be taken out of "the 

free will issue." ) They can do otherwise, but only in the Austinian manner-by 

mistake or accident, unwillingly or inadvertently-and this is a limited kind of 

freedom at best. What they cannot do in any sense is will otherwise; for all of 

their reasons, motives, and purposes have been pre-set by God. We may say that 

their wills in every situation are already "set one way" before and when they act, 

so that if they do otherwise, it will not be "in accordance with their wills." 

When we wonder about whether the wills of agents are free, it is not merely 

whether they could have done otherwise that concerns us, even if the doing oth

erwise is undetermined. What interests us is whether they could have done oth

erwise voluntarily (or willingly) , intentionally, and rationally. Or to put it more 

generally, we are interested in whether they could have acted voluntarily, inten

tionally, and rationally in more than one way, rather than in only one way, and 

in other ways merely by accident or mistake, unintentionally, inadvertently, or 

irrationally. ( Voluntarily and willingly here mean acting "in accordance with one's 

will [ character plus motives]
,,
; intentionally means "knowingly" [ as opposed to 

"inadvertently" ] and "on purpose" [as opposed to "accidentally" ] ;  and rationally 

means "having reasons for so acting and acting for those reasons." )  

I have called such conditions-of more-than-one-way, or plural, voluntari

ness, intentionality, and rationality-"plurality conditions" for free will (Kane 

1996a: 107-11 ) .  They seem to be deeply embedded in our intuitions about free 

choice and action.  Most of us naturally assume that freedom and responsibility 

would be deficient if it were always the case that we could only do otherwise by ac

cident or mistake, unintentionally, involuntarily, or irrationally. But why do we as

sume this so readily; and why are these plurality conditions so deeply embedded in 

our intuitions? It is surprising how rarely philosophers have asked these questions, 

given the importance I think they have for free will. (Again we are at this point tra

versing too-often neglected pathways in the labyrinth. )  If free will involves more 

than alternative possibilities and indeterminism, the plurality conditions appear to 

be among the additional requirements. Philosophers would do well to focus more 

attention on these conditions rather than on alternative possibilities alone. 

3. W I L L - S E T T I N G  

To understand the importance of plurality conditions, we have to consider another 

neglected topic in free will debates that I call "will-setting" ( Kane 1996a: 113-15; 
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1996b ) .  In the imagined world of section 2, all of the motives and purposes of 

agents in every situation were already "preset" or "set one way" by God. Another 

way to put this is to say that all the "will-setting" in this imagined world was 

done by God, rather than by the agents themselves-even though the agents could 

sometimes have done otherwise. Actions are "will- setting" when the wills of agents 

( their motives and purposes) are not already "set one way" before they act ( as the 

assassin's will is set on killing the prime minister) ,  but rather the agents set their 

wills one way or the other in the performance of the actions themselves. Choices 

or decisions are will-setting when they do not result from the agents' merely 

discovering during deliberation what they (already) favored, but when the agents 

make the reasons for preferring one option prevail at the moment of choice by 

choosing or deciding. Will-setting actions are in this sense "will-settling," not 

already "will-settled." 

The imagined world in which all the motives and purposes of agents are set 

one way by God provides a clue to the deep connection between will-setting, UR, 

free will, and the plurality conditions. According to UR, if agents are to be ulti

mately responsible for their own wills, then if their wills are already set one way 

when they act, they must be responsible for their wills having been set that way

not God (as in the imagined world) or fate or society or behavioral engineers or 

nature or upbringing. And this means that some of their past voluntary choices 

or actions must have played an indispensable role in the formation of their present 

purposes and motives.9 

But it is easy to see that this requirement would lead to a vicious regress 

unless there were some choices or actions in the agents' pasts that were voluntarily 

performed, but such that the agents' wills were not already set one way when they 

performed them. These actions would be "will-setting" : the agents would be faced 

with motivationally viable options until the moment of choice or action and 

would set their wills one way or the other by choosing or acting. But then it 

follows that these actions would be more-than-one-way voluntary. When the will 

is already set one way (as in the case of the assassin) ,  the action is "one-way" 

voluntary; the agent does otherwise only by accident or mistake ( unwillingly) . In 

the case of will-setting, it is voluntary either way. Will-setting actions are also 

plural rational, since the agents make the reasons for preferring one of the options 

prevail by deciding or acting. And if we assume for genuine cases of will-setting, 
as I think we should, that the agents know what they are doing and are doing it 

on purpose, then will-setting actions will be plural intentional as well. We thus 

have an answer to the question of why the plurality conditions are important for 

free will. They follow from the requirement that, if we are to be to any degree 

creators of our own wills, some actions in our lifetimes must be will-setting and 

not already will-settled. At those moments, we must be able to go in different 

directions willingly. 

We now have a sequence of connected notions-from (1 )  acting "of one's 
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own free will" to (2)  being ultimately responsible for the will one has (UR) , to 

(3) "will-setting," to (4) the "plurality conditions." Each notion implies the next 

and all, I believe, are required to account for freedom of will as well as for freedom 

of action. And we can now add another notion to the sequence, for the plurality 

conditions (4) immediately imply (5 )  "could have done otherwise" ( that is, AP) ,  

since a fortiori, i f  you are able t o  d o  otherwise voluntarily, intentionally, o r  ra

tionally, you are able to do otherwise. 

But note that such an argument for AP is indirect. Unlike most other phi

losophers who debate these issues, I think the connection between (1 ) free will 

and ( 5 )  the power to do otherwise is not direct, but goes through other notions, 

namely, (2) ultimate responsibility, (3 ) will-setting, and (4) plurality. You have to 

travel some usually neglected passages in the free will labyrinth to get from one 

to the other. That is why trying to go directly from (1) to ( 5 ) ,  which is the normal 

pattern, leads to unresolvable debates about whether "could have done otherwise" 

really requires incompatibilism or whether free will really requires "could have 

done otherwise." Intuitions will inevitably conflict on these matters, so long as 

other notions are not taken into account. 

4. T H E  D U A L  R E G R E S S  O F  F R E E  W I L L  

It would appear that AP is needed for free will after all. Yet we saw earlier that 

one could argue for incompatibilism from UR alone without appealing to AP. 

How are we to make sense of this? The answer lies in UR. Both ( 5 )  AP and (6 )  

indeterminism follow from UR, but by different argumentative routes. I call this 

"the dual regress of free will" (Kane 2ooob ) .  In sections 2 and 3 , we encountered 

two separate regresses associated with UR. The first began with the requirement 

that agents be responsible by virtue of past voluntary actions for anything that is 

a sufficient ground (arche) or reason for their actions in the sense of a sufficient 

cause; and it led to the conclusion that some actions in the life histories of agents 

must be undetermined ( lack sufficient causes) .  The second regress began with the 

requirement that agents be responsible for anything that is a sufficient ground 

(arche) or reason for their actions in the sense of a sufficient motive; and it led 

(by way of will-setting and plurality) to the conclusion that some actions in the 

life histories of agents must be such that they could have done otherwise-that 

is, to AP. l O  

The first of these regresses results from the requirement that we be ultimate 

sources of our actions, the second from the requirement that we be ultimate 
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sources o f  our wills (to perform those actions ) .  I f  the second requirement were 

not added, we might have a world in which all the will-setting was done by 

someone or something other than the agents themselves (as in the imagined world 

in which God did all the will-setting) . Agents in such a world might be unhindered 

in the pursuit of their purposes and their actions might sometimes be undeter

mined, but it would never be "up to them" what purposes they pursued. They 

would have some freedom of action, but not freedom of will. 

In such manner, the requirements of indeterminism and alternative possibil

ities have a common origin in the idea that we must be the ultimate sources or 

grounds (archai) of our willed actions, though the two requirements are reached 

by different routes. Do the two regresses converge? Are the undetermined actions 

needed to stop one regress the same actions as the will-setting and plural actions 

needed to stop the other? The answer is yes, but the reasons for it are not trivial 

and I forgo the argument here for reasons of space (see Kane 1996a, 2ooob ) .  The 

convergent actions that result are the SFAs needed to satisfy UR. They must be 

(6 )  undetermined, ( 5 )  such that the agents could have done otherwise, (3) will

setting, and (4) satisfy the plurality conditions-a formidable set of conditions, 

but all required, I believe, for free will. 

5. T H E  I N T E L L I G I B I L I T Y  Q U E S T I O N  

It is one thing to argue that free will is incompatible with determinism, quite 

another to say positively what an incompatibilist or libertarian free will would 

look like. Many thinkers in the past century have believed that the traditional idea 

of being an ultimate source or ground of one's will is unintelligible and leads to 

insoluble puzzles and paradoxes. They argue that such a notion is outdated and 

cannot be fitted to modern images of human beings in the natural and social 

sciences. Many essays of this volume testify to the persistence of such skeptical 

attitudes about the intelligibility of libertarian free will in the latter half of the 
twentieth century. I I  Most of my work on free will over the past thirty years has 

been directed at this problem-at answering what I call the Intelligibility Question 

for free will. Can we make sense of a free will that is incompatible with deter

minism? Is such a freedom coherent or intelligible, or is it, as many critics claim, 

essentially mysterious or terminally obscure? Can it be fitted to modern scientific 

pictures of the world? 
The threat to free will posed by this Intelligibility Question does not come 

from determinism, but from its opposite, indeterminism: if free will is not com-
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patible with determinism, it does not seem to be compatible with indeterminism 

either. An event that is undetermined might occur or not occur, given the entire 

past. So whether or not it actually occurs, given its past, would seem to be a 

matter of chance. But chance events are not under the control of anything, hence 

not under the control of the agent. How then could they be free and responsible 

actions? If a different choice might have occurred given exactly the same past, 

then exactly the same deliberation, the same thought processes, the same prior 

beliefs, desires, and other motives-not a sliver of difference-that led to an 

agent's favoring one option (say, choosing to vacation in Hawaii rather than Col

orado) ,  might by chance have issued in the opposite choice instead. If such a 

thing happened, it would seem a fluke or accident, like an uncontrolled quantum 

jump in the brain, not a rational, free, or responsible action. 

Reflections such as these (and many other related objections) have led to 

repeated charges that undetermined choices or actions would be "arbitrary," "ca

pricious," "random," "irrational," "uncontrolled,"  "inexplicable," or merely "mat

ters of luck or chance," not really free and responsible actions. It appears that the 

indeterminism that libertarians demand for free will would in fact undermine 

freedom rather than enhance it. 

What prompted me to begin thinking about free will issues thirty years ago 

was a growing dissatisfaction with the standard responses to this intelligibility 

problem on the part of defenders of incompatibilist or libertarian free will. Lib

ertarian responses invariably followed a certain pattern. Since agents had to be 

able to act or act otherwise, given exactly the same prior psychological and physical 

history (as indeterminism seems to require) ,  some "extra (or special) factors" had 

to be introduced over and above the normal flow of events in order to explain 

how and why agents acted as they did. These extra or special factors postulated 

by libertarians have been various. They have postulated noumenal selves (Kant) 

or immaterial egos (Cartesian dualists) or "transempirical power centers" that 

intervene in the brain (Nobel physiologist Sir John Eccles) .  Some philosophers 

reified the Will as a mysterious homunculus within the agent or appealed to sui 

generis acts of volition or attention that could not in principle be determined by 

other events. 1 2  Still other thinkers have appealed to a special kind of "agent-" or 

"immanent" causation that cannot be explained in terms of ordinary modes of 

causation by events or occurrences. Views of the latter kind-so-called agent

causal or (AC) theories-are the most popular variants of this extra factor pattern 
in recent free will debates . 1 3  

But, whatever form they have taken, extra factor strategies have tended to 

reinforce the widespread view that notions of free will requiring indeterminism 

are mysterious and have no place in the modern scientific picture of the world. 

More important, as I see it, extra factor strategies give only the appearance of 

solving the problems of indeterminism, while creating further problems of their 

own. This marks another place in free will debates where exclusive focus on one 
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line of argument-in this case on extra or special factor strategies, and especially 

on AC theories-has diverted attention from other promising possibilities and left 

important pathways in the free will labyrinth unexplored. In my writings, I dis

avow all such traditional appeals to special forms of agency or causation in order 

to explore alternative ways of making sense of libertarian free will without them. 

To make this clear, in an earlier essay (Kane 1989 ) ,  I distinguished two kinds 

of contemporary incompatibilist theory-agent-cause or AC theories, which "pos

tulate a sui generis form of causation between an agent and an action" (O'Connor 

199sa: 7) , and "teleological intelligibility" or TI theories, which try to make un

determined free actions intelligible in terms of reasons and motives, intentions 

and purposes, without invoking extra entities or special forms of causation. My 

own view is of this TI kind. More specifically, it is a TI theory of a "causal 

indeterminist" (or "event-causalist" )  kind because, unlike some other TI theories, 

it also does not rely on claims that reasons or motives for action cannot be causes 

of action or that reasons explanations are noncausal. I 4  The idea is to see how far 

one can go in making sense of libertarian freedom without appealing either to sui 

generis kinds of agency or causation or to claims that reasons explanations might 

somehow escape being subject to causal laws. 1 5  

This makes the task o f  answering the Intelligibility Question considerably 

more difficult, to be sure, but I think efforts in this direction are necessary if the 

free will issue is to be brought into more direct confrontation with modern sci

ence. I have always thought that by appealing to extra factors when the going gets 

tough, libertarians have chosen unearned extravagance over honest toil. Honest 

toil requires addressing the deep problems posed by indeterminism directly, rather 

than trying to circumvent them with extra factor strategies; and this means re

thinking issues about indeterminism and responsibility from the ground up. To 

do this is to explore yet other neglected pathways in the free will labyrinth, to 

which I now turn. 

6 .  I N D E T E R M I N I S M  A N D  R E S P O N S I B I L I T Y 

The first step is to note that indeterminism does not have to be involved in all 

acts done "of our own free wills," as argued earlier. Not all of them have to be 

undetermined, but only those choices or acts in our lifetimes by which we make 

ourselves into the kinds of persons we are, that is, the "will-setting" or "self

forming" actions (SFAs) discussed in earlier sections. Now I believe such will-
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setting or self-forming actions occur at those difficult times of life when we are 

torn between competing visions of what we should do or become; and they are 

more frequent in everyday life than we may think. 

Perhaps we are torn between doing the moral thing or acting from ambition, 

or between powerful present desires and long-term goals, or we are faced with 

difficult tasks for which we have aversions. In all such cases, we are faced with 

competing motivations and have to make an effort to overcome temptation to do 

something else we also strongly want. At such times, there is tension and uncer

tainty in our minds about what to do, I suggest, that is reflected in appropriate 

regions of our brains by movement away from thermodynamic equilibrium-in 

short, a kind of stirring up of chaos in the brain that makes it sensitive to micro

indeterminacies at the neuronal level (Kane 1996a: 130ff. ) .  The uncertainty and 

inner tension we feel at such soul-searching moments of self-formation would 

thereby be reflected in the indeterminacy of our neural processes themselves. What 

is experienced personally as uncertainty corresponds physically to the opening of 

a window of opportunity that temporarily screens off complete determination by 

influences of the past. 16 (By contrast, when we act from predominant motives or 

settled dispositions, the uncertainty or indeterminacy is muted. If it did play a 

role in such cases, it would be a mere nuisance or fluke, as critics suggest, like 

the choice of Colorado when we favored Hawaii. ) 

When we do decide under such conditions of uncertainty, the outcome is not 

determined because of the preceding indeterminacy-and yet it can be willed 

(and hence rational and voluntary) either way because, in such self-formation, 

the agents' prior wills are divided by conflicting motives. Consider a business

woman who faces a conflict of this kind. She is on the way to a meeting impor

tant to her career when she observes an assault taking place in an alley. An inner 

struggle ensues between her moral conscience, to stop and call for help, and her 

career ambitions that tell her she cannot miss this meeting. She has to make an 

effort of will to overcome the temptation to go on to her meeting. If she over

comes this temptation, it will be the result of her effort, but if she fails, it will be 

because she did not allow her effort to succeed. And this is due to the fact that, 

while she wanted to overcome temptation, she also wanted to fail, for quite dif

ferent and incommensurable reasons. When agents, like the woman, decide in 

such circumstances, and the indeterminate efforts they are making become deter

minate choices, they make one set of competing reasons or motives prevail over 

the others then and there by deciding (Kane 1996a: 126ff. ) .  Their acts are "will
setting." 

Now let us add a further piece to the puzzle. Just as indeterminism does not 

necessarily undermine rationality and voluntariness, so indeterminism, in and of 

itself, does not necessarily undermine control and responsibility. Suppose you are 

trying to think through a difficult problem, say a mathematical problem, and 
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there is some indeterminacy in your neural processes complicating the task

a kind of chaotic background. It would be like trying to concentrate and solve 

a problem with background noise or distraction. Whether you are going to suc

ceed in solving the mathematical problem is uncertain and undetermined be

cause of the distracting indeterministic neural noise. Yet, if you concentrate and 

solve the problem nonetheless, we have reason to say you did it and are re

sponsible for it even though it was undetermined whether you would succeed. 

The distracting neural noise would have been an obstacle that you overcame by 

your effort. 

There are numerous examples supporting this point, where indeterminism 

functions as an obstacle to success without precluding responsibility. The Austi

nian examples considered earlier are of this kind. The assassin might fail to kill 

the prime minister because of undetermined events in his nervous system that 

might have led to a wavering of his arm. But if he does succeed in hitting his 

target, despite the indeterminism, can he be held responsible? The answer is ob

viously yes because he voluntarily and intentionally succeeded in doing what he 

was trying to do-kill the prime minister. Yet his action, killing the prime minister, 

was undetermined. One might even say "he got lucky" in killing the prime min

ister, since there was a chance he might have missed. Yet, for all that, he did kill 

the prime minister and was responsible for it. 

Here is another example: a husband, while arguing with his wife, in a fit of 

rage swings his arm down on her favorite glass-top tabletop, intending to break 

it. Again, we suppose that some indeterminism in the nerves of his arm makes 

the momentum of his swing indeterminate so that it is literally not determined 

whether the table will break right up to the moment when it is struck. Whether 

the husband breaks the table or not is undetermined and yet he is clearly respon

sible if he does break it . (It would be a poor excuse for him to say to his wife, 

"Chance did it, not me" or "It wasn't my doing; it happened by chance." She 

would not be impressed. ) 

Such examples, to be sure, do not amount to genuine exercises of free will 

in SFAs, such as the businesswoman's, where the wills of the agents are divided 

between conflicting motives. The businesswoman wants to help the victim, but 

she also wants to go on to her meeting. By contrast, the will of the assassin is not 

equally divided. He wants to kill the prime minister but does not also want to 
fail. Thus, if the assassin fails to hit his target, it will be merely by chance or as 

a fluke, not voluntarily (and so also for the husband, and mathematical problem

solver) . So cases like the assassin, husband and mathematical problem-solver are 

not all that we want. Yet they are a step in the right direction because they show 

that indeterminism does not necessarily rule out action and responsibility, any 

more than it necessarily rules out rationality and voluntariness. To go farther, we 

have to dig more deeply into the situation and add some further ideas. 



SOM E  NEGLECTED PAT H WAY S IN T H E  F REE W I LL LA B Y R I NT H  419 

7. D O U B L I N G  O R  P A R A L L E L  P R O C E S S I N G  

Let us imagine, in cases of SFAs like the businesswoman's, where the agents' wills 

are conflicted, that the indeterministic noise which is obstructing her will to over

come temptation (and do the moral thing) is not coming from an external source, 

but from her own will, since she also deeply desires to do the opposite (go on to 

her meeting) . Imagine that in such conflicting circumstances, two competing (re

current) neural networks are involved. (These are complex networks of intercon

nected neurons in the brain circulating impulses in feedback loops of a kind 

generally involved in high-level cognitive processingY) The input of one of these 

networks is coming from the woman's desires and motives for stopping to help 

the victim. If the network reaches a certain activation threshold (the simultaneous 

firing of a complex set of "output" neurons) ,  that would represent her choice to 

help. For the competing network, the inputs are her ambitious motives for going 

on to her meeting, and its reaching an activation threshold represents the choice 

to go on. 

Now imagine further that these two competing networks are connected so 

that the indeterministic noise that is an obstacle to her making one of the choices 

is coming from her desire to make the other. Thus, as suggested for SFAs generally, 

the indeterminism arises from a tension-creating conflict in the will. Under such 

circumstances, when either of the pathways "wins" ( that is, re<,_ches an activation 

threshold, which amounts to choice) ,  it will be like the agent's solving the math

ematical problem by overcoming the indeterministic background noise generated 

by the other. And as in the instance when you solved the mathematical problem 

by overcoming the distracting noise through your effort, we could say you did it 

and are responsible for it, so one can say this as well, I would argue, in the present 

case, whichever one is chosen. The neural pathway through which she succeeds in 

reaching a choice threshold will have overcome the obstacle in the form of in

deterministic noise coming from the other. 

Note that, under these circumstances, the choices either way will not be "in

advertent," "accidental," "capricious," or "merely random," because they will be 

willed by the woman either way, when they are made, and done for reasons either 

way (moral convictions if she turns back, ambitious motives if she goes on) which 

she then and there endorses. And these are the conditions usually required to say 

something is done "on purpose," rather than accidentally, capriciously, or merely 
by chance. Moreover, if we also assume (as we can in the woman's case) that the 

agent is not being coerced (no one is holding a gun to her head) ,  nor physically 

constrained or disabled, nor forced or controlled by others, then these conditions 

(that she wills it, does it for reasons, and could have done otherwise willingly and 

for reasons) ,  rule out each of the normal reasons we have for saying that agents 
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act but lack control over their actions (coercion, constraint, incapacity, inadver

tence, involuntariness, mistake, or control by others; Kane 1996a: 137-50 ) .  We 

could of course have imagined cases in which one or another of these conditions 

was not absent (for example, cases where she is being coerced) ,  and then the acts 

in question would not be free and would not be SFAs. 1 8  But the point is that there 

is nothing inconsistent in imagined cases, like the businesswoman's, in which all 

of these undermining conditions are absent; and these would be examples of SFAs. 

To be sure, with such "self-forming" choices, agents cannot control or deter

mine which choice outcome will occur before it occurs, or else the outcomes would 

be predetermined after all. But it does not follow, because one does not control 

or determine which of a set of outcomes is going to occur before it occurs, that 

one does not control which of them occurs, when it occurs (Kane 1996a: 134-36 ) .  

When these conditions for self-forming choices are satisfied, agents exercise con

trol over their future lives then and there by deciding. Indeed, they have what I 

have called "plural voluntary control" in the following sense: agents have plural 

voluntary control over a set of options (stopping to help or going on to a meeting) 

when they are able to bring about whichever of the options they will, when they 

will to do so, for the reasons they will to do so, on purpose rather than by mistake 

or accident, without being coerced or compelled in doing so, or otherwise con

trolled by other agents or mechanisms. Each of these conditions can be satisfied 

in cases like the businesswoman's, despite the indeterminism involved, as I have 

argued here and at greater length elsewhere (Kane 1996a: 133-48, 1999a) .  Satisfying 

them amounts in common parlance to the claim that the agents can choose either 

way "at will." 

Note also that this account of self-forming choices amounts to a kind of 

"doubling" of the mathematical problem. It is as if an agent faced with such a 

choice is trying or making an effort to solve two cognitive problems at once, or 

to complete two competing (deliberative) tasks at once-in our example, to make 

a moral choice and to make a conflicting self-interested choice ( corresponding to 

the two competing neural networks involved) . Each task is being thwarted by the 

indeterminism coming from the other, so it might fail. But if it succeeds, then 

the agents can be held responsible because, as in the case of solving the mathe

matical problem, they will have succeeded in doing what they were knowingly 

and willingly trying to do. Recall the assassin and the husband once again. Owing 
to indeterminacies in their neural pathways, the assassin might miss his target or 

the husband fail to break the table. But if they succeed, despite the probability of 

failure, they are responsible, because they will have succeeded in doing what they 

were trying to do. 

And so it is, I suggest, with self-forming choices, except that in their case, 

whichever way the agents choose, they will have succeeded in doing what they were 

trying to do because they were simultaneously trying to make both choices, and 
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one is going to succeed. Their failure to do one thing is not a mere failure, but a 

voluntary succeeding in doing the other. Does it make sense to talk about the 

agent's trying to do two competing things at once in this way, or to solve two 

cognitive problems at once? Well, we know that the brain is a parallel processor; 

it can simultaneously process different kinds of information relevant to tasks such 

as perception or recognition through different neural pathways. Such a capacity, 

I believe, is essential for free will . 1 9  

In cases of self-formation (SFAs) ,  agents are simultaneously trying to  resolve 

plural and competing cognitive tasks. They are, as we say, of two minds. Yet they 

are not two separate persons. They are not dissociated from either task. The 

businesswoman who wants to go back to help the victim is the same ambitious 

woman who wants to go to her meeting and make a sale. She is a complex 

creature, torn inside by different visions of who she is and what she wants to be, 

as we all are from time to time. But this is the kind of complexity needed for 

genuine self-formation and free will. And when she succeeds in doing one of the 

things she is trying to do, she will endorse that as her resolution of the conflict 

in her will, voluntarily and intentionally, not by accident or mistake. 

8 .  R E S P O N S I B I L I T Y ,  L U C K ,  C H A N C E  

Yet it remains difficult to shake the intuition that if the choices are undetermined, 

their outcomes must be merely "random," "capricious," or matters of "luck" or 

"chance." Such intuitions are deep-seated. But one thing we learn from debates 

about free will is that common intuitions should not be taken at face value without 

being questioned; and I believe that common intuitions about indeterminism are 

as much in need of deconstructing as any others. 

The first step in doing this is to question the intuitive connection in people's 

minds between "indeterminism's being involved in something" and "its happening 

merely as a matter of chance or luck." Chance and luck are terms of ordinary 

language that carry the connotation of "its being out of my control." So using 

them already begs certain questions, whereas "indeterminism" is a technical term 
that merely precludes deterministic causation, not causation altogether. Indeter

minism is consistent with nondeterministic forms of causation, where outcomes 

are caused, but not inevitably. It is a mistake to assume that undetermined means 

"uncaused." 

Another source of misunderstanding is this. Since the outcome of the busi-
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nesswoman's effort (the choice) is undetermined up to the last minute, we may 

imagine her first making an effort to overcome temptation (to go on to her 

meeting) and then at the last instant "chance takes over" and decides the issue 

for her. But this image is misleading. On the view just described, one cannot 

separate the indeterminism and the effort of will, so that first the effort occurs 

followed by chance or luck (or vice versa) .  One must think of the effort and the 

indeterminism as fused; the effort is indeterminate and the indeterminism is a 

property of the effort, not something separate that occurs after or before the effort. 

The fact that the effort has this property of being indeterminate does not make 

it any less the woman's effort. The complex recurrent neural network that realizes 

the effort in the brain is circulating impulses in feedback loops and there is some 

indeterminacy in these circulating impulses. But the whole process is her effort of 

will and it persists right up to the moment when the choice is made. There is no 

point at which the effort stops and chance "takes over." She chooses as a result 

of the effort, even though she might have failed. Similarly, the husband breaks the 

table as a result of his effort, even though he might have failed because of the 

indeterminacy. (That is why his excuse, "Chance broke the table, not me" is so 

lame. ) 

And just as expressions like "she chose by chance" can mislead in such con

texts, so can expressions like "she got lucky." Recall that in the cases of the assassin 

and the husband, one might say "they got lucky" in killing the prime minister 

and breaking the table because their actions were undetermined. Yet, as we noted, 

it does not follow that they were not responsible. So ask yourself this question: 

Why does the inference "He got lucky, so he was not responsible?" fail when it 

does fail, in the cases of the husband and the assassin? The first part of an answer 

has to do with the point made earlier that luck, like chance, has question-begging 

implications in ordinary language that are not necessarily implications of indeter

minism (which implies only the absence of deterministic causation) .  The core 

meaning of "he got lucky" in the assassin and husband cases, which is implied by 

indeterminism, I suggest, is that "he succeeded despite the probability or chance of 

failure"; and this core meaning does not imply lack of responsibility, if he succeeds. 

If "he got lucky" had further meanings in the husband and assassin cases that 

are often associated with luck and chance in ordinary usage (for example, the 

outcome was not his doing, or occurred by mere chance, or he was not responsible 
for it) , the inference would not fail for the husband and assassin, as it clearly 

does. What the failure of the inference shows is that these further meanings of 

luck and chance do not follow from the mere presence of indeterminism. The second 

reason why the inference "He got lucky, so he was not responsible" fails for the 

assassin and the husband is that what they succeeded in doing was what they were 

trying and wanting to do all along (kill the minister and break the table, respec

tively) . The third reason is that when they succeeded, their reaction was not "Oh 

dear, that was a mistake, an accident-something that happened to me, not some-
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thing I did." Rather, they endorsed the outcomes as something they were trying 

and wanting to do all along, that is to say, knowingly and purposefully, not by 

mistake or accident. 

But these conditions are satisfied in the businesswoman's case as well, either 

way she chooses. If she succeeds in choosing to return to help the victim (or in 

choosing to go on to her meeting) , (1) she will have "succeeded despite the 

probability or chance of failure," (2) she will have succeeded in doing what she 

was trying and wanting to do all along (she wanted both outcomes very much, 

but for different reasons, and was trying to make those reasons prevail in both 

cases) ,  and (3 ) when she succeeded ( in choosing to return to help) ,  her reaction 

was not "Oh dear, that was a mistake, an accident-something that happened 

to me, not something I did." Rather, she endorsed the outcome as something 

she was trying and wanting to do all along; she recognized it as her resolution 

of the conflict in her will. And if she had chosen to go on to her meeting, she 

would have endorsed that outcome, recognizing it as her resolution of the con

flict in her will. 

Let us consider some other possible objections. Are we perhaps begging the 

question by assuming that the outcomes of the woman's efforts are choices to 

begin with? One might argue that if an event is undetermined, it must be some

thing that merely "happens" and cannot be someone's choice or action. But to 

see how question-begging such a claim is, one has only to note what it implies: 

if anything is a choice or action, it is determined ("all choices and actions are 

determined" ) .  Are we to assume that this is necessarily true or true by definition? 

If so, the free will issue would be solved by fiat. But, aside from its being question

begging, there is no good reason to believe such a claim anyway. A choice is the 

formation of an intention or a purpose to do something. It resolves uncertainty 

and indecision in the mind about what to do. Nothing in such a description 

implies that there could not be some indeterminism in the deliberation and neural 

processes of an agent preceding choice corresponding to the agent's uncertainty 

about what to do. Recall from preceding arguments that the presence of indeter

minism does not mean the outcome happened merely by chance and not by the 

agent's effort. Once again we must be wary of confusing undetermined with un

caused.20 Self-forming choices are undetermined but not uncaused; they are caused 

by the agent's efforts. 

If indeterminism does not undermine the idea that something is a choice, 

perhaps it undermines the idea that it is the agent's choice. But again, why must 
it necessarily do that? What makes the woman's choice her own is that it results 

from her efforts and deliberation, which in turn are causally influenced by her 

reasons and intentions (for example, to resolve indecision in one way or another) .  

And what makes these efforts, deliberations, reasons, and intentions hers, a s  I have 

elsewhere argued, is that they are embedded in a larger motivational system re

alized in her brain in terms of which she defines herself as a practical reasoner 
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capable of responding to and acting on reasons. ( I  call this system the "self

network" in Kane 1996a: 137-41 ) .  Such a motivational system or self-network is 

needed to account for rational agency, no matter what position one takes on free 

will, whether compatibilist or incompatibilist, as Fred Dretske (1988) and David 

Velleman (1992) have persuasively argued. A choice is the agent's doing when it 

is produced intentionally by efforts, deliberation, and reasons that are part of the 

agent's self-network and in addition when the agent endorses the new intention 

or purpose that the choice creates (for example, to help the assault victim) as an 

additional part of the self-network capable of guiding future practical reasoning 

and action.2 1  This is what happens in the businesswoman's case when she chooses 

(either way) . 

Perhaps the issue then is not whether the result of the woman's effort was a 

choice, or even whether it was her choice, but rather how much control she had 

over it. I have already argued ( in earlier discussions of voluntariness and control) 

that the presence of indeterminism need not eliminate control altogether. But 

would not the presence of indeterminism at least diminish the control persons 

have over their choices and other actions? Is it not the case that the assassin's 

control over whether the prime minister is killed (his ability to realize his purposes 

or what he is trying to do) is lessened by the undetermined impulses in his arm

and so also for the husband and his breaking the table? And if so, would it not 

be the same for self-forming choices, like the businesswoman's? Moreover, this 

limitation is connected with another often noted by critics-that indeterminism, 

wherever it occurs, appears to be a hindrance or obstacle to the realization of our 

purposes and hence an obstacle to our freedom. 

There is some truth in these claims, but I think it is a truth that reveals 

something important about free will . One should concede that wherever it occurs, 

indeterminism does diminish control to some degree over what we are trying to 

do and is a hindrance or obstacle to the realization of our purposes. But recall 

that in the case of the businesswoman (and SFAs generally) , the indeterminism 

that is admittedly diminishing her control over one thing she is trying to do (the 

moral act of helping the victim) is coming from her own will-from her desire and 

effort to do the opposite (go to her business meeting) ,  and vice versa. Thus, in 

each case, while the indeterminism is indeed functioning as a hindrance or ob

stacle to the realization of one of her purposes, it is doing so in the form of 

resistance within her will which has to be overcome. 

If there were no such hindrance, no resistance in the will, she would indeed 

have "complete" control over one of her options in the sense that no competing 

motives would stand in the way of her choosing it. But then also she would not 

be free to rationally and voluntarily choose the other purpose because she would 
have no good competing reasons to do so. Thus, indeterminism, by hindering the 

realization of some of our purposes, paradoxically opens up the genuine possibility 
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of pursuing other purposes-doing otherwise-voluntarily and rationally. To be 

genuinely self-forming agents (creators of ourselves) ,  to have free will, there must 

at times in life be such obstacles and hindrances in our wills that must be over

come. 

Let me conclude with one final objection that is perhaps the most telling and 

has not yet been discussed. Even if one granted that persons, such as the busi

nesswoman, could make genuine self-forming choices that were undetermined, is 

there not something to the charge that such choices would be arbitrary? A residual 

arbitrariness seems to remain in all self-forming choices, since the agents cannot 

in principle have sufficient or overriding prior reasons for making one option and 

one set of reasons prevail over the other. There is also some truth to this charge, 

but again I think it is a truth that reveals something important about free will. I 

have argued elsewhere ( Kane: 1996a: 145-46) that such arbitariness relative to prior 

reasons tells us that every undetermined self-forming choice is the initiation of 

what might be called a "value experiment" whose justification lies in the future 

and is not fully explained by the past. In making such a choice we say, in effect, 

"Let's try this. It is not required by my past, but is consistent with my past and 

is one branching pathway my life can now meaningfully take. Whether it is the 

right choice, only time will tell . Meanwhile, I am willing to take responsibility for 

it one way or the other." 

It is worth noting that the term arbitrary comes from the Latin arbitrium, 

which means "judgment" -as in liberum arbitrium voluntatis, "free judgment of 

the will" ( the medieval designation for free will) . Imagine a writer in the middle 

of a novel. The novel's heroine faces a crisis and the writer has not yet developed 

her character in sufficient detail to say exactly how she will act. The author makes 

a "judgment" about this that is not determined by the heroine's already formed 

past, which does not provide unique direction. In this sense, the judgment (ar

bitrium) of how she will react is "arbitrary," but not entirely so. It had input from 

the heroine's fictional past and in turn gave input to her projected future. 

In a similar way, agents who exercise free will are both authors of and char

acters in their own stories at once. By virtue of "self-forming" judgments of the 

will (arbitria voluntatis) , they are "arbiters" of their own lives, "making them

selves" out of past that, if they are truly free, does not limit their future pathways 

to one. If we should charge them with lacking a sufficient or conclusive prior 

reason for choosing as they did, any one of them might reply: "True enough. But 

I did have good reasons for choosing as I did, which I 'm willing to endorse and 

take responsibility for. If they were not sufficient or conclusive reasons, that's 

because, like the heroine of the novel, I was not a fully formed person before I 

chose (and still am not, for that matter) .  Like the author of the novel,  I am in 

the process of writing an unfinished story and forming an unfinished character 

who, in my case, is myself." 



426 LIBERTARIAN PERSPECTIVES ON FREE AGENCY AND FREE WILL 

9 .  A G E N T  C A U S A T I O N  

When I began discussing the Intelligibility Question in section 5 ,  I said the goal 

would be to see how far one could go in making sense of incompatibilist free will 

without appealing to "extra factor" strategies in the form of special forms of 

agency or causation (noumenal selves, transempirical power centers, agent- or 

non-occurrent [AC] causes, and the like) .  In short, the goal was to pursue a TI 

or teleological intelligibility strategy, attempting to make libertarian free will pur

posively intelligible without appeals to extra factors or sui generis forms of cau

sation that cannot be spelled out in terms of events, occurrences, or states of 

affairs. 

The preceding account of libertarian free will makes no such appeals. It does 

appeal to a notion of mental causation. It assumes that choices and actions can 

be caused or produced by efforts, deliberations, beliefs, desires, intentions, and 

other reasons or motives of the agent.22 (Hence it is also a causalist or causal 

indeterminist TI strategy. ) But this is causation by events, occurrences, or states 

of affairs involving the agent; it is not a special kind of nonoccurrent causation 

by an agent such as AC theories require. Moreover, mental causation of this sort 

is not a specifically incompatibilist or libertarian assumption. Compatibilist and 

determinist accounts of free agency also assume that choices and actions can be 

caused by efforts, beliefs, desires, intentions, and the like; and it is hard to see 

how they could avoid doing so. The only added assumption I have made to 

account for libertarian free agency is just the one you would expect-that some 

of the mental events or processes involved may be undetermined, so that the 

causation by mental events may be nondeterministic or probabilistic as well as 

deterministic. 

The question I want to ask in this concluding section is this: what is missing 

in the TI and causal indeterminist account of libertarian freedom presented in 

earlier sections that an added postulate of nonoccurrent or nonevent agent

causation is supposed to provide? Analogous questions could be posed for other 

extra factor strategems, such as noumenal selves, transempirical power centers, 

and the like. But since these have fallen out of favor among contemporary phi

losophers, I choose to concentrate on extra factor theories that have played the 

most prominent role in recent philosophy, theories of agent- or non occurrent or 

nonevent, causation, that is, AC theories. 

Let it be clear at the outset that the TI theory presented in earlier sections 

does postulate agent causation. Agents cause or bring about their undetermined 

self-forming choices (SFAs) by making efforts to do so, voluntarily and intention

ally; and agents cause or bring about many other things as well by making efforts 

or by performing other actions-they cause deaths (of, say, prime ministers) ,  

broken tables, messes, accidents, pain, fires, and s o  on. Agent causation i n  general 
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is not the issue here. TI theorists can also believe in agent causation and I certainly 

do, even for undetermined free choices (SFAs) . What is at issue is agent-causation 

(hyphenated)-a sui generis form of causation that cannot be spelled out in terms 

of events, occurrences, or states or affairs involving agents. It is misleading to 

frame this debate in such a way that AC theorists believe in agent causation while 

TI theorists do not (presumably because the latter believe only in event causation) . 

They both can and should believe in agent causation. The issue is how it is to be 

spelled out. 

A related point is this: just as we can say, on the theory I have proposed, that 

agents cause their self-forming choices (SFAs) by making efforts to do so, and 

cause other things such as broken tables and messes, so we can say that agents 

produce or bring about their self-forming choices by making efforts to do so and 

produce many other things by their efforts and other actions. Of course, the 

causation or production in the case of SFAs is nondeterministic or probabilistic, 

since they are undetermined. But so it is also in the case of the assassin or the 

husband who breaks his wife's table. And the burden of my argument was that 

nondeterministic or probabilistic causation can support claims that agents really 

do produce or bring about what they nondeterministically or probabilistically cause 

by their voluntary efforts and can be held responsible for doing SO.23 This is true 

of the asssassin, the husband, the mathematical problem-solver, and those who 

make SFAs, like the businesswoman. 

This point is worth emphasizing, because it is often claimed by AC theorists 

that what TI theories (including causal indeterminist theories) lack-and what 

nonoccurrent agent-causation is supposed to provide-is a conception of agents 

producing or bringing about their undetermined actions rather than those actions 

occurring merely by chance. But I have repeatedly argued in earlier sections

without invoking nonoccurrent agent-causation-that the mere presence of in

determinism does not imply that SFAs and other actions (such as the assassin's 

or the husband's) must occur merely by chance and not as a result of the agent's 

voluntary and intentional efforts. The mistake here lies in assuming that if some

thing is undetermined by prior reasons or efforts of an agent, it must be uncaused 

by prior reasons or efforts of the agent (which is a special case of the mistaken 

assumption that what is undetermined must be uncaused). 

I also argued in previous sections that nondeterministic causation by efforts 

and reasons supports ascriptions of responsibility when one also considers that 

the efforts are voluntarily and intentionally made for reasons and that the results 

of the efforts (such as choices) are endorsed by the agents as successful outcomes 

of what they were trying to do. This is so in the assassin and husband cases; and 

it is doubly so for SFAs, like the businesswoman's, where the failure of one effort 

is not a mere failure, but a voluntarily succeeding in doing something else. 

So we are still looking for what the postulation of nonoccurrent agent

causation is supposed to add to the picture. In his perceptive survey of contem-
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porary AC theories in an essay of this volume (ch. 15) ,  Timothy O'Connor pro

vides some further clues about this matter that are worth considering. Speaking 

to the issue of what causal indeterminist theories like mine lack that nonoccurrent 

agent-causation is supposed to provide, O'Connor writes: For causal indeterminist 

theories, "the agent's internal states [including reasons, motives, and so on] have 

objective tendencies of some determinate measure to cause certain outcomes. 

While this provides an opening in which the agent might freely select one option 

from a plurality of real alternatives, it fails to introduce a causal capacity that fills 

it. And what better here than it's being the agent himself that causes the particular 

action that is to be performed?"24 The missing element suggested in this quote is 

the "causal capacity" to "freely select one option from a plurality of real alter

natives" that are left open by the (causal) indeterminism of prior events. 

Now such a causal capacity is surely important. But why do we have to 

suppose that agent-causation of a nonevent kind is needed to capture it? The fact 

is that, on the causal indeterminist theory I have presented, the agent does have 

such a causal capacity. Not only does the businesswoman facing an SFA have a 

plurality of real alternatives from which to choose, she has the capacity to make 

either choice by making an effort to do so. The conflicting motives in her will 

and the consequent divisions within her motivational system make it possible for 

her to choose either way for reasons, voluntarily and intentionally. And this is 

clearly a causal capacity since it is the capacity to cause or produce either choice 

outcome (nondeterministically, of course) as a result of her effort against resis

tance in her will. 

This is a remarkable capacity to be sure; and we may assume that it is pos

sessed only by creatures who attain the status of persons capable of self-reflection 

and having the requisite conflicts within their wills. (So O'Connor's calling it a 

form of "personal causation" is altogether apt.) But there is no reason to suppose 

we need to postulate a nonevent form of causation to account for iUS The capacity 

itself (prior to its exercise) is a complex dispositional state of the agent; and its 

exercise is a sequence of events or processes involving efforts leading to choice or 

formation of an intention, which intention then guides subsequent action (of 

going back to help the victim or going on to a meeting.) It is a capacity of the 

agent, to be sure, but both the capacity and its exercise are described in terms of 

properties or states of the agent and in terms of states of affairs, events, and 
processes involving the agent, as I have done in the preceding paragraph and 

earlier in the paper. 

Is there a residual fear functioning here that the "agent" will somehow dis

appear from the scene if we describe its capacities and their exercise, including 

free will, in terms of states and events? Such a fear would be misguided at best. 

A continuing substance (such as an agent) does not absent itself from the onto

logical stage because we describe its continuing existence-its life, if it is a living 
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thing-including its capaCIties and their exercise, in terms of states of affairs, 

events, and processes involving it. One needs more reason than this to think that 

there are no continuing substances, or no agents, but only events, or that agents 

do not cause things, only events cause things. For my part, I should confess that 

I am a substance ontologist and indeed something of an Aristotelian when it 

comes to thinking about the nature of living things and the relation of mind to 

body. Agents are continuing substances with both mental and physical properties. 

But there is nothing inconsistent in saying this and being a TI theorist about free 

will who thinks that the lives of agents, their capacities, and the exercise of those 

capacities, including free will, must be spelled out in terms of states, processes, 

and events. 

Similar remarks are in order about O'Connor's comments on "emergence" in 

chapter 15 of this volume. Issues about the existence of emergent properties (like 

issues about continuing substances) must also be distinguished from issues about 

nonevent causation. Indeed, I also believe that emergence of a certain kind (now 

recognized in self-organizing systems) is necessary for free will, even of the TI 

kind that I defend. Once the brain reaches a certain level of complexity, so that 

there can be conflicts in the will of the kind required for SFAs, the larger moti

vational system of the brain stirs up chaos and indeterminacy in a part of itself 

which is the realization of a specific deliberation. In other words, the whole mo

tivational system or self-network has the capacity to influence specific parts of 

itself (processes within it) in novel ways once a certain level of complexity of the 

whole is attained. This is a kind of emergence of new capacities and indeed even 

a kind of "downwards causation" (novel causal influences of an emergent whole 

on its parts) such as are now recognized in a number of scientific contexts in

volving self-organizing and ecological systems (Kuppers 1992, Kauffman 1995 , Gil

bert and Sarkar 2000). 

But this kind of emergence characteristic of self-organizing systems does not, 

in and of itself, imply causation of a nonoccurrent or nonevent kind, since the 

wholes and parts involved are states and processes of the organism of various 

levels of complexity. Of course, O'Connor would like a stronger form of emer

gence than this, which would require nonoccurrent causation. But his argument

that some kind of emergence of capacities for holistic or downward causation of 

wholes on parts is required for free will-does not prove the need for a nonevent 

kind of causation. Such emergence, which I agree is important for free will, can 

be accommodated within a teleological intelligibility theory. 

O'Connor offers yet another argument when he says that what non-agent

causal theories lack and what agent-causation supplies is "the agent's directly con

trolling the outcome" of an undetermined choice. This is the other side of the AC 

equation. AC theorists usually focus on one or both of two things when asked 

what is missing in non-AC theories: production and control. We have just consid-
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ered production. Let us now turn to control, a topic that I have said a great deal 

about earlier in this chapter. What is it for an agent to have direct control at a 

given time over a set of choice options (for example, to help the assault victim 

or go on to a meeting) ? The account I have given of this idea is embodied in the 

notion of plural voluntary control. To state it more precisely for present purposes, 

agents have plural voluntary control over a set of options at a time when they 

have the (1) ability to (2) bring about (3) at that time (4) whichever of the options 

they will or want, (5) for the reasons they will to do so, (6) on purpose or 

intentionally rather than accidentally, by mistake or merely by chance (as when 

by mistake I press the wrong button on the coffee machine) , hence (7) voluntarily 

(in accordance with their wills rather than against them) , (8) as a result of their 

efforts, if effort should be required, (9) without being coerced or compelled, or 

(10) otherwise controlled or forced to choose one way or the other by some other 

agent or mechanism. Agents exercise such control directly when they voluntarily 

and intentionally produce one of the options (a particular self-forming choice or 

SFA) then and there (at the time in question) under these conditions. 

I have argued that every one of these conditions can be satisfied for SFAs of 

the type exemplified by the businesswoman, even when the choice options are 

undetermined-without appealing to nonevent causation. It is true that, with 

undetermined SFAs, agents do not have control over which choice outcome will 

occur before it occurs; otherwise the outcomes would be predetermined. But, as 

also argued earlier, it does not follow from this fact that one does not have control 

over which of the outcomes occurs when it occurS.26 Moreover, these conditions 

of plural voluntary control are the kinds we look for when deciding whether 

persons are or are not responsible for their choices or actions (for example, when 

they produce something voluntarily and intentionally as a result of making an 

effort to do so) . Thus, control in a responsibility-entailing sense can be accom

modated within a TI theory just as production can be. Indeed, it is worth noting 

that control and production are related: control (over x) at a time t is the ability 

at t to produce (x) at t; voluntary control is the ability at t to produce (x) at t "at 

will"; and plural voluntary control is the ability at t to produce (x) at t at will 

and to do otherwise than produce (x) at t at will. 

I turn finally to some criticisms in this volume (chapter 16) of my TI and 

causal indeterminist view by another AC theorist, Randolph Clarke. Clarke is an 
unusual AC theorist because he takes nondeterministic causation by reasons more 

seriously than do other AC theorists and has argued persuasively for the role of 

such causation in libertarian accounts of free will (Clarke 1992a, 1996b, 1997) . 

Indeed, I agree with much of what Clarke says about this topic and have learned 

much from his writings on it. For example, in his essay (ch. 16) for this volume, 

when discussing an event-causal or causal indeterminist view like mine, Clarke 

says that, on such a view, "there will be available explanations of free actions that 

cite reasons-states that caused the action; these explanations will be rational ex-
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planations, simple as well as contrastive. Free actions will then be adequately 

explicable" by such theoriesY Of course, as Clarke also notes, issues of explanation 

are not the same as issues of control. Yet, he also argues in chapter 16 that many 

objections to the effect that causal indeterminist theories cannot account for agent 

control also miss the mark. For example, Clarke considers the so-called "luck 

objection" -the objection that, on causal indeterminist views, it would merely be 

a matter of luck which of a set of undetermined choices occurred-and finds this 

objection unconvincing. Needless to say, I agree with Clarke on all these points. 

(See my arguments on luck and chance in sections 7 and 8 of this essay.) 

Where then does Clarke think event-causal, or causal indeterminist, TI the

ories fall short, so that some further nonevent causation is needed? The reason 

(so far as I understand it) emerges toward the end of his essay: " [AJn event-causal 

libertarian view adds no new types of causes to those that can be required by a 

compatibilist account, and hence the former appears to add nothing to the agent's 

positive power to determine what he does."28 Causal indeterminist theories provide . 

"leeway" for choice, Clarke says, but no more control over actions than compa

tibilists offer; and more control than compatibilists offer is needed to account for 

the genuine responsibility and desert in libertarian senses.29 

I agree that something more in the way of control than compatibilists offer 

is needed to account for genuine responsibility in the libertarian sense. But I 

think the "more" control libertarians need is not more of the same kind of con

trol compatibilists offer, but rather another kind of control altogether. The kind 

of everyday control that usually concerns compatibilists is what I call "antecedent 

determining control" (Kane 1996a: 144)-the ability to guarantee or determine 

beforehand which of a number of options is going to occur.30 This kind of con

trol is clearly important in everyday life. But it is not the only kind of control 

that must matter for libertarians. If free choices are undetermined, we cannot 

have antecedent determining control over them, for exercising such control 

would mean predetermining them (determining beforehand just which choice we 

are going to make) . What libertarians must require for undetermined SFAs, I be

lieve, is another kind of control altogether (that compatibilists cannot obtain)

namely, ultimate control-the originative control exercised by agents when it is 

"up to them" which of a set of possible choices or actions will now occur, and up 

to no one and nothing else over which the agents themselves do not also have 

control. One can show that this kind of control, which is required by ultimate 

responsibility (UR), entails indeterminism (as I have shown earlier in this chap

ter) . So it is not something that can be captured by compatibilist accounts of 

freedom; but neither does it require nonoccurrent causation, as I have also ar

gued. It does require the ability to cause or produce any one of a set of possible 

choices or actions each of which is undetermined (hence nondeterministically)

and to do so "at will" (that is, rationally (for reasons) , voluntarily, and intention

ally) . 
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Moreover, there is a trade-off between such ultimate control required for 

incompatibilist freedom and the antecedent determining control that compatibil

ists can get. To have some ultimate control over our destinies, we have to give up 

antecedent determining control at crucial points in our lives. We have to accept 

a measure of uncertainty and genuine indeterminacy in our deliberative lives right 

up to the moment of decision. Indeterminism does not leave everything unchan

ged, for it implies "the probability or chance of failure" -though with genuine 

free will, every failing is also a succeeding, so we are responsible either way. If 

libertarians were after the same kind of control that compatibilists have to offer, 

only more of it, then I would agree with Clarke. But I think that what motivates 

the need for incompatibilism is an interest in a different kind of "control over 

our lives" altogether-a control related to our being to some degree the ultimate 

creators or originators of our own purposes or ends and hence ultimate "arbiters" 

of our own wills. We cannot have that in a determined world. 

NOTES 

1. See Berofsky's essay in this volume (ch. 8) for an overview of recent debates 
about can, power, ability, and "could have done otherwise." Aspects of the debates are 
also discussed in essays by Kapitan, van Inwagen, Russell, Taylor and Dennett, Fischer, 
Ekstrom, and Widerker-chs. 6, 7, 11, 12, 13, and 14, respectively. 

2. The formal statement of the condition is, 

(UR) An agent is ultimately responsible for some (event or state) E's occurring 
only if (R) the agent is personally responsible for E's occurring in a sense 
which entails that something the agent voluntarily (or willingly) did or omitted 
. . .  either was, or causally contributed to, E's occurrence and made a difference 
to whether or not E occurred; and (U) for every X and Y (where X and Y 
represent occurrences of events and/or states) if the agent is personally respon
sible for X, and if Y is an arche (or sufficient ground or or explanation) for X, 

then the agent must also be personally responsible for Y (Kane 1996a: 35) 

R is the "responsibility condition" and U the "ultimacy condition" of UR. My first for
mulation of a condition of this sort was in Kane 1985: ch. 3. I have since dropped the 
phrase "for which the agent could have voluntarily done otherwise" from the statement 
of R in Kane 1996a because it is not needed (see Kane 2000a, particularly the response 
to Fischer 2000); it turns out that what this phrase says follows from U for reasons 
discussed later in this chapter. Other philosophers, such as Galen Strawson (1986) and 
Martha Klein (1990), have also noted the importance of an ultimacy condition for free 
will, though neither believes such a condition can be satisfied; and so they reject liber
tarian free will. See Strawson's essay in this volume (ch. 19) and the discussion of Klein 
in Paul Russell's essay (ch. 10 of this volume). 
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3. Aristotle (1915: 1114aI3-22). Also see Richard Sorabji (1980: 234-38) for a percep
tive discussion of this condition in Aristotle's writings. 

4· Kane (1996a: 74-78, l25fo. 
5. An interesting religious use of this idea is made by Sennett (1999) regarding 

the freedom of creatures in heaven. If they have reached a state where their wills are 
determined to do the good, in what sense, if at all, would they be free and responsible? 
Sennett argues that one can make sense of this religiously if they have a history of 
actions that were free in an incompatibilist sense at some point in their earthly lives 
and through which they have arrived at this state. In a footnote, he correctly suggests 
that my view of free will would support such an account (ibid.: 81). Though I do not 
usually engage in heavenly speculation, were I to do so, I would put it this way (com
pare Kane 1996a: 179-81): [Clreatures in an orthodox heaven, if they acted at all, would 
continue to act "of their own free wills" in the sense of "wills of their own free mak
ing." 

6. A proof that UR does indeed entail AP for self-forming actions (SFAs) comes 
later. The complete version is in Kane (1996a: chs. 5, 7). 

7. Klein (1990: ch. 2) also notes that worries about ultimacy are distinct from wor
ries about alternative possibilities, as does Strawson in this volume (ch. 19). As 
we shall see, however, I argue that the two conditions are connected in surprising ways. 

8. Some libertarians such as Eleonore Stump (1990, 1996a) and Linda Zagzebski 
(1991), influenced also by Frankfurt-style examples, have argued that while free will is 
incompatible with causal determinism, it does not necessarily require alternative possi
bilities or AP. Such a view has been called "hyperincompatibilism." Why might free will 
require indeterminism if not for AP? Stump (1999b) has suggested that something like 
my UR might be the reason. I think she is right about this, but it does not follow that 
AP is entirely out of the picture, as we shall see. 

9. Not as sole causes, of course, but as necessary or indispensable parts of the ac
tual web of causes or conditions that produced these purposes and motives (compare 
Kane 1996b). 

10. It is worth noting that one might have a sufficient motive without a sufficient 
cause, and vice versa. There is a sufficient motive when the agent's will is "set one way" 
on performing an action so that the agent will act in only one way voluntarily. The 
Austinian examples show that this can be the case even in the absence of sufficient 
causes. The opposite cases of sufficient causes without sufficient motives are more obvi
ous. My pressing the button for coffee with cream by mistake might have been deter
mined, in which case it would have a sufficient cause, but no sufficient motive, since I 
wanted and intended to press a different button. 

11. For extended discussions of the arguments behind this widespread skepticism, 
see the essays of Strawson, Honderich, and Taylor and Dennett in this volume (chs. 19, 
20, and 11, respectively). Other essayists of this volume who endorse the scepticism in
clude Berofsky, Russell, Pereboom, Smilansky, Double, and Walter (chs. 8, 10, 21, 22, 23, 
and 26, respectively). 

12. Kant (1959), Eccles (1970, 1994); among the Cartesians, see Price (in Priestley 
and Price 1778) and Mansel (1851). The views of Duns Scotus on free will are complex, 
but he expresses a common, though not univeral, medieval theme when he says, 
"[Nlothing other than the Will is the total cause of volition in the will" (Scotus 1962: 
38). 
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13. See O'Connor's essay in this volume (ch. 15) for an overview of AC theories. For 
criticisms of AC theories by libertarians, see the essays of van Inwagen (ch. 7) and Ginet 
(ch. 17) as well as section 9 of this chapter. Also see O'Connor (1995) for defenses of 
agent-causal positions by various authors, including William Rowe, Randolph Clarke, 
and Timothy O'Connor. 

14. See Randolph Clarke's essay in this volume (ch. 16) for a general critical survey 
of TI theories of the noncausalist as well as causal indeterminist varieties. David Wiggins 
(1973), Richard Sorabji (1980), and Roderick Chisholm (1995) express sympathy for a 
causal indeterminist TI approach though they do not work out detailed theories. (Chis
holm's 1995 amounts to a repudiation of his earlier commitment to an agent-causation 
or AC view, 1982b). See Ginet's essay in this volume (ch. 17) for a discussion of the 
differences between noncausalist and causalist theories. 

15. There are three other libertarians with whom I agree on many points though I 
am not sure exactly how to classify their views or whether they share the commitments 
of this footnoted statement. They are David Hodgson (1991, 1999), Storrs McCall (1987, 
1994, 1999), and James Felt S.J. (1994). In his essay for this volume (ch. 4) and in (1999), 
Hodgson accurately points out a number of similarities between his view and mine. My 
uncertainty about the relation of our views focuses on how to classify his notion of "vo
litional causation." It seems not to be a form of nonevent causation, which suggests a TI 
approach. Yet it is not clear to me whether or not it constitutes an "extra" form of 
causation over and above those accepted in the sciences, and hence whether Hodgson's 
view really involves an "extra factor" strategy or not. Storrs McCall has been writing 
perceptively about free will for many years and I agree with much of what he says on 
the subject. It seems that his view is also a TI theory, but it is not clear to me whether 
his account of decision making is genuinely causalist or a more modest causal indeter
minist account, like Mele's, or a stronger account like mine. (McCall and I are currently 
trying to figure out just how we differ.) Finally, James Felt puts forward a unique theory 
of free will that has many TI features. But he relies on a Bergsonian distinction between 
two notions of time in order to account for agency, on which I do not rely. Despite 
these differences and uncertainties, I do agree with much in the views of all three of 
these philosophers. 

16. Whether the requisite indeterminacy is there in the brain is an empirical ques
tion of course. The question at issue here is what we could do with it to make sense of 
incompatibilist freedom, if it were present. I assume for the sake of argument that inde
terminacy might enter the picture by way of chaotically amplified quantum indetermi
nacies of some sort. There is growing evidence that chaotic activity plays a significant 
role in cognitive processing in the brain (See Walter 200l: ch. 3.) But chaotic amplifica
tion is not the only possibility. It is conceivable that novel indeterminacy could arise at 
macrolevels, as suggested by Senchuk (1991), Prigogine (1997), and others. Dupre (1993 
and 1996) also has interesting things to say on this topic. For discussion of the possibili
ties and issues in this area, see the essays by Hodgson and Bishop in this volume, chs. 4 
and 5, respectively. 

17. Accessible introductions to the role of neural networks in cognitive processing 
which bring out the relevant features of recurrent neural networks include P. M. 
Churchland (1996) and M. Spitzer (1999). 

18. The sense in which coerced actions are not free is of course tricky, since even 
persons with a gun to their heads have some choices (for example, handing over their 
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money or serious bodily harm). I discuss the sense in which coerced actions are not free 
and how coercion fits into this picture of SFAs more fully in Kane (1996b). 

19. Michael Bratman (1984) has shown that trying to do competing things can also 
make sense in ordinary terms-in his well-known example of the person playing two 
video games at once. As Bratmen points out, it does not make sense to say that the 
player intends to win both games (by analogy, make both choices), because he knows. he 
cannot. He intends to win one or the other, but he can be trying to win both. Bratman 
also points out that when the agent does win one or the other, he does so intentionally 
even though he did not have the prior intention to win that particular game. It is not 
often noted that this is precisely the situation for deliberated choices generally. We in
tend, while deliberating, to choose one or another of the options but do not intend be
forehand to choose this or that particular option. Yet when we do choose a particular 
option, we nonetheless do so intentionally, by virtue of our prior intention to choose 
one or the other. 

20. I suspect that much of the plausibility of the statement, "If an event is undeter
mined, it must be something that merely 'happens,' it cannot be somebody's choice or 
action" comes from tacitly assuming that undetermined in the statement means "un
caused." 

21. For further discussion of the idea of a self network in relation to agency in cog
nitive and neuroscientific literature, see Walter (2001: ch. 3), Flanagan (1992), A. Dama
sio (1994) and essays in A. Damasio, H. Damasio, and Christen, eds. (1996). 

22. I am well aware that the nature of mental causation is itself the subject of con
siderable debate in contemporary philosophy and that there is no generally agreed upon 
account to it. But my point, in this paragraph and subsequent ones, is twofold: first, 
some account of mental causation is needed by any adequate theory of free agency, lib
ertarian or nonlibertarian, so any problems with the idea do not attach only to libertari
anism; second, causation by desires, beliefs, intentions, efforts, and other mental phe
nomena is causation by states or events of the agents and does not, in and of itself, 
imply nonoccurrent or nonevent agent-causation. I think both points are eminently de
fensible. With regard to the first, a few philosophers might dispute it, notably noncau
salist libertarians such as Ginet, McCann, and Goetz, but my disagreements with them 
are not at issue here, since they also reject AC theories. 

23. Compare Clarke (1995b). 
24. This volume, p. 340. 
25. Consider also the formula by which O'Connor positively characterizes agent

causation in his essay (ch. 15) for this volume and in his recent book (O'Connor 2000): 
"[AJn agent causes an intention for a reason (or for a desire)." This formula can also be 
accommodated by a teleological intelligibility (TO theory of a causal indeterminist kind, 
if one gives, as I have done, an account of agents' causing or producing their undeter
mined self-forming choices without appealing to nonoccurrent causation. Thus the for
mula in and of itself does not distinguish agent-causal views from non-agent-causation 
views, unless one assumes (question-beggingly) that the causation involved must be non
occurrent. What really distinguishes agent-causation is not any such formula taken by 
itself, but the negative requirement that it is a kind of causation that cannot be ac
counted for in terms of events, occurrences, and states of affairs involving the agents. 

26. Might nonoccurrent agent-causation do something in addition to this, for ex
ample, might it antecedently raise the probability that one choice would be made with-
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out antecedently determining that choice (as O'Connor also suggests at one point)? An
tecedently raising the probability of one outcome rather than another during 
deliberation is certainly something that can happen and I accommodate it into my TI 
theory (see Kane 1996a: ch. 9). Such choice-preceding probabilities can be raised by fo
cusing on certain considerations relevant to deliberation, entertaining new thoughts 
prior to choice, making practical judgments, and so on; and some of these earlier acts of 
attention, thinking, or judgment during deliberation may be undetermined self-forming 
actions understood along the lines suggested for other SFAs in this essay, as I show in 
Kane (1996a: 157-69). So while the ability to raise (or lower) the probability that certain 
choices will be subsequently made by earlier acts of attention, thought, or practical judg
ment is important to a complete account of free will, it is not something that we re
quire nonoccurrent causation to explain. 

27. This volume, p. 365. 
28. This volume, p. 374. 
29. Clarke makes some other more specific objections to my causal indeterminist 

theory in his essay for this volume (ch. 16) which are important, but which I have ad
dressed in other places. (See Kane 1999b, which is a response to Clarke 1999.) There are 
several related objections he makes concerning efforts of will, however, that I would like 
to briefly address here because they bear on other things I have said. He focuses on the 
"efforts of will" that figure in my account of SFAs and asks whether these efforts in turn 
are causally determined. I indicated in correspondence that they would be, as Clarke 
notes, but that admission was a lapse that should have been significantly qualified as 
follows. The efforts agents make in SFA situations are causally influenced by their reasons 
or motives, to be sure. For example, if the businesswoman did not have moral motives, 
she would not make an effort to return to help the assault victim; she would have no 
reasons to do so. But while the efforts that precede SFAs are causally influenced by the 
agent's reasons, they are not strictly speaking determined by those reasons because the 
efforts themselves are indeterminate, which means that some indeterminism is involved 
in the complex neural processes realizing them in the brain. Thus, the reasons do not 
determine that an exact amount of effort will be made. As a consequence, it turns out 
that indeterminism enters into my theory in two stages, first, with the efforts, then with 
SFAs. One might say that, with the efforts, one opens a "window" of indeterminacy 
whose upshot is that the choice outcome (the SFA) will not be determined. But the pri
mary locus of indeterminism is in the moment of choice itself, the SFA. The latter is 
undetermined in a way that allows for robust alternative possibilities (making a moral 
choice or an ambitious choice). Yet in order to prepare the way for these robust unde
termined alternatives of SFAs, a measure of indeterminacy enters the picture earlier, in 
the preceding indeterminate efforts. These prior efforts in turn, though indeterminate, 
do not themselves represent robust alternative possibilities in the way that the resulting 
SFAs do, because the agents do not choose to make one or the other of the efforts. They 
make them both. Yet the efforts do open a window of indeterminacy whose full flower
ing in undetermined free choice occurs in the SFA. This means, in reference to Clarke's 
objection, that there is no UR-generated regress, because neither the effort, nor the rea
sons that cause it, are sufficient causes of the SFA. A related question about the efforts is 
this: do the agents cause these efforts? No, not in the way they cause their SFAs, because 
the efforts are basic actions. Agents make the efforts, they do not cause them by doing 
something else. And what it means to say they make the efforts was spelled out in sec-
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tion 8: the businesswoman's effort to choose the moral action is causally influenced by 
reasons, is guided by her intention to resolve indecision by making a moral choice in 
accordance with those reasons, and the relevant reasons and intentions that influence 
her in this way are hers in the sense that they are embedded in, and subserve the aims 
of, the larger motivational system realized in her brain (the self-network) in terms of 
which she defines herself as practical reasoner. Finally, are the efforts freely made? I dis
tinguish three senses of freedom, all of which I think are required for a complete ac
count of free action and free will: (1) not being coerced, compelled, controlled, and so 
on; (2) acting "of one's own free will" in the sense of a will of one's own making (i.e., 
satisfying UR); and (3) being an undetermined self-forming, plural voluntary action (or 
SFA). Sense (1) is compatibilist (and I think it is necessary for free will, though not 
sufficient); senses (2) and (3) are incompatibilist. Efforts of will preceding SFAs are free 
in senses (1) and usually (2) also; SFAs (the full flowering of free will) are true in all 
three senses. 

30. As when we say, "I am in control here," meaning "I am in a position to insure 
that a future desired outcome will occur." 
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CHAPTER 19 

THE BOUNDS OF 

FREEDOM 

GALEN STRAWSON 

ARE human beings ever really-without qualification-responsible for their ac

tions? Are they ever really morally (and not just causally) responsible for their 

actions? Are they ever ultimately responsible for their actions? Are they ever ul

timately morally responsible for them? Are they ever responsible for their actions 

in such a way that they are, without any sort of qualification, morally deserving 

of praise or blame or punishment or reward for them? 

This question, with its various strengths, is the only really troublesome ques

tion when it comes to the problem of free will, and it is the only one I will 

consider here. The difficulty with it is simple and well known: there appear to be 

powerful reasons for answering yes and powerful reasons for answering no. One 

might say that there are frames in which the answer is yes and frames in which 

the answer is no. I want to draw attention to the fundamental frame in which 

the answer is no. The point I have to make is old and simple and a priori and I 

will articulate it in more than one way, as a kind of exercise. 

There are also powerful a posteriori reasons for answering no. No seems 

unavoidable if Einstein's theory of special relativity is anything close to correct, 
for example-a fact little discussed in recent debate about free will. Einstein reck

oned that "a Being endowed with higher insight and more perfect intelligence, 

watching man and his doings, would smile about man's illusion that he was acting 

according to his own free will."l Here, however, I will stick to the a priori point. 

Being a priori, it holds good whether determinism is true or false: the 

issue of determinism is irrelevant to the present discussion.2 For the record, 
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though, determinism is the view that the history of the UnIverse is fixed in 

such a way that everything that happens is necessitated to happen by what has 

already gone before in such a way that nothing can happen otherwise than it 

does. It can also be expressed, more simply, as the view that every event has a 

cause.3 

1. S O ME S YMB O LS 

In speaking of actions I will restrict attention to fully intentional and consciously 

deliberated actions (as opposed to reflex actions, say, or habitual or otherwise 

undeliberated actions) ; not because these are the only ones for which we judge 

people to be morally responsible, but because any successful case for the view that 

people can (without qualification) be morally responsible for their actions must 

cover these cases, and the other cases raise no fundamentally different questions. 

I will use "R" to abbreviate "truly and without qualification responsible" and the 

corresponding noun, "D" to abbreviate "truly and without qualification deserving 

of praise or blame or punishment or reward" and the corresponding noun, "u" 

to abbreviate "ultimate" when prefixed to a noun and "ultimately" when prefixed 

to an adjective, "M" to abbreviate "moral" and "morally," and "[ 'P � tV ]" to 

represent "
'P entails tV." I will take it that R and D can be fused to form a single 

notion-true, unqualified responsibility-and-deservingness or "RD," for short

in the present context of debate, and I will also use "RD" as an adjective, meaning 

"(truly and without qualification) responsible and deserving of praise or blame or 

punishment or reward."4 

With these provisions, the opening question is 

Are human beings ever RD for their actions? Are they ever URD for their 

actions? Are they ever UMRD for their actions? 

But one of these letters is not needed: with one exception, I will only consider 

questions of moral responsibility and deservingness in what follows, so 'M' can 

be dropped and taken as read.s The question, then, is 

Are human beings ever really RD? Are they ever really URD?6 

This question raises several others: What exactly is URD? Is there really any in

teresting distinction to be drawn between RD and URD? Given that [URD � 
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RD], is it also true that [RD � URD]? I will consider these questions in sections 

3 and 4. Until then I will rely on the reader's prereflective understanding of RD 

and URD and give four versions of the argument-the Basic Argument-for an

swering No to the key question: Are we ever really RD, or URD? 

2. THE BASIC ARGUMENT 

The Basic Argument has various expressions, but its core is simple and can be 

quickly stated as follows: 

Version 1 

But 

So 

1.1 When you act, you do what you do-in the situation in which you find 

yourself! -because of the way you are. 

1.2 If you do what you do because of the way you are, then in order to be 

URD for what you do you must be URD for the way you are. 

1.3 You cannot be URD for the way you are. 

1.4 You cannot be URD for what you do. 

Version 1 of the Basic Argument has three premises, 1.1, 1.2, and 1.3. I take premise 

1.1 to be obvious and will not defend it. I think that 1.2 and 1.3 are also obvious, 

but I will give them-or close cousins of them-some explicit defense in due 

course. 

The Basic Argument can be restated as follows. 

Version 2 

But 

2.1 One cannot be causa sui-one cannot be the cause of oneself. 

2.2 One would have to be causa sui, at least in certain crucial mental re

spects, in order to be URD for one's thoughts and actions. 

It follows that 
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But 

So 

2.3 One cannot be URD for one's thoughts or actions: one cannot be ulti

mately morally deserving of praise or blame for one's thoughts or ac

tions or one's character or indeed for anything else. 

2-4 [RD --7 URD l; unqualified responsibility and deservingness requires ulti

mate responsibility and deservingness. 

2.5 One cannot be RD: one cannot be (truly and without qualification) 

morally deserving of praise or blame: not for one's thoughts, or actions, 

or character, or anything else. 

This argument goes through whether determinism is true or false, for we can

not be URD either way. Nor, therefore, can we be RD. Even if the property of 

being causa sui is allowed to belong (entirely unintelligibly) to God, it can

not be plausibly supposed to be possessed by ordinary human beings: "No one 

is accountable for existing at all, or for being constituted as he is, or for living 

in the circumstances and surroundings in which he lives," as Nietzsche re

marked:8 

[T]he causa sui is the best self-contradiction that has been conceived so far; it 
is a sort of rape and perversion of logic. But the extravagant pride of man has 
managed to entangle itself profoundly and frightfully with just this nonsense. 
The desire for "freedom of the will" in the superlative metaphysical sense, 
which still holds sway, unfortunately, in the minds of the half-educated-the 
desire to bear the entire and ultimate responsibility for one's actions oneself, 
and to absolve God, the world, ancestors, chance, and society-involves noth
ing less than to be precisely this causa sui and, with more than Baron Miinch
hausen's audacity, to pull oneself up into existence by the hair, out of the 
swamps of nothingness.9 

Version 2 of the Basic Argument has three premises, 2.1, 2.2, and 204-

Few would dispute 2.1, but 2.2 and especially 2-4 can be challenged. I will con

sider these challenges after setting out a third, longer version of the Basic Argu

ment.IO 
Consider a particular action or piece of deliberation in which you engage, 

and consider everything about the way you are when you to engage in it that 

leads you to engage in it in the way you do. I will call the particular action or 

piece of deliberation that you engage in "A," and I will call everything about the 

way you are mentally when you engage in it that leads you to engage in it in the 

way you do "N." I will use URDA(t) and URDN(t) to mean URD for A at time 

t and URD for N at time t, respectively. 
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Version 3 

3.1 When you act or deliberate, at tl-when A occurs, at tl-you do what 

you do, in the situation in which you find yourself, because of the way 

you are-because you are N, at tl' 

This is the first premise of the argument. I take it to be incontrovertible, quibbles 

aside, and will not defend it. 

lt appears to follow immediately that 

3.2 If you are to be URDA(tl)-URD for what you do, at tp then you must 

be URDN(tl)-URD for the way you are, at tp at least in certain cru

cial mental respects. 

(Comment: I take the qualification "at least in certain mental respects" for granted 

from now on. Obviously you do not have to be responsible for the way you are 

in all respects. You don't have to be responsible for your height, age, sex, and so 

on. But it does seem that you have to be responsible for the way you are mentally, 

at least in certain respects. After all, it is your overall mental makeup that leads 

you to do what you do when you act or deliberate.) 

The move from 3.1 to 3.2 can be set out as an explicit premise: 

3.3 [3-1 � 3.2]: if, when A occurs, you do what you do because you are N, 

because of the way you are, then if you are to be URDA(tl) you must 

somehow be URDN(tl). 

(Comment: 3.3 has deep intuitive plausibility, and I will take it for granted for the 

moment. Note that 3.2 follows from 3.1 and 3.3, so that we only have two premises 

so far.) 

So 

But 

3-4 You can't be URDN(tl)-you can't be URD for the way you are in any 

respect at all, or at any time. 

3.5 You certainly can't be URDA(tJ-for what you do, at tl' 

This completes the first stage of Version 3. lt has three premises, 3·1, 3.3, and 304-

I take 3-1 to be incontrovertible, like 1.1 and 2.1. The second stage of Version 3 is 

devoted to establishing 3.4. 3.3 is reserved for discussion in section 3. 

So far, perhaps, so good. But why is 3-4 true? Why can't you be URDN, at 

least in certain mental respects? Well, 

3.6 If it is true that you are URDN(tl)-URD for the way you are, at tl, in 

certain mental respects, then it must be true that you have somehow 
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intentionally brought it about that you are N at some time to prior 

to tl• 

(Comment: 3.6. is another premise I will not defend, on the grounds that it is 

evident on reflection. It does not just state that you must have caused yourself to 

be the way you are, mentally speaking, at least in certain mental respects; that is 

certainly not enough for ultimate responsibility. It states that you must have con

sciously and explicitly decided on a way to be and-roughly-must have acted 

on that decision with success.) 

Is it possible for you to have intentionally brought it about that you are N at 

some time to prior to tp as 3.6 requires? Well, let us assume that it is. Let us 

simply assume, for the sake of argument, that 

3.7* You have somehow intentionally brought it about that you are N at to 

prior to tl• 

Or rather, more richly, let us simply assume that 

3.7 You have somehow intentionally brought it about that you are N, at to, 

in such a way that you can now be said to be URD for being N, at tl 

without enquiring into how exactly this might have come about.ll Clearly, for 3.7 

to be true 

3.8 You must already have had a certain mental nature-call it M-at to, in 

the light of which you intentionally brought it about that you now have 

nature N. 

Why? Because 

3-9 If you did not already have a certain mental nature, at to, then you can

not then have had any intentions or preferences at all; and if you did 

not then have any intentions or preferences at all, you cannot be held 

to be RD, let alone URD, for intentionally bringing anything about, at 

to· 

(Comment: I take this premise too to be evident.) 

So 3.8 is true. But there is more to say, because 

3.10 For it to be true that you and you alone are RDN or URDN, at tp you 

must have been RDM or URDM at to-RD or URD for your having 

had that nature M in the light of which you intentionally brought it 

about that you now have N. 

(Comment: I take it that this follows from 3.3, and leave aside the difficulties 

about the nature of time raised by the work cited in note 1.) 

But 
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3.11 For you to have been RDM or URDM you must have intentionally 

brought it about that you had M. 

(Comment: This is a version of 3.6.) 

So 

3.12 You must have intentionally brought it about that you had M. 

But in that case 

3-13 You must (given 3.9) have existed already with a prior nature, L, in the 

light of which you intentionally brought it about that you had that na

ture, M, in the light of which you intentionally brought it about that 

you now have nature N. 

3-14 And so on. 

Here one is setting off on a potentially infinite regress: it seems, quite generally, 

that if one is to be URDN, URD for how one is, in such a way that one can be 

URDA, URD for what one does, something impossible has to be true. There has 

to be, but there cannot be, a starting point in the series of acts or processes of 

bringing it about that one is a certain way, or has a certain nature, a starting 

point that constitutes an act or process of ultimate self-origination. It follows that 

3.7 is impossible; in which case 3-4 is true, given 3.6. 

This completes the second stage of Version 3 of the Basic Argument. It as

sumes 3.7 for reductio and has two premises, 3.6 and 3.9, both of which seem 

evident. As a whole, Version 3 sets out in more detail the claim of Versions 1 and 

2-the claim that URD requires the occurrence of processes of ultimate self

origination of a kind that are impossible. Hardly any of those who appear to 

believe in URD-nearly all human beingsl2-have ever had any conscious thought 

to the effect that it requires some such ultimate self-origination, but that is beside 

the point.13 

In 3, the next section, I will look at two of the premises (or premise-groups) 

of the various versions of the Basic Argument. In 4 I will say something more 

about what URD is meant to be. In 5 I will consider a different challenge to one 

of the premise-groups of the Basic Argument. I will end this section with a more 

everyday version of the Basic Argument. 

Version 4 

4.1 Initially-early in life-one is the way one is as a result of one's 

heredity and experience.14 

4.2 One's heredity and early experience are obviously things for which one 

cannot be held to be in any way RD or URD.IS 
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So 

4.3 One cannot at any later stage of one's life hope to accede to URD for 

the way one is, and, in particular, for the way one is morally speaking, 

by trying to change the way one already is as a result of one's heredity 

and previous experience. 

4.4 There is no other way in which one could hope to accede to URD for 

the way one is. 

4.5 One cannot be URD for the way one is in any respect at all. 

And if 

4.6 [RD --7 URD] 

as supposed on page 444, then 

4.7 One cannot be RD for the way one is in any respect at all. 

I take 4.1 and 4.2 to be evident, assume 4-4, and discuss 4.6/2.4 in section 3. I will 

now defend 4.3. 

4.8 The reason 4.3 is true is not that one cannot try to change the way one 

is as a result of one's heredity and previous experience, or that one can

not succeed if one does try. One can both try and succeed. The reason 

4.3 is true is simply that if one does try to change oneself then one 

aims at the particular changes one does aim at, and takes the particular 

steps one does take in the attempt to bring them about, and succeeds 

in bringing them about to the extent that one does, in the situations in 

which one finds oneself, wholly because of the way one already is as a 

result of one's heredity and previous experience-which is something 

for which one is in no way URD. 

4.9 There may be certain further changes that one can bring about only af

ter one has brought about certain initial changes, and one may succeed 

in bringing about some of these further changes too. But the point 

made in 4.8 simply reapplies. 

Note that once again it makes no difference whether determinism is true or false. 

If determinism is false, it may be that some changes in the way one is are traceable 

to the influence of indeterministic or random factors. It is even possible that 

difficult decisions or efforts to change oneself may trigger indeterministic events 

in the brain.16 But indeterministic or random factors, for whose particular char

acter one is ex hypothesi in no way responsible, cannot contribute in any way to 

one's being URD for the way one is.17 
The claim is not that people cannot change the way they are. They can, in 
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certain respects. It is only that people cannot be supposed to change themselves 

in such a way as to be or become URD for the way they are, and hence for their 

actions. One can put the point by saying that the way you are is, ultimately, in 

every last detail, a matter of luck-good or bad. IS 

"Character is fate: your character determines your fate. So radical freedom is 

excluded," say Heracleitus, Novalis, George Eliot, and others. "Not so fast," say 

the Sartreans: "Character may determine fate, but character is choice. Character 

is a product of choice, so you can choose your fate. Radical freedom is possible 

after all." "Maybe character is choice," reply proponents of the Basic Argument, 

taking the side of Heracleitus, "but choice is character: character determines 

choice, even choice of character. And character is fate. So radical freedom is 

excluded after all." 

3. Two PREMISES, T HRE E POSI T I ONS 

So much for the Basic Argument. I want now to consider two of its premises. 

First, 2-4/4.6. Is it true, or even plausible, that [RD � URDj? 

Some say no. Faced with arguments like those just given, they take the fol

lowing position: 

3.1. Position 1 

There is indeed an ineliminable sense in which human beings cannot be URDN, 

and it does indeed follow that there is an ineliminable sense in which they cannot 

be URDA. But who needs the "U," the "ultimate"? Even if these sorts of ultimacy 

are unavailable, human beings can be truly RDA-wholly proper objects of moral 

praise and blame and punishment and reward. 

One popular version of this position runs as follows: 

3.2. Position 2 

Being RDA, fully, wholly, and without qualification responsible for some action 

A, is just a matter of being a responsible (as we naturally say) adult, a fully 
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responsible adult: a normal, self-conscious, adult human being who is not subject 

to any compulsion, so far as A is concerned. That is all. Being a normal self

conscious adult human being is already sufficient for RDA, whatever else is or is 

not necessary for it, and since we know such adult human beings exist, we know 

that RDA is possible and actual. No metaphysical issues need be considered. Phi

losophers can distinguish URDA from RDA if they like. They can raise compli

cated questions about whether one can be URDN or RDN-URD or even merely 

RD for how one is. Let them. RDA is possible and actual whatever scintilla-loving 

philosophers choose to say about RDN and URDN. Have they defined URDA in 

such a way that it is neither actual nor possible? Let them. RDA is possible and 

actual for all that. 

Some go farther and reject the possibility of any gap between RDA and URDA. 

3.3· Position 3 

Look, anything that really counts as genuine or full or unqualified RDA just is 

URDA. The adjective "u" or "ultimate" adds nothing. RDA certainly exists, and 

RDA is RDA is URDA. Suppose there is a clear and undeniable sense in which 

human beings cannot be URDN; it just does not follow that they cannot be 

URDA. RDA exists and RDA = URDA. The idea that there might be some further 

kind of radical, "ultimate" responsibility for action over and above the kind of 

straight-up responsibility possessed by a normal self-conscious adult human being 

is moonshine. 

I disagree. It is possible to characterize a notion of URDA that is importantly 

distinct from any notion of RDA truly applicable to human action; I will do so 

in section 4. And yet I agree that there is a way of understanding the notion of 

RD according to which it is true that human beings can-rightly and without 

reservation-be held to be fully RD for their actions. And I agree that this notion 

of RD allows us to say that human beings can be fully RD for their actions even 

if they are not URD either for how they are or for their actions. This notion of 

RD is a compatibilist notion. Compatibilists have laid out its structure and variants 

with great ingenuity and devotion over many years,19 and I have nothing to add 
to what has been said about it. My present task is simply to provide a reminder 

of what compatibilism is not and cannot be, in case anyone should have any 

tendency to forget: a reminder that compatibilism is nothing more than a 

" wretched subterfuge . . .  , a petty word-jugglery,"20 "so much gobbledegook,"21 

when it is taken to be more than it is.22 

I will return to the question whether [RD � URDj in various ways. First, I 
want to mention the second premise (the 1.2, 2.2, 3.2-3.3 group), which can be 
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expressed as [URDA � URDNj. I have endorsed it, argued that URDN is im

possible, and concluded that URDA is impossible. I do not really think that it 

needs defense, but the characterization of URD in section 4 can be taken as a 

defense if one is felt to be needed. 

Robert Kane endorses the [URDA � URDNj premise, but he argues that 

there is a sufficient sense in which URDN is possible, and that there is (therefore)23 

also a sufficient sense in which URDA is possible. He further holds that URDN 

is possible only if determinism is false, adopting an explicitly incompatibilist

libertarian-position. 

Immanuel Kant agrees with Kane and me in accepting that [URDA � 

URDNj, and he agrees with Kane, but not me, in asserting that URDA is possible. 

He goes farther than both of us in asserting that it is knowably actual. Unlike 

Kane, however, he does not think that one can give any substantive account of 

how URDN is possible.24 

Other positions are of course possible.25 Most, though, are likely to protest 

that questions about whether or not we are or can be responsible for how we are 

are simply (even magnificently) irrelevant to any and all assessments of RD that 

actually concern US.26 

Could this be true? It is certainly true that such questions seem irrelevant 

in most ordinary moral discussions, and if they are irrelevant then the whole is

sue of whether or not the [URDA � URDNj premise is true is equally irrele

vant. 

I will reject the charge of irrelevance in section 5, and make three suggestions 

about what motivates it in section 6. First, though, I must say something more 

about what I take URD to be. 

4 .  U LT I MATE RESP ONSI B I L I T Y  

What exactly is URD, this "ultimate" responsibility that is meant to be impossible? 

One simple and dramatic way to characterize it is by reference to the story of 

heaven and hell. URD is heaven-and-hell responsibility: if we have URD, then it 
makes sense to propose that it could be just-without any qualification-to pun

ish some of us with (possibly everlasting) torment in hell and reward others with 

(possibly everlasting) bliss in heaven. The proposal is morally repugnant, but it is 

perfectly intelligible because if we really have URD then what we do is wholly and 

entirely up to us in some absolute, buck-stopping way. 
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One does not have to believe in the story of heaven and hell in order to 

understand the notion of URD it is used to illustrate. Nor does one have to be

lieve in the story of heaven and hell in order to believe in URD (many atheists 

have believed in URD). One does not even have to have heard of the story, 

which is useful here simply because it illustrates the kind of absolute or ultimate 

responsibility-URD-that many suppose themselves to have. And the core no

tion of URD has no essential connection with moral matters. If we momentar

ily drop the "M" for moral that is implicit in "URD" (p. 626), we may observe, 

first, that self-conscious agents that face difficult life-determining choices 

but that have no conception of morality at all can have a sense of UR-of rad

ical, absolute, buck-stopping (buck-printing) "up-to-me-ness" in choice and ac

tion-that is just as powerful as ours, and, second, that the story of heaven and 

hell can be used to convey the absolute character of this supposed nonmoral 

URD just as well as it conveys the absolute character of any supposed moral 

URD. 

So much for the notion of URD. There is a sense in which it is not coherent, 

but it does not follow that it is unintelligible or has no genuine content. That 

could not be, for it is a notion that is central to common moral consciousness, 

at least in the West, and certainly not just in the West. I have conveyed its content 

by reference to the story of heaven and hell, but it can also be conveyed less 

colorfully: URD is responsibility and desert of such a kind that it can exist if and 

only if punishment and reward can be fair or just without having any pragmatic 

justification, or indeed any justification that appeals to the notion of distributive 

justiceY 

Whichever characterization one prefers, it is precisely (only) because one has 

a grasp of the content of the notion of URD that one can see, or can be brought 

to see, that it is incoherent. It is the same with the notion of a round square. 

Some may say that they don't really know what the content of this notion is, but 

it is easy to specify. A round square is an equiangular, equilateral, rectilinear, 

quadrilateral closed plane figure every point on the periphery of which is equi

distant from a single point within its periphery. It is because we know the content 

of the notion that we know that there cannot be such a thing as a round square, 

and the same is true of the notion of URD. Many say that statements or concepts 

that are self-contradictory are meaningless, but meaningfulness is a necessary con
dition of contradictoriness. 

- "You are not making any progress in offering these characterizations because 

both of them make use of some notion of 'ultimate' justice, and exactly the same 

sort of commonsense move that was made in response to the qualification of re

sponsibility by ultimate can be made in the case of the qualification of justice by 

ultimate. Human beings cannot be URDA given your characterization of URD, 
but praise and punishment of, and reward and blame for, human action can 
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nonetheless be just, just tout court, just without any qualification. Other things be

ing equal, to be capable of being justly punished, justly punished sans phrase, is 

simply a matter of being a normal self-conscious adult human being who is not 

subject to any relevant compulsion. Your attempt to characterize URD in terms of 

justice does not work." 

This objection simply restates positions 1 and 2 (pp. 449-50) in terms of j us

tice instead of RD. It allows the sense in which we are not URDA but claims that 

punishment on moral grounds can nonetheless be just sans phrase, heaven-and

hell j ust, just without any qualification or appeal to pragmatic considerations or 

considerations of distributive j ustice. I disagree. We may have reached the end of 

argument. 

5 .  THE R E L E V ANC E VIE W  

"References to RDN and URDN-I will use '/RDN/' to refer to them jointly when 

the distinction between them is not at issue-disappeared from the discussion in 

section 4. References to URDA and RDA-'/RDA/' for short-did not. Doesn't this 

strongly confirm the view that questions about /RDN/ are irrelevant to any of the 

issues about /RDA/ that actually concern us in everyday life? And aren't such ques

tions equally irrelevant to sensible moral philosophy? And aren't they irrelevant to 

sensible moral philosophy precisely because they're irrelevant to the issues about RDA 

that actually concern us in everyday life?" 

No, to all these questions. 

-"But even if questions about /RDN/ aren't irrelevant to the issues about 

RDA that concern us in everyday life, they're generally thought to be irrelevant. The 

Irrelevance View, as one might call it, lies deep in ordinary moral thought and 

feeling." 

This is an important fact, and I will try to explain it in section 6. But it is 

equally important that the directly contrary view-the Relevance V iew, according 

to which /RDA/ does somehow involve /RDN/, so that questions about /RDN/ 
are profoundly relevant to issues of moral responsibility-also lies deep in ordi

nary moral thought and feeling, constantly ready to precipitate out into con

sciousness in ways I will consider now.28 

One way in which the Relevance View manifests itself is in the sense that 

many have that they are somehow or other responsible for, answerable for, how 

they are mentally, or at least for certain crucial aspects of how they are men-
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tally. Certainly we do not ordinarily suppose that we have actually gone through 

some sort of active process of self-determination at some particular past time. 

And yet it seems accurate to say that we do unreflectively experience ourselves, 

in many respects, very much as we would experience ourselves if we did think 

we had engaged in some such process of self-determination, or had at least en

gaged in some process of scanning and ratification of how we are mentally that 

we had undertaken from a position of power to induce change. Many, perhaps, 

feel that it is just a fact about growing up that one comes to be such that one 

is /RDN/. 

Some find traits in themselves that they regret, or experience as foreign, and 

feel powerless to change. This, however, does not put the present point in doubt, 

for traits can appear as regrettable or foreign only against a background of char

acter traits that do not seem regrettable or foreign, but are, rather, identified with. 

In general, people have a strong sense of general identification with their character 

(it may well be strengthened, not weakened, by the experience of some tendency 

as alien) , and this identification seems to carry within itself a powerful implicit 

sense that one is, generally, somehow in control of, and in any case answerable 

for, how one is.29 

So /RDN/ does not always appear irrelevant in ordinary moral thought. And 

the idea that /RDN/ is necessary for /RDA/ arises with intense naturalness, and 

in an explicit form, when people begin to reflect about the nature of moral re

sponsibility, as they quite often do. Many who feel certain that they are URDA 

also explicitly hold that [URDA � URDN] and are accordingly sure that they are 

URDN.30 John Patten, British minister for education in the 1980s, a nonphiloso

pher and a Roman Catholic, thinks it "self-evident that as we grow up each 

individual chooses whether to be good or bad." E. H. Carr, a historian, holds that 

"normal adult human beings are ultimately responsible for their own personality." 

Among professional philosophers, Jean-Paul Sartre speaks of "the choice that each 

man makes of his personality" and holds that "man is responsible for what he 

is," and Robert Kane is explicit about the point that one must show that URDN 

is possible in order to show that URDA is possible. Immanuel Kant puts the view 

very clearly when he claims that 

man himself must make or have made himself into whatever, in a moral sense, 
whether good or evil, he is to become. Either condition must be an effect of 
his free choice; for otherwise he could not be held responsible for it and could 
therefore be morally neither good nor evil, 

and since he is committed to belief in URDA, he takes it that such self-creation 

does indeed take place, writing accordingly of "man's character, which he himself 

creates" and of the "knowledge [that one has] of oneself as a person who . . .  is 

his own originator." Aristotle also seems to take this view for granted.3 l 
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6 .  T H E I RRELEV ANCE VIEW AND T H E 

AGENT - SEL F 

So much for the Relevance View. How does the contrary view (that URDN is 

irrelevant to URDA) manifest itself? The primary fact is this: it seems that we 

naturally take it that our capacity for fully explicit self-conscious deliberation in 

a situation of choice-our capacity to be explicitly aware of ourselves as facing 

choices and engaging in processes of reasoning about what to do-suffices by 

itself to constitute us as /RDA/ in the strongest possible sense. Should the issue 

of /RDN/ be raised-and it standardly is not-one is likely to feel that one's full 

self-conscious awareness of oneself and one's situation when one chooses simply 

vaporizes any supposed consequences of the fact that one neither is nor can be 

URDN. It seems as if the mere fact of one's self-conscious presence in the situation 

of choice confers radical, total /RDA/ on one-it seems obvious that it does so. 

One may in the final analysis be wholly constituted as the sort of person one is 

by factors for which one is not and cannot be in any way URD, and one may 

acknowledge this, but the threat that this fact is alleged to pose to one's claim to 

/RDA/ seems to be annihilated by the simple fact of one's full self-conscious 

awareness of one's situation.32 

I think this correctly describes one of the forms taken by our powerful belief 

in URDA. It is not, however, an account of anything that could really constitute 

URDA, for reasons already given: when one acts after explicit self-conscious de

liberation, one acts for certain reasons. Which reasons finally weigh with one is 

wholly a matter of one's mental nature N, which is something for which one 

cannot be in any way URD. 

The conviction that fully explicit self-conscious awareness of one's situation 

can be a sufficient foundation of URDA in spite of this is extremely powerful; it 

runs deeper than rational argument and seems to survive untouched, in the every

day conduct of life, even after the validity of the argument against URDA has 

been admitted; but that is no reason to think that it is correct. 

Suppose you arrive at a shop on the evening of a national holiday, intending 

to buy a cake with your last ten-pound note to supplement the generous prepa

rations you have already made.33 Everything is closing down. There is one cake 

left; it costs ten pounds. On the steps of the shop, someone is shaking an Oxfam 

tin. You stop, and it seems clear to you that it is entirely up to you what you do 

next-in such a way that you will be RDA and indeed URDA for whatever you 

do do. The situation is in fact utterly clear: you can put the money in the tin, or 

go in and buy the cake, or just walk away. You are not only completely free to 

choose in this situation. You are not free not to choose. You are condemned to 

freedom, in Sartre's phrase. You are already in a state of full consciousness of 
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what is (morally) at stake and you cannot prescind from that consciousness. You 

cannot somehow slip out of it. You have to choose. You may be someone who 

believes that determinism is true: you may believe that in five-twa-minutes 

time you will be able to look back on the situation you are now in and say, of 

what you will by then have done, "It was determined that I should do that." But 

even if you do fervently believe this, it does not check your current sense of your 

URDA in any way.34 

One diagnosis of this phenomenon is that one cannot really accept or live the 

rather specific and theoretical thought that determinism may be true, in such 

situations of choice, and cannot help thinking that the falsity of determinism 

might make URDA possible. But this is too complicated: most people do not 

think about determinism at all; still less do they think that its falsity might be 

necessary for URDA. 35 In situations like this one's URDA seems to stem simply 

from the fact that one is fully conscious of one's situation, and knows that one 

can choose, and believes that one action is morally better than the other. This full 

awareness seems to be immediately enough to confer URDA. And yet it cannot 

really do so, as the Basic Argument shows. For [URDA � URDNj and URDN is 

provably impossible. 

This raises an interesting question: Must any cognitively sophisticated, ra

tional, self-conscious agent that faces choices and is fully aware of the fact that it 

does so experience itself as being URDA, simply because it is a self-conscious 

agent (and whether or not it has a conception of moral responsibility)? It seems 

that we human beings cannot help experiencing ourselves as URDA, but perhaps 

this is a human peculiarity or limitation, not an inescapable feature of any possible 

self-conscious agent.36 And perhaps it is not inevitable for human beings. Krish

namurti is categorical that "you do not choose, you do not decide, when you see 

things very clearly . . . .  Only the unintelligent mind exercises choice in life." A 

spiritually advanced or "truly intelligent mind simply cannot have choice, "  because 

it "can . . .  only choose the path of truth." "Only the unintelligent mind has free 

will" -by which he means experience of radical free will. 

A related thought is expressed by Saul Bellow in Humboldt's Gift: "In the next 

realm, where things are clearer, clarity eats into freedom. We are free on earth"

that is, we experience ourselves as radically free-"because of cloudiness, because 

of error, because of marvellous limitation." And Spinoza extends the point to 
God. God cannot, he says, "be said . . .  to act from freedom of the will,"  and if 

this is so, then (being omniscient) he cannot think that he does SO.37 

This is one way in which ordinary thought moves in support of the view that 

questions about /RDN/ are irrelevant to the issue of /RDA/. But it is also very 

tempted by the idea that /RDA/ is possible because one's self-that is, the self, the 

agent-self, the thing that one most fundamentally is, both morally speaking and 

in general-is in some crucial way independent of one's general mental nature N, 
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one's overall character, personality, motivational structure. What happens when 

one faces a difficult choice between X, doing one's duty, and Y, following one's 

nonmoral desires? Well, given N, one responds in a certain way. One is swayed 

by reasons for and against both X and Y. One tends toward X or Y, given N. But 

one is as an agent-self independent of N, and one can be /RDA/ in a situation 

like this even if (even though) one cannot be /RDN/, because although one's 

nature N certainly inclines one to do one thing rather than another, it does not 

thereby necessitate one to do one thing rather than the other.38 As an agent-self, 

one incorporates a power of free decision that is independent of all the particu

larities of N in such a way that one can after all count as URDA even though one 

is not ultimately responsible for any aspect of N. 39 

That, at least, is the story. The agent-self decides in the light of N but is not 

determined by N and is therefore free. But the following question arises: Why 

does the agent-self decide as it does? And the general answer is clear. Whatever 

the agent-self decides, it decides as it does because of the overall way it is; it too 

must have a nature-call it N* -of some sort. And this necessary truth returns 

us to where we started. Once again it seems that the agent -self must be responsible 

for N*-URD N* or RD N*-in order to be URDA. But this is impossible, for 

the reasons given in section 2: nothing can be causa sui in the required way. 

Whatever the nature of the agent-self, it is ultimately a matter of luck (or grace, 

as some would have it) that it is as it is. 

It may be proposed that the agent-self decides as it does partly or wholly 

because of the presence of indeterministic occurrences in the decision process. 

But this is no good because it is as clear as ever that indeterministic occurrences 

can never be a source of URDA. The story of the agent-self may add another layer 

to the description of the human decision process, and it may have a certain 

phenomenological aptness, considered as such a description, but it cannot change 

the fact that human beings cannot be /RDN/ in such a way as to be /RDA/.40 

It cannot, in other words, change the fact that human beings can never be 

truly or without qualification morally responsible for their actions, responsible for 

them in such a way that they are flat-out deserving of moral praise or blame or 

punishment or reward for them. This is, in a sense, a quite bewildering fact, but 

it is a fact nonetheless. We are what we are, and we cannot be thought to have 

made ourselves in such a way that we can be held to be free in our actions in 

such a way that we can be held to be RD for our actions in such a way that any 

punishment or reward for our actions is ultimately just or fair. Punishments and 

rewards can seem intrinsically appropriate or profoundly fitting to us in spite of 

this, and many of the various institutions of punishment and reward in human 

society seem both beneficial and practically indispensable. But if one takes the 

notion of justice that is central to our intellectual and cultural tradition seriously, 

the evident consequence of the Basic Argument is that there is a fundamental 
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sense in which no punishment or reward is ever ultimately just. It is exactly as 

just to punish or reward people for their actions as it is to punish or reward them 

for the (natural) color of their hair or the (natural) shape of their faces. 

There is much more to say about free will, and the point made in this essay 

is just the beginning. But it is the beginning. It is important to be clear about it, 

and to try not to avoid or occlude it in any way. 

NOTES 

1. Einstein (1931). For an excellent presentation of the a posteriori point, see Put
nam (1967) and especially Lockwood forthcoming, who effectively rebuts Putnam's crit
ics. 

2. Actually, it is also irrelevant on the terms of the a posteriori argument just 
mentioned: the generality of the argument from special relativity is such that it makes 
no difference whether determinism is true or false. 

3. Some think that this simple formulation will not do; they think it better to say 
that determinism is the view that every event and every aspect of every event has a cause. 
But this adjustment is unnecessary, because anything that is characterized as an aspect 
of an event given one way of individuating events can itself be characterized as an event 
given another equally good way of individuating events. 

4. Some actions are neutral in such a way that their performers are not D even if 
they are R. The idea behind the single notion of RD is that if one is RD then if one is R 
for some action A then one is also and ipso facto D for A if any praise or blame atta
ches to A-type actions-which it may not. 

5. I will also regularly omit the phrase "for their actions." 
6. The notion of URD is cognate with Kane's notion of UR; see Kane Ch 18 of 

this volume. 
7. I will take this qualification for granted. 
8. (1886: §21). 
9. Nietzsche (1889:"The Four Great Errors," §8). For an outstanding discussion of 

Nietzsche's views on fate and the possibility of self-creation, see Leiter (1998). 
10. For variants, see for example, G. Strawson (1986: 28-30, 1994a: 6-7, l2-14, 1998: 

746-47). 
11. The limiting case of this, presumably, would be the one in which you simply 

endorsed your existing mental nature N from a position of power to change it. 
12. For a recent exposition of this point, see Smilansky (2000) and section 6. 
13. Some of course do have the conscious thought. See section 5. 
14. I take experience to include all impacts or effects on the mind, where this in

cludes internal bodily impacts as well as external environmental impacts. 
15. This might not be true if there were reincarnation, but reincarnation would just 

shift the problem backward-we would be off on another regress. 



16. See Kane (1996a: 130 ) .  
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17. Compare Kane (1989 and 1996a) .  I state my differences with Kane in Strawson 
(1994a: 17-21 and 2000: 149-55 ) .  

18. There i s  a sense in  which talk of luck i s  odd in  this context ( see Hurley: forth
coming), but it makes the point clearly. 

19. Compare, for example, Hobbes (1958, first published 1651), Locke (1959, first 
published 1690) ,  Hume (1955, first published 1948), Hobart (1934), Schlick (1966) ,  Frank
furt (1971) ,  Watson ( 1975 ) ,  Fischer (1994)-and many others . For discussions of compati
bilism, see chapters 6, 8, 9, 10, and 11 of this volume. 

20. Kant (1788: Ak. V. 97) .  
21. Anscombe (1971: 146) .  
22. On this issue, see Smilansky (2000: esp. part 2 ) .  
23. This "therefore" also requires [URDN � URDA], the converse of the premise 

on which Kane and I agree. But [URDN � URDA] is clearly very plausible. Nagel notes 
its plausibility explicitly (1987: 36) when commenting on a doubt that I raise about it in 
Freedom and Belief ( 1986: 299-301; I propose [1] that one must have a positive sense of 
oneself as URDA in order to be URDA sans phrase, (2)  that one might conceivably lack 
any such sense of oneself as URDA even if URDN were possible and even if one were in 
fact URDN, concluding [3] that [URDN � URDA] is to that extent not true) .  

24. I n  various places h e  claims that we can know that URDA i s  actual even though 
we cannot even comprehend its possibility, and he would presumably take exactly the 
same line about URDN. (See, for example, Kant (1785: 127 [Ak. IV. 459]; 1788: 4 [Ak. V. 
4]; 1793: 45 n [Ak. VI. 49-50]. 

25. Some, perhaps, may concede that we cannot be URDN while insisting that we 
can nonetheless be RDN in some robust way-so that we can be RDA even if [RDA � 

RDN]. 
26. Even those who reject all forms of compatibilism may take this view. C. Camp

bell (1957), for example, is a libertarian who takes it that URDA is possible even if 
URDN is not. 

27. The qualification referring to distributive justice is strictly speaking unnecessary. 
Suppose X's deliberate and intentional action gives rise to a collective burden that can 
be alleviated only by imposing a special burden on some member of the community; or 
suppose the performance of the action has the consequence that someone must bear a 
burden whether anyone likes it or not. And suppose X knows that this will be so. Then 
even if it is thought to be intrinsically fair or just-in some absolute, wholly unqualified 
sense-to impose the burden on X, it does not follow that there is any way in which 
the burden can correctly be thought of as a fair or just punishment. I am grateful to 
Karin Boxer for discussion of this point. 

28. It takes the distortions that arise from a philosophical training to doubt this 
obvious fact. It also takes a philosophical training to be confused enough-as some 
compatibilists have been-to suppose that it takes a philosophical training to think that 
this fact is obvious. 

29. It is hardly surprising that there is some such sense of identification, because 
the subjects who contemplate their own character sets do so from the point of view of 
the very character sets they are considering. See Strawson (1986: 111-13) .  

30. One common progress o f  thought i s  from (1) a n  unquestioned conviction that 
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people have URDA to (2 )  the thought, after a little reflection, that URDA requires 
URDN, to (3),  the conviction-whose examination is avoided-that URDN is possible, 
actual, and standard. 

31. Carr (1961: 89) ;  Sartre (1948: 29), and in the New Left Review ( 1969) (quoted in 
Wiggins 1973) ;  Kant (1793: 40 [Ak. VI. 44], 1788: 101 [Ak. V. 98]) ;  Patten in The Specta

tor (January 1992) ;  Aristotle (1915 ) [Nicomachean Ethics V.3] ) .  Among recent discussions, 
see, for example, Anglin (1990) ,  Gomberg (1975 ),  Honderich (1993), Klein (1990) ,  Pere
boom (1995 ) ,  Smilansky (2000), and Sorabji (1980, on Aristotle) .  

32. "To observe a child o f  two fully i n  control o f  its limbs, doing what i t  wants to 
do with them, and to this extent fully free to act in the compatibilist sense of this 
phrase, and to realize that it is precisely such unremitting experience of self-control that 
is the deepest foundation of our naturally incompatibilistic sense . . .  of URDA, is . . .  to 
understand one of the most important facts about the genesis and power of our ordi
nary strong [incompatibilisticl sense of freedom" (Strawson 1986: 111) . 

33. I have told this story before in Strawson (1986: 242, 1998: 748) . 
34. Note that this description of the character of our experience gives further con

tent or color to the characterization of URD offered in section 4. 

35 . It may be added that the feeling of URDA seems to be just as inescapable for 
someone who has been convinced by the Basic Argument against URDA given in sec
tion 3, which does not depend on determinism in any way: even clearheaded acceptance 
of the force of the Basic Argument seems to fail to have any impact on one's sense of 
one's URDA as one stands there, wondering what to do. 

36. See, though, MacKay (1960) for a general argument that no self-conscious agent 
can truly experience its choices and actions as determined even if determinism is true. 
See also G. Strawson (1986: ch. 13 and pp. 281-84) ;  Smilansky (2000: part 2) . 

37. Lutyens (1983: 33, 204) ; Bellow (1975: 140) ;  Spinoza (1985, first published in 1677: 
part I, prop. xxxii, corolls. I and II) .  

38. The distinction i s  Leibniz's (1988; first published i n  1686) .  
39. C .  Campbell (1957) gives philosophical expression t o  this view. 
40. Another a posteriori argument cuts in at this point: even if some notion of the 

agent-self is defensible, there are powerful neurophysiological reasons for thinking that 
the "conscious self" or "conscious I" cannot be supposed to be the author of decisions 
and initiator of actions. See Norretranders (1991: ch. 9), and, for the work on which 
Norretranders draws, Libet (1985, 1987) .  (See also idem this volume, ch. 25, a piece that 
contains considerable conceptual confusion.) 



CHAPTER 20 

DE TERMINISM AS TRUE, 

BO TH COMPATIBILISM 

AND INCOMPATIBILISM AS 

FALSE, AND THE REAL 

PROBLEM 

TED HONDERICH 

AN event is something in space and time, just some of it, and so it is rightly said 

to be something that occurs or happens. For at least these reasons it is not a 

number or a proposition, or any abstract object. There are finer conceptions of 

an event, of course, one being a thing's having a general property for a time, 

another being exactly an individual property of a thing-say my computer mon

itor's weight (19 kg) as against yours (also 19 kg) . None of these finer conceptions 

can put in doubt that events are individuals in a stretch of time and space. 

What is required for an event to have an explanation, in the fundamental 

sense, is for there to be something else of which it is the effect. That is, for there 

to be an answer to the fundamental question of why an event happened is for 

there to be something of which it was the effect. A standard effect is an event 

that had to happen, or could not have failed to happen or been otherwise than 

it was, given the preceding causal circumstance, this being a set of events. In more 

philosophical talk, the event was made necessary or necessitated by the circum

stance. 
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Of course there are finer conceptions of what it is for an event's having been 

made necessary by a circumstance. Some say that since the circumstance occurred, 

so did the later event. They give a simple logician's account-disambiguate that 

to your taste, reader-of such a conditional statement. This reduces to David 

Hume's story of causation, where the particular causal circumstance and the par

ticular event were just an instance of a constant conjunction. Others are impressed 

by the difference between a causal circumstance for an event and an invariable 

but non-causal signal of that coming event. To exclude the signal from being the 

causal circumstance they say, maybe in terms of possible worlds, that what a 

circumstance's necessitating an event came to is that since the circumstances oc

curred, whatever else had been happening, so did the event. 

Evidently there is a little room for this difference of opinion-our conceptual 

and other experience does not immediately rule out one of these views. Our 

experience does rule out other contemplated accounts of what is needed for an 

event to have an explanation in the fundamental sense-of its being necessitated 

by a causal circumstance. Clearly we do not understand an event's having had to 

happen as being only that it was more probable, maybe just more probable than 

not, as a result of the circumstance. That is not what we believe either, you bet, 

when we say the event could not have failed to happen. It is yet clearer that we 

do not take an event's having had to happen as the fact that it might well not 

have happened despite there having been something on hand that was "enough" 

for it. 

In my life so far I have never known a single event to lack an explanation in 

the fundamental sense, and no doubt your life has been the same. No spoon has 

mysteriously levitated at breakfast. There has been no evidence at all, let alone 

proof, of there being no explanation to be found of a particular event. On the 

contrary, despite the fact that we do not seek out or arrive at the full explanations 

in question, my experience and yours pretty well consists of events that we take 

to have such explanations. If we put aside choices or decisions and the like-the 

events in dispute in the present discussion of determinism and freedom-my life 

and yours consists in nothing but events that we take to have fundamental expla

nations. Thus, to my mind, no general proposition of interest has greater inductive 

and empirical support than that all events whatever, including the choices or 

decisions and the like, have explanations. 
Offered as exceptions to the latter proposition, without begging the question, 

are certain items distinct from the ordinary or macro events of our lives. They 

are indeed spoken of as events. They are, we hear, a certain subclass of micro or 

atomic and subatomic events. They are the quantum events of quantum theory. 

They, like all micro events, are far below the level of spoon movements and, more 

importantly, far below the neural events associated with consciousness and con

scious choices or decisions in neuroscience. 
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The first thing to be noted of these supposed quantum events, events of true 

chance, by anyone inclined to determinism, is that there is no experimental evi

dence in a standard sense that there are any. There is no such evidence within 

physics. There is no such evidence, moreover, three quarters of a century after 

Heisenberg and Schrodinger developed quantum theory. In that very long time 

in science, including the recent decades of concern with Bell's theorem, there has 

been no direct and univocal experimental evidence of the existence of quantum 

events. 

A second thing to be noted of these items has to do with a prior issue of 

which you have had a hint from my skeptical usages. What are these items if they 

do exist? How are they to be conceived? How is the mathematics or formalism of 

quantum theory to be interpreted? How are we to think of these items that are 

supposed to turn up in our heads and, as some say, leave room for traditional 

free will? Well, standard accounts of them by physicists bravely say they are baf

fling, weird and wonderful, self-contradictory, inexplicable, etc . ,  etc. These events 

so-called do not involve 'particles' as ordinarily understood and defined, and the 

special use of the term 'particle' within interpretations of the mathematics cannot 

be satisfactorily defined. So with uses of 'position' or 'location' and so on. 

The situation can be indicated quickly by noting a well-known collection of 

physicists' own speculations as to what quantum events in general, this bottom 

level of all reality, comes to. It comes to observer-dependent facts, subjective ideas, 

contents of our consciousness of reality, epistemological concepts, ideal concepts, 

propositions, probabilities, possibilities, features of a calculation, mathematical 

objects or devices, statistical phenomena, measures and measurements, abstract 

particles, probability waves, waves in abstract mathematical space, waves of no 

real physical existence, abstract constructs of the imagination, theoretical entities 

without empirical reality, objects to which standard two-value logics do not apply. 

It was remarked earlier that physics has not provided any direct and univocal 

experimental evidence of the existence of events that lack standard explanations, 

events that are not effects. The noted collection of speculations about the nature 

of quantum events shows more that that. It remains a clear possibility, indeed a 

probability, that physics has not started on the job, even seventy-five years late, 

of showing that there are events that lack explanations. This is so, simply, because 

it remains a probability that quantum events, so-called, are not events. They are 

not events in any of the senses gestured at in the first paragraph of this chapter. 

In brief, it is probable that they are not things that occur or happen, but are of 
the nature of numbers and propositions, out of space and time. They are theo

retical entities in a special sense of that term, not events. 

Someone inclined to determinism, and a little tired of a kind of hegemony 

of physics in a part of philosophy-the part having to do with determinism and 

freedom-may be capable of saying more. They may even remain capable after 



464 N O N S T A N D A R D  V I E W S  

considering several relevant and admirable contributions by others t o  this very 

volume. As the above collection of speculations by physicists indicates, even with

out the addition of some wholly inconsistent and 'realist' speculations, the inter

pretation of the mathematics of quantum theory is not merely baffling, weird, 

and wonderful, and so on. It is a mess. That is what would be said of any such 

enterprise of inquiry that did not enjoy a general hegemony, in more than the 

mentioned part of philosophy. This is a matter to which we will revert briefly in 

the end. 

What we have, then, is that the proposition that all events have explanations 

has unique inductive and empirical support in our experience, that there is no 

experimental evidence in a standard sense for quantum events, and that quantum 

theory's failure to provide experimental evidence for them may be the result of 

its confused concern with theoretical items other than events. 

A fourth thing to be contemplated about the supposed quantum events goes 

flatly against all this, but not against determinism as often conceived for philo

sophical purposes, and as it is conceived here. Let it be assumed that quantum 

events so-called, despite the collection of speculations by physicists lately noted, 

are to be conceived as events. Let it be assumed, against our experience, that they 

do exist. They are right there among other micro events, at atomic and subatomic 

levels, as distinct from macro events. They are events that simply lack explanations, 

events of true chance. 

These events of true chance may have been very probable, of course. They 

may have had a probability of 95 percent, whatever this talk of probability is taken 

to mean. But to the question of why they actually occurred, their having had a 

probability of 95 percent is clearly no answer at all. To assign them a probability 

of 95 percent is precisely not to claim they had to happen or could not have failed 

to happen. It is precisely to hold open the possibility that they might not have 

happened. 

In fact, on the assumption about true chance being made, there is no answer 

to look for as to why in the fundamental sense they happened. To the question 

of why in the fundamental sense they actually occurred, there is no relevant fact 

to be known, no relevant fact of the matter at all. This is dead clear because, ex 

hypothesi, everything might have been just the same without their occurring at all. 

You can miss this little proof of the absolute exclusion of explanatory fact, but it 
is not a good idea to do so. 

Let us understand by determinism the family of doctrines that human choices 

and actions are effects of certain causal sequences or chains-sequences such as 

to raise the further and separate question, as traditionally expressed, of whether 

the choices and actions are free. The choices and actions in this determinism, 

then, are not effects of special sequences beginning a little while before in what 

can be called originations or acts of free will . These are the stock-in-trade of 
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libertarian philosophers. These items, whatever else they are, and you will be 

hearing some more about this, are not effects. 

Determinism so conceived is a matter of only macro events. It remains so if 

it is developed, as certainly it ought to be, into explicit philosophies of mind that 

take into account the relation of choices and actions to the brain, to neural events. 

The latter, the stuff of neuroscience, as already remarked, are as much macro 

events as choices and actions themselves. 

It is clear that anyone inclined both to the existence of true chance or quan

tum events and to determinism as defined is not at all forced to choose between 

them, but can have both. She is not stuck with the levitating spoons. Her essential 

idea will be that quantum events in our heads do not translate upwards into 

macro events that also lack explanations. The quantum events in this respect may 

cancel out one another-or something of the sort. Given the entire absence of 

events of real chance within standard neuroscience, this is perhaps the easiest 

theoretical position for those who want their philosophy, no doubt for some good 

reason, to be in accord with science as it is now rather than with whatever it will 

be, the paradigm now rather than the paradigm to come. 

This macro determinism, determinism as defined, raises exactly the traditional 

problem of freedom despite being married to micro indeterminism. It leaves ex

actly where it was the question about determinism most attended to by philoso

phers, that of its consequences for our lives-our freedom in choosing and acting. 

A fifth remark about determinism and denials of it is that physics, including 

quantum theory, as already implied, is deferred to by many as basic or ultimate 

science. This has importantly to do with its absolute generality, and the idea that 

all other science can somehow be reduced to it. Certainly this deference, despite 

difficulties raised by the rest of science, is open to anyone who simply denies that 

all events have explanations, and in particular denies determinism. However, there 

are other personnel to be considered: the libertarian philosophers, of whom there 

are some good examples to be found in this volume. They assert the existence of 

originations or acts of free will in their small philosophies of mind-these orig

inations being non-effects, whatever else they are, and either causal predecessors 

of choices and actions or the choices themselves. 

These philosophers take from physics the proposition that certain events are 

without explanations in the fundamental sense. They then add that these origi

nations have other very different but real explanations that leave or put them and 

their effects within the control of the person in question, leave or make the person 
in question responsible for them and their effects in a certain way. This amounts 

to more than contradiction in just spirit. 

Physics and in particular quantum theory as interpreted by physicists do not 

amount just to the proposition that certain events are not effects but in fact have 

or may have other explanations, mysterious but somehow just as real or good as 
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standard explanations. Physics does not take itself as like a car dealer who needs 

to allow that there are other car dealers in town. Plainly physics does not tolerate 

the other real but mysterious explanations of choices and the like when the choices 

are taken, as they are by most contemporary philosophers of mind, to be just as 

physical as spoon-movements. Physics itself, whatever physicists on holiday or in 

retirement say, is no more tolerant of choices nonphysically conceived, along with 

conscious events generally, despite the blur of nonphysicality. 

Thus the position of the philosophers of origination is exactly what is resisted 

or disdained by quantum theory's conventional defenders-a hidden variable the

ory, something that absolutely undercuts quantum theory as interpreted. The phi

losophers of origination cannot have it both ways, comfortably or uncomfortably. 

Can this conclusion be resisted by supposing that there is some non

mysterious way, perhaps even consistent with quantum theory, in which origi

nations as true chance events can nonetheless have explanations? Something to 

do with dark battleground of probability? Well, there can be no way in which it 

can consistently be asserted that the actual occurrence of an origination has a 

fundamental explanation. It is going to have to remain a total mystery-with no 

possible fact anywhere in existence to dispel the mystery. 

But, it may be said, there is surely some sense in which an event is explained 

if it is established as having been very probable. This needs to be granted, but not 

for a reason that gives a helping hand to the philosophers of origination. What is 

it for event A to have made it 95 percent probable that event B would occur? If 

we put aside more mystery, and theories of probability that do not attempt to 

give its nature or reality, there seems to be only one answer to the question. It is 

of course that in 95 percent of the situations in which an event of the type of A 

occurs, there is precisely a causal circumstance for an event of the type of B. We 

have good evidence for that, even if we don't know, or know exactly, what is in 

the circumstance. 

What this non-fundamental explanation of B comes to, then, in fact presup

poses the possibility of a fundamental explanation of B. It presupposes precisely 

the existence of a causal circumstance, as yet unspecified, for B. It presupposes 

that B was a necessitated event. Non-fundamental explanations, as might have 

been expected, are dependent on exactly the existence of possible fundamental 

explanations. That is why non-fundamental explanations do indeed count as ex
planations of a kind. Whether or not these derivative explanations can be said to 

fit into interpretations of quantum theory, they evidently do not fit into the views 

of the philosophers of origination. To allow a derivative explanation of an origi

nation would be precisely to deny that it is an event of real chance. (Cf. Kane 

1996)  

There i s  a seventh respect in  which the philosophers of origination are in 

more than trouble. Their doctrine suffers from another inconsistency that must 

stick in the craw of anyone not also on a mission to rescue our freedom. Say my 



D E T E R M I N I S M  A N D  T H E  R E AL P R O B L E M 467 

lover writes to ask if I have been to bed with someone else, and I then form the 

intention to lie, and then I do lie. In order to save my freedom and responsibility 

as understood by them, my rescuers insert a quantum event between the question 

and my intention. In order to complete the rescue, however, or rather to defend 

it from itself, they need to exclude a quantum event between the intention and 

the lie. Otherwise I shall be doing some random lying-'-neither freely nor re

sponsibly. 

How can they consistently do this? Does quantum theory as interpreted have 

some clause, hitherto unheard of, that its random events occur only in such places 

as to make us morally responsible in a certain sense? This objection of inconsis

tency, perhaps, is less effective with some uncommitted philosophers because they 

do not really take the philosophers of origination seriously. If it really were ac

cepted as true that a random event could get in between the question and the 

intention, with great effect, then it would have to be accepted that one could get 

in between the intention and the lie, with as much effect. Any attempt to exclude 

the possibility is bound to be fatally ad hoc. 

Let us now try to leave the question of the truth of the proposition that all 

events have fundamental explanations, and the truth of determinism in the nar

rower sense specified. Let us try to leave the question, at any rate, insofar as 

certain other things can be separated from them. One of these, which in fact 

should come first, is the question of the conceptual adequacy of determinism and 

of the opposed family of doctrines, those having to do with origination. It is 

possible to overlook or forget the fact, but both families do indeed and need to 

consist in philosophies of mind-accounts or anyway intimations of the nature 

of consciousness and mental activity, of how they come about, of mind and brain, 

and of the connection between mental activity and behavior or action. 

It is a remarkable fact that when we put aside the little philosophies of mind 

expressly concerned with the further question of whether choices and actions are 

free-the literature on determinism and freedom-what we find is determinism 

and hardly anything else. That is, in the Philosophy of Mind itself, we find only 

philosophers who assume or explain that human choices and actions are effects 

of causal sequences or chains of the sort that are taken in the literature on de

terminism and freedom to raise the further question of our freedom.  When phi

losophers are concerned with consciousness and mental activity and so on, in and 

for themselves, in the real Philosophy of Mind, they have nothing to say of orig

ination. 

Thus in the Philosophy of Mind's autonomous existence, its history since 

Gilbert Ryle's The Concept of Mind in 1949, there is nothing at all about what, if 

the philosophers of origination are right, is the unique fact of our consciousness 

and mental activity and so on. In monisms and dualisms, in Functionalism and 

in the Philosophy of Action, in assertions and accounts of our subjectivity, in 

conceptions of a person, and above all in various doctrines of the general expla-
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nation o f  our behavior-in all of this, at least half o f  it not scientistic o r  "mate

rialistic," we find nothing of what is supposed by its supporters to be what actually 

sets us aside from the rest of the world: our originations. 

Are a couple of qualifications in order? Well, there has been some support 

for the mysterious idea that reasons are not causes-what are they supposed to 

be, then?-but it has not gone so far as embracing origination. There is also 

Donald Davidson's Anomalous Monism, which denies the existence of lawlike or 

nomic connections between mental events, so-regarded, and physical events. There 

are no such connections between mental events and their physical antecedents-as 

there are no such connections between mental events and either simultaneous 

neural events or such later physical events as actions and their effects. Well, it is 

also part of this extraordinary doctrine that the mental events regarded as physical, 

which indeed they must be, are effects of their physical antecedents (Davidson 

1980 ) .  

O f  what relevance t o  the truth o f  determinism i s  the nearly complete absence 

of the opposing family of doctrines from the orthodox Philosophy of Mind? That 

particular question of truth has the interest of standing in connection with the 

matter of orthodox science and a certain presumption of truth-although not one 

into which I myself enter with full confidence. Let us leave it, and note instead 

that origination's absence from the Philosophy of Mind can indeed be taken to 

suggest that there is no tempting conception of origination in existence. Otherwise 

it would certainly have been made use of in general explanations of behavior. 

Origination's absence from the Philosophy of Mind also reinforces the ques

tion of whether there is an adequate conception of it. What has been said so far, 

to recall, is that an act of origination (1) is not an effect, (2) is either a causal 

predecessor of a choice and action or the choice itself, and (3 )  has a special 

explanation such that it and therefore its effects are within the control of the 

person in question and such as to make her responsible in a certain sense for 

them. Is this adequate? That it is not has for some time been contemplated by 

the more-or-Iess determinist party in the philosophy of determinism and freedom. 

The idea was famously expressed by Peter Strawson when he spoke of panicky 

metaphysics (P .  F. Strawson 1962) . 

It is indeed difficult to see what can be added to the conception we have so 

far of origination in order to have more to put in place of the standard account 
of the occurrence of choices and actions in terms of fundamental explanation and 

causation. It can be asked, certainly, how the special kind of explanation and thus 

personal control comes about. In answer, if talk of probability is given up, recourse 

may be had just to ordinary verbs of our human activity, such as "to give rise to" 

or indeed "to cause." 

But these, as we understand them elsewhere, are a matter of fundamental 

explanation, of standard effects. "Give rise to," ordinarily used, is as much a matter 

of standard causality as "push." It is wholly obscure what remains of the verbs of 
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human activity when their backbone of sense is taken out of them. They do not 

have a backbone put back in, either, when it is said that !\s having caused B was 

just !\s having been "enough" for B, which was consistent with B 's not happening. 

No sense has ever been given to the "enough." (Cf. Ginet 1990) 

Quite as plainly, there can be recourse to talk of reasons of a kind in trying 

to explain choices and actions without the aid of fundamental explanation. There 

can be recourse, that is, to logical or conceptual relations of an essentially nor

mative kind. But that I had good reason eventually to confess to my lover, in 

terms of whatever value-system, including my own morality, gives no explanation 

of why I confessed. There may be the explanation that I was caused to confess 

by my good reason in a more robust and a standardly causal sense-where my 

reason clearly was something more than an abstract entailer or other premise

but this, of course, is exactly what origination is supposed to replace. 

Let us leave open for a while the question of whether there is an adequate 

conception of origination-conceivably the question of whether we have one in 

what has been said already. Also the question of whether there is another use for 

what some will see as the irrelevance or indeed the philosophical low blow of 

pointing out that the stock-in-trade of origination-philosophers never gets atten

tion in the Philosophy of Mind. Let us turn now to the question of what is taken 

to follow from determinism-the question not of its truth or the prior question 

of its conceptual adequacy, but its consequences. This does of course bring in the 

linked question of the consequences of origination. 

Here we encounter those two traditions that began in the seventeenth century 

or before and are still with us, one with knobs of modal logic on it and the other 

encrusted with hierarchies of desire-the traditions of incompatibilism and com

patibilism. The first is to the effect that if determinism is true we are unfree and 

are not morally responsible for our actions, since determinism and freedom are 

logically incompatible. The second is to the effect that even if determinism is true 

we remain free in many of our actions and hence morally responsible for them, 

since determinism and freedom are logically compatible. What the two traditions 

evidently agree about, and typically declare, is that our freedom is one thing, or 

would be one thing if we had it, and hence that we have this one concept of it -or 

at any rate one freedom or one concept of freedom is fundamental and somehow 

the only important one. 

In the last couple of decades, a good deal of diligence has gone into a certain 

Incompatibilist line of thought. Plainly stated, it is that if determinism is true 
then my action today, perhaps of complying or going along again with my unjust 

society, is the effect of a causal circumstance in the remote past, before I was 

born. That circumstance, clearly, was not up to me. So its necessary consequence, 

my action of compliance today with my hierarchic democracy, is not up to me. 

Hence my action today is not free and I am not responsible for it (van Inwagen 

1983 ) .  
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This line o f  thought is dignified by having the name o f  the Consequence 

Argument for incompatibilism. It is worth noting in passing that in its essential 

content, its logic, the argument has nothing to do with our being unable to change 

the past. It is that the past had in it no act of origination and in particular no 

relevant act of origination. It had in it no act of origination that had the later 

action of compliance as content or object, so to speak, and as effect. Instead it 

had in that remote causal circumstance and a causal sequence from it leading up 

to the action of compliance. If the past did have such a relevant act of origination 

in it, although I still couldn't change it and the rest of the past, things would be 

OK. My action of compliance could be up to me. 

lt is also worth noting that the argument has nothing essential to do with a 

causal circumstance in the remote past. To repeat, what the incompatibilist sup

poses would make my action today up to me, make me free and responsible, is 

an act of origination relevant to today's action of compliance. Suppose that the 

act of origination for the action of compliance would have had to be in the last 

five minutes-originations wear out, so to speak, if they do not issue in actions 

within five minutes. If they are to work, they have to be renewed. We do indeed 

believe something like this. If so, for the incompatibilist, my action's having been 

the effect of a causal circumstance just over five minutes ago would make the 

action not up to me. Suppose on the other hand, absurdly, that a previous em

bodiment of me did perform a relevant act of origination. That might cheer up 

the incomatibilist, even if it was so remotely in the past as to be just after the Big 

Bang, and even if that event was immediately followed by a causal circumstance, 

certainly remote, for my later action of compliance. 

Thus what is crucial for this line of thought is a relevant act of origination. 

And hence, to mention one thing, the argument has as much need of giving an 

adequate account of origination as any other argument of its ilk-any incompa

tibilism. What in fact has happened in connection with the line of argument, 

however, is a lot of reflection, aided by modal logic, on something else. We could 

transform it into reflection that makes the essential content or logic of the ar

gument explicit, talk about a causal circumstance just over five minutes ago, but 

there is no need to do so. 

The reflection has been on whether it does really follow, from the fact that a 

remote causal circumstance was not up to me, that its necessary consequence, my 

action today in going along with my society, is not up to me. The reflection has 

included variations on the plain version of the line of thought, and also objections 

to and supposed refutations of both the plain line of thought and the variations. 

It is not easy for me to see that this has been philosophical time well spent. 

Does it not seem clear that in an ordinary sense of the words, it does indeed 

follow that if the remote causal circumstance was not up to me, neither was what 

was connected with it by an unbroken causal sequence-my action today? Will 

anyone say that there is no sense of the words in which it follows that if the 
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remote circumstance was not up to me, neither was its necessary consequence? 

No fundamental or important sense in which lack of control is transitive? Might 

you join me in saying that if modal logic were to prove that there is no such 

sense of the words, or no important sense of the words, so much the worse for 

modal logic? 

Now consider the other side in the traditional dispute-some compatibilist 

struggle in the last couple of decades, or rather two such struggles. Both are 

attempts to defend this tradition's fundamental conception of our freedom. That 

conception, at its simplest, is of a choice or action that is not against the desire 

of the person in question. Freedom consists in choice or action flowing from the 

desire of the person in question-or, a little less simply, from embraced rather 

than reluctant desire. Freedom is this absence of constraint or compulsion. Free

dom is voluntariness-quite other than origination. An unfree decision or action, 

by contrast, is one made as a result of the bars of the prison cell, or the threat to 

one's life, or the compulsion of kleptomania. 

Against this idea as to our freedom, it may be objected that we could be free 

in this way and yet not be in control of our lives. This voluntariness is not control. 

Exactly this was a complaint of incompatibilists. It gave rise to a struggle in 

response by our compatibilists. It is plainly a mistake, we still hear from them, to 

suppose that if I was free in this sense today in my action of social deference, I 

was subject to con trol. What control would come to would be my being subject 

to the desires of another person, or something akin to another person, maybe 

within me. Given this proposition, evidently, it is not the case that determinism, 

which is indeed consistent with the compatibilist idea of our freedom, deprives 

us of control of our lives (Dennett 1984) .  

S o  far s o  good, you may say, but clearly a question remains. Could what has 

been said by the compatibilists be taken as coming near to establishing that there 

is but one way in which we can conceive of not being in control of our lives, the 

way where we are subject to someone or something else's desires? To put the 

question differently, and more pointedly, does this come near to establishing that 

there is but one way, the compatibilist way, in which we can be in control of our 

lives, which is to say one way in which we conceive of being free? That all we 

think of or can care about is voluntariness? 

There are rather plain difficulties in the way of this. There evidently is some

thing very like another idea of self-control or freedom. Is it not against the odds, 

to say the least, that this dispute into which our compatibilist is seriously entering 

is between his own conceptually respectable party and a party that has no different 

idea at all , nothing properly called an idea or anyway no idea worth attention, of 

what our freedom does or may consist in? There is what has been said of origi

nation. 

Let me mention yet more quickly the effort by some compatibilists to make 

more explicit their idea of freedom. It is at bottom the effort to show why the 
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kleptomaniac and other such unfortunates, on the compatibilist account o f  free

dom, are in fact unfree. Certainly it could be thought there was a problem for 

the account here, since the kleptomaniac in walking out of the department store 

yet again without paying for the blouses presumably is somehow doing what he 

wants to do, presumably is not acting against desire. 

Our compatibilist is indeed on the way to a solution if he supposes, a little 

bravely, that all kleptomaniacs not only desire to make off with the blouses but 

also desire not to have that desire. By means of this idea of a hierarchy of desires, 

that is, the compatibilist is indeed improving his conception of a free action-it 

is, at least in the first part of the conception, an action such that we desire to 

desire to perform it (Frankfurt 1971 ) .  Suppose more than that-that the whole 

philosophical enterprise, this hierarchical theory of freedom, works like a dream, 

with no difficulties about a regress or about identifying a self with a particular 

level of desires or about anything else. 

Will that have come near to establishing that there is no other conception of 

a free action? Will it come close to establishing that we have operating in our 

lives only the hierarchic conception? Will it come close to establishing the lesser 

thing that this conception is fundamental or dominant or most salient or in any 

other way ahead of another one? Come to think of it, how could it actually do 

that? Are we to suppose that from the premise that one conception of freedom 

has now been really perfected it follows that there is no other conception of 

freedom or none worth attention? 

So that you do not suppose I have been partial, let us glance back at the 

incompatibilist struggle. Think again of me today, acting again in compliance with 

my unjust society, and take the action to be the effect of a causal circumstance 

in the remote past, before I was born. It does indeed seem, as was maintained 

earlier, that there must be some proposition to the effect that if the remote cir

cumstance was not up to me, neither was the action of compliance that was made 

necessary by the circumstance. But something else in surely quite as clear-and 

maybe more important than the previous point that the line of argument, like 

any incompatibilist line of argument, needs an adequate account of origination. 

There is, isn't there, a clear sense in which my action, necessary consequence 

though it was, may well have been up to me-perfectly up to me. Suppose I was 

struck a month ago by Bradley's utterance that to wish to be better than the world 

is to be already on the threshold of immorality. Suppose I had then consciously 

determined after a month's serious reflection that henceforth I would consistently 

act on the side of my society. Suppose it had come about that a great desire drew 

me only to this-and of course that I desired to have the desire, and so on. In 

fact my whole personality and character now supported my action of deference. 

I could not have been more for it. Does not this conjecture, or any more restrained 

one you like, come close to establishing that it must be a very brave incompatibilist 
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who maintains that there is no significant sense in which my action of compliance 

was up to me? 

So much for recent activity in the two hoary traditions. There is yet more 

activity, in particular with respect to origination, in preceding essays in this book. 

I commend the activity to you-but also the idea that a yet more direct approach 

to the two traditions is possible (Honderich 1993: 80-106; 1988: 379-487) .  

We all have hopes for our lives-we all have a dominant hope i n  a particular 

stage of life, perhaps for more than one thing, perhaps a disjunctive hope. Like 

any hope, it is an attitude to a future possibility, at bottom a desire with respect 

to the possibility. Very likely indeed it is a desire with respect to our own future 

actions and their initiations in particular desires or whatever. To come to the crux 

quickly, such desires come in two sorts for all of us. One sort is for a future in 

which our actions will be voluntary, uncompelled and unconstrained. We won't 

be in jail or victims of our fearfulness. The other sort of desires is for a future in 

which our actions are also not fixed products of our natures and environments. 

We will not just be creatures of them. Each of us has the two sorts of desires, or 

at any rate each of us is more than capable of having them. One contains ideas 

of our future actions as our own in being voluntary. The other sort makes them 

our own in also containing at least an image of our future actions as originated. 

There is the same plain truth, as it seems to me, with respect to the trampled 

ground of moral responsibility, of which incompatibilists in particular have had 

a too elevated notion. What determinism threatens here is also attitudinal. It is a 

matter of holding people responsible for particular actions and of crediting them 

with responsibility for particular actions. To do so is to approve or disapprove 

morally of them for the actions in question. We may do so on the contained 

assumption than an action was voluntary. Or we may do so, differently, on the 

contained assumption that the action was not only voluntary but originated. Dif

ferent desires enter into the two sorts of attitudes-retributive desires are attached 

to the idea that the person in question, just as things had been and were, could 

have done other than the thing he did. 

What is more, we act and have institutions or parts of institutions that are 

owed to one assumption rather than the other. One good example of a general 

fact is preventive punishment, depending only on a conception of actions as vol

untary, and retributive punishment, depending on a conception of actions as also 

originated. There is thus a behavioral proof of the existence and indeed the per

vasiveness of two attitudes and two conceptions of freedom. 

What all this leads to is the real problem of the consequences of determin

ism-which is not the problem of proving something to be our one idea of 

freedom, or our only self-respecting one, or what you will along these lines. The 

real problem of the consequences of determinism is that of dealing with the 

situation in which we have both the idea of voluntariness and also the idea of 
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voluntariness plus origination, and these two ideas run, shape, o r  at least color 

our lives, and the second conflicts with determinism. We may attempt to bluff 

and to carry on intransigently in the pretence that what matters is only the first 

idea and what it enters into, one family of attitudes. This is a response of intran

sigence. On the other hand we may respond with dismay to the prospect of giving 

up the second idea and what it enters into, the other family of attitudes. 

It is at this point among others that the question of the adequacy of the idea 

of origination comes up. Some philosophers say there is no adequate idea of it. 

What it comes to is only some piece of nonsense, literally speaking, like the old 

nonsense of speaking of a thing's causing itself. Hence, for one thing, it does not 

matter if determinism is true or false. If it is true, there is no more problem than 

if it is false, since there is no serious idea with which it conflicts. Also ,  compati

bilism has the field of discussion to itself, since incompatibilism comes to nothing. 

The question of truth does not arise. (Cf. Strawson 1986 ) .  

This i s  a curious position that prompts speculation. Suppose I have no idea 

of why the petunias on the balcony need sun, but am persuaded they do, no doubt 

by good evidence. Despite the evidence, I have no acquaintance at all with pho

tosynthesis, not even any boy's own science of the matter. It does not follow, 

presumably, that I lack the idea that the petunias need sun. I could have the idea, 

too, in a prescientific society where news of the science of the thing would for a 

long time make no sense. Could I not also have the idea, in a later society, if all 

of many attempts to explicate the need had broken down in obscurity and indeed 

contradiction? 

At first sight, certainly, those who suppose that there is an adequate idea of 

origination are in just this sort of position. They speak no nonsense when they 

assert or offer for contemplation a certain thing. It is that there occur originations, 

these being events that are not effects, are in the control of the person in question, 

and render the person responsible in a certain way for ensuing actions-his being 

held responsible can consist in an attitude having in it certain desires, notably 

retributive ones. The friends of origination speak no nonsense when they depend 

considerably for their characterization of the events of origination on these con

sequences. The friends still speak no nonsense when it transpires that they cannot 

in some way explain how it comes about that there is origination, or would come 

about if there were any. They still speak no nonsense in what went before if their 

attempts to explain are themselves pieces of nonsense. 

No doubt more distinctions are needed here, but it remains my own view 

that determinism does threaten something important to us of which we have an 

adequate idea if not a tempting idea. The latter sort of thing, as you will expect, 

is an idea open to a kind of explanation, an idea of something along with an 
some explication of it. My untroubled view, too, until very recently, has been that 

the true problem of the consequences of determinism is the problem of giving up 
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something of which we do have an adequate idea. It is not as if that problem 

does not arise for the clear-headed. 

We can set out to try to deal with this problem of attitudes, at bottom desires. 

We can try to get away from the responses of intransigence and dismay, and 

oscillating between them, and make a response of affirmation. This, caricatured, 

is looking on the bright side. It is seeing the fullness and fineness of a life given 

much of its character by the attitudes consistent with determinism, and thus giving 

up the ones inconsistent with it. We can try this-but we may not succeed (Hon

de rich 1993: lO7-29, 1988, vol. 2: 488-6l2) .  

As it has seemed t o  me, what stands in our way, and i n  fact obstructs real 

belief in determinism despite all that can be said for it, is a great fact of our 

culture. We are so formed, first of all by mothers, those first agents of culture, as 

to be unable to escape the attitudes. We cannot dismiss one kind of our hopes, 

and we cannot escape other attitudes, such as those having to do with responsi

bility, notably when they are directed by ourselves onto ourselves. 

Is this the only possible conclusion to the problem of determinism and free

dom? For want of space, let me pass by some gallant work of originality and 

interest (Double 1991, 1996a) and come on to something else, an idea of another 

alternative. 

Having lately engaged explicitly in autobiography, rather than the kind of it 

in which philosophy is sometimes said to consist, I have been newly taken aback 

by the strength and durability of my attitudes to myself seemingly inconsistent 

with determinism. Is the stuff about culture really enough to explain them? I have 

been taken aback too by a seeming fact about a further kind of explanation

picking out a cause within a causal circumstance and giving it special standing in 

connection with the effect. This has attitudes in it, all too evidently, but it also 

seems a business of truth. I do not mean that the attitudes direct and mislead 

explanation, but that they can seem somehow to enter into its constitution. 

Thus a question has come up about attitudes seemingly inconsistent with 

determinism. Could they be owed not only to mothers and their successors in our 

culture but also have truth in them? Is that why they are so strong and durable? 

Will some dramatically different reconciliation of determinism and freedom one 

day be achieved? Certainly it will not be another appearance of that weary war

horse, compatibilism. Will it have something to do with a connection between 

desire and truth? Again the point is not about desires affecting our pursuit of 

truth or obscuring it, but about their entering into the constitution of it (Hon

derich 2000) .  

The point stands i n  connection with two remarks earlier. One was about 

quantum theory having a certain hegemony despite its interpretation being a mess. 

The other was about the stock-in-trade of origination-philosophers never getting 

noticeable attention in the real Philosophy of Mind. Can it be that attitude enters 
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more into belief, some of it also knowledge, including quantum theory as inter

preted and free will philosophy, than we have thought is possible or proper to 

suppose?' 

N O T E  

l. If it had appeared in time, an essay on consciousness and freedom, Searle 2000, 

might have been mentioned here. It is fully considered in Honderich 200l. 



CHAPTER 21 

LIVING WITHOUT FREE 

WILL: THE CASE FOR 

HARD INCOM PATIBILISM 

DERK PEREBOOM 

THE central thesis of the position I defend (Pereboom 1995 , 2001) is that we do 

not have the sort of free will required for moral responsibility. My argument for 

this claim has the following structure: An agent's moral responsibility for an action 

depends primarily on its actual causal history, and not on the existence of alter

native possibilities. Absent agent causation, indeterministic causal histories pose 

no less of a threat to moral responsibility than do deterministic histories, and a 

generalization argument from manipulation cases shows that deterministic his

tories indeed undermine moral responsibility. Agent causation is a coherent pos

sibility, but it is not credible given our best physical theories. Consequently, no 

position that affirms the sort of free will required for moral responsibility is left 

standing. I also contend that a conception of life without this sort of free will 

would not be devastating to our sense of meaning and purpose, and in certain 

respects it may even be beneficial. Although this position is clearly similar to hard 

determinism, it does not endorse determinism itself, and thus I call it hard in

compatibilism. 
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1. OUTLINE OF THE ARGUMENT 

I reject an alternative-possibilities type of incompatibilism and accept instead a 

type of incompatibilism that ascribes the more significant role to an action's causal 

history. My view is that an agent's responsibility for an action is explained not by 

the existence of alternative possibilities available to her, but rather by the action's 

having a causal history of a sort that allows the agent to be the source of her 

action in a specific way. Following Ted Honderich (1988, vol 1 :  194-206)  and 

Robert Kane (1996a: 35 ) ,  the crucial condition emphasizes that an agent must be 

the origin of her action in a particular way. According to my version of this 

condition, if an agent is morally responsible for her decision to perform an action, 

then the production of this decision must be something over which the agent has 

control, and an agent is not morally responsible for the decision if it is ultimately 

produced by a source over which she has no control. 

The grounding for this kind of incompatibilism includes the argument that 

certain Frankfurt-style cases rule out the notion that having alternative possibilities 

explains an agent's responsibility for action (Frankfurt 1969 ) ,  and the argument 

that a deterministic causal history would make it impossible for the agent to be 

the source of her action in the way required. The best strategy for establishing the 

latter claim involves devising manipulation cases in which the agent is covertly 

induced to perform an action by some external cause and for that reason is not 

responsible for her action, and then generalizing to nonresponsibility in more 

ordinary deterministic cases. I contend that no relevant and principled difference 

can distinguish an action that results from responsibility-undermining manipu

lation from an action that has a more ordinary deterministic causal history (R. 

Taylor 1974: 43-44; Kane 1996a: 65-71 ) .  Moreover, exclusively event-causal inde

terministic histories are no less threatening to moral responsibility than deter

ministic histories, and since deterministic causal histories undermine moral re

sponsibility, so do such event -causal indeterministic histories (Clarke 1997) .  If  the 

crucial indeterministic events were appropriately produced by a randomizing ma

nipulator, then one would have the intuition that the agent is not morally re

sponsible (van Inwagen 1983: 132-34; Mele 1999a: 277) .  But there is no relevant 

and principled difference between the manipulated action and one that is inde

terministic in a more ordinary way. Among available models for agency, to my 

mind only agent causation allows for moral responsibility, but simply because it 

builds into the agent, as a primitive power, the capacity to be a source of action 

that is required for moral responsibility. The agent-causation model is coherent 

as far as we can tell, but given evidence from our best scientific theories, it is not 

credible that we are in fact agent-causes. We are therefore left with the view that 

we do not have free will of the kind required for moral responsibility. 
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2 .  W R ON G D OI N G  

Accepting hard incompatibilism demands giving up our ordinary view of ourselves 

as blameworthy for immoral actions and praiseworthy for those that are morally 

exemplary. One might argue that giving up our belief in moral responsibility 

would have very harmful consequences, or even that they would be so damaging 

that thinking and acting as if hard incompatibilism is true is not a practical 

possibility for us. Thus even if the claim that we are morally responsible turns 

out to be false, there may yet be a practical argument for continuing to treat 

ourselves and others as if we were. One might find this proposal attractive because 

acting as if people are at times blameworthy is typically required for moral reform 

and education. If we began to act as if people were not morally responsible, then 

one might fear that we would be left with insufficient leverage to change immoral 

ways of behaving. 

It is nevertheless important to understand that this option would have the 

hard incompatibilist treating people as blameworthy-by, for example, expressing 

indignation toward them-when they do not deserve it, which would seem mor

ally wrong. As Bruce Waller argues, if people are not responsible for immoral 

behavior, treating them as if they were would be unfair (Waller 1990:  130-35 ) .  

However, i t  i s  possible t o  achieve moral reform and education b y  methods that 

would not suffer from this sort of unfairness, and in ordinary situations such 

practices could arguably be as successful as those that presuppose moral respon

sibility. Instead of treating people as if they were deserving of blame, the hard 

incompatibilist can draw upon moral admonishment and encouragement, which 

presuppose only that the offender has done wrong. These methods can effectively 

communicate a sense of what is right and result in beneficial reform. Similarly, 

rather than treating oneself as blameworthy, one could admonish oneself for one's 

wrongdoing and resolve to avoid similar behavior in the future. 

But what resources does hard incompatibilism have for dealing with criminal 

behavior? Here hard incompatibilism would appear to be at a disadvantage, and 

if so, practical considerations might force us nevertheless to treat criminals as if 

they were morally responsible. Indeed, if hard incompatibilism is true, a retri

butivist justification for criminal punishment is ruled out, for it assumes that we 

deserve blame or pain or deprivation just for performing an immoral action,  while 

hard incompatibilism denies this claim. Hard incompatibilism must therefore for

swear retributivism-one of the most naturally compelling ways for justifying 

criminal punishment. 

By contrast, the moral education theory of punishment is not challenged by 

hard incompatibilism specifically. Still, without strong empirical evidence that 

punishment of criminals would bring about moral education, it would be wrong 
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to punish them for the sake o f  achieving this goal. I n  general, i t  i s  morally wrong 

to harm someone in order to realize some good if there is insufficient evidence 

that the harm can produce the good. Morreover, even if we knew that punishment 

could be effective in moral education, we should prefer nonpunitive methods for 

producing this result-whether or not we are morally responsible. 

Although the two most prominent deterrence theories are not challenged by 

hard incompatibilism in particular, they are questionable on other grounds. The 

utilitarian version is dubious for well-known reasons-it would at times demand 

punishing the innocent, in some circumstances it would prescribe punishment 

that is unduly severe, and it would authorize using people merely as means. I 

contend that the type of deterrence theory that justifies punishment on the basis 

of the right to harm in self-defense is also objectionable (Farrell 1985 ) .  For at the 

time when a criminal is sentenced, he is typically not an immediate threat to 

anyone, and this fact about his circumstances distinguishes him from those who 

may legitimately be harmed on the basis of the right of self-defense. 

A theory of crime prevention whose legitimacy is independent of hard incom

patibilism draws an analogy between treatment of criminals and policy toward 

carriers of dangerous diseases. Ferdinand Schoeman (1979) argues that if we have 

the right to quarantine people who are carriers of severe communicable diseases 

to protect society, then we also have the right to isolate the criminally dangerous 

to protect society. Schoeman's claim is true independently of any legitimate attri

bution of moral responsibility. If a child is infected with the Ebola virus because 

it has been passed on to her at birth by her parent, quarantine may nevertheless 

be justified. By analogy, suppose that someone poses a known danger to society 

by having demonstrated a sufficiently strong tendency to commit murder. Even 

if he is not in general a morally responsible agent, society would nevertheless seem 

to have as much right to detain him as it does to quarantine a carrier of a deadly 

communicable disease who is not responsible for being a carrier. 

One must note, however, that it would be morally wrong to treat carriers of 

a disease more severely than is required to defuse the threat to society. Similarly, 

given the quarantine model, it would be wrong to treat those with violent criminal 

tendencies more harshly than is needed to remove the danger to society. In ad

dition, just as moderately dangerous diseases may only license measures less in

trusive than quarantine, so tendencies to moderately serious crimes may only 

justify responses less intrusive than detention. Shoplifting, for example, may war

rant merely some degree of monitoring. Furthermore, I suspect that a theory 

modeled on quarantine would never justify criminal punishment of the sort whose 

legitimacy is most in doubt, such as the death penalty or confinement in the worst 

prisons in our society. Moreover, it would require a degree of concern for the 

rehabilitation and well being of the criminal that would decisively alter current 

policy. Just as society has a duty to try to cure the diseased it quarantines, so it 

would have a duty to attempt to rehabilitate the criminals it detains. And when 
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rehabilitation is impossible, and if the protection of society were to demand in

definite confinement, there would be no justification for taking measures that aim 

only to make the criminal's life miserable. 

3 .  M E A N I N G  I N  L I F E 

Would it be practically impossible for us to live without a conception of ourselves 

as praiseworthy for achieving what makes our lives fulfilled, happy, satisfactory, 

or worthwhile-for realizing what Honderich has called our life-hopes? (Honder

ich 1988, vol. 2: 382) Honderich argues that there is an aspect of these life-hopes 

that is undermined by determinism, but that nevertheless determinism leaves them 

largely intact. I agree with this type of position, and develop it in the following 

way. It is not unreasonable to object that life-hopes involve an aspiration for 

praiseworthiness, which hard incompatibilism would undercut. For life-hopes are 

aspirations for achievement, and because it cannot be that one has an achievement 

for which one is not also praiseworthy, giving up praiseworthiness would deprive 

us of life-hopes altogether. However, achievement and life-hopes are not obviously 

connected to praiseworthiness in the way this objection supposes. If an agent 

hopes for success in some endeavor, and if she accomplishes what she hoped for, 

intuitively this outcome can be her achievement even if she is not praiseworthy 

for it-although the sense in which it is her achievement may be diminished. If 

an agent hopes that her efforts as a teacher will result in well-educated children, 

and they do, it seems clear that she achieved what she hoped for, even if, according 

to the truth of hard incompatibilism, she is not praiseworthy for her efforts. 

Furthermore, one might think that acceptance of hard incompatibilism would 

instill an attitude of resignation to whatever one's behavioral dispositions together 

with environmental conditions hold in store. But this is not clearly true. In the 

hard incompatibilist view, given that we lack knowledge of how our futures will 

turn out, we can still reasonably hope for success in achieving what we want most 

even if we turn out to be creatures of our environments and our dispositions. It 

may sometimes be crucial that we lack complete knowledge of our environments 
and dispositions. Suppose that there is some disposition that an agent reasonably 

believes might be an obstacle to realizing a life-hope. However, because he does 

not know whether this disposition will in fact function this way, it remains epi

stemically possible for him to have a further disposition that will allow him to 

transcend the potential obstacle. For example, suppose that someone aspires to 

become a successful clinical psychologist but is concerned that his irritability will 
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stand in the way. He does not know whether his irritability will in fact frustrate 

his life-hope, since it is epistemically possible for him that he will overcome this 

problem, perhaps due to a disposition for resolute self-discipline. As a result, he 

might reasonably hope that he will overcome his irritability and succeed in his 

aspiration. In the hard incompatibilist view, if he in fact does overcome his prob

lem and becomes a successful clinical psychologist, his achievement will not be as 

robust as one might naturally have believed, but it will be his achievement in a 

substantial sense nevertheless. 

But how significant is the aspect of our life-hopes that we must forgo if hard 

determinism or hard incompatibilism is true? Saul Smilansky argues that although 

determinism leaves room for a limited foundation for the sense of self-worth that 

derives from achievement or virtue, the hard determinist's (and also,  by extension, 

the hard incompatibilist's )  perspective can nevertheless be "extremely damaging 

to our view of ourselves, to our sense of achievement, worth, and self-respect," 

and in response we should foster the illusion that we have free will (Smilansky 

1997: 94; also Smilansky 2000, and his essay in this volume, ch. 22) . I agree with 

Smilansky that there is a type of self-respect that presupposes an incompatibilist 

foundation, and that it would be undermined if hard determinism (or hard in

compatibilism) were true. I do question, however, whether he is right about how 

damaging it would be for us to find that we must give up this sort of self-respect, 

and thus whether his move to illusion would be justified. 

One should note that our sense of self-worth, our sense that we are valuable 

and that are lives are worth living, is to a significant extent due to factors that 

are not produced by our volitions at all, let alone by free will. People place great 

value, both in others and in themselves, on beauty, intelligence, and native athletic 

ability, none of which are produced voluntarily. However, we also value voluntary 

efforts, hard work and generous actions, for example, and their results. But how 

much does it matter to us that the voluntary efforts are also freely willed? In my 

view, Smilansky overestimates how much we care. 

Consider the formation of moral character. It is not implausible that good 

moral character is to a large extent the function of upbringing, and furthermore, 

the belief that this is so is common in our society. Parents typically regard them

selves as failures if their children turn out to be immoral, and many take great 

care to raise their children to prevent this result. Accordingly, people often come 
to believe that they have a good moral character largely because they were brought 

up with parental love and skill. But I suspect that hardly anyone who comes to 

this realization experiences dismay because of it. We tend not at all to be dispirited 

upon coming to understand that our moral character is not our own doing, and 

that we deserve at best diminished respect for having this character. Rather, we 

feel fortunate and thankful for the upbringing we have enjoyed, and not that 

something significant has been lost. 
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Moreover, people typically do not become dispirited when they come to be

lieve that success in a career depends very much on one's upbringing, opportu

nities in one's society, the assistance of colleagues, and good fortune. Realizations 

of this sort frequently give rise to a sense of thankfulness, and almost never, if at 

all, to dismay. Why then should we suppose that we would generally become 

dispirited were we to adopt a hard incompatibilist stance? We would then relin

quish the view that character and accomplishments are due to free will and that 

we for this reason deserve respect, but given our response to the more common

place beliefs in external determination, we have little reason to think that we 

would be overcome with dismay. But suppose that there are people who would 

become disheartened even upon coming to believe that moral character is largely 

due to upbringing. Then would it be justified or even desirable for them to sustain 

the illusion that they nevertheless deserve respect for producing their moral char

acter? Most people are capable of facing the truth without incurring much loss, 

and those for whom it would be painful will typically have the psychological 

resources to cope with the new understanding. I suspect that the same would be 

true for those who come to accept hard incompatibilism. 

4 .  P E R S O N A L  R E L A T I O N S H I P S 

P. F. Strawson (1962) contends that the justification for claims of blameworthiness 

and praiseworthiness terminates in the system of human reactive attitudes, and 

because moral responsibility has this kind of foundation, the truth or falsity of 

universal determinism is irrelevant to whether we are justified in holding agents 

morally responsible. These reactive attitudes, such as indignation, gratitude, for

giveness, and love are required for the kinds of relationships that make our lives 

meaningful, and so even if we could give up the attitudes-and Strawson believes 

that this is impossible-we would never have practical reason to do so. Accord

ingly, we would never have practical reason to give up on moral responsibility. 

On the other hand, if universal determinism did threaten the reactive attitudes, 

we would face the prospect of the "objective attitude," a cold and calculating 

stance toward others that would undermine the possibility of meaningful personal 

relationships. 

Strawson is clearly right to believe that an objective attitude would destroy 

relationships, but I deny that we would adopt this stance or that it would be 

appropriate if we came to believe universal determinism (or hard incompatibil-
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ism) and i t  did pose a threat to the reactive attitudes. In my conception, some o f  

the reactive attitudes would i n  fact be undermined b y  hard determinism, o r  more 

broadly by hard incompatibilism. For some of them, such as indignation, presup

pose that the person who is the object of the attitude is morally responsible. I 

claim, however, that the reactive attitudes that we would want to retain either are 

not threatened by hard incompatibilism in this way or else have analogues or 

aspects that would not have false presuppositions. The complex of attitudes that 

would survive by no means amount to Strawson's objectivity, and they would be 

sufficient to sustain good relationships. 

To a certain degree indignation is likely to be beyond our power to affect, 

and thus even supposing that a hard incompatibilist is thoroughly committed to 

morality and rationality, and that she is admirably in control of her emotional 

life, she might nevertheless be unable to eradicate this attitude. Thus, as hard 

incompatibilists, we might expect that people will become indignant under cer

tain circumstances, and we would regard it as inevitable and exempt from blame 

when they do. However, we also have the ability to prevent, temper, and some

times to dispel indignation, and given a belief in hard incompatibilism, we might 

attempt these measures for the sake of morality and rationality. Modifications of 

this sort, aided by a hard incompatibilist conviction, could well be good for re

lationships. 

In response, one might contend that indignation is crucial to communication 

of wrongdoing in relationships, and if we were to diminish or eliminate this 

attitude, relationships would suffer as a result. But when one is wronged in a 

relationship, one typically experiences additional attitudes that are not threatened 

by hard incompatibilism, whose expression can play the communicative role at 

issue. These attitudes include feeling hurt, alarmed, or distressed about what the 

other has done, and moral sadness or concern for the other. Indignation, then, is 

not clearly required for communication in personal relationships. 

Forgiveness might appear to presuppose that the person being forgiven is 

blameworthy, and if this is so, it would indeed be threatened by hard incompa

tibilism. But this attitude has central features that are unaffected by hard incom

patibilism, and they are sufficient to sustain the typical role of forgiveness as a 

whole in good relationships. Suppose a friend repeatedly mistreats you, and be

cause of this you have resolved to end your relationship with him. However, he 

then he apologizes to you, in such a way that ( in harmony with hard incompa

tibilism) he thereby signifies his recognition of the wrongness of his actions, his 

wish that he had not mistreated you, and his sincere commitment to refraining 

from the offensive behavior. Because of this you decide not to terminate the 

friendship. The feature of forgiveness that is consistent with hard incompatibilism 

in this case is the willingness to cease to regard past immoral behavior as a reason 

to dissolve or weaken a relationship. In another type of case, independently of the 

other's repentance, you might simply dismiss the wrong as a reason to end or 
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change the character of your relationship. This feature of forgiveness is also not 

jeopardized by a hard incompatibilist conviction. The only aspect of forgiveness 

that is undercut by hard incompatibilism is the willingness to disregard deserved 

blame or punishment. Having relinquished the belief in moral responsibility, how

ever, the hard incompatibilist no longer needs the willingness to overlook deserved 

blame and punishment to have good relationships. 

One might contend that hard incompatibilism also threatens the self-directed 

attitudes of guilt and repentance. There is much at stake here, one could argue, 

since these attitudes are not only necessary for maintaining good relationships for 

agents prone to wrongdoing, but are also required for sustaining their moral 

integrity. Without guilt and repentance, such an agent would not only be incapable 

of restoring relationships damaged because he has done wrong, but he would also 

be kept from restoring his moral integrity. For other than the attitudes of guilt 

and repentance we have no psychological mechanisms that can play these roles. 

But hard incompatibilism would seem to jeopardize guilt because it essentially 

involves a belief that one is blameworthy for something one has done. And if 

guilt is undermined by hard incompatibilism, the attitude of repentance might 

also be threatened, for it could well be that feeling guilty is required for motivating 

repentance. But suppose that you perpetrate some wrongdoing, but because you 

endorse hard incompatibilism, you deny that you are blameworthy. Instead, you 

agree that you have done wrong, you feel sad that you were the agent of wrong

doing, you deeply regret what you have done (Waller 1990) .  Also ,  because you are 

committed to doing what is right and to moral advancement, you resolve to 

forbear from wrongdoing of this kind in the future, and you seek the help of 

others in sustaining your resolve. None of this is threatened by hard incompati

bilism. 

Gratitude might well presuppose that the person to whom one is grateful is 

morally responsible for a beneficial act, and for this reason hard incompatibilism 

would imperil gratitude. Still, certain aspects of this attitude would be unaffected, 

and these aspects can play the role gratitude as a whole has in good relationships. 

Gratitude involves, first of all, thankfulness toward someone who has acted ben

eficially. True, being thankful toward someone often involves the belief that she 

is praiseworthy for an action. But at the same time one can also be thankful to 

a pet or a small child for some kindness, even though in these cases one does not 

believe that the agent is morally responsible. Given hard incompatibilism, the 

aspect of thankfulness could be retained even if the presupposition of praisewor

thiness is relinquished. Gratitude also typically involves joy occasioned by the 

beneficent act of another. But hard incompatibilism fully harmonizes with being 

joyful and expressing joy when others are considerate or generous on one's behalf. 

Such expression of joy can bring about the sense of harmony and goodwill often 

occasioned by gratitude, and so in this respect hard incompatibilism is not at a 

disadvantage. 
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I s  mature love endangered by hard incompatibilism? Consider first whether 

loving someone requires that she be free in the sense required for moral respon

sibility. Parents love their children rarely, if ever, because they possess this sort of 

free will, or because they choose to do what is right by free will, or because they 

deserve to be loved because of their freely willed choices. Moreover, when adults 

love each other, it is also seldom, if at all, for such reasons. Undoubtedly the kinds 

of reasons we have for loving someone are complex. Besides moral character and 

behavior, considerations such as intelligence, appearance, style, and resemblance 

to others in one's personal history all might have a part. But let us suppose that 

moral character and action are especially important in occasioning, enriching, and 

sustaining love. Even if there is a significant feature of love that is a deserved 

response to moral character and action, it is unlikely that love would be under

mined if one came to believe that these moral qualities did not come about 

through freely willed decision. Moral character and action are loveable whether 

or not they merit praise. Love of another involves, fundamentally, wishing for the 

other's good, taking on her aims and desires, and a desire to be together with her. 

Hard incompatibilism threatens none of this. 

One might argue that we very much want to be loved by others as a result 

of their free will-we want freely willed love. Against this, the love parents have 

for their children is typically engendered independently of the parents' will, and 

we do not find this love deficient. Kane agrees with this claim about parental love, 

and with a similar view about romantic love, but he nevertheless contends that 

there is a kind of love we want of which we would feel deprived if we knew that 

factors beyond the other's control determined it ( Kane 1996a: 88; similar claims 

are made by G. Strawson in 1986: 309 and by W. S. Anglin: 20) .  The plausibility 

of this view might be enhanced by reflecting on how you would feel if you found 

out that someone you love was causally determined to love you by a benevolent 

mani pula to r. 

Setting aside free will for now, when does the will play a role in producing 

love for another at all? When an intimate relationship is deteriorating, people 

sometimes make a decision to try to restore the love they once felt for each other. 

When a student finds herself at odds with a roommate from the outset, she may 

decide to attempt nevertheless to form an emotional bond. Or when one's mar

riage is arranged, one may choose to do whatever one can to love one's spouse. 

But first of all, in such situations we might want the other person to make a 

decision to love, but it is not clear that we would have reason to want the decision 

to be freely willed in the sense required for moral responsibility. A decision to 

love on the part of another might greatly enhance one's personal life, but it is not 

clear what value the decision's being free and therefore praiseworthy would supply 

in addition. Second, although under these kinds of circumstances we might desire 

that the other make a decision to love, we would typically prefer love that was 
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not mediated by a decision. This is true not only when romantic love is at issue

when it is manifestly obvious-but also for friendships and for love between 

parents and children. 

Suppose Kane's view could be defended, and we do want love that is freely 

willed in the sense required for moral responsibility. If we indeed desire love of 

this kind, then we desire a kind of love that is impossible if hard incompatibil

ism is true. Still, the kinds of love that are invulnerable to hard incompatibilism 

are surely sufficient for good relationships. If we can aspire to the sort of love 

parents typically have toward children, or the kind romantic lovers ideally have 

toward one another, or the type shared by friends who are immediately at

tracted to one another, and whose relationship is deepened by their interactions, 

then the possibility of fulfillment in personal relationships is far from under

mined. 

Hard incompatibilism, therefore, endangers neither relationships with others 

nor personal integrity. It might well jeopardize certain attitudes that typically 

have a role in these domains. Indignation and guilt would likely be theoreti

cally irrational for a hard incompatibilist. But such attitudes are either not es

sential to good relationships, or they have analogues that could play the same 

role they typically have. Moreover, love-the reactive attitude most essential to 

good personal relationships-is not clearly threatened by hard incompatibilism 

at all. 

5 .  T H E  B E N EF I T S OF H A R D  

I N C OM P A T I B I L I S M  

Furthermore, hard incompatibilism holds out the promise of substantial benefits 

for human life. Of all the attitudes associated with moral responsibility, anger 

seems most closely connected with it. It is significant that discussions about moral 

responsibility typically focus not on how we should regard morally exemplary 

agents, but rather on how we should consider those that are morally offensive. 

The kinds of cases most often employed in producing a strong conviction of moral 

responsibility feature especially malevolent actions, and the sense of moral re

sponsibility evoked typically involves sympathetic anger. It may be, then, that our 

attachment to moral responsibility derives in part from the role of anger in our 

emotional lives, and perhaps we feel hard incompatibilism poses a serious threat 

because it challenges the rationality of anger. 
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The type of anger at issue is directed toward someone who i s  believed t o  have 

done wrong. Let us call this attitude moral anger. Not all anger is moral anger. 

One type of nonmoral anger is directed at someone because his abilities in some 

respect are lacking or because he has performed badly under some circumstance. 

Sometimes we are angry with machines for malfunctioning. On occasion our 

anger has no object. But still, by far most human anger is moral anger. 

Moral anger forms an important part of the moral life as we ordinarily con

ceive it. Anger motivates us to resist oppression, injustice, and abuse. But at the 

same time expressions of moral anger frequently have harmful effects, and they 

fail to contribute to the well being of those against whom they are directed. Often 

expressions of moral anger are intended to cause physical or emotional pain. As 

a result, moral anger tends to damage or destroy relationships. In extreme cases, 

it can motivate people to torture and kill. 

The sense that expressions of moral anger can be damaging gives rise to a 

robust demand that they be morally justified when they occur. The demand to 

morally justify behavior that is harmful to others is always strong, and expressions 

of moral anger are typically harmful to others. Moreover, this demand is made 

more pressing by the fact that we are often attached to moral anger; we often in 

a sense enjoy displaying it, and this is partly why we want these displays to be 

morally justifiable. Most commonly we justify expressions of moral anger by ar

guing that wrongdoers fundamentally deserve to endure them. If hard incompa

tibilism is true, however, this justifying claim is false. But even if we knew it was 

false, we might still have a strong interest in retaining the belief in moral respon

sibility to satisfy our need to justify expressions of moral anger. 

Accepting hard incompatibilism is not likely to modify human psychology so 

that anger is no longer a problem for us. Nevertheless, anger is often nourished 

by the presupposition that its object is blameworthy for wrongdoing. Destructive 

anger in relationships is nurtured by the belief that the other deserves blame for 

immoral behavior. The anger that fuels many ethnic conflicts often derives from 

the conviction that a group of people deserves blame for some past evil. Hard 

incompatibilism advocates relinquishing these anger-sustaining beliefs because 

they are false, and as a result the anger might be weakened, and its expressions 

curtailed. 

Would the benefits that result if anger were reduced in this way outweigh the 

losses? Moral anger does indeed motivate us to oppose wrongdoing. But even 

when the assumption that wrongdoers are blameworthy is withdrawn for hard 

incompatibilist reasons, the conviction that they have in fact done wrong could 

legitimately survive. Such a moral conviction could still engender a strong resolve 

to resist oppression, injustice, and abuse. Perhaps, then, the hard incompatibilist 

could retain the benefits that moral anger can also produce, while diminishing its 

destructive consequences. 



CHAPTER 2 2  

FREE WILL, 

FUNDAMENTA L  DUALISM, 

AND TH E CENTRALITY 

OF ILLUSION 

S A U L  S M I L AN S K Y  

THIS chapter presents, in outline, a novel position on the issue of free will and 

compares this position to other more familiar ones. It consists of two radical 

proposals, summarizing the main claims that I make in Free Will and Illusion 

(Smilansky 2000) .  The complexity of both the free will problem and my claims, 

and the fact that the latter appear at late stages of the complex train of arguments 

on the issue, mean that this brief essay is necessarily sketchy. 

Part 1 presents, in a way that should not be controversial, the three questions 

composing the issue of free will and then briefly states reasons that libertarian 

free will is impossible, and hence reasons that we need to be concerned with 

compatibilism and hard determinism. Part 2 sets out the first of the two radical 

proposals just mentioned, a Fundamental Dualism according to which we have to 

be both compatibilists and hard determinists. Part 3 presents the second proposal, 

Illusionism, which claims that illusion on free will is morally necessary. 
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1. P R E L I M I N A R I E S 

I believe that the best way to understand the problem of free will is as a con

junction of three questions: 

1. Is there libertarian free will? This can be called the libertarian Coherence 

or Existence Question. Libertarians of course think that there is libertar

ian free will, compatibilists (typically) and hard determinists disagree. 

This first question is metaphysical or ontological, or perhaps logical. 

2. If there is no libertarian free will, are we still in a reasonably good moral 

condition? This can be called the Compatibility Question; namely, are 

moral responsibility and related notions compatible with determinism 

(or with the absence of libertarian free will irrespective of determinism) ?  

Compatibilism and hard determinism are opponents o n  the Compatibil

ity Question.  This question, in my opinion, is mostly ethical. The first 

proposal that I offer, Fundamental Dualism, relates to this second ques

tion, that of compatibility 

3. I offer pessimistic answers to the first two questions. In response to 

question 1, I claim that there is no libertarian free will, and in response 

to question 2, that compatibilism is insufficient. This leads to a third 

question: What are the consequences of the undoing of both libertarian

ism and (in part) compatibilism? I call this the Consequences Question, 

and its nature turns out to be complex. My second proposal, Illusionism 

on free will, relates to this third question of consequences. 

1.1 .  Why Not Libertarian Free Will? 

The most ambitious conception of free will, commonly called libertarian free will, 

is the natural place to start exploring the issue of free will. For, as we have seen, 

if we have libertarian free will, then the free will problem is in effect solved-the 

Compatibility Question and the Consequences Question become unimportant. 

However, I believe that libertarian free will is impossible. The case against liber

tarian free will has already been well stated, and I have nothing substantially 

original to say about it (see, for example, G. Strawson 1994a and Strawson's essay 

in this volume, ch. 19; compare Smilansky 2000: ch. 4; also see the second half of 

van Inwagen's essay in this volume, ch. 7) . 

The reason that I believe that libertarian free will is impossible, in a nutshell, 

is that the conditions required by an ethically satisfying sense of libertarian free 

will, which would give us anything beyond sophisticated formulations of com-
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patibilism, are self-contradictory and hence cannot be met. This is true irrespective 

of determinism or causality. Attributing moral worth to a person for her decision 

or action requires that it follow from what she is, morally. The decision or action 

cannot be produced by a random occurrence and count morally. We might think 

that two different decisions or actions can follow from a person, but which of 

them does, for instance, in the case of a decision to steal or not to steal, again 

cannot be random but needs to follow from what she is, morally. I But what a 

person is, morally, cannot be under her control. We might think that such control 

is possible if she creates herself, but then it is the early self that creates a later self, 

leading to vicious infinite regress. The libertarian project was a worthwhile at

tempt: it was supposed to allow a deep moral connection between a given act and 

the person, and yet not fall into being merely an unfolding of the arbitrarily given, 

whether determined or random. But it is not possible to find any way in which 

this can be done. 

Libertarians will not of course be satisfied with this cursory treatment. For 

discussions of continuing attempts to make sense of libertarian free will, see the 

essays in this volume by O'Connor, Clarke, Ginet, and Kane ( chs. 15 , 16, 17, and 

18, respectively) . I am merely expressing here my conviction that these efforts to 

defend libertarianism cannot succeed and my reasons for this conviction. We shall 

proceed on the assumption that the conviction is correct from this point onward, 

and ask what the nonexistence of libertarian free will means. 

2 .  T H E  F I R S T P R OP OS A L :  

T H E  F U N D A M E N T A L  D U A L I S M 

2.1.  The Assumption of Monism 

It seems to me that a harmful Assumption of Monism has seriously impaired the 

debate about free will at this point, and this Assumption of Monism helps explain 

why an explicit dualism such as I am presenting has not been previously devel

oped. The Assumption of Monism is the assumption that on the Compatibility 

Question (question #2 of the three I listed) one must affirm compatibilism or 

incompatibilism. In fact, there is no conceptual basis whatsoever for thinking that 

the Assumption of Monism is necessary. Compatibilism and incompatibilism are 

indeed logically inconsistent, but it is possible to hold a mixed, intermediate po

sition that is not fully consistent with either. The Compatibility Question might 



492 N O N S T A N D A R D  V I E W S  

b e  answered in a yes-and-no fashion, for there is n o  conceptual reason why it 

should not be the case that certain forms of moral responsibility require libertarian 

free will while other forms could be sustained without it. There is nothing to 

prevent incompatibilists and compatibilists from insisting that real moral respon

sibility does, or does not, require libertarian free will. But their case must be made 

in ethical terms, and it may well turn out that there is no single or exhaustive 

notion of moral responsibility.2 

2.1 .1 .  An Economy of Intuitions 

Recognizing and rejecting the Assumption of Monism allows us to stay close to 

the deepest intuitions on the free will issue. The intuitive attraction of the As

sumption of Monism is great, but once we cross this " intuitive Rubicon," we see 

that its parsimony is nothing but false economy. A true "economy of intuitions" 

cannot afford to sacrifice the strength of either our compatibilist or incompatibilist 

instincts, on the Compatibility Question. The initially counterintuitive step of 

rejecting the Assumption of Monism thus allows us to proceed along a new path 

that ultimately runs closer to the intuitive field than do either of the conventional 

momsms. 

2.2. Why Not Compatibilism? 

I will now say something about why I think that compatibilism, its partial validity 

notwithstanding, is grimly insufficient. First, compatibilism is a widely prevalent 

view, and hence it is necessary for me to show its inadequacy in order to defend 

my first proposal of Fundamental Dualism-the proposal that we should be, in 

a sense, both compatibilists and hard determinists. Second, I need to combat the 

complacency that compatibilism encourages if my second proposal of Illusionism 

is to be motivated. 

We can make sense of the notion of autonomy or self-determination on the 

compatibilist level but, if there is no libertarian free will, no one can be ultimately 

in control, ultimately responsible, for this self and its determinations (on this 

topic, compare the essays in this volume by Strawson and Kane, chs. 19 and 18,  

respectively) . Everything that takes place on the compatibilist level becomes on the 

ultimate hard determinist level "what was merely there," ultimately deriving from 

causes beyond the control of the participants. If people lack libertarian free will, 

their identity and actions flow from circumstances beyond their control. To a 

certain extent, people can change their character, but that which does or does not 

change remains itself a result of something. There is always a situation in which 

the self-creating person could not have created herself but was just what she was, 

as it were, "given." Being the sort of person one is and having the desires and 



F R E E  W I L L ,  F U N D A M E N T A L  D U A L I S M ,  C E N T R A L I T Y  O F  I L L U S I O N  493 

beliefs one has, are ultimately something one cannot control, which cannot be 

one's fault; it is one's luck. And one's life, and everything one does, is an unfolding 

of this. Let us call this the "ultimate perspective," which connects to hard deter

minism, and contrast it with the "compatibilist perspective," which takes the per

son as a "given" and enquires about her various desires, choices, and actions. 

Consider the following quotation from a compatibilist: 

The incoherence of the libertarian conception of moral responsibility arises 
from the fact that it requires not only authorship of the action, but also, in a 
sense, authorship of one's self, or of one's character. As was shown, this re
quirement is unintelligible because it leads to an infinite regress. The way out 
of this regress is simply to drop the second-order authorship requirement, 
which is what has been done here. (Vuoso 1987: 1681) [my emphasis] 

The difficulty is that there is an ethical basis for the incompatibilist ( "second-order 

authorship" )  requirement, and, even if it cannot be fulfilled, the idea of "simply 

dropping it" masks how problematic the result may be in terms of fairness and 

justice. The fact remains that if there is no libertarian free will, a person being 

punished for her determined but compatibilist-free actions may suffer justly in 

compatibilist terms for what is ultimately her luck. What follows from being what 

she is, was ultimately beyond her control, a state that she had no real opportunity 

to alter, hence neither her responsibility nor her fault.3 

A similar criticism applies to other moral and nonmoral ways of perceiving 

and treating people. The compatibilist cannot maintain the libertarian-based view 

of moral worth or of the grounds for respect; what she has to offer is a shallower 

sort of meaning and justification for such notions. These two charges-of shal

lowness, and of a complacent compliance with the injustice of not acknowledging 

lack of fairness and desert (and in particular ultimate-level victimization) -form 

the backbone of my case against compatibilism. (Compare Wiggins 1973; Berlin 

1980; G. Strawson 1986; Kane 1996a: chs. 2 and 6; Smilansky 2000: chs. 3 and 6 . )  

2.3 .  Why Not Hard Determinism? 

If there is no libertarian free will and compatibilism is insufficient, should we not 

then opt for hard determinism, which denies the reality of free will and moral 

responsibility in any sense? In previous writings (for example, Smilansky 2000: 
ch. 3 )  I have favored certain hard determinist intuitions, along the lines of the 

previous section of this chapter, but I do not think we can go all the way with 

hard determinism either. Important distinctions made in terms of compatibilist 

free will need to be retained as well if we are to do justice to morally required 

"forms of life." These distinctions would be important even in a determined world, 

and they have crucial (nonconsequentialist) ethical significance. For example, the 
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kleptomaniac and the alcoholic differ from the common thief and common 

drinker in the deficiency of their capacity for local reflective control over their 

actions ( see, for example, Glover 1970; Fischer 1994) .  Here everyone should agree. 

But the point worth adding is that such differences are often morally significant. 

A central concept in the free will problem is that of desert, and doing justice 

to this concept is the greatest challenge facing the compatibilist. For it seems that 

if people are in the end ultimately just arbitrarily "given" and have no ultimate 

control over the sources of their behavior, then they cannot truly deserve and, for 

example, merit no blame. This in any case is how a hard determinist would reason. 

But I think that this is too quick a judgment, and that we can defend a 

compatibilist-level sense even of desert. Consider the following: 

Case of the Lazy Waiter 

Take the example of a waiter working in a cafe. He is young and healthy, his 
pay is reasonable, the hours not too long. There is also a shortage of waiters, 
so he may feel reasonably certain that he can keep the job as long as he wishes. 
In short, our waiter has an agreeable job. Part of his earnings depend on tips, 
and let us assume that the level of tips is directly related to how he serves his 
customers. This waiter, however, usually does the minimum, is slow and inat
tentive to the customers, and makes little effort to be helpful or pleasant. There 
is nothing extreme in his behavior or in the motivation behind it, and he is 
quite capable of behaving differently, for example when his relatives come to 
the cafe or when a customer known to be particularly generous appears. But 
normally he is prepared to make no more than the very minimal effort re
quired. 

It seems to me that there is nothing wrong with a situation in which part of the 

waiter's pay depends on the tips of reasonable customers, and it is perfectly ac

ceptable for those who have been badly served to make him "pay" for exercising 

his freedom, by reducing his tip . We can see from his varying daily behavior that 

it is within his control, and no deep moral concern is aroused if he receives part 

of his pay in accordance with his choices. He does not deserve the full tip. The 

intuitive strength of the compatibilist perspective in such a case does not seem to 

depend on actually seeing the waiter benefit from his laziness; it suffices that such 

behavior in normal cases is up to the person in question in any compatibilist 

sense that seems relevant. Moreover, if another waiter is more attentive but it is 
stipulated that tips cannot vary, then we may want to say that the effort-making 

waiter is not getting what he deserves. 

This is not to deny that in many cases complex factors make it difficult to 

agree with compatibilist justice. Particularly with extremes of environmental dep

rivation, or when people's negative behavior does not seem to serve any obvious 

purpose, the reasons why some people make an effort and others do not will cause 

us to mitigate our judgment of people. Cases such as the lazy waiter, however, 

show that there is a legitimate compatibilist basis for talk about desert and justice. 
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In certain cases the compatibilist perspective is morally salient: the "givenness" of 

the initial motivation set is not so morally worrisome as long as the person can 

evaluate it and choose as he wishes. Respect for persons can be satisfied if they 

get the life they reflectively want in conditions of opportunity for the free exercise 

of compatibilist control. 

We want to be members of a Community of Responsibility where our choices 

will determine the moral attitude we receive, with the accompanying possibility 

of being morally excused when our actions are not within our reflective control, 

for instance, when they result from a brain tumor. The exceptions and excuses 

commonly presented by compatibilism should continue to carry weight. For if 

people are to be respected, their nature as purposive agents capable and desirous 

of choice needs to be catered to. We have to enable people to live as responsible 

beings in the Community of Responsibility, to live lives based largely on their 

choices, to note and give them credit for their good actions, and to take account 

of situations in which they lacked the abilities, capacities, and opportunities to 

choose freely and are therefore not responsible in the compatibilist sense. (For an 

elaboration of the case for compatibilism and against hard determinism, see Smi

lansky 2000: ch. 5 and section 6 . 1 . )  

2.4. The Joint Perspective 

The case for a Fundamental Dualism on the Compatibility Question follows from 

the partial validity of both compatibilism and hard determinism or, in what 

amounts to the same thing, from the partial inadequacy of both. 

Many of the practices of a community based on compatibilist distinctions, a 

Community of Responsibility, would be in one way unjust, owing to the absence 

of libertarian free will, which implies that our actions are on the ultimate level 

not up to us. To hold us responsible for them is, therefore, in one deep sense 

morally arbitrary. Proper respect for persons requires that this be acknowledged. 

Nevertheless, working according to compatibilist distinctions might be just in 

another way, because they correspond to a sense of being up to us, which exists 

in many normal situations, but not in cases such as kleptomania or addiction. It 

would be unjust to treat these different cases in the same way. To fail to create a 

Community of Responsibility is also in one sense to fail to create a feasable 

nonarbitrary moral order, hence to fail to show the proper respect for persons. 

There is thus a basis for working with compatibilist notions of fault and moral 

responsibility, based on local compatibilist-level control, even though we lack the 

sort of deep grounding in the "ultimately guilty self" that libertarian free will was 

thought to provide. Moreover, we are morally required to work in this way. But 

doing so has often a "hard determinist" moral price in terms of unfairness and 
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injustice. We must recognize both the frequent need to b e  compatibilists and the 

need to confront that price. 

The immediate reaction of both compatibilists and hard determinists to such 

a dualistic account is likely to involve an attempt to discredit the other side. 

"Ultimate" hard determinist injustice does not matter, the compatibilist might 

say. After all, you yourself tend to admit that we can distinguish between the 

guilty and the innocent, and meet common intuitions about the way to treat 

various situations. Why care about "ultimate fantasies" when, if we only remain 

on the compatibilist level, we can see that people can have control of their lives, 

reform and even partly create themselves, and behave responsibly? The hard de

terminist is likely to attack my position from the other side, saying that all talk 

about moral distinctions and about desert is groundless .  Do I not myself admit 

that everyone is not ultimately responsible for being whoever he or she happens 

to be and for the actions that result from this? What sort of control is it that is 

merely an unfolding of preset factors? 

Both sets of arguments have a certain strength, which is why I think that any 

"monistic" position is inadequate. However, once we make a conscious attempt 

to rid our minds of the Assumption of Monism, we begin to see that there are 

aspects of the compatibilist case that the hard determinist cannot plausibly deny; 

and similarly, with the hard determinist case for the compatibilist. Since persons 

tend to be immediately inclined in one way or the other, and to be overly im

pressed with the side they are on, they will have to work on themselves in order 

to see the side they are blind to. One has to try to conquer one's blind side. 

However deeply we might feel that all people are ultimately innocent, it is 

unconvincing to deny the difference between the control possessed by the com

mon thief and that of the kleptomaniac, and to ignore the moral inadequacy of 

social institutions that would fail to take account of this difference. We have an 

intimate experience of control (or its lack) .  If a man believes that he is Napoleon, 

then he is deluded, and his belief is false. But a woman's belief that her decision 

to see a movie and not a play is up to her is, even in a deterministic world, well 

founded on the compatibilist level. True, she did not ultimately create the sources 

of her motivation, and this hard determinist insight is sometimes important. But 

her sense of local control is not illusory, although it is only part of the truth about 

her state. Irrespective of the absence of libertarian free-will, the kleptomaniac is 
simply not in a condition for membership in a Community of Responsibility in 

which most people, having the required control, can be, and would want  to be 

members. The eradication of free will-related distinctions does not make the hard 

determinist more humane and compassionate, but rather morally blind and a 

danger to the conditions for a civilized, sensitive moral environment. We must 

take account of such distinctions and maintain the Community of Responsibility, 

in order to respect persons. That hard determinists are indifferent to such dis

tinctions and ethical imperatives is morally outrageous. 
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Similarly, once we grant the compatibilist that his distinctions have some foun

dation and are partly morally required, there is no further reason to go the whole 

way with him. There is no reason to claim that the absence of libertarian free will 

is of no great moral significance and moreover to deny the fact that without 

libertarian free will even a vicious and compatibilistically free criminal who is 

being punished is in some important sense a victim of his circumstances. If we 

reflect upon the fact that many people are made to undergo acute misery while 

the fact that they have developed into criminals is ultimately beyond their control, 

it is hard to dismiss this matter in the way that compatibilists are wont to do. 

Similarly, any favorable compatibilist appreciation of persons is necessarily shallow 

for, in the end, it rests upon factors not under the person's control. One chooses 

and acts, but this follows from who one is, ultimately as a "given." Any factor for 

which one is appreciated, praised, or even loved is ultimately one's luck. That 

compatibilists are indifferent to such ultimate arbitrariness, shallowness, and in

justice is morally outrageous.  

I would emphasize that one need not follow my particular sort of dualism 

zealously: other varieties can be imagined, varieties that defend the compatibilist 

and hard determinist perspectives in somewhat different ways than mine. My 

main aim has been to illustrate the possibility of working within a dualistic frame

work, and even of looking at the same act or the same agent in dualistic ways. In 

fact, since the compatibilist and hard determinist cases have been well presented 

before, the point I would most like to stress is that we need to try out ways of 

combining them. We must overcome the temptation to say that there are two 

contrasting ways of looking at the Compatibility Question, and that is that. It is 

not as though we are missing something in order to appreciate that either the 

compatibilist or the hard determinist perspective is, in the end, the true one. 

Rather, to be entirely blind to the virtues of either of these two perspectives is to 

fail to see the case on free will. (For an elaboration of this joint "dualistic" position 

on the Compatibility Question, see Smilansky 2000: sections 6.1 and 64) 

3 .  S E C ON D  P R OP OS A L :  I L L U S I ON I S M  

The Fundamental Dualism, according to which we must be both compatibilists 

and hard determinists, was my first proposal. Now let us move on to the second. 

Illusion, I claim, is the vital but neglected key to the free will problem. I am not 

saying that we need to induce illusory beliefs concerning free will or can live with 

beliefs that we fully realize are illusory. Both of these positions would be highly 
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implausible. Rather, I maintain that illusory beliefs are in place, and that the role 

they play is largely positive. 

3.1.  The Problem: Examples 

In order to see how illusion is crucial, we must deepen our understanding of the 

difficulties that (would) prevail without it. Why is there an urgent problem re

quiring illusion? I will give a number of illustrations. 

3 .1 .1 .  The Question of Innocence 

The danger concerning respect for moral innocence is serious. Even in a world 

without libertarian free will, the idea that only those who deserve to be punished 

in light of their free actions may be punished is a condition for any civilized moral 

order ( see Hart 1970 ) .  "Punishment" of those who did not perform the act for 

which they are "punished" or did so act but lacked control over their action in 

any sense is the paradigm of injustice. Yet while the justification for these values 

does not require libertarian free will, in practice they might be at risk were the 

lack of libertarian free will internalized. Consider Anscombe's passionate remark, 

" [ I ] f  someone really thinks, in advance, that it is open to question whether such 

an action as procuring the judicial execution of the innocent should be quite 

excluded from consideration-I do not want to argue with him; he shows a 

corrupt mind" (Anscombe 1981: 40 ) .  Surely, if a moral system that seeks to pre

serve and guard vigilantly the common conception of innocence is to function 

well, such a sentiment should be prevalent, almost instinctive. But if this is to be 

so ,  the worst thing one could do would be to point out that, ultimately, none of 

this makes sense-because the "guilty" are, ultimately, no more guilty than others. 

3.1 .2 .  The Ultimate Conclusion as a Practical Threat to the 

Taking of Responsibility 

We cannot tell people that they must behave in a certain way, that it is morally 

crucial that they do so, but then, if they do not, turn and say that this is ( in every 
case) excusable, given whatever hereditary and environmental influences have op

erated in their formation. Psychologically, the attribution of responsibility to peo

ple so that they may be said to justly deserve gain or loss for their actions requires 

(even after the act) the absence of the notion that the act is an unavoidable 

outcome of the way things were-that it is ultimately beyond anyone's control. 

Morality has a crucial interest in confronting what can be called the Present Danger 

of the Future Retrospective Excuse, and in restricting the influence of the ultimate 

hard determinist level. To put it bluntly: people as a rule ought not to be fully 
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aware of the ultimate inevitability of what they have done, for this will affect the 

way in which they hold themselves responsible. The knowledge that such an escape 

from responsibility, based on retrospective ultimate judgment, will be available in 

the future is likely to affect the present view and hence cannot be fully admitted 

even in its retrospective form. We often want a person to blame himself, feel guilty, 

and even see that he deserves to be punished. Such a person is not likely to do 

all this if he internalizes the ultimate hard determinist perspective, according to 

which in the actual world nothing else could in fact have occurred-he could not 

strictly have done anything else except what he did do. 

3.1.3. A Sense of Value 

From the ultimate hard determinist perspective, all people-whatever their efforts 

and sacrifices-are morally equal, that is, there cannot be any means of generating 

a "real" moral value. There is a sense in which our notion of moral self-respect, 

which is intimately connected with our view of our choices, actions, and achieve

ments, withers when we accept the ultimate perspective. From the latter any sense 

of moral achievement disappears, as even the actions of the "moral hero" are 

simply an unfolding of what he happens to be. No matter how devoted he has 

been, how much effort he has put in, how many tears he has shed, how many 

sacrifices he has willingly suffered. True appreciation, deeply attributing matters to 

someone in a sense that will make him worthy, is impossible if we regard him 

and his efforts as merely determined products. All that the compatibilist can offer 

us in terms of value, although important in itself, is meager protection from the 

cold wind that attacks us when we come close to reaching the luck-imbued ulti

mate level. There is an obvious practical danger here to our moral motivation,  

which can be named the "Danger of Worthlessness." But the concern is not only 

to get people to function adequately as moral agents; it also has to do with the 

very meaning we can find in our lives. (See Nagel 1986: ch. 7; Kane 1996a: ch. 6 ;  

Smilansky 2000:  sections 6.4, 7 .3 ,  7-4 and chs. 8 and 9 . )  

3.1 .4.  Remorse and Integrity 

If a person takes the ultimate hard determinist perspective, it is not only others 

who seem to disappear as moral agents-but in some way the person herself is 

reduced. In retrospect, her life, her decisions, that which is most truly her own, 

appear to be accidental phenomena of which she is the mere vehicle, and to feel 

moral remorse for any of it, by way of truly owning up to it, seems in some deep 

sense to be misguided. Feelings of remorse are inherently tied to the person's self

perception as a morally responsible agent ( see G. Taylor 1985 : 107) . 

It sharpens our focus not to dwell upon those happy to escape accountability, 

but rather upon those who have good will . Here we confront a third "danger," 

which can be termed the Danger of Retrospective Dissociation. This is the difficulty 
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o f  feeling truly responsible after action. One can surrender the right t o  make use 

of the "ultimate level excuse" for normative reasons and yet perhaps not be able 

to hold oneself truly responsible (for instance, to engage in remorse) ,  if one has 

no grain of belief in something like libertarian free will . One can, after all, accept 

responsibility for matters that were not up to one in any sense, such as for the 

actions of others, for normative reasons. But here we are dealing with a different 

matter: not with the acceptance of responsibility in the sense of "willingness to 

pay," but rather with feeling compunction. Compunction seems conceptually prob

lematic and psychologically dubious when it concerns matters that, it is under

stood, ultimately one could not in fact help doing. But such genuine feelings of 

responsibility (and not mere acceptance of it) are crucial to being responsible 

selves! We see here the intimacy of the connection between moral and personal 

integrity and illusion about free will; hence the danger of realizing the truth also 

looms large. (For an elaboration of the "problem" requiring illusion, see Smilansky 

2000: chs. 7-9 . )  

3 . 2 .  Illusion as  a Solution 

3.2 .1 .  What Is Illusionism? 

Illusionism is the position that illusion often has a large and positive role to play 

in the issue of free will. In arguing for the importance of illusion,  I claim that we 

can see why it is useful, that it is a reality, and why by and large it ought to 

continue to be so. Illusory beliefs are in place concerning free will and moral 

responsibility, and the role they play is largely positive. Humanity is fortunately 

deceived on the free will issue, and this seems to be a condition of civilized 

morality and personal value. 

The sense of " illusion" that I am using combines the falsity of a belief with 

some motivated role in forming and maintaining that belief-as in standard cases 

of wishful thinking or self-deception. However, it suffices that the beliefs are false 

and that this conclusion would be resisted were a challenge to arise. It is not 

necessary for us to determine the current level of illusion concerning free will. 

The importance of illusion flows in two ways from the basic structure of the 

free will problem: first, indirectly, from the Fundamental Dualism on the Com

patibility Question-the partial and varying validity of both compatibilism and 

hard determinism.4 Second, illusion flows directly and more deeply from the 

meaning of the very absence of the grounding that libertarian free will was thought 

to provide.5  We cannot live adequately with the dissonance of the two valid sides 

of the Fundamental Dualism, nor with a complete awareness of the deep signifi-
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cance of the absence of libertarian free will. We have to face the fact that there 

are basic beliefs that morally ought not to be abandoned, although they might 

destroy each other, or are even partly based on incoherent conceptions. At least 

for most people, these beliefs are potentially in need of motivated mediation and 

defense by illusion, ranging from wishful thinking to self-deception.6 

3 .2.2 .  Why Is There a Need for Illusion? 

Our previous results supply the resources for an answer to this question. Let us 

concentrate, for the sake of simplicity, on the concerns of a strictly "practical" 

point of view: if the basic ethical concern for free will is taken seriously, and the 

absence of libertarian free will is to some extent realized, then the ultimate-level 

( that is, hard determinist) conclusion might tend to dominate in practice. This 

might very well pose a danger-especially because of the human tendency to 

oversimplify-to the "common form of life" and to the strict observance of the 

corresponding moral order. Many people would find it hard to think that the 

partial compatibilist truth matters, as in fact it ethically does, if they realized the 

sense in which both the compatibilistically free and unfree were merely performing 

according to their mold. And this might lead them to succumb to "pragmatic" 

consequentialist temptations, or unprincipled nihilism. The ultimate hard deter

minist perspective does not leave sufficient moral and psychological "space" for 

compatibilistically defensible reactive attitudes and moral order. The fragile 

compatibilist-level plants need to be defended from the chill of the ultimate per

spective in the hothouse of illusion. Only if we do not see people from the ultimate 

perspective can we live in a way that compatibilism affirms-blaming, selectively 

excusing, respecting, being grateful, and the like.? 

Within these parameters, there is a prima facie case for a large measure of 

motivated obscurity regarding the objections to libertarian free will: if libertarian 

assumptions carry on their back the compatibilist distinctions, which would not 

be adhered to sufficiently without them, an illusion that defends these libertarian 

assumptions seems to be just what we need. The ethical importance of the par

adigm of free will and responsibility as a basis for desert should be taken very 

seriously. But the ultimate perspective threatens to present it as a farce, a mere 

game without foundation.  Likewise with the crucial idea of a personal sense of 

value and appreciation that can be gained through our free actions: this is unlikely 

to be adequately maintained by individuals in their self-estimates, nor warmly and 

consistently projected by society. A broad loss of moral and personal confidence 

can be expected. The idea of action-based desert, true internal acceptance of 

responsibility, respect for the efforts and achievements of others, deep ethical 

appreciation, self-respect, excusing the innocent-all these and more are threat

ened by the "leveling" or homogenizing view arising from the ultimate perspective. 

Illusion is crucial in pragmatically safeguarding the compatibilistically defensible 
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elements o f  the "common form o f  life." Illusion is, by and large, a condition for 

the actual creation and maintenance of adequate moral and personal reality. 

3 .2.3 .  How Does Illusion Function?  

When illusion plays a role, things can, in  practice, work out. Two schematic 

answers can be given: first, it may be suggested that significant realization of the 

absence of libertarian free will, and concern about ultimate-level injustice, for 

example, can remain more or less limited to part of the population, say, those 

more concerned with policy-making (the "elitist solution" ) .  This maintains the 

widespread intuition that, for instance, punishing the innocent is an abomination 

whereas criminals deserve "to pay," while permitting the amelioration of treat

ment, resulting from the recognition by some that ultimately things are not mor

ally that simple. Complex patterns of self-and-other deception emerge with elitist 

solutions. But, in addition to all the general practical and moral difficulties with 

elitist solutions, which we cannot consider here, elitism can in any case be only 

a partial solution concerning free will. For, in the light of the reasons that we 

have already seen, people not under illusion would have great difficulty in func

tioning. 

The major solution will be one where, since two beliefs are vaguely but si

multaneously held, yet commonly not set side by side (often, I claim, due to the 

presence of a motivated element) ,  their contrary nature is not fully noticed. When 

acting in the light of compatibilist insights, we suspend the insights of the ultimate 

hard determinist perspective (of which we in any case are likely to be only dimly 

aware) .  We keep ourselves on the level of compatibilist distinctions about local 

control and do not ask ourselves about the deeper question of the "givenness" of 

our choosing self; resisting threats to our vague, tacit libertarian assumptions. As 

Bernard Williams put it ,  "To the extent that the institution of blame works co

herently, it does so because it attempts less than morality would like it to do . . .  

[ it ]  takes the agent together with his character, and does not raise questions about 

his freedom to have chosen some other character" (Williams 1986: 194) .  The result 

is not philosophically neat, but that, after all, is its merit: the original reality was 

that we face practical dangers if we try to make our ( incoherent or contradictory) 

conceptions too clear, but that we ought not to give any of them up entirely. 

Illusion, in short, allows us to have "workable beliefs." 

Moreover, even those elements of our self-understanding that are solely illu

sory (and not compatibilistically grounded reality that is merely assisted by illu

sion) may nevertheless be very important in themselves. Illusion not only helps 

to sustain independent reality, but also is in itself a sort of "reality," simply by 

virtue of its existence. The falseness of beliefs does not negate the fact that they 

exist for the believer. This is the way in which the illusory libertarian beliefs exist. 
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In addition to supporting the compatibilist non illusory basis, illusion also creates 

a mental reality, such as a particular sense of worth, appreciation, and moral depth 

associated with belief in libertarian free will, which would not exist without it. 

The effects of this illusory "reality" are sometimes positive. In a number of ways, 

then, illusion serves a crucial creative function, which is a basis for social morality 

and personal self-appreciation, in support of the compatibilist forms and beyond 

them. (For an elaboration of illusion as "a solution," see Smilansky 2000:  section 

7-4 and ch. 8 . )  

4. C ON C L U S I ON 

There is no libertarian free will: people can have limited forms of local control 

over their actions, but not the deep form of libertarian free will . Whether deter

minism is completely true or not, we cannot make sense of the sort of constitutive 

self-transcendence that would provide grounding for the deep sense of moral 

responsibility that libertarian free will was thought to supply. Our common lib

ertarian assumptions cannot be sustained. All our actions, however an internalized 

and complex a form they may take, are the result of what we are, ultimately 

beyond our control. 

The implications of the absence of libertarian free will are complex, and the 

standard assumption of the debate, the Assumption of Monism according to 

which we must be either compatibilists or hard determinists, is false. We saw why 

"forms of life" based on the compatibilist distinctions about control are possible 

and morally required but are also superficial and deeply problematic in ethical 

and personal terms. I claimed that the most plausible approach to the Compati

bility Question is a complex compromise, which I called "Fundamental Dualism." 

The idea that either compatibilism or hard determinism can be adequate on its 

own is untenable. 

There is then partial nonillusory grounding for many of our central free will

related beliefs, reactions, and practices, even in a world without libertarian free 

will. But in various complex ways, we require illusion in order to bring forth and 

maintain them. Illusion is seen to flow from the basic structure of the free will 

issue, the absence of libertarian free will, and the Fundamental Dualism concern

ing the implications. Revealing the large and mostly positive role of illusion con

cerning free will not only teaches us a great deal about the free will issue itself 

but also posits illusion as a pivotal factor in human life. 
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N O T E S  

I am very grateful to Robert Kane, Tomis Kapitan, Iddo Landau, Paul Russell and Dan
iel Statman, for helpful comments on drafts of this essay. 

1. For example, in Robert Kane's sophisticated form of libertarianism (Kane 1996a) ,  
the agent's character stimulates effort resulting in  a choice. However, crucially, whether 

this effort bears fruit in a given direction (goes one way or another) is in fact arbitrary 
and not under the agent's control. 

2. There are, of course, other possibilities. For example, Richard Double presents a 
meta-ethical skepticism in the free will context, which would preclude moral responsi
bility altogether ( see Double 1991 and his essay in this volume, ch. 23) .  A less extreme 
position, which would also preclude the need for the dualism proposed here, is Ted 
Honderich's "attitudinal-emotionalism," whereby the free will issue is not a matter of 
true or false belief but of emotional attitudes. On a different level, one could opt for 
utilitarianism and forsake inherent concern with free will as, for example, a condition 
for praise or blame, but rather praise and blame for the sake of the consequences. These 
positions do not seem plausible to me, but this cannot be taken up here (on Honderich, 
see his essay in this volume; Smilansky 2000: 25-27; on utilitarianism in the free will 
context, see ibid.: 27-33) . 

3. Compatibilists may argue at this point that if libertarian free will is incoherent, 
then it is not "worth wanting" in the first place, and we need not make such a fuss 
about the absence of the impossible (for example, Dennett 1984; Wolf 1987: 59-60; 
Frankfurt 1988: 22-23) .  This, however, is a red herring. The various things that free will 
could make possible, if it could exist, such as deep senses of desert, worth, and justifica
tion are worth wanting. They remain worth wanting even if something that would be 
necessary in order to have them is not worth wanting because it cannot be coherently 
conceived. It is just this, the impossibility of the conditions for things that are so deeply 
worth wanting, which makes the realisation of the absence of libertarian free will so sig
nificant. (See Smilansky 2000: 48-50)  There are of course many compatibilist positions 
that would try to resist my criticism, but I cannot refer to the immense literature here. 

4. The partial validity of compatibilism does not reduce the need for illusion so 
much as it complicates it and adds to it. This follows from the need to guard the com
patibilist concerns and distinctions, in light of the contrast and dissonance with the ulti
mate hard determinist perspective. 

5. This means that the Fundamental Dualism leads to Illusionism, but Illusionism 
does not depend on the dualism. Even a hard determinist, if she is not implausibly opti
mistic, should recognize the general case for Illusionism. 

6. I consider the possibility for exceptions, which I call "Unillusioned Moral Indi
viduals" (UMIs) ,  in Smilansky 2000: section 10.2. See also the related discussion of the 
problematic role of philosophers in Smilansky 2000: section 11.4. 

7. A number of distinct alternative positions conflict with my claim for the positive 
necessity of illusion: Honderich (1988),  Waller ( 1990) ,  and Pereboom (1995 ) explored 
some of the less pessimistic implications of hard determinism ( see the essays of Honder
ich, Pereboom, and Russell in this volume, chs. 20, 21, and 10 respectively) . Bok ( 1998) 
made a similar sort of contribution, although she would not agree to being characterized 
as a hard determinist. I claim that the possibility of living without belief in the actual 
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existence of free will and moral responsibility has been shown to be unreal and, due to 
the partial viability of compatibilism, it is also unnecessary. There is no substitute for 
the paradigmatic ethical requirement for control and responsibility as the central basis 
for moral life, a civilized social order, and self-respect. There is still room for revision of 
the sort that "optimistic" hard determinists propose, but this, I claim, would be only on 
the margins of our lives and hence would not seriously affect my claims. More problem
atic for me is the sort of "no need to worry" position proposed by P. F.  Strawson in the 
seminal essay "Freedom and Resentment" (1981, originally published 1962 ) .  Strawson 
thinks that our natural "reactive attitudes" guarantee the status quo; there would thus be 
no need for illusion ( see the discussion of his view in the essay by Haji in this volume, 
ch. 9 ) .  For all the importance of our natural proneness to free-will-assuming reactions, I 
think that there would be considerable room for worry if people became aware of the 
absence of libertarian free will, which they may do. I discuss Strawson's position in de
tail in Smilansky (2000:  ch. 9) and Smilansky (2001 ) .  There are many good discussions 
of P .  F. Strawson's position: see, for example G. Strawson (1986: ch. 5 ) ;  Watson ( 1987a) ; 
Klein (1990: ch. 6 ) ;  Russell ( 1992; 1995: ch. 5 ) ;  and Haji's essay in this collection, ch. 9 .  



CHAPTER 2 3  

ME TAE THICS, 

ME TAP HILOSOP HY, AND 

FREE WILL SUBJEC TIVISM 

RICHARD DO U B LE 

THIS essay has four main divisions. In section 1, I describe a view that I call free 

will subjectivism. I show how this view and the free will problem in general are 

related to metaethical objectivism and subjectivism, and how free will debates are 

influenced by debates over metaphilosophy-our views about the nature of phi

losophy. In section 2, I explicate my version of free will subjectivism, demonstrat

ing its connection to metaethical subjectivism and metaphilosophy. In section 3, 

I show how my view differs from those of several prominent thinkers: Bruce 

Waller, B.  F .  Skinner, Daniel Dennett, Galen Strawson, Peter Strawson, Thomas 

Nagel, Peter Unger, and Ted Honderich. In section 4, I consider reasons that 

philosophers endorse the theories they do. 
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1. F R E E  W I L L  S U B J E C T I V I S M A N D  

M E T A E T H I C A L  S U B J E C T I V I S M 

Anyone who argues for the actual existence of moral responsibility must make 

plausible the existence of a variety of free choice strong enough to underpin moral 

responsibility. Anyone who claims to vindicate the possibility of moral responsi

bility must show that such a variety of free choice is possible. Although there are 

other things philosophers care about when discussing free will (dignity, autonomy, 

genuine creativity, worthiness of love and friendship-Kane 1996a: 81-89 ) ,  " the 

fundamental motor of the free will debate is the worry about moral responsibility" 

(G. Strawson 1998:  746 ) .  A handy reminder of the fact that free will is supposed 

to sanction assignments of moral responsibility is to define "free will" ( the "fac

ulty" of making free choices) in terms of "moral responsibility." I define "free 

choice" as "whatever degree of freedom of choice that, all other factors being 

equal, is necessary and sufficient for moral responsibility." Other thinkers em

phasize the connection between moral responsibility and free will by using the 

term "moral freedom." A third way to cast the free will problem as a moral 

problem eliminates the term "free will" altogether: We could pose the problem 

this way: "Is it morally permissible to hold (determined, undetermined, natural

istic, supernaturalistic) persons morally responsible?" 

Holding persons morally responsible encompasses a range of behaviors: ex

pressed positive and negative reactive attitudes, verbal recrimination, praise and 

blame, retributive punishment, and just-deserts rewards, all the way to torment 

in hell and bliss in heaven. Philosophers disagree over how much of that range 

moral responsibility includes. But, because even the mildest of the adverse behav

iors harms persons, assigning moral responsibility serves as a justificatory mantra 

that turns otherwise immoral treatment into just-deserts goods. Because of this 

justificatory role, I take "moral responsibility" to be a moral concept. 

Believing the free will issue is a moral problem carries a little-noted impli

cation. We may submit free will theories to metalevel analysis just as we do to 

theories in normative ethics. Making objectively true claims about what sort of 

choices underpin moral responsibility requires metaethical objectivism, just as 

does making objectively true claims about consequentialism or deontologism. So, 

if the claims of, for example, the compatibilists and incompatibilists can take 

objective answers, then there can exist objective (existing beyond subjective atti

tudes and opinions of individuals or groups) moral facts that reveal what sort of 

choices are needed to underpin persons' moral responsibility. Thus, if there are 

no objective moral facts, as metaethical subjectivists such as A. J .  Ayer (1952) and 

J .  L. Mackie ( 1977) aver, then logically there are no such facts regarding moral 

responsibility. I call this position "free will subjectivism." 
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Free will subjectivism is like metaethical subjectivism in important ways. 

Metaethical subjectivism does not claim that "X is wrong" means " I  or my society 

approve of X" ( as Ayer 1952: 104 observes) ,  but that judgments assigning moral 

characteristics cannot be objectively true. Similarly, free will subjectivism does not 

hold that "s is morally responsible" means " I  or my society hold S morally re

sponsible, "  but that judgments assigning moral responsibility cannot be objectively 

true. 

If we accept free will subjectivism, we may elect to be vitally concerned with 

lower-level accounts of persons' free will and moral responsibility. Subjectivists 

can take free will theories as explicating our important feelings and attitudes about 

free will and moral responsibility, just as Hume and J .  L. Mackie ( 1977) take se

riously their substantive normative theories despite their subjectivist metaethics. 

Nonetheless, espousing free will subjectivism does not leave everything as is. Con

cluding that there are no objectively true statements that assign moral responsi

bility is important to philosophers who are concerned with reaching the most 

plausible overall worldview. Moreover, for many subjectivists, accepting the theory 

may modulate the stridency of their free will theorizing. 

In addition, uncovering the ambiguity of talk about the incompatibility (or 

compatibility) of moral responsibility and determined or undetermined choices 

can liberate meta ethical subjectivists to engage in free will theorizing. There are 

at least three relevant kinds of incompatibility: analytic, factual, and moral. Ex

amples of each category follow: analytic incompatibility: "s is a bachelor" and "s 

is married." Factual incompatibility: "s is in New York" and "s is in the Pacific 

time-zone." Moral incompatibility: "s is cruel to animals" and "s is morally ex

emplary." In principle, philosophers who talk about the incompatibility of moral 

responsibility and determinism (or indeterminism) might mean any of these three. 

Compatibilists who think that the free will problem can be settled by linguistic 

analysis of can, could, and free, represent the first view. Other philosophers ap

parently believe the compatibility issue is not analytic, but perhaps synthetic a 

priori. Note that if one sees the incompatibility or compatibility at stake in either 

of these two ways, one must consider assignments of moral responsibility to be 

capable of being true. So, if these two groups of thinkers accept my view that 

assignments of moral responsibility are moral claims, then they are committed to 

holding that an important class of moral claims is capable of being true, and, ipso 

facto, accept moral objectivism. 

Things are different if one takes the incompatibility at stake as moral incom

patibility. This would amount to saying, "It is morally wrong to hold determined 

(undetermined) persons morally responsible." Metaethical objectivists could assert 

this, but so could metaethical subjectivists. For example, the metaethical subjec

tivist Bruce Waller ( see his Freedom without Responsibility, 1990) is a moral in

compatibilist who is stridently opposed to holding naturalistic persons morally 
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responsible, whether they are determined or not. His subjectivist metaethics pre

vents him from saying that "S is a naturalistic being" and "S is morally respon

sible" have contradictory truth-values, but Waller believes the two judgments are 

morally incompatible. This means that it is wrong to hold naturalistic persons 

morally responsible. Waller is passionately opposed to the practice of blame and 

provides moral reasons for thinking we ought not blame, while admitting his 

position has no other grounding than the way he (and other like-minded persons) 

feel. So, interpreting the incompatibility at stake as moral brings metaethical sub

jectivists into the free will debate. 

Metaethical subjectivists can also enter the free will debate through what I 

call "metaphilosophies." By a "metaphilosophy" I mean a view of what philosophy 

is and what philosophers should try to accomplish by philosophizing (Double 

1996a) . The metaphilosophy I hold is Philosophy as Worldview Construction, spe

cifically, Philosophy as Continuous with Science. The former tries to construct a 

view of reality that is most likely to be accurate given our most reliable sources 

of epistemic justification. The latter takes science as the best model for philo

sophical theory construction, using methods of scientific theory construction such 

as inference to the best explanation and Occam's Razor. Philosophy as Continuous 

with Science accepts science as a Sellars ian measure "of what is that it is, and of 

what is not that it is not." Philosophy as Continuous with Science is a posteriori 

and defeasible. If another method is better able to reach the most accurate world

view, then some other species of Worldview Construction such as Philosophy as 

Phenomenology, or Philosophy as Mysticism would be better. 

Philosophy as Praxis sees philosophy as an instrument to improve the world, 

as exemplified in Marx's claim in his eleventh thesis against Feuerbach that the 

point of philosophy is not to interpret the world, but to change it (Feuer 1959 : 

245) . There are two ways for Praxis metaphilosophy to influence one's reasoning 

concerning philosophical problems. First, a Praxis thinker might think that moral 

urgency justifies giving nonepistemically justifying, Praxis considerations an im

portant role in the picture of the world we construct. Second, a Praxis thinker 

might bend the objectivist's vocabulary by portraying a subjective theory as an 

objective one, or "objective enough" to serve the purposes that unobtainable ob

jectivist theories are designed to serve. 

Exemplifying the first type of Praxis argument, the metaethical objectivist 

David Brink argues:  

If . . .  rejection of moral realism would undermine the nature of existing prac

tices and beliefs, then the metaphysical queerness of moral realism may seem a 

small price to pay to preserve these practices and beliefs. I am not claiming 

that the presumption in favor of moral realism could not be overturned on a 

posteriori metaphysical grounds. I am claiming only that we could not deter

mine the appropriate reaction to the success of this (Mackie's, R. D.) meta-
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physical argument until we determined, among other things, the strength of the 

presumption in favor of moral realism. (Brink 1989: 173-74) 

Here Brink pits the Praxis desirability of believing in metaethical objectivism 

against the argument against objectivism from ontological simplicity provided by 

Mackie and concludes that our overall ontological picture should contain objective 

moral truths. This reasoning is similar to the sort William James allowed regarding 

the existence of God and libertarian free will . I reject this kind of Praxis argument 

because it assigns weight in ontological theory construction to a factor that even 

its proponents admit does not increase the probability that the hoped-for entities 

exist. I do not support this appeal to wishful thinking in constructing a worldview, 

although I admit that in dire enough cases it is forgivable or, arguably, even 

morally obligatory. l 

Exemplifying the second kind of Praxis argument are philosophers whom 

Stephen Darwall (1996) calls "constructivists" and "practical-reasoning theorists,"  

who believe they can underpin morality without including objective moral truths 

within our theoretical worldview. Hobbes, Kurt Baier (1958), and David Gauthier 

(1986) all claim that although moral truth is not waiting to be found, we can 

build contractual systems of ethics on top of an egoistic foundation that suffices 

to underpin normative ethics. Kant, John Rawls (1971), and Thomas Nagel (1970) 

all argue that there are purely logical constraints on practical reasoning that make 

moral claims objectively true. In my view, constructivism and practical-reasoning 

theories are manifestations of Praxis metaphilosophy. If one sees the point of 

moral philosophy as providing an appealing theory of normative ethics, then, 

given the difficulties with finding moral truths, it is natural to try to construct 

them. 

I regard constructivists and practical-reasoning theorists as metaethical sub

jectivists, because they portray moral truth as dependent upon features of humans' 

social arrangements and their psychological states. In this sense, these theories are 

just as subjective as "projectionist" theories (Mackie 1977; Blackburn 1993 ) .  Con

structivism regarding postulated entities in scientific theories has a name: "sci

entific instrumentalism," which is a variety of subjectivism (nonrealism) .  If moral 

truth is created by human conventions or the putative nature of human reason, 

then logically there is nothing outside of those conventions or our minds to serve 
as the truth conditions of realistic moral truths. As a Worldview metaphilosopher, 

I treat realism and true as univocal for the moral and the nonmoral domains. 

Worldview Construction demands a correspondence theory of truth for moral 

judgments, as it does for nonmoral claims. The most coherent moral system

and I deny that any moral system can be very coherent anyway-logically cannot 

be sufficient for objective moral truth. So the second Praxis argument fails also. 

Neither it nor the first argument can be adapted to provide epistemic justification 

for free will objectivism. 
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Nonetheless, Praxis free will theorists are not left out of substantive free will 

theorizing. W hen I propound free will subjectivism, I take myself to be doing 

metaphysics on a scientific model. I do not say, "It is useless to construct theories 

for use in criminal justice and everyday life." My point is theoretical, that the tra

ditional theorists cannot claim to have objective truth on their side, just as utili

tarians and Kantians cannot claim metaethical truth on their side if metaethical 

subjectivism is true. I therefore have no objection to Praxis theorizing in ethics and 

free will. I merely criticize traditional theorists who purport to provide the real 

thing, when the real thing turns out to be logically impossible. Let us not confuse 

the issues of what practices are the most beneficial and what is the most likely to 

be a true worldview. There are other prominent metaphilosophies,2 but the major 

ones for the purposes of this chapter are World view Construction and Praxis. 

2. My VIEW DEFENDED 

I endorse top-down and bottom-up strategies to argue for free will subjectivism. 

The top-down argument uses two premises. The first premise is the doctrine of 

metaethical subjectivism, and the second is the claim that free will, defined in 

terms of moral responsibility, is a moral term. Although I find this a powerful 

argument with the advantage of revealing the connection between lower level 

theorizing in normative ethics and free will, the top-down argument is weakened 

by its controversial first premise. Although I believe the general philosophical case 

for metaethical subjectivism is strong and have argued for it at length (Double 

1991: ch. 7), in this essay I shall not press the top-down argument. The bottom

up argument does not rely on metaethical subjectivism but argues that free will 

subjectivism is the best explanation for our logically conflicting intuitions regard

ing the claims of compatibilists and incompatibilists. 

The bottom-up argument faces a broadly metaphilosophical preliminary ob

jection. Free will objectivists can criticize my appeal to intuitions about moral 

responsibility, just as some metaethical objectivists look askance at using moral 

intuitions to criticize normative theories. I emphasize that I do not view our 
intuitions concerning whether a person would be morally responsible in a certain 

thought-experiment as infallible or even as having great epistemic weight, but 

simply as providing thoughtful judgments about responsibility. Just as I do not 

see how we could evaluate egoism or relativism without appealing to our intuitive 

judgments of their implications, I do not see how to evaluate theories of moral 

responsibility without appealing to our intuitions. 
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Free will subjectivism of the kind I defend in this chapter entails two unfa

miliar views regarding the free will problem. The first view is metacompatibilism, 

the doctrine that regarding persons we believe to be determined, logically we may 

hold them morally responsible despite our belief that they are determined (as 

compatibilists might) and we may fully exonerate them because we think they are 

determined (as incompatibilists would) (Double 1991: ch. 6). The second view is 

that because free will subjectivism holds that persons' "being" morally responsible 

is simply a matter of what attitudes persons hold toward them, subjectivists com

mit no error when they decide to hold strong views about moral responsibility 

despite their belief in free will subjectivism or to hold mild views because they 

believe their views are only subjective. I call these two options "strident subjec

tivism" and "sheepish subjectivism." Free will subjectivists might be stridently in 

favor of holding persons responsible (perhaps Peter Strawson 1962 is close to this 

view) or stridently opposed to holding persons responsible, as Waller (1990) is. 

Subjectivists might be sheepish, given their belief that their opinions about the 

assignment of moral responsibility has no grounding beyond their own feelings. 

Subjectivists might also vacillate between endorsing responsibility and exonerating 

all persons of responsibility, as I do myself. 

Strident and sheepish subjectivist views in the free will problem are parallel 

to the two stances metaethical subjectivists might take regarding normative ethics. 

Strident metaethical subjectivists make judgments in normative ethics with full 

force despite their metaethical beliefs. J. L. Mackie (1977) would be an example. 

Sheepish metaethical subjectivists would take their metaethical positions as reason 

to assert normative claims with modulated or even no force. Perhaps some of the 

twentieth-century logical positivists came close to this position. 

To clarify the free will vocabulary I use and to begin the bottom-up argument, 

I offer a taxonomy of five theories rather than the traditional dichotomy of com

patibilism and incompatibilism. I arrive at the first four by distinguishing between 

the positive and negative answers to two questions: Can determined choices be free 

(underpin moral responsibility)? and Can undetermined choices be free (underpin 

moral responsibility)? I reach free will subjectivism by considering the first four 

claims from the perspective of metaethical subjectivism. 

Here are the idealized positive and negative theses of traditional incompati

bilists and compatibilists: 

(IN) Incompatibilism's Negative Claim: "Determined choices cannot be free." 

(IP) Incompatibilism's Positive Claim: "Indeterminism (suitably located) 

within our choice-making process can give rise to, or at least be con

sistent with, free choice." 

(eN) Compatibilism's Negative Claim: "Undetermined choices cannot be 

free." 
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(CP) Compatibilism's Positive Claim: "Under certain conditions, determined 

choices can be free." 

Here are the logical relations that hold between these four claims on the 

assumption that "free choice" is a univocal and logically coherent concept. The 

incompatibilists' claims (IN) and (IP) are logically consistent, though not equiv

alent; the compatibilists' claims (CN) and (CP) are consistent though nonequi

valent also. There are two pairs of contradictories, namely, the negative and the 

positive claims of the respective theorists ( [ IN] contradicts [ CP] , and [ IP] con

tradicts [CN] ) .  Because there are four statements, each of which may be viewed 

as being true or false, there are sixteen mathematically possible results; but given 

the assumption about the contradictories, we can extract only four different the

ories (table 23 .1) .  

Even i f  we prefer one o f  the first two theories, we have to admit the conceptual 

possibility of the latter two. Peter Strawson (1962) calls the third theory "moral 

skepticism" but does not examine it in that article. Waller (1990) and Derk Per

eboom (2000) endorse the third position without using my term for it. The closest 

to the fourth theory is Alfred Mele's (1995: 253) conjecture which he calls "agnostic 

autonomism." (See the essays by Pereboom and Mele in this volume, chs. 21 and 

24, respectively. ) 

Now consider what happens if we set aside the assumption that the pair (IN) 

and (CP) and the pair (IP) and (CN) are contradictories and instead try to eval

uate each statement on its own merits. 

I often feel inclined to accept (IN) ("Determined choices cannot be free")  

and (CN) ("Undetermined choices cannot be free" ) .  Incompatibilists seem correct 

to disparage the freedom of determined choices (which categorically could not 

have been different than they were), and the compatibilist complaint that locating 

Table 23.l. Theories regarding free will 

(IN) (IP) (CN) (CP) 

Classical True True False False 

incompatibilism 

Classical False False True True 
compatibilism 

No-free-will- True False True False 
either-way theory 

Free-will-either- False True False True 
way theory 
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indeterminacy within our choices would lessen the control over our choices re

quired for moral responsibility seems correct also . Nonetheless, I do not always 

find that the pessimism generated by (and contributing to) my acceptance of (IN) 

and (CN) carries over to my evaluation of (IP) ("Indeterminism can give rise to 

free choices" )  and (CP) ("Determined choices can be free" ) .  Sometimes I do not 

hesitate to assent to the positive accounts (IP) and (CP) .  

By  accepting all four statements I seem to  have done something logically odd, 

but have I? The rejection of all candidates is not remarkable in philosophical 

disputes. For instance, many thinkers in normative ethics reject every normative 

theory that comes along, without concluding that there can be no true normative 

account. Such ethicists simply see their endeavor as forever trying to approximate 

a best account. Havoc occurs, though, when theorists affirm conflicting theories. 

Imagine what it would mean to say that Kantian and utilitarian theories are both 

true, instead of saying that they are both false. If we can show that these apparently 

contradictory theories are "equally true," then we have undone the claim of nor

mative ethics to objective truth. Both theories could be "true" only if moral truth 

were subjectivized to individuals or groups of individuals, which is to say that the 

theories are not objectively true at all. By analogy, by accepting all four claims of 

the incompatibilists and compatibilists, I commit myself to the claim that "free 

choice" can have no objective reference, that free will and moral responsibility 

can exist only in the eye of the beholder. 

There seem to be just three things to say about my acceptance of (IN), ( IP), 

(CN), and (CP) .  Either (1) "free choice," in the sense I am using it, is unambig

uous and logically coherent, in which case I have contradicted myself; or (2) I 

mean different things by "free choice" when I consider the four statements, and 

hence, there is no contradiction, only ambiguity; or (3 ) I am not guilty of con

tradicting myself and I have not used "free choice" ambiguously, in which case 

"free choice,"  when taken to have objective reference, logically cannot denote. I 

believe (3) is the most plausible. 

Although various philosophers mean different things by "free will," it is easy 

to eliminate (2) . I have defined "free will" (and "free choice" )  throughout as 

"whatever degree of freedom of choice that is necessary for moral responsibility." 

I find it easy to remember that I mean this responsibility-enabling sense of "free 

choice" when I consider (IN), (IP), (CN), and (CP) . I do not claim that individ

uals always know what meanings they assign to words, but I am confident I know 

what I mean in this instance. 

This leaves (1) .  I do not countenance the rebuttal that I must be contradicting 

myself because we know that "free choice" is coherent; that would be question

begging. Instead, we should investigate the question on its own merits. Here is 

my argument. 

Our acceptance of (IN), (IP), (CN), and (CP) depends on our judgments 
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concerning the conditions in which our choices can be "good enough" to warrant 

moral responsibility. As argued earlier, I believe these are moral judgments. So, if 

we are metaethical subjectivists, we have quick support for the bottom-up argu

ment. But I have claimed that the bottom-up argument is independent of the 

top-down argument, so I cannot leave matters there. I believe that even meta

ethical objectivists can find reasons to accept free will subjectivism, and I propose 

these now. 

To ask whether determined choices can be free frames the issue in a historical 

context. It prompts us to consider whether a choice can be good enough to count 

as free if we theoretically can trace its causes back to the laws of nature and events 

occurring before the chooser was born (van Inwagen 1983 :  chapter 1 ) .  W hen we 

frame the question with this historical perspective, it is tempting to assign deter

mined choices a negative grade. W hen we assign this negative grade, we affirm 

(IN) .  On the other hand, to ask whether an undetermined choice can be free frames 

matters so that we think about the perils of indeterminism, bringing to mind the 

specter of choices that are not under the control of the chooser chronicled by 

Hobart (1934) and Ayer (1954) .  W hen we are in such a frame of mind, we are 

likely to be impressed that such cases are destructive to freedom, and we assent 

to (CN) .  

Nonetheless, having assented to  ( IN)  and (CN), we have no reason-beyond 

self-imposed constraints that we might think are logical constraints-why we can

not give the high marks to certain choices that are implicit in (CP) and ( IP) .  If  

we focus on the internal rationality of choices, as  Harry Frankfurt (1971) does, 

the fact that they are determined, and, hence, theoretically predictable since before 

the chooser was even born, seems irrelevant to their freedom. This prompts us to 

affirm (CP) .  If we do not demand that free choices be so rigidly connected to 

what went before, as Robert Kane (1996a) tries to get us to do, we have little 

difficulty in giving up the claim that undetermined choices are unfree. This is to 

accept ( IP ) .  

I claim that the freeness of  choices i s  not a characteristic that exists in  the 

choices; all "freeness" amounts to is how we feel about or grade choices. The 

grades we give do not track a characteristic of choices but depend upon our 

opinions and feelings about the actual characteristics of choices. Such opinions 

and feelings are moved by a disorganized variety of factors that have little to do 

with the choices themselves. Instead, they involve such subjective factors as the 

context in which we consider the free will issue, our personal histories, our tem

peraments, philosophical schooling, ideologies, and other idiosyncratic elements. 

Also relevant in our judgments of the goodness of choices are the competing 

exemplars of freedom that philosophers use throughout the free will debate (Dou

ble 1991, chapter 5) . Taken together, these considerations (as well as doubtless 

others that I have failed to list) explain why we do affirm (IN), (IP), (CN), and 
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(CP ) .  This explanation creates a positive case for thinking that we are correct to 

do so. 

This leaves (3 ) standing: If we take free to denote a characteristic of choices 

itself, that characteristic is contradictory. A free choice may be determined (CP) 

and cannot be determined (IN), can be undetermined (IP) and cannot be unde

termined (CN) .  Such a "characteristic" cannot belong to a choice itself. Because 

the "freeness" of choices themselves is a logically impossible characteristic, it can

not-not only does not-exist. We are thus forced to understand talk about the 

freeness of choices in a subjectivized way. -Speakers may give coherent senses to 

free in their own idiolects, just as we may for any subjective word. But this fact 

does not count against the claim that the meaning of "free choice" is idiosyncratic, 

with no possibility of denoting a class of choices that objectively underpin moral 

responsibility. 

3. OTHER VIEWS AND How THEY DIFFER 

FROM MINE 

3.1. Bruce Waller, B. F. Skinner, and Daniel Dennett 

Bruce Waller (1990) argues for incompatibilism concerning moral responsibility 

and naturalism, which might be deterministic or indeterministic, and sees the 

world as devoid of nonphysical entities. Like the behaviorist psychologist and hard 

determinist B .  F .  Skinner (1948), Waller recommends surrendering the belief in 

retributive moral responsibility. Getting rid of what Waller calls "moral-judgment 

responsibility" allows persons to construct their social worlds without the baneful 

influence of traditional, theologically inspired ideas such as recrimination, ven

geance, just deserts, guilt, and sin. At the same time, Waller argues that naturalism 

is compatible with a type of freedom that supports "role-responsibility" (tasks we 

have by virtue of our roles as, for example, parents, workers, bosses, and self

controlled persons) and "moral-act responsibility" (being causally responsible for 

moral and immoral acts ) .  The naturalized freedom Waller believes we have is a 

compatibilist-style freedom, which allows full personhood and the ability to make 

moral judgments, with only moral responsibility excised. Thus, Waller teases apart 

those traits that most libertarians try to conjoin, keeping the desirable aspects of 

moral responsibility and jettisoning the undesirable ones. 

Waller stands between the announced hard determinist Skinner and the an

nounced compatibilist Dennett, being slightly closer to Skinner. Without saying 
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so, Waller shows that these categories, at least as applied to Skinner and Dennett, 

are more verbal than substantive. When Skinner rejects libertarian free will and 

moral responsibility, he does so with studied hyperbole (witness the title of his 

book Beyond Freedom and Dignity 1971 ) .  Skinner never denies that persons act 

intelligently in a way that most compatibilists think instances freedom. Free will 

theorists can set aside as an idiosyncrasy Skinner's obligatory behaviorist use of 

scare quotes around the terms belief, desire, and choice. W hen Dennett writes that 

persons are morally responsible, he denies that he means that they are blame

worthy in "the eyes of God"; Dennett means instead that holding persons morally 

responsible is sound social policy: 

We simply hold persons responsible for their conduct (within limits we take 

care not to examine too closely). And we are rewarded for adopting this strat

egy by the higher proportion of "responsible" behavior we thereby inculcate. 

(Dennett 1984: 164) 

Although Dennett apparently endorses negative reinforcement more than 

Skinner and Waller do, I believe the greatest difference between Skinner, Dennett, 

and Waller is over how best to present the antilibertarian view they share. Waller's 

position combines the most attractive selling points of the other two: Waller em

phasizes Dennett's naturalized freedom, thereby avoiding the harsh sound of Skin

ner
,
s denial of freedom, and eschews Dennett's talk about even a less severe form 

of moral responsibility, thereby emphasizing Skinner's insight that punishment, 

blame, and recrimination, that is, our typical ways to mete out negative reinforce

ment, are ineffective ways to inculcate desirable behavior. 

I sympathize with Waller's compassionate rejection of the immorality of re

tributive moral responsibility, as I do with those of the hard determinist Skinner 

and the nonretributive compatibilist Dennett. I would rather live in a world pop

ulated by such soft-hearted theorists than a world of libertarians (Double n.d. ) .  

As a metaethical and free will subjectivist, I am slightly uncomfortable with Wal

ler's talk about the incompatibility between moral responsibility and naturalism, 

because this claim is liable to misinterpretation. However, as discussed earlier, 

Waller is a metaethical subjectivist. The incompatibility Waller sees between nat

uralism and moral responsibility is not an incompatibility that holds between two 

truth-valued statements, but a moral incompatibility. In subjectivist terms, this 

amounts to the claim that it is morally wrong to hold naturalistic persons morally 

responsible. 

I have one reservation. Waller is a subjectivist whose sympathies lie with 

traditional incompatibilists. In my terms, Waller is a strident subjectivist who 

thinks blaming is wrong. Although I appreciate his strident subjectivism, I also 

feel the pull of traditional compatibilism, which allows us to blame persons we 

believe to be determined. So, I also sympathize with subjectivists who blame, 

stridently or sheepishly. Waller thinks moral responsibility does not exist, and we 
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must never blame. I think moral responsibility cannot exist as an objective prop

erty of persons, and we may blame depending on our psychological makeup and 

the way the facts of individual cases strike us. 

3.2. Galen Strawson 

Galen Strawson (1986: 28-29; 1998)  gives an influential regress argument to show 

that being truly responsible for our behavior is logically impossible .  I edit as 

follows: 

1. To be responsible for our choices, we must be responsible for the psy

chological states that go into our choices. 

2. To be responsible for these psychological states, we must choose them. 

3. To choose our psychological states, we must use some principles for 

choosing them and we must be responsible for having those principles. 

4. To be responsible for our principles of choice, we must consciously 

choose our principles by following some higher level principles of choice. 

And so on. 

5. Therefore, to be responsible for our choices, we must complete an infi

nite regress of choices of principles of choice.  

In my terminology, Strawson's view is a no-free-will-either-way theory. Al

though I am not sure in which premise or premises Strawson intends responsible 

to mean "causally responsible" and in which it means "morally responsible," he 

cannot prove what he wishes unless he connects causal and moral responsibility 

somewhere in the argument. At that point, subjectivists will find Strawson's crucial 

premise(s )  to lack truth value and thus reject the argument. At the same point, 

compatibilists will reject the premise that to be morally responsible for our choices 

we must be causally responsible for the psychological states that go into them. 

Strawson disagrees because he requires deep responsibility or self-creation for his 

sense of "real" moral responsibility (as do incompatibilists like Kane 1996a), but 

compatibilists do not need to give ground here. Once again, the free will problem 

shows itself a standoff of intuitions about moral responsibility. Subjectivists ex

plain this crucial disagreement between Strawson and the compatibilists in terms 

of the subjective nature of "moral responsibility." Both sides give a subjective term 

their idiosyncratic presuppositions and, thus, neither is right nor wrong. So, sub

jectivism both makes its own objection to Strawson's argument and explains the 

impasse between Strawson and his compatibilist critics. (For further defense of 
his position, see Galen Strawson's essay in this volume, ch. 19 . )  
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3.3. Peter Strawson 

Peter Strawson (1962) offers an argument, widely construed as compatibilistic, 

that is reminiscent of some speculations by Hume (1955: sec. 8, part 2). It consists 

of (1) the psychological premise that a belief in determinism would not in fact 

make us quit viewing persons as morally responsible, and (2) an inference that 

believing in determinism should not have that effect. For Strawson, we should 

accept (2) because "being" morally responsible just is belonging to a web of social 

interaction in which persons do hold each other responsible, by assigning praise 

and blame, and by feeling resentment, indignation, and gratitude, and other per

sonal or reactive attitudes. In my terms, this is a subjectivist view. Objective moral 

responsibility does not ground reactive attitudes. Reactive attitudes, which are 

natural propensities of persons or culturally induced tendencies, "establish" moral 

responsibility, so far as it exists. This may reveal a pragmatic or Praxis motivation.3 

I endorse Strawson's defense of the perseverance of our belief in moral re

sponsibility despite our beliefs about determinism. I find this a valuable antidote 

to the oft-heard but little-supported, incompatibilist claim that common sense 

believes that determinism would destroy our belief in moral responsibility. And 

as a metacompatibilist and subjectivist, I endorse this part of Strawson's view. 

Nonetheless, I find two reasons to resist Strawson's argument. First, if it in

volves no factual error for persons to assign moral responsibility despite their 

belief in determinism, it commits no factual error to make an incompatibilist 

response. Strawson's subjectivism guarantees the logical, factual, and psychological 

coherence of both options. If one uses subjectivism to derive one's conclusion, 

one is committed to the rest of subjectivism's repercussions. Instead, Strawson 

singles out his response to determinism as if it were the only one psychologically 

possible. But it is certainly not the reaction of Kane (1996a) and Peter van Inwagen 

(1983). Strawson uses subjectivism to support compatibilism, whereas it really 

supports meta-compatibilism, the view that we can both blame and exonerate 

from blame persons we believe to be determined. 

Second, even for compatibilistic-minded subjectivists, (1) supports Strawson's 

conclusion only minimally. Most subjectivists demand justification. Strawson says 

that our human propensity toward reactive attitudes "grounds" moral responsi

bility. That grounds here cannot mean "justifies" is proved by asking, "Even if the 

propensity to hold persons responsible is universal, perhaps it is a barbaric evo
lutionary residue that anyone who believes in determinism should reject." Because 

punishing, blaming, and expressing negative reactive attitudes is to inflict evils, 

these activities require stronger justification than Strawson's speculated claim that 

humans would engage in them even if they accepted determinism. To the extent 

that I as a subjectivist would find the expressing of reactive attitudes as justified, 

I would want to hear substantive compatibilist reasons for doing so ( for example, 
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those given in Frankfurt 1971), not simply the assertion that reactive attitudes are 

part of human nature. (For further discussion of P .  F. Strawson's view and other 

compatibilist views influenced by him, see the essays in this volume by Haj i  and 

Russell, ch. 9 and 10, respectively. ) 

3.4. Thomas Nagel 

Thomas Nagel (1986) distinguishes between the objective, "scientific," third-person 

perspective for viewing ourselves and others and the subjective, "phenomenolog

ical," first-person perspective that each of us has only toward ourselves. Adopting 

the objective perspective regarding choices tends to lead us to accept determinism. 

If we do, we commit ourselves to the theoretical possibility of offering contrastive 

explanations of all human choices-explanations not only of our reasons for 

choosing as we do, but, in good Hempelian fashion, for failing to choose differ

ently. If we consider the possibility of undetermined choices from the objective 

perspective, we find that those choices fail the contrastive explanation test and 

thus would be inexplicable. Although indeterminism might allow us to offer in

tentional explanations for whatever choices occur, such explanations "cannot ex

plain . . .  why I did what I did rather than the alternative that was causally open to 

me" ( ibid. 1986: 116 ) .  

For Nagel, our belief i n  autonomy stems from our ability to take the subjective 

perspective ourselves and to impute a subjective perspective to others. For choices 

viewed from the subjective perspective, any individual's reason for performing an 

action " is the whole reason why it happened, and no further explanation is either 

necessary or possible" ( ibid. :  115) . All explanation begins and ends with the au

tonomous agent who selects between indeterministic open alternatives, for which 

the ultimate explanation is always that the agent wanted to choose in this way. 

Thus, the sense of autonomy we believe we experience from the first-person per

spective is bound to the notion of intentional explanation. Unfortunately, when 

we examine our sense of autonomy from the third-person perspective, the legit

imacy of the first-person perspective seems to vanish. We cannot coherently de

scribe that subjective point of view, but we cannot dismiss it as illusory. We remain 

convinced that compatibilist views of free will leave out something we hope we 

have. Because Nagel thinks compatibilism and incompatibilism exhaust the free 

will options, he concludes, "[N] othing believable . . .  has been proposed by anyone 

in the extensive public discussion of the subject" ( ibid. : 1l2 ) .  
I find Nagel's perspectivalism extremely suggestive. I wish Nagel had couched 

his criticism of libertarianism by emphasizing the actual connections between 

persons and their choices instead of talking about explanation, the latter of which 

has tempted libertarian critics to respond, quite irrelevantly, that science is full of 
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noncontrastive explanations (Clarke 1992a) .  The problem I see for any variety of 

libertarianism is that it loosens the connection between persons and their choices 

so that libertarian choosers would have less control of their choices than would 

deterministic choosers. Control is the problematic issue, not explanation.4 

My primary objection to Nagel is that his perspectivalism has an incompa

tibilist bias. For Nagel, from the objective perspective, determined choices look 

unfree and undetermined choices look random. From the subjective perspective, 

undetermined choices seem free. Nagel evinces incompatibilist intuitions when he 

wishes that he could validate the libertarian view we receive from the subjective 

perspective. This wish corresponds to my claim above that libertarian choices look 

good to us when we do not worry about the looseness of the connection between 

persons and their choices ( in Nagel's terms, when we reject the need for contrastive 

explanations) .  Taking perspectivalism one step farther, however, I think that 

adopting the subjective perspective can enhance our view of compatibilism also. 

If we focus solely on the rationality of our choices and not the number of phys

ically possible choices available to us, as I argue that compatibilists would be wise 

to do (Double 1991: ch. 2), the fact that these choices are determined does not 

seem to count against their being free. From the subjective perspective, even a 

determined brain in a vat might have free will. So, I apply Nagel's perspectivalism 

within the subjective perspective itself. (I hold a similar opinion about the objec

tive perspective, from which, both compatibilism and incompatibilism emerge as 

desirable options. )  

I proffer a reason that incompatibilism and compatibilism appear both de

sirable and undesirable even from the same perspective: Our conflicting thoughts 

about free will are driven by merely psychological factors. Subjectivism explains 

Nagel's recognition of the perspectival nature of our thinking about free will and 

assuages his fear that no free will theory is remotely plausible. 

3.5. Peter Unger 

In Philosophical Relativity (1984) Peter Unger offers a general semantic view that 

he has applied to various philosophical debates, including those over skepticism 

(1986), normative ethics (1996), and free will (1984: 54-58) .  Very roughly, speakers 

may assign either a contextualist (context -sensitive) meaning or an invariantist 
(non-context-sensitive) meaning to the key terms of these philosophical debates. 

In contextualist semantics, the truth of debated statements ( for example, "Smith 

knows there is milk on the rug," "Brown is immoral not to contribute to charity," 

or "Jones acted freely" ) varies according to the degree of leniency of justification 

speakers' contexts establish. Contextualism leaves open the possibility that dis

puted questions may take both "yes" and "no" answers depending on the contexts 
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the interlocutors create. For example, when G. E. Moore establishes a lenient con

text for knowledge claims by claiming he knows he has a hand, his claim becomes 

true. When Descartes sets a stringent context by hypothesizing that he may be 

deceived by an evil genius, his skeptical denials of commonplace knowledge claims 

are true. According to invariantist semantics, the truth of such utterances does 

not vary according to context. So, in the skeptical debate, Moore or Descartes (or 

someone else) is correct and the others are wrong because knowledge has just one 

meaning that specifies the degree of justification anyone must have to possess 

knowledge. 

Although in principle an invariantist may claim that the invariant meanings 

of key philosophical words portray lenient standards, in fact skeptics of many 

sorts tend to be invariantists, and nonskeptics tend toward contextualism. So, the 

skeptical Peter Unger of Ignorance (1975) was an invariantist who thought that 

"knowledge" entailed that knowers must have absolute certainty, and the com

patibilist who claims we may choose freely despite being determined is a contex

tualist who relies on a commonsense belief that only untoward intrusions, not 

determinism per se, defeat our freedom. Unger completes the case for philosoph

ical relativity by arguing that 

an invariantist can assign a semantics to the philosophically important terms 

that is comfortable to a skeptical view on the problem, and a contextualist can, 

with equal propriety, assign a semantics that is comfortable to the common

sense position on the problem, antithetical to the skeptic's problem .... [T]here 

is nothing to decide between the two assignments . . .  (1984: 46) 

Unger's argument is similar to my bottom-up argument. Whereas Unger talks 

about the linguistic thesis of "semantic relativity,"  I call judgments about the 

disputed entities "subjective." Both views have the consequence that certain key 

philosophical debates are insoluble. I wish I had read his discussion of contex

tualism before I offered my bottom-up strategy in The Non-Reality of Free Will 

(1991 ) .  I prefer my dual approach, though, because I believe that two mutually 

supporting metaphysical arguments are more persuasive than one semantic ar

gument. I believe that to successfully defend the claim that there is no reason to 

prefer contextualist or invariantist semantics for terms like free will, Unger would 

need to appeal to the metaphysical theory-construction considerations that sup

port subjectivism. Semantic arguments alone do not strike me as powerful enough 

to establish ontological conclusions. 

3.6. Ted Honderich 

Ted Honderich (1993) proposes nine theses: (1) We have an image of ourselves as 

undetermined originators of actions in a cosmos with an open future .  This image 
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supports life-hopes that we may be able to overcome the influence of heredity and 

environment, which form the basis for incompatibilist theories of freedom. (2) 

Determinism, by definition, is logically inconsistent with the undetermined, open 

futures that we imagine when we attend to our incompatibilist life-hopes. (3 )  

When we attend to (2), the thought that determinism might be true produces 

feelings of dismay. (4)  We have another set of life-hopes that require only that 

our actions be voluntary, but not indeterministically originated. (5)  Determinism 

is logically consistent with our actions being voluntary. (6) When we attend to 

(5), the thought that determinism might be true produces feelings of satisfied 

intransigence: "Everything is okay. Nothing changes" ( ibid. : 86 ) .  (7) Adopting ei

ther attitude of dismay or intransigence in response to the possibility of deter

minism involves no intellectual error. (8) Attitudes are neither true nor false: "An 

attitude is an evaluative thought of something" ( ibid. : 81 ), and "there don't seem 

to be logical relations of any kind between facts and values" ( ibid. :  103 ) .  ( 9 )  There 

are consequences to determinism: "If we think determinism . . .  is true, what we 

have to do is try to give up whatever depends on thoughts inconsistent with it. 

Above all we have to try to accept the defeat of certain desires" ( ibid . :  110) ; "our 

attitudes involving voluntariness cannot really allow us to be intransigent, to go 

on as if determinism changes nothing.  We can't successfully barricade ourselves 

in them" ( ibid. : 111 ) ;  "our retributive desires . . .  are dependent on taking the other 

person's action as not only voluntary but also originated" ( ibid. :  126 ) .  (Nicholas 

Nathan [1992] also sees the free will problem in terms of what we want to believe 

and what we are able to believe, recommending what philosophers can do to help 

when such conflicts arise . )  

According to  Honderich, a synthesis between compatibilism and incompati

bilism is possible, because the attitudes of dismay and intransigence do not really 

conflict. Incompatibilists are dismayed because the sort of life-hopes they care 

about are undone by determinism. Compatibilists remain intransigent because the 

life-hopes they care about are unaffected by determinism. Honderich thinks that 

because both sides are concerned with different hopes, it is possible to find an 

answer that adjudicates their dispute by sorting out which attitudes can stand and 

which must be surrendered. 

In Double (1996a) I claimed that according to the metaethical subjectivism 

both Honderich and I endorse, determinism has no logical, moral, or psycholog

ical consequences in any sense that I understand. Instead, it would be logically, 

morally, and psychologically possible to be dismayed and intransigent about the 

same fact. Honderich sees that we can adopt the attitudes of incompatibilistic 

dismay and compatibilistic intransigence when we view our choices as determined, 

provided we focus on different types of life-hopes. We should not take this as 

evidence that we cannot adopt compatibilistic intransigence toward determinism 

when we focus on the same life-hopes on which the incompatibilist focuses. Hon

de rich replied to my argument with these words: 
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[N]either the proposition that facts do not entail values nor the proposition 

that an attitude as a whole does not have a truth-value comes close to (sup

porting) Double's third and most fertile mistake. 

It is the simple mistake of ignoring that we do in fact share standard fac

tual reasons having to do with voluntariness and origination for desires, evalu

ations, and behavior, despite the absence of entailments .... I have the human 

nature I have, not the nature of a Martian or a lunatic, despite the little truths 

about facts not entailing values and an attitude as a whole not having a truth

value. (1996: 859-60) 

So far as I can see, Honderich has not shown that determinism has conse

quences. Rather he has claimed that he has the personality and views he has and 

has intimated that most nonlunatic earthlings agree with him. Even if this is true, 

I think the latter point cuts no ice. Philosophers can get readers to dislike the 

"consequences" of determinism by rehearsing, for example, van Inwagen's Con

sequence Argument (1983 ) .  Philosophers can also entice readers to regard deter

minism with equanimity by, for example, offering John Martin Fischer's (1994: 6-

7) thought experiment: Would reading in next month's issue of Science that de

terminism has been shown true convince you that you never made a free choice? 

As Dennett (1984) says, we philosophers are adept at moving folks with our meta

phors. The fact that we can worry ourselves and others about determinism is a 

merely psychological fact, not a consequence. 

Honderich continues by reminding us: 

[T]he desires and evaluations in an attitude rest on its propositional content. 

That the propositional content does not entail the desires and evaluations does 

not begin to put the fact in question .... [I]t is agreed on all hands that some 

factual belief about an action's having been free is required by us for holding 

an agent responsible .... If I lose the belief, I cannot persist in the attitude or 

behavior. Currently at any rate, that is a psychological impossibility. (Honder

ich 1996: 860-61) 

agree that propositional attitudes contain propositional contents. So, for ex

ample, if I resent you for purposely stepping on my toe, the propositional content 

is that you purposely stepped on my toe. My resentment misfires if you did not 

step on my toe. Presumably, by like reasoning, Honderich's application of blame 

requires that he believe that persons he blames are free in an undetermined sense, 

given that he has the psychology he has. 

We can see, though, how different the two points are .  It is clear why it is 

incorrect to blame persons for doing X when they do not do X: the attitude is 

misdirected. On an extensional reading of "for X," it is logically true that I may 

correctly blame you for X only if you did X. (On an extensional reading of "seeing 

the tree," I see the tree only if the tree exists . )  But there is no similar logical 

presupposition that persons we blame must choose indeterministically before it is 

linguistically correct to hold them morally responsible. If there were, the debate 
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between the compatibilists and incompatibilists would be solvable linguistically. 

But it is not. 

Metaethical subjectivists acknowledge that most evaluative claims have pre

suppositions. To use Ayer's example, I make a factual mistake if I say that you 

were wrong to steal the money when you did not steal the money (1952: 107). 

Subjectivists sometimes call this the "descriptive meaning" of evaluative terms. 

Thus, subjectivists do not deny that evaluative terms make descriptive presup

positions, but claim that once we agree that something meets the descriptive 

criteria and get down to the evaluation, no additional fact makes the applicable 

of the evaluative term correct or incorrect. At that point it is simply a matter of 

opinion. 

This point applies to the plausibility of metacompatibilism. As a free will 

subjectivist, I admit that it is linguistically incorrect for me to blame you for 

intentionally stepping on my toe if you did not step on my toe. My point is that 

we can agree that all the toe-stepping episodes of the world are determined and 

still argue just as plausibly that most intentional toe-steppers are blameworthy 

and that all such persons should be exonerated. Indeed, we may assert either claim 

passionately (as strident subjectivists would) or modestly (as sheepish subjectivists 

would) . 

4. THE FREE WILL PROBLEM 

PSYCHOLOGIZED 

Given my metaphilosophy of Philosophy as Worldview Construction, metaethical 

subjectivism, and free will subjectivism, I view philosophers' debates over free will 

as more a psychological topic than do most philosophers. According to my view, 

the free will debate ceases to be a conceptual puzzle over the correct analysis of 

"free will" followed by a metaphysical inquiry over whether persons in fact have 

free will. The debate between the compatibilists and incompatibilists over the 

objectively correct view of free will becomes fruitless. The free will problem becomes 

psychologized, much as metaethical subjectivism turns the search for moral truth 

into moral psychology and the phenomenology of moral thinking. 

One of the topics I find most interesting is the motivation of philosophers to 

adopt the positions they do. I claim no particular expertise at answering this 

question, nor do I know of any psychological research concerning it. Here I can 

only surmise, but because I think about the topic every time I read a book or 

article on free will, I cannot resist the temptation to indulge. 



526 NONSTANDARD VIEWS 

4.1. What Motivates Philosophers to Accept Libertarianism? 

Dennett (1984) wonders whether the desire of some libertarians for a real state of 

responsibility is "a purely metaphysical hankering." Putting the most favorable 

gloss on this, most libertarians believe moral responsibility needs a grounding in 

the nature of things. For them, as for Kant and James, compatibilism is a 

"wretched subterfuge." The hankering may also evince a desire for linguistic tidi

ness. Plato thought there must be a Form of justice to underpin our talk of just 

acts. Libertarians might suppose there is a real state of responsibility to underpin 

our just-deserts talk. Somewhat less flatteringly, one's metaphysical hankering may 

be aimed at overcoming a visceral reaction to subjectivism. Simon Blackburn crit

icizes the analogous view regarding metaethical subjectivism with biting sarcasm: 

It  might be that there are people who cannot "put up with" the idea that val

ues have a subjective source .... But this will be because such people have a 

defect ... in their sensibilities-one that has taught them that things do not 

matter unless they matter to God, or throughout infinity, or to a world con

ceived apart from any particular set of concerns or desires, or whatever. One 

should not adjust one's metaphysics to pander to such defects (Blackburn 1993: 

157) 

A less favorable gloss would be that libertarians wish to defend moral responsi

bility to reduce the cognitive dissonance at the thought that we are giving unjust 

deserts to those we punish retributively. An even less favorable gloss is provided 

by Nietzsche, who sees the belief in moral responsibility as an excuse for our 

natural barbarism and lust for revenge. 

Additional libertarian motivation may lie in metaphilosophy. Some may seek 

to ground our practices and emotional reactions. Part of this desire may be a 

familiar Praxis fear: Without free will and moral responsibility, humanity will 

revert to savagery. Some libertarians who see the aim of philosophy as underpin

ning religion give libertarianism extra points if their religions are libertarian. 

4.2. What Motivates Philosophers to Accept Compatibilism? 

Compatibilists may avail themselves of the libertarian desire to underpin moral 

responsibility, while being convinced that indeterminism cannot do the job. I 

would like to find out how many compatibilists endorse what I call "CP" ( "Under 

certain conditions, determined choices can be free" )  on its own merits, and how 

many accept it grudgingly only because they want some account of moral respon

sibility and believe that indeterministic free will does not exist or that it is worse 

than deterministic free will. As support for the latter possibility, note that most 

compatibilists champion a less blood-chilling kind of moral responsibility than 

do most libertarians, perhaps revealing of a lack of compatibilist confidence in 
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CPo As a meta-compatibilist, I see no reason why compatibilists have to adopt a 

weaker notion of responsibility than the libertarians do, but most do, which in 

turn encourages the libertarians to think that theirs is the only way to vindicate 

moral responsibility. 

4.3. What Motivates Philosophers to Accept Hard 

Determinism? 

I suspect that many hard determinists lament determinism and others wish they 

could accept compatibilism's way of accommodating determinism. For such think

ers, being a hard determinist is the price one pays for being a good epistemic 

agent who follows the argument even when it leads to an unhappy conclusion. 

We should not forget, however, the compassionate hard determinists such as Skin

ner and his kindred thinker, Waller, who find retributive moral responsibility a 

pernicious misconception in need of eradication. These latter thinkers have Praxis 

motivations for rejecting moral responsibility as well as philosophical arguments. 

Here again, I find interesting the question of how much Praxis motivation and 

how much Worldview Construction motivation contribute to hard determinism. 

(See the essays in this volume by Honderich, Pereboom and Smilansky for further 

insight into these issues, chs. 20, 21, and 22 respectively. 

4.4. What Motivates Philosophers to Accept Subjectivism? 

A Praxis motivation for accepting subjectivism could be the desire to undermine 

the ontological ground of moral responsibility. One could charge subjectivists with 

fostering a totalitarian rejection of responsibility, as is sometimes charged against 

hard determinists, but that criticism holds less force against subjectivism. Strident 

subjectivists can acknowledge their own subjectivism and continue to blame, and 

even sheepish subjectivists can blame in their self-conscious, embarrassed way. So, 

if one had a burning Praxis motivation to attack moral responsibility, one could 

serve one's Praxis cause better by adopting hard determinism or no-free-will

either-way theory. Believing that there can be no such thing as objective moral 

responsibility will tend to take the edge off even the most strident, antiretributive 

subjectivist. By definition, strident subjectivists believe that there is nothing on

tological that could make adopting sheepish subjectivism false. Thus, all varieties 

of subjectivism have the recognition of its limitations built into them, and, psy

chologically, recognizing one's limitations tends to modulate one's passions. This 

makes free will subjectivism a modulating position in a debate between passionate 

foes.  
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Given my commitment to subjectivism, I find that free will subjectivism co

heres with what I think are the most plausible answers to several areas of philos

ophy: from aesthetics, to metaethics, to epistemology, to the nature of the physical 

world. This makes free will subjectivism attractive to me as a Worldview thinker. 

Moreover, free will subjectivism is an application of the only normative view I 

have ever been able to understand. 

N O T E S  

I am grateful to Mark Bernstein and Bruce Waller for helpful comments on earlier 

drafts of this essay. l owe a special debt to Robert Kane. 

1. Suppose the only options an individual had were (1) adoption of false, self

flattering beliefs (such as thinking one is better liked or more competent than one really 

is) or poor epistemic strategies (such as never entertaining criticisms of you-the-person 

as opposed to your behavior) and (2) leading a deeply depressed, suicide-prone life. In 

this case, I think there is a compelling moral case for adopting (1) . See Double (1988a) . 

2. What I call Philosophy as Conversation after Richard Rorty (1979, 1989) sees phi

losophy as a kind of literature that contributes to our intellectual lives without pro

nouncing on the character of ultimate reality. This contribution may be viewed aestheti

cally and evaluated as one does literary works, or viewed as a technical genre, full of 

modal operators and analyses of subjunctive conditionals, the sort of philosophy Rorty 

sees promulgated in the elite philosophy graduate schools of our day. 

Philosophy as Underpinnings sees philosophy's role as supporting some other area or 

areas of intellectual interest. Historically, philosophy has served religion, science, and 

common sense. Unsympathetically portrayed, the Underpinning metaphilosophy can be 

characterized as Philosophy for Defending What I Already Believe or Philosophy Support

ing Conventional Wisdom. Other metaphilosophies could be included such as Philosophy 

as Flaunting Common Sense, Philosophy as Stirring Up Controversy, Philosophy as Further

ing My Dissertation Advisor's Research Program, and Philosophy as Ego Aggrandizement. 

Also, there is a blurred line between a metaphilosophy and a favorite strategy one uses 

in a pinch. For example, we could consider the following as metaphilosophies or argu

mentative strategies. Philosophical Snootiness: Here philosophers give extra points to 

views simply because philosophers-in-the-right-circles endorse them. Studied Myopia to 

Avoid Critical Challenges: Here philosophers treat minutiae with great precision, while 

ignoring broader challenges to their technical concerns. Because philosophers have vari

ous motivations, they might instance more than one metaphilosophy. 

3. l owe this point to Robert Kane. 

4. Kane (1996a: 144) acknowledges this degree of looseness, which he calls " lack of 

antecedent determining control" over our choices but replies, controversially, that the 
type of control that free will requires is instead "plural voluntary control." For Kane, 

free persons manifest the latter when they control their choices at the time they make 
them, not before they make them. 
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I T is commonly held that personal autonomy encompasses self-control . l The root 

notion of autonomy ( from autos + nomos) is "self-rule" or "self-government,"  

and there is  at  least a superficial link between this root notion and self-control. 

The terms self-control and autonomy are used in a variety of senses. To avoid 

confusion, some guidance should be offered at the outset about my use of these 

terms in this essay. I understand self-control as, roughly, the contrary of akrasia 

(want of self-control, incontinence, weakness of will ) .  (Akrasia is discussed in 

section 2. ) By autonomy, taking etymology seriously, I mean, again roughly, "self

rule" or "self-government." Joel Feinberg usefully distinguishes among four 

"meanings" of the term autonomy as applied to individuals: "It can refer either 

to the capacity to govern oneself . . .  ; or to the actual condition of self-government 

. . .  ; or to an ideal of character derived from that conception; or . . .  to the sovereign 

authority to govern oneself" (1986: 28 ) .  My concern with autonomy in this essay 

is as an actual condition of individual agents. 

I should add that autonomy, as I understand it, is associated with a family 

of freedom-concepts: free will, free choice, free action, and the like. In some 

of the philosophical literature that I will discuss, issues are framed in terms of 

freedom rather than autonomy, but we are talking about (aspects of) the same 

thing. 
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1 .  A UTONOMY AND MORAL AGENCY 

Autonomy is sometimes used to name a property that, by stipulative definition, 

only agents who engage in moral conduct can have. I make no such stipulation. 

In his Nicomachean Ethics (1915b) Aristotle mentions hypothetical gods who have 

no need for the moral virtues (bk. 10.7) . Perhaps we can imagine, in the same 

vein, a universe whose only sentient inhabitants are self-sufficient, divine beings 

who devote their lives to various solitary intellectual activities, as they judge best, 

and want nothing from one another. Having no need or desire that calls for 

interaction with other beings, they act in total isolation from one another. A being 

of this kind may be self-ruled or self-governed. Even so, the being may also be 

utterly amoral, on some conceptions of morality. Now, it might turn out that 

according to some acceptable conception of morality, even beings of the imagined 

kind engage in moral conduct. Perhaps any such being has moral duties to itself, 

for example; and it may discharge those duties or fail to do so. I leave this issue 

open. Whether all possible self-ruled or self-governed beings engage in moral 

conduct is a substantive issue that hinges on the outcome of substantive disputes 

about the nature of morality. 

On the assumption that the hypothetical deities at issue are autonomous, the 

following claims from Kant's Foundations of the Metaphysic of Morals (1959 ) jointly 

place them, or their "wills," "under moral laws" :  "a free will and a will under 

moral laws are one and the same";  "freedom and the will's enactment of its own 

laws are indeed both autonomy" ( ibid. :  98, 104) .  As Onora O'Neill observes, Kant's 

conception of autonomy is by no means standard in twentieth-century literature 

on autonomy (1989: 53-54, 66, 75-76) .  Readers are forewarned that it is no part 

of my aim to explore a specifically Kantian notion of autonomy here. 

2. SELF - CONTROL, A KRASIA , AND THE 

SELF - CONTROLLED PERSON 

Common acceptance of the idea that individual autonomy encompasses self

control may be more nominal than substantive, depending upon the extent to 

which its proponents share a conception of self-control. The view of self-control 

that I will sketch has its roots in the ancient project of explaining intentional 

behavior. Aristotle asks, in chapter 7 of De Motu Animalium (1915a: 701a7-8), 
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"How does it happen that thinking is sometimes followed by action and some

times not, sometimes by motion, sometimes not?" A proper answer requires un

derstanding of how it happens that we sometimes act in accordance with our 

judgments about what it would be best to do and sometimes fail even to attempt 

so to act, pursuing instead a course of action at odds with what we judge best. 

What Aristotle called akrasia is, very roughly, a trait of character exhibited in 

uncompelled, intentional behavior that goes against the agent's best or better 

judgment. This is a judgment-made from the perspective of the agent's own 

values, desires, beliefs, and the like-to the effect that it would be best to do A, 

or ( instead) better to do A than to do B. Enkrateia ( self-control, continence, 

strength of will) is, again roughly, a trait of character exhibited in behavior that 

conforms with one's best or better judgment in the face of temptation to act to 

the contrary. ( For stylistic reasons, I will sometimes use "better judgment" in a 

broad sense that includes best judgments as well . )  The akratic person, Aristotle 

writes, "is in such a state as to be defeated even by those [pleasures 1 which most 

people master," while the self-controlled person is in such a state as "to master 

even those by which most people are defeated" (Nicomachean Ethics llsoall-13 ) .  

I will follow Aristotle i n  understanding self-control and akrasia a s  two sides of 

the same coin. According to a view that I have defended elsewhere, self-controlled 

individuals are agents who have significant motivation to conduct themselves as 

they judge best and a robust capacity to do what it takes so to conduct themselves 

in the face of (actual or anticipated) competing motivation (Mele 1995) . Akratic 

individuals, conversely, suffer from a deficiency in one or both of these connec

tions. Human beings wholly lacking self-control are at the mercy of whatever 

desires happen to be strongest-even when the desires clash with their better 

judgments. 

It may be appropriate to distance oneself from Aristotle on a number of 

counts. Aristotle limits the sphere of enkrateia and akrasia, like that of temperance 

and self- indulgence (Nicomachean Ethics po, 7.7) ,  to "pleasures and pains and 

appetites and aversions arising through touch and taste" ( ibid. : llsoa9-10) .2 On 

the conception of self-control being sketched, its sphere extends well beyond the 

bodily appetites. People exhibit self-control not only in (overt) actions that accord 

with their evaluative judgments-including judgments unrelated to bodily appe

tites-but also in their acquisition or retention of beliefs. Just as people can act 

akratically, they can believe akratically (Davidson 1985; Heil 1984; Mele 1987: ch. 

8 ;  Pears 1984; A. Rorty 1983), as in some cases of self-deception. By the same 

token, in successfully resisting actual or anticipated motivation to the contrary, 

agents may believe continently and manifest self-control (Mele 1995: ch. s ) .  The 

sphere of self-control-and of akrasia-extends, as well, to which emotions we 

have or lack at a particular time: not only do we sometimes have control over 

how or whether our emotions manifest themselves in our behavior, we sometimes 

have control over which emotions we have or lack ( ibid. : ch. 6 ) .  It extends even 
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further-to our assessment, revision, and acceptance of values and principles 

( ibid. : ch. 7) . 

One may reasonably depart from Aristotle on a metaphysical matter as well. 

He views the self-controlled agent as a person whose "desiring element" is "obe

dient" to his "reason" or "rational principle," though less obedient than the vir

tuous person's (Nicomachean Ethics n02b26-28) .  A human being "is said to have 

or not to have self-control," Aristotle writes, "according as his reason has or has 

not the control ( kratein) ,  on the assumption that this is the man himself" ( ibid. : 

n68b34-35) . Given his contention that "reason more than anything else is man" 

(n78a7; compare n66a17, 22-23; n68b27ff. ; compare also Plato, Republic 588b-

592b), Aristotle's identification of self-control with control by one's "reason" is 

predictable. 

On an alternative, holistic view of human beings, the "self" of self-control is 

identified with the whole person rather than with reason. Even when one's pas

sions and emotions run counter to one's better judgment, they often are not 

plausibly seen as alien forces. A conception of self-controlled individuals as, 

roughly, people who characteristically are guided by their better judgments even 

in the face of strong competing motivation does not commit one to viewing 

emotion, passion, and the like as having no place in the "self" of self-control. 

Self-control can be exercised in support of better judgments partially based on a 

person's appetites or emotional commitments. In some cases, our better judg

ments may indicate our evaluative ranking of competing emotions or appetites. 

Self-control may be either regional or global, and it comes in degrees (Rorty 

198oa) .  A scholar who exhibits remarkable self-control in adhering to the de

manding work schedule that he decisively judges best for himself may be "weak

willed" about eating. He is self-controlled in one "region" of his life and weak

willed in another. Further, some self-controlled individuals apparently are more 

self-controlled than others. Agents possessed of global self-control-self-control 

in all regions of their lives-would be particularly remarkable, if, in every region, 

their self-control considerably exceeded that of most people.3 

In Mele (1995), I developed an account of an ideally self-controlled person 

and I argued that the possession and successful exercise of such self-control is 

insufficient for autonomy. The ideally self-controlled person perfectly manifests 

what I called "perfect self-control." The relevant perfection has four dimensions: 
range, object, frequency, and effectiveness. 

1 .  Range. Perfect self-control is perfectly global. It is manifested in overt ac

tions, mental actions, intentions, beliefs, and emotions, in practical rea

soning and practical evaluative judgments, in the assessment, acceptance, 

and revision of values and principles, and so on. It has, we may say, 

maximal categorial range.4 
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2. Object. Exercises of self-control combat something in support of some

thing else. Ideally self-controlled agents never exercise self-control er

rantly ( see Mele 1995 : ch. 4) ,  but only in support of "pure" items-non

akratically held better judgments, values, principles, and the like. The 

objects of exercises of self-control in ideally self-controlled agents are, in 

this sense, perfect. 

3. Frequency. Ideally self-controlled agents exercise self-control whenever 

they reflectively deem it appropriate to do so. 

4. Effectiveness. Ideally self-controlled agents' exercises of self-control always 

succeed in supporting what they are aimed at supporting. They are per

fectly effective. This is not a matter of luck or causal deviance. Rather, 

ideally self-controlled agents consistently intentionally bring about the 

success of their exercises of self-control. 

Obviously, ideally self-controlled agents are imaginary beings. Do super

agents of this kind-even assuming that they exercise self-control regularly in all 

areas of their lives and enjoy mental health-have everything that personal au

tonomy requires.s Such super-agents, in being self-conscious, self-reflective, self

assessing beings, are at a great remove from cats and dogs, animals that can act 

intentionally but are too "simpleminded" for autonomous action (on standard 

views) . These super-agents also have qualities that we normal human beings only 

approximate. But are these agents' capacities and numerous flawless executions 

thereof sufficient for autonomous agency? 

Incompatibilists on the subject of autonomy will note that my ideally self

controlled agents can inhabit a deterministic world. Since they take determinism 

to preclude autonomy, my super-agents fall short of their requirements for au

tonomy. Incompatibilism is discussed at length in other chapters of this volume. 

Here, I take up another worry. 

Gerald Dworkin contends that "autonomy is a second-order capacity to reflect 

critically upon one's first-order preferences and desires, and the ability either to 

identify with these or to change them in light of higher-order preferences and 

values" (1988:  108 ) .  An ideally self-controlled person has this capacity and ability. 

However, even ideal self-control-no matter how frequently and successfully ex

ercised-might not suffice for autonomy. If, as it seems, every process of critical 

reflection is regulated or guided by principles or values already in place, some 

principle or value will be presupposed or taken for granted in each process. If the 

principles or values taken for granted are products of brainwashing or other forms 

of "mind control,"  the process is tainted. To be sure, one can advert to a capacity 

for third-order reflection on second-order preferences, but the problem can be 

repeated at that level too. Nor is the problem solved by evoking the image of 

Neurath's boat and observing that agents can criticize each of their values from 
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the perspective o f  some other value(s) without ascending a level; for a n  agent's 

collection of values may be engineered in such a way as to dictate the results of 

such criticism. 

Apparently, an agent who is ideally self-controlled in my sense might ulti

mately be controlled by his brainwasher. Although the agent rigorously and ef

fectively exercises an impressive capacity to master motivation that runs counter 

to his decisive better judgments about action, belief-formation, value-revision, and 

the like, the foundation on which these judgments rest might be wholly due to a 

malicious "mind-controller." Arguably, then, an autonomous agent must have 

some feature that even an ideally self-controlled person can lack. If so, how may 

self-control be supplemented to arrive at autonomy? I return to this question in 

section 5 . 

3. PE R S O N A L  A U T O N O M Y  A ND C O N T R O L  

Articulating just what autonomy amounts to has proved difficult. Part of the 

problem is that theorists have had quite different theoretical uses for a notion of 

individual autonomy.6 When an account of a concept is developed for a particular 

theoretical purpose, it can easily fail to suit other purposes. A possible tack is to 

construct a characterization of autonomy with the goal of accommodating all 

plausible theoretical demands that have been placed on something so named. 

However, the theoretical workload would then be enormous, and one may take 

comfort in the suggestion that no one specific concept is at work in all of these 

connections (Dworkin 1988: 6). 
It is a platitude that autonomous agents ( if there are any) have and exercise 

some degree of control over their lives. This platitude lies near the heart of familiar 

debate between compatibilists and incompatibilists about freedom of action and 

freedom of the will. One way to see the debate is in terms of control: incompa

tibilists contend that determinism is incompatible with our having the control 

over ourselves required for free will and free action, and for autonomy, in my 

sense; and compatibilists deny this. 

Sometimes it is claimed that agents have no control at all if determinism is 

true. That claim is false. When I drive my car (under normal conditions) ,  I am 

in control of the turns it makes, even if our world happens to be deterministic. I 

certainly am in control of my car's movements in a way in which my passengers 

and others are not. A distinction can be drawn between compatibilist or "non

ultimate" control and a species of control that might be available to agents in 
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some indeterministic worlds-"ultimate" contro1,7 I have the former kind of con

trol over my car, and I might have the latter kind as well. Ultimate control might 

turn out to be remarkably similar to the control that many compatibilists have 

in mind; the key to its being ultimate control might be its indeterministic setting 

(Mele 1995 : 213 ). 

A familiar argument against incompatibilists who hold that ( some) human 

beings are autonomous can be crudely stated as follows: autonomously willing 

and acting requires that agents exercise control over their "willings" and their 

actions; but control is a causal phenomenon and causation is essentially deter

ministic, so autonomy depends on determinism.8 Unfortunately, it often is not 

made clear exactly what deterministic thesis is supposed to be required for cau

sation. Determinism has been understood in a variety of ways, and distinct de

terministic theses have prompted philosophical debate. Consider Peter van In

wagen's (orthodox) definition of determinism as "the thesis that there is at any 

instant exactly one physically possible future" (van Ihwagen 1983: 3 ). It is deter

minism in this sense that van Inwagen argues is incompatible with free will, but 

causation seems not to depend on the absence of alternative physically possible 

futures. For dramatic effect, imagine that "a tiny bit of radioactive substance" has 

been rigged to a bomb in Al's house-a bit "so small, that perhaps in the course 

of one hour one of the atoms decays, but also, with equal probability, perhaps 

not."9 If, within one hour, any of the atoms decays, the causally undetermined 

decay-event will cause the bomb to detonate, which in turn will cause AI's house 

to blow up. If, alternatively, no such decay occurs in the specified period, the 

bomb will not explode. So there is more than one physically possible future. As 

it happens, an atom decays and the bomb is caused to explode. 

A related objection to incompatibilist belief in autonomy is more worrisome. 

Agents' control is the yardstick by which the bearing of chance or luck on their 

autonomy and moral responsibility is measured.lo Luck (good or bad) becomes 

problematic when it seems significantly to impede agents' control over themselves 

(for recent versions of this worry, see Haji  1999a; Mele 1995 : 195-204, 1999a; Straw

son 1994a; and Waller 1988). To the extent that it is causally undetermined 

whether, for example, an agent intends or decides in accordance with a better 

judgment that she made, the agent may seem to lack some control over what she 

intends or decides; perhaps a positive deterministic connection here would be 

more conducive to autonomy. Weakness of will is bad enough; an indeterministic 

connection between better judgments and intentions that allows, in addition, for 

"random" failures to intend as one judges best seems problematic. I return to this 

issue in section 6. 
At any rate, that control is a causal phenomenon is difficult to deny. Try to 

imagine one being controlling another in the absence of any causal connection 

between them-Connie controlling AI, say. If there is no causal connection be

tween them, Connie has no effect on AI. And if she has no effect on AI, Connie 
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is not controlling AI : one does not control a being o n  whom one has n o  effect. 

Of course, one may have the power to control a being on whom one in fact has 

no effect; one may consistently refrain from exercising that power, perhaps be

cause the being's conduct happens to accord with one's desires. But that is another 

matter. Given that causation is not essentially deterministic, it is open not only 

to compatibilists but also to incompatibilists to provide a causal account of the 

control required for autonomy. In sections 5 and 6, I address compatibilist and 

incompatibilist accounts of autonomy. I I 

4. A U T O N O M Y A ND P R o -A T T I T UD E S  

The capacities involved in personal autonomy are of at least two kinds, broadly 

conceived. Some are directed specifically at one's environment. Assuming some 

autonomy for Prometheus, he was considerably less autonomous bound than un

bound; chained to the rock, he possessed only a severely limited capacity to affect 

his environment. Others have a pronounced inner-directedness, their outward 

manifestations notwithstanding. Capacities for decision-making and for critical 

reflection on one's values, principles, preferences, and beliefs fall into the second 

group. Capacities of both kinds have at least a partly psychological basis. Although 

beings lacking a mental life may affect their environment, they cannot do so 

autonomously; and, of course, such beings are incapable of decision and reflection. 

Reserving the expression "psychological autonomy" for the kind of autonomy 

open even to a shackled Prometheus, one can ask what it requires. 

Three species of psychological autonomy that agents may, in principle, have 

regarding their pro-attitudes (for example, their values and desires) are distin

guishable. There are differences among (1) an agent's autonomously developing a 

pro-attitude over a stretch of time; (2) an agent's autonomously possessing a pro

attitude during a stretch of time; and (3) an agent's being autonomous regarding 

the influence of a pro-attitude on his intentional behavior.12 

I made this tripartite distinction elsewhere (Mele 1993) in criticizing a thesis 

advanced by John Christman (1991 ) .  Brief discussion of that thesis will prove 

useful. Christman maintains that "an agent is autonomous vis-a-vis some desire 

if the influences and conditions that gave rise to the desire were factors that the 

agent approved of or did not resist, or would not have resisted had she attended 

to them, and that this judgment was or would have been made in a minimally 

rational, non-self-deceived manner" ( ibid. : 22). This claim is undermined by the 

following case. 13 
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Alice, a specialist on drug addiction, once decided after careful reflection to 

make herself a heroin addict so that she could directly experience certain phe

nomena (see Frankfurt 1988:  14) .  She strove, accordingly, to develop irresistible 

desires for heroin and she fully accepted the developmental process on the basis 

of self-reflection that was at least minimally rational and involved no self

deception.  Alice was careful to reflect on the process only when clearheaded. In 

due time, Alice developed irresistible desires for heroin; by hypothesis, she auton

omously developed these desires. At present, while in the grip of an irresistible 

desire to use the drug, Alice rationally judges that it would be best to refrain from 

using it now; she explicitly and rationally judges, as well, that it would be best to 

eradicate her standing desire for heroin, beginning immediately. She is convinced 

that the experiment is more dangerous than she had realized and that it is time 

to start setting things right. However, Alice is incapable of resisting her present 

desire for heroin.  Moreover, she is incapable of immediately eradicating her stand

ing desire for heroin, and she is presently incapable of strategically eradicating it 

anytime soon (during t, say) . 

Although, by hypothesis, Alice autonomously developed irresistible desires for 

heroin, she is not autonomous with respect to the influence of her present desire 

for heroin on her present behavior . A clear sign of her nonautonomy in that 

connection is her inability, even in a compatibilist sense of ability, to refrain from 

acting on that desire even though she judges it best not to use the drug now. 

(Notice that part of Alice's aim in cultivating her irresistible desires might have 

been to enable herself to experience what it is like to be nonautonomous regarding 

the influence of a desire on one's behavior . )  Furthermore, Alice is not autonomous 

(or self-governing) vis-a.-vis her current possession of her standing desire for her

oin, nor her continued possession of it during t-even though she satisfies Christ

man's conditions for being "autonomous vis-a-vis [that] desire."14 If she were self

governing with respect to her possession of that desire, she would rid herself of 

it, as she judges best. Instead, she is stuck with the standing desire and victimized 

by it, while rationally preferring its eradication. Despite these problems, Christman 

may be on to something in his search for a developmental or historical aspect of 

autonomy. 

5. A U T O N O M Y  A ND H I S T O R Y 

Do agents' histories have a special bearing on psychological autonomy? An inter

nalist view of autonomy maintains that agents' histories are relevant to their psy-
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chological autonomy only insofar as their histories yield rationality, a n  ability to 

acquaint oneself with relevant facts, reliable capacities for decision-making and 

action, current psychic integration, and the like. Given that the traits and capacities 

are in place and are exercised with appropriate care and suitable frequency, all 

else is irrelevant to psychological autonomy, including how the agents came to be 

as they are. On an externalist view, there is more to being psychologically auton

omous over a stretch of time than what goes on inside a person during that time. 

The autonomy of (some) individuals also depends, for example, upon how they 

came to possess values and desires that guide self-reflection, decision-making, and 

the like: it depends on agents' causal histories. IS It has been suggested that com

patibilists are committed to internalism. Later, I will sketch some grounds for 

rejecting this claim. 

Bernard Berofsky writes: " [Alutonomy is not the freedom to express our 

origins; it is the freedom from those origins" (Berofsky 1995 : 225 ) .  What he terms 

"liberation from self" might also have been termed "liberation from one's history." 

Berofsky contends that autonomy is "a feature of the agent grounded in his cur

rent relation to himself and his world" and that "differences in autonomy are to 

be identified "in terms of differences in rationality, independence, objectivity, or 

personal integrity" ( ibid.: 211 ) .  With a possible exception that I am not sure how 

to interpret ( ibid. :  214-18) ,  he advocates an internalist conception of autonomy. 

Gerald Dworkin apparently endorses internalism: 

Autonomy is a second-order capacity to reflect critically upon one's first-order 

preferences and desires, and the ability either to identify with these or to 

change them in light of higher-order preferences and values. By exercising such 

a capacity we define our nature, give meaning and coherence to our lives, and 

take responsibility for the kind of person we are. (Dworkin 1988: 108 ) 

On this account, psychological autonomy seemingly is a wholly internal matter; 

it is possessed independently of facts about how the capacities and abilities came 

to be present in agents. Thus, beings who are, as it were, psychological twins over 

an interval t are equal with respect to psychological autonomy during t ( see Schoe

man 1978 ) .  Harry Frankfurt's bold endorsement of an internalist conception of 

free, or autonomous, action also sheds light on the general shape of an internalist 

conception of psychological autonomy: 

[Tlo the extent that a person identifies himself with the springs of his actions, 

he takes responsibility for those actions and acquires moral responsibility for 

them; moreover, the questions of how the actions and his identifications with 

their springs are caused are irrelevant to the questions of whether he performs 
the actions freely or is morally responsible for performing them. (Frankfort 

1988: 54; my italics) 

Internalism is problematic . A pair of agents who now share, in the same 

measure, the nonhistorical properties that Berofsky, Dworkin, and Frankfurt iden-
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tify as ingredients of autonomy may nevertheless have come to be the way they 

are in such radically different ways that we would be strongly inclined to regard 

one as significantly less autonomous than the other. Imagine, for example, that 

both Alan and Bob just now happily made enormous sacrifices for their children's 

sake, but that whereas Alan developed into an extraordinarily loving parent on 

his own, Bob's present disposition toward his children and his identification with 

his new parental values are products of covert brainwashing conducted last night. 

Prior to brainwashing, Bob had taken only a modest interest in his children's 

welfare; a futuristic social services department thought that it would be best for 

all concerned if he were like Alan. Other things being equal, one is naturally 

inclined to see Bob's pertinent action as less autonomous than Alan's-even if 

Bob does not fall short of Alan with respect to the nonhistorical properties these 

three philosophers have identified. 

Keith Lehrer contends that what he dubs "the power preference" (PP) empow

ers agents and makes them autonomous: A(PP) I have the preference structure 

concerning my preference that p because I prefer to have that preference structure 

concerning my preference that p" (Lehrer 1997: 100 ) .  He argues that PP solves the 

problems posed by external manipulation and chance: "If I have the preference 

structure that I do because I prefer to have it, then it cannot be the case that the 

preferences of it are imposed by another, nor, for that matter, can they be for

tuitous" (ibid. : 101 ) .  

This i s  doubtful. If I have the preference structure I prefer to  have, including 

my preference to have that preference structure, only because I prefer to have it, 

then, as Lehrer says, external manipulation has no part in explaining my having 

the preferences I do. But it is likely that my preferring to have the preference 

structure I have does not fully explain my having that structure: presumably, some 

of my preferences, including my preference to have the preference structure I 

have, are influenced by past experiences of mine. It might be claimed that my 

preferring to have the preference structure I have, including that very preference, 

is the proximate explanation of my having that preference structure. But this is 

consistent with the fact that this preference resulted from external manipulation. 

Suppose expert manipulators cause me to prefer a certain preference structure, a 

structure that includes my preference to have it. My having this higher order 

preference might be the proximate explanation of my having the preference struc

ture I do, even though a fuller explanation includes external manipulation. If I 

had not been manipulated, I would not have the preference structure that I now 

have. What Lehrer calls "the external manipulation problem" remains a problem 

for internalists about psychological autonomy. 

A familiar reaction is that autonomy requires what Dworkin has termed "pro

cedural independence" (1988:  18; compare Benn 1988; Haworth 1986; and Lindley 

1986) .  The requirement, as Dworkin sometimes represents it, is externalist. He 

writes :  "Second-order reflection cannot be the whole story of autonomy. For those 
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reflections, the choice of the kind of person one wants to become, may be influ

enced by other persons or circumstances in such a fashion that we do not view 

those evaluations as being the person's own" (Dworkin 1988: 18 ) .  Thus, oddly, a 

human being can have and exercise precisely the capacities and abilities that Dwor

kin identifies with autonomy, and yet not be autonomous, on his view. (This 

indicates that Dworkin's identification should be construed as a conditional one

that is, conditional upon the person's having "procedural independence.")  

Although Dworkin offers no analysis of procedural independence, he does 

sketch a program: 

Spelling out the conditions of procedural independence involves distinguishing 

those ways of influencing people's reflective and critical faculties which subvert 

them from those which promote and improve them. It involves distinguishing 

those influences such as hypnotic suggestion, manipulation, coercive persua

sion, subliminal influence, and so forth, and doing so in a non ad hoc fashion. 

( ibid.: 18) 

For some readers, this passage will have an internalist ring. If the proscribed 

influence amounts to the destruction or severe impairment-subversion in that 

sense-of agents' capacities for second-order reflection and the like, internalists 

can happily endorse the proscription. There is, however, a way of understanding 

the subversion of a person's reflective and critical faculties as at least sometimes 

an externalistic matter . By manipulating the perspective or orientation from which 

such faculties operate in another agent, one can subvert the faculties without 

dulling their edge. By controlling which principles or values an agent takes for 

granted, one can make another person's critical and reflective capacities serve one's 

own purposes-purposes perhaps violently opposed by the individual prior to 

manipulation. Perhaps Dworkin means to count subversion of this kind, too, as 

precluded by procedural independence. If so, his position is externalist. 

An externalist may suggest that the autonomous possession of a pro-attitude 

requires authenticity regarding that pro-attitude. Brief commentary on two con

ceptions of authenticity will prove useful. Dworkin, in an influential article, un

derstands authenticity as identification with one's motivations (Dworkin 1976 :  25 ) .  

Since brainwashed Bob identifies with his new motivations, authenticity i n  Dwor

kin's sense does not suit an externalist's needs. Joel Feinberg writes, in a similar 

vem: 

A person is authentic to the extent that . . .  he can and does subject his opin

ions and tastes to rational scrutiny. He is authentic to the extent that he can 

and does alter his convictions for reasons of his own, and does this without 

guilt or anxiety . . . .  He will select his life style to match his temperament, and 

his political attitudes to fit his ideals and interests. (Feinberg 1986: 33) 

But brainwashed Bob can scrutinize his opinions and tastes, alter his convictions 

in accordance with his values (some of which are products of brainwashing) , and 
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select (or at least embrace) a lifestyle that fits his current temperament. Feinberg's 

expression, "reasons of his own," might leave open what we need, if reasons of 

one's own are not simply identical with one's reasons.16 A theorist might hold that 

one's reasons count as "reasons of [one's 1 own" only under certain history

sensitive conditions. On such a reading, Feinberg's conception of authenticity is 

closer to what the externalist needs than is the more streamlined notion of au

thenticity as identification. 

As most contributors to the literature on autonomy observe, including Dwor

kin and Feinberg, autonomy does not entail being a wholly self-made person. Any 

conception of authenticity that requires individuals who possess that property to 

be the sole source of their values, preferences, and the like would be poorly suited 

to our needs. External influences on our values are considerable; a view of au

tonomy that placed autonomous individuals above all that would exclude all of 

us. Still, apparently, some instances of effective external influence greatly reduce 

psychological autonomy, and attention to authenticity might help us see why. 

Compare an authentic dollar bill with a perfect counterfeit. Both will get you 

a Coke from a vending machine. But only one of them can function in a legal 

purchase. Whether the two bills have the same causal powers is open to dispute. 

Some might claim that only one of them has the power to function-causally, of 

course-in your legally acquiring a Coke. Others might urge that because the 

distinction between the acquisition of a Coke and the legal acquisition of a Coke 

is a wholly conceptual matter, it has nothing whatever to do with causal powers: 

the bills have the same causal powers; but because only one of them is authentic, 

"purchasing" a Coke with the other does not count as a legal acquisition. This 

dispute may be set aside for present purposes. It suffices to note that, given certain 

conventions (in this case, laws) ,  the bills cannot function in precisely the same 

ways: both get you the Coke, but only one gets it for you legally. 

What are the conventions or principles with respect to which the sort of 

authenticity that an externalist needs would make a difference? One obvious an

swer is conventions or principles governing the attribution of responsibility to 

agents for their values, preferences, principles, and the like-or, more generally, 

for their character. To the extent that we view psychologically autonomous agents, 

in virtue of their autonomy, as responsible ( in some measure, at least) for their 

character, we are likely to consider an authenticity that bears on responsibility for 

one's character as bearing on personal autonomy, as well.l? Now, even if we see 

Alan as responsible for his character , do we see brainwashed Bob as responsible 

for the pertinent aspects of his new character, given what we know about the way 

that he came to be like Alan? 

Assume that determinism is true and assume as well that its truth is com

patible with personal autonomy and responsibility.1B It might be argued that, with 

these assumptions in place, ( 1 )  the notion of responsibility for one's character 

must be jettisoned and (2)  the best account we can give of autonomy regarding 
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one's way o f  life i s  that such autonomy is precisely a matter o f  living i n  accordance 

with preferences and desires that one identifies with " in light of higher order 

preferences and values." In the former connection, it may be claimed that char

acter is ultimately a product of external causes present prior even to our own 

existence, and that, having no control over such causes (events) , we have no 

control over-hence no responsibility for-our character.19 In the latter, it may 

be argued that if autonomy in a given practical domain suffices for an agent's 

responsiblity for his intentional actions in that domain, brainwashed Bob is re

sponsible for his Alan-like behavior. He, like Alan, conducts himself in accordance 

with higher order preferences and values with which he identifies, is capable of 

critical reflection, and so on. 

So much the worse for determinism and compatibilism, some will respond. 

But a philosopher may leave both theses open and take another approach. If a 

history-sensitive externalism about psychological autonomy is acceptable to a 

compatibilist about psychological autonomy, that is worth knowing. Richard Dou

ble has claimed-wrongly, I have argued (Mele 1995 : ch. 9)--that "the internalistic 

view is implicit in compatibilism" and that "compatibilism has not a chance of 

plausibility without [internalism], since otherwise the incompatibilist abhorrence 

of determinism will destroy it" (Double 1991: 56-57) .  The apparent problem is 

that once agents' histories are allowed to have a relevance of the sort discussed 

here to their autonomy, their having deterministic histories also is relevant, and 

in a way that undermines compatibilism. It may be thought that if instances of 

manipulation of the sort that I have mentioned block psychological autonomy, 

they do so only if they causally determine crucial psychological events or states, 

and that determinism consequently is in danger of being identified as the real 

culprit.20 

Assuming the truth of determinism, is it true that the internalist account of 

autonomy just sketched is the best possible? Well, determinists are in a position 

to distinguish among different causal routes to the collections of values (and 

"characters")  agents have at a time. They are also in a position to provide prin

cipled grounds for holding that distinct routes to two type-identical collections of 

values may be such that one and only one of those routes blocks autonomy 

regarding a life lived in accordance with those values. An analogue of the familiar 

compatibilist distinction between caused and compelled (or constrained) behavior 
may be used here.2l Perhaps in engineering Bob's parental values, the civic-minded 

brainwashers compelled him to have Alan-like pro-attitudes. Even so, a true and 

complete causal story about Alan's having the values that he has, might involve 

no compulsion. If Bob was compelled to possess his Alan-like values while Alan 

was not, we have some apparent grounds, at least, for taking the latter alone to 

be responsible for the pertinent aspects of his character and for value-guided deeds 

of the pertinent sort. And if these grounds are deemed irrelevant to responsibility, 

compatibilism is threatened. If the causal production and sustaining of values and 
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other pro-attitudes are indistinguishable from the compulsive production and sus

taining of such things, then determinists would have to hold that all of our pro

attitudes are effects of compulsion, and none "merely" of causation-in which 

case, arguably, the causally determined behavioral consequences of our pro

attitudes are themselves ( indirectly) compelled, and no one is responsible for any 

behavior at all that is driven by pro-attitudesY 

6. A U T O N O M I S M: LI B E R T A R I A N, 

C O MPA T I B I L I S T, A ND A G N O S T I C  

Libertarians argue that determinism precludes autonomy by, for example, pre

cluding an agent's ultimate responsibility for anything ( see Kane 1996a) . Some 

compatibilist believers in autonomy argue that libertarians rely on indeterminism 

in a way that deprives us of autonomous control over our decisions ( for example, 

Berofsky 1995 ) .  Theorists who contend that no human being is autonomous 

("nonautonomists" )  can benefit from arguments on both sides, alleging that lib

ertarians decisively reveal the ordinary person's notion of autonomy, an incom

patibilist notion, and that compatibilist critics of libertarianism show that the 

notion is incoherent or unsatisfiable. Is there a way to use the resources both of 

libertarianism and of compatibilism in an argument for the following thesis: the 

claim that there are autonomous human beings is more credible than the claim 

that there are none? 

Suppose that Ann, on the basis of careful, rational deliberation, judges it best 

to A. And suppose that, on the basis of that judgment, she decides to A and then 

acts accordingly, intentionally A-ing. Suppose further that Ann has not been sub

jected to autonomy-thwarting mind control or relevant deception, that she is 

perfectly sane, and so on. To make a long story short, suppose that she satisfies 

an attractive set of sufficient conditions for compatibilist autonomy regarding her 

A-ing ( see Mele 1995 : ch. 10 .5) .  Now add one more supposition to the set: while 

Ann was deliberating, it was not causally determined that she would come to the 

conclusion she did. 
In principle, an agent-internal indeterminism may provide for indeterministic 

agency while blocking or limiting our ( "nonultimate" )  control over what happens 

only at junctures at which we have no greater control on the hypothesis that our 

world is deterministic (Mele 1995 : ch. 12; compare Dennett 1978 :  294-99;  Ekstrom 

103-29; and Kane 1985 : 101-10 ) .  Ordinary human beings have a wealth of beliefs, 

desires, hypotheses, and the like, the great majority of which are not salient in 
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consciousness during any given process of deliberation. Plainly, i n  those cases in 

which we act on the basis of careful deliberation, what we do is influenced by at 

least some of the considerations that "come to mind" -that is, become salient in 

consciousness-during deliberation and by our assessments of considerations. 

Now, even if determinism is true, it is false that, with respect to every consider

ation-every belief, desire, hypothesis, and so on-that comes to mind during 

our deliberation, we are in control of its coming to mind; and some considerations 

that come to mind without our being in control of their so doing may influence 

the outcome of our deliberation. Furthermore, a kind of internal indeterminism 

is imaginable that limits our control only in a way that gives us no less nonulti

mate control than we would have on the assumption that determinism is true, 

while opening up alternative deliberative outcomes. (Although, in a deterministic 

world, it would never be a matter of genuine chance that a certain consideration 

came to mind during deliberation, it may still be a matter of luck relative to the 

agent's sphere of control . )  As I put it elsewhere, "Where compatibilists have no 

good reason to insist on determinism in the deliberative process as a requirement 

for autonomy, where internal indeterminism is, for all we know, a reality, and 

where such indeterminism would not diminish the non ultimate control that real 

agents exert over their deliberation even on the assumption that real agents are 

internally deterministic-that is, at the intersection of these three locations-lib

ertarians may plump for ultimacy-promoting indeterminism."23 

Space constraints preclude much elaboration here, but I will point out that 

the modest indeterminism at issue allows agents ample control over their delib

eration.  Suppose a belief, hypothesis, or desire that is relevant to a deliberator's 

present practical question comes to mind during deliberation but was not causally 

determined to do so (perhaps unlike the great majority of considerations that 

come to mind during this process of deliberation) . 24 Presumably, a normal agent 

would be able to assess this consideration. And upon reflection, he might rationally 

reject the belief as unwarranted, rationally judge that the hypothesis does not merit 

investigation, or rationally decide that the desire should be given little or no weight 

in his deliberation. Alternatively, reflection might rationally lead him to retain the 

belief, to pursue the hypothesis, or to give the desire significant weight. That a 

consideration comes to mind indeterministically does not entail that the agent has 

no control over how he responds to it. 
Considerations that indeterministically come to mind (like considerations that 

deterministically come to mind) are nothing more than input to deliberation. 

Their coming to mind has at most an indirect effect on what the agent decides, 

an effect that is mediated by the agent's own assessment of them. They do not 

settle matters. Moreover, not only do agents have the opportunity to assess these 

considerations, they also have the opportunity to search for additional relevant 

considerations before they decide, thereby increasing the probability that other 

relevant considerations will indeterministically come to mind. They have the op-



A U TO N O MY, S E L F -C O N T R O L , A N D  W E AK N E S S  O F  W I L L  545 

portunity to cancel or attenuate the effects of bad luck (for example, the unde

termined coming to mind of a misleading consideration or an undetermined 

failure to notice a relevant consideration) .  And given a suitable indeterminism 

regarding what comes to mind in an assessment process, it is not causally deter

mined what assessment the agent will reach. 

Compatibilists who hold that we act autonomously even when we are not in 

control of what happens at certain specific junctures in the process leading to 

action are in no position to hold that an indeterministic agent's lacking control 

at the same junctures precludes autonomous action. And, again, real human be

ings are not in control of the coming to mind of everything that comes to mind 

during typical processes of deliberation. If this lack of perfect nonultimate control 

does not preclude its being the case that autonomous actions sometimes issue 

from typical deliberation on the assumption that we are deterministic agents, it 

also does not preclude this on the assumption that we are indeterministic agents. 

Is a modest indeterminism of the kind I have sketched useful to libertarians? 

Elsewhere, I have suggested that at least some libertarians might prize something 

that compatibilist autonomy does not offer them, a species of agency that gives 

them a kind of independence and an associated kind of explanatory bearing on 

their conduct that they would lack in any deterministic world (Mele 1996, 1999a) . 

The combination of the satisfaction of an attractive set of sufficient conditions for 

compatibilist autonomy, including all the non ultimate control that involves, and 

a modest agent-internal indeterminism of the sort I have described would give 

them that. Agents of the imagined sort would make choices and perform actions 

that lack deterministic causes in the distant past. They would have no less control 

over these choices and actions than we do over ours, on the assumption that we 

are deterministic agents. And given that they have at least robust compatibilist 

responsibility for certain of these choices and actions, they would also have ulti

mate responsibility for them. These choices and actions have, in Robert Kane's 

words, "their ultimate sources" in the agents, in the sense that the collection of 

agent-internal states and events that explains these choices and actions does not 

itself admit of a deterministic explanation that stretches back beyond the agent 

( 1996a: 98 ) .  

Now, even if  garden-variety compatibilists can be led to  see that the problem 

of luck is surmountable by a libertarian, how are theorists of other kinds likely to 

respond to the libertarian position that I have been sketching? There are, of course, 

philosophers who contend that moral responsibility and autonomy are illusions 

and that we lack these properties whether our world is deterministic or indeter

ministic (see, for example, Double 1991 and G. Strawson 1986) .  Elsewhere, I have 

argued that the impossible demands this position places on moral responsibility 

and autonomy are unwarranted demands (Mele 1995 : chs. 12 and 13 ) .  

Modest libertarians can also anticipate trouble from traditional libertarians, 

who want more than the modest indeterminism that I have described can offer. 
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I t  is incumbent upon traditional libertarians to show that what they want is co

herent. That requires showing that this does not entail or presuppose a kind of 

luck that would itself undermine moral responsibility.25 The traditional libertarian 

wants both indeterminism and significant control at the moment of choice or 

decision.  This is the desire that prompts a serious version of the worry about luck 

sketched in section 3 .26 

Must one choose between compatibilism and incompatibilism regarding the 

issue of autonomy? No. One can be agnostic. Moreover, consistently with agnos

ticism, one can make a case for the existence of autonomy. In Mele (1995 ) ,  I 

defended what I dubbed "agnostic autonomism,"  the conjunction of the agnos

ticism just identified with the belief that there are autonomous human beings. 

This position can draw upon the resources both of compatibilism and of liber

tarianism. It can offer both a robust, satisfiable set of sufficient conditions for 

compatibilist autonomy and a coherent set of conditions for incompatibilist au

tonomy that, for all we know, is satisfied by real human beings. It has the resources 

to resolve alleged, determinism-neutral problems for compatibilist accounts of 

autonomy, to conquer (along lines sketched earlier in this section) the problem 

about "luck" or control that libertarianism traditionally faces, and to show that if 

compatibilism is true, belief in the existence of human autonomy is warranted. 

Further, agnostics have the advantage of not having certain disadvantages. Ag

nostics do not insist that autonomy is compatible with determinism; nor need 

they insist that we are internally indeterministic in a way useful to libertarians. 

But if it were discovered that we are not suitably indeterministic, they would have 

compatibilism to fall back on. 

I claimed then, and still believe, that agnostic autonomism is more credible 

than the view that no human being is autonomous (nonautonomism) .  Consider 

the following propositions: 

a. Some human beings are autonomous and determinism is compatible 

with autonomy (compatibilist belief in autonomy) . 

b. Some human beings are autonomous and determinism is incompatible 

with autonomy (libertarianism) .  

c .  Either a o r  b (agnostic autonomism) .  

d .  N o  human beings are autonomous (nonautonomism) .  

Imagine that each proposition has a probability between 0 and 1 .  Then (c)  has a 

higher probability than (a) and a higher probability than (b) ,  since (c)  is the 

disjunction of (a)  and (b) .  So what about (d)? I argued that nonautonomism, at 

best, fares no better than (a) and no better than (b) (1995 : ch. 13 ) .  If that is right, 

then since (c)  has a higher probability than each of (a)  and (b) ,  (c)  has a higher 

probability than (d) :  agnostic autonomism beats nonautonomism! The nature of 

the claimed victory is such as to call for further work on all sides. 
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NOTES 

Much of this essay derives from Mele (1995: chs. 1, 7, 8, 9, 12, and 13);  part derives from 

Mele (1999 ) .  

1 .  See Audi (1991a) ,  Benn (1988: ch. 10) ,  Feinberg (1986: ch. 1 8 ) ,  Haworth (1986) ,  

Lindley (1986: ch .  5 ) ,  and Young 1986. 

2. For other restrictive features of Aristotle's notion of enkrateia, see Charlton 1988: 

35-41. 

3 .  An issue that has received significant attention in the philosophical literature on 

self-control revolves around an interesting puzzle about how an exercise of self-control 

against one's strongest desires at the time is possible. I lack the space to review it here. 

See Alston (1977) ,  Kennett and Smith (1996, 1997) ,  McCann (1995a) , Mele (1987: ch. 5, 

1995: ch. 3, 1997a, 1998a) ,  Pugmire (1994) , and Velie man (1992) .  

4. More strictly, ideal self-control has maximal range relative to the psychological 

and physical life of a being. Immaterial beings incapable of overt action may be per

fectly self-controlled; the same may be true of some hypothetical emotionless beings. 

But such beings are not my primary concern. By "maximal categorial range" in 1, I 

mean, roughly, the full range of self-control open to a being whose life is at least as 

robust and complex, physically and psychologically, as that of the average reader of this 

chapter. 

5 .  The assumption is motivated partly by the possibility that some ideally self

controlled person rarely, if ever, needs to exercise his powers of self-control. On the rel

evance of mental health, see Mele (1995: 122-26) .  

6. Indeed, some theorists have used autonomy as a theoretical foil (for example, 

Wolf 1990) .  

7 .  Refer to  Fischer's distinction between "guidance" and "regulative" control, Fi

scher (1994: 132-35 ) .  

8 .  For more sophisticated versions of this argument, see Ayer (1954) , Bergmann 

(1977: 234-35) ,  Hobart ( 1934) ,  Nowell-Smith (1948 ) ,  and Smart (1961); compare 1960 

Hume: bk. II ,  pt. III, sec. 2 and item 1955. sec. 8. 

9. The quoted words are from Schrodinger (1983: 157 ) .  On triggering cases of this 

general kind, also see Anscombe (1981: 144-47)
' 

Lewis (1986a, vol. 20 176 ) ,  Sorabji (1980: 

28) ,  and van Inwagen (1983: 191-92) . 

10. The connection between control and "moral luck" is a major theme in Nagel's 

"Moral Luck" (1979: 24-38) . 

11. Since agent-causation is a central topic of other essays in this volume, I will not 

discuss it here. 

12. This tripartite distinction is not intended to be exhaustive. 

13 . For further discussion of Christman (1991), see Mele (1993 ) ,  where essentially 
this case appears. 

14. This is not to deny that Alice is responsible (causally or morally) for her contin

ued possession of the desire. 

15. In Mele (1995 ) ,  I compared the distinction between internalist and externalist 

conceptions of psychological autonomy with the distinction between internalism and ex

ternalism about the individuation of psychological states (a major issue in the philoso

phy of mind) ,  and I suggested some ways in which the distinctions are independent of 
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one another ( ibid. :146-47) . D .  Zimmerman (1999) is a fascinating exploration o f  the 

comparative issue. 

16. For an attempted distinction along these lines, see Dworkin (1976: 25 ) .  See Mele 

(1995: ch. 7.5 ) on a putative distinction between "his own" and "his." 

17. The kinds of responsibility associated with autonomy may vary with the kind of 

agent at issue. If even the various actions and omissions of the morality-transcending 

Aristotelian gods I mentioned have no moral significance, moral responsibility does not 

apply to these beings. ( Imagine that these gods are the sole sentient inhabitants of their 

universe . )  

18. The determinism at  work here need not be a perfectly universal one. It may, 

instead, be a deterministic theory specifically of human development and behavior. For 

a detailed deterministic theory of the latter kind, see Honderich (1988, vols. 1 and 2 ) .  

19 .  See, for example, Waller (1990) ,  who argues that determinism i s  compatible 

with freedom but not with moral responsibility. If there is a sense of freedom in which 

this is true, most compatibilist believers in freedom are seeking something more robust. 

20. Roughly this idea is a theme in various "mind-control" arguments against com

patibilism, as Blumenfeld (1988) observes. For a view of moral responsibility that is ex

plicitly externalist and compatibilist, see Fischer ( 1987) . (Fischer does not there endorse 

the compatibility of determinism with freedom to do otherwise, but compatibilists about 

determinism and free action need not be compatibilists about determinism and freedom 

to do otherwise . )  Fischer's externalism about moral responsibility is developed further in 

Fischer and Ravizza (1994 and 1998) .  

21 .  See, for example, Audi (1993: chs. 7 and 10) ,  Ayer ( 1954) , Griinbaum (1971 ) ,  Mill 

( 1979: ch. 26, esp. 464-67) ,  and Schlick 1962: ch. 7. Also see Hume's remarks on the 

liberty of spontaneity versus the liberty of indifference (1960 bk. II ,  pt. III, sec. 2 ) .  

22 .  An internalist might claim that agents are autonomous with respect to  their 

possession of a pro-attitude if and only if they are able (at least in a compatibilist sense 

of able) to shed the attitude. In Mele (1995 ) ,  I argue that agents can autonomously pos

sess attitudes that they are "practically unable" to shed, and that "psychological twins," 

owing to different histories, may be such that although one of them is autonomous re

garding a practically unsheddable attitude, the other is not ( ibid. 149-73 ) .  The issue is 

complicated; owing to space constraints, I cannot explore it here. 

23. Mele (1995: 235 ) .  On the relative theoretical utility of internal versus external in

determinism, see ibid. ( 195-96) .  

24 .  Regarding the parenthetical clause, bear in mind that not  all causally deter

mined events need be part of a deterministic chain that stretches back even for several 

moments, much less close to the Big Bang. 

25. Just as I distinguished between ultimate and non ultimate control, one may dis
tinguish between ultimate and non ultimate luck. Perhaps millions of years ago, in a de
terministic universe, conditions were such that today Karl would be an exceptionally 

kind person whereas Carl would be a ruthless killer. Here we have ultimate luck-good 

and bad. Libertarians have been much more impressed by it than by non ultimate luck. 

26. In section 3, I mentioned recent worries about luck articulated by Haji, Mele, 

Strawson, and Waller (1988 ) .  See Kane ( 1996a) for a libertarian reply to Waller and 

Strawson, and Kane (1999 and b) for replies to Haji and Mele. Also see Kane's essay in 

this volume, chapter 18. 
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CHAPTER 25 

DO WE HAVE FREE WILL? 

BENJAMIN LIBET 

I have taken an experimental approach to the question of whether we have free 

will. Freely voluntary acts are preceded by a specific electrical change in the brain 

(the "readiness potential", RP) that begins 550 msec. before the act. Human sub

jects became aware of intention to act 350-400 msec. after RP starts, but 200 
msec. before the motor act. The volitional process is therefore initiated uncon

sciously. But the conscious function could still control the outcome; it can veto 

the act. Free will is therefore not excluded. These findings put constraints on views 

of how free will may operate; it would not initiate a voluntary act but it could 

control performance of the act. The findings also affect views of guilt and respon

sibility. 

But the deeper question still remains: Are freely voluntary acts subject to 

macro-deterministic laws or can they appear without such constraints, nondeter

mined by natural laws and "truly free"? I shall present an experimentalist view 

about these fundamental philosophical opposites. 

The question of free will goes to the root of our views about human nature 

and how we relate to the universe and to natural laws. Are we completely defined 

by the deterministic nature of physical laws? Theologically imposed fateful destiny 

ironically produces a similar end-effect. In either case, we would be essentially 

sophisticated automatons, with our conscious feelings and intentions tacked on 

as epiphenomena with no causal power. Or do we have some independence in 

making choices and actions, not completely determined by the known physical 

laws? 

I have taken an experimental approach to at least some aspects of the ques

tion. The operational definition of free will in these experiments was in accord 
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with common views. First, there should b e  no external control o r  cues t o  affect 

the occurrence or emergence of the voluntary act under study; that is, it should 

be endogenous. Second, the subject should feel that he or she wanted to do it, on 

her or his own initiative, and feel he or she could control what is being done, 

when to do it or not to do it. Many actions lack this second attribute. For example, 

when the primary motor area of the cerebral cortex is stimulated, muscle con

tractions can be produced in certain sites in the body. However, the subject (a 

neurosurgical patient) reports that these actions were imposed by the stimulator, 

that is, that he did not will these acts. And there are numerous clinical disorders 

in which a similar discrepancy between actions and will occurs. These include the 

involuntary actions in cerebral palsy, Parkinsonism, Huntington's chorea, Tour

ette's syndrome, and even obsessive compulsions to act. A striking example is the 

"alien hand syndrome." Patients with a lesion in a fronto-medial portion of pre

motor area may find that the hand and arm on the affected side performs curious 

purposeful actions, such as undoing a buttoned shirt when the subject is trying 

to button it up; all this occurs without or even against the subject's intention and 

will. ( See Spence and Frith 1999: 23. )  

1. TI M I N G  OF BRA I N  P R O C E S S E S  A ND 

C O N S C I O U S  W I L L  

Performance of "self-paced" voluntary acts had, surprisingly, been found to be 

preceded by a slow electrical change recordable on the scalp at the vertex (Korn

huber and Deecke 1965 ) .  The onset of this electrical indication of certain brain 

activities preceded the actual movement by up to 1 sec or more. It was termed 

the "Bereitschaftpotential" or "readiness potential" (RP ) .  To obtain the RP re

quired averaging the recordings in many self-paced acts. Subjects were therefore 

asked to perform their acts within time intervals of 30 sec. to make the total study 

manageable. In our experiments, however, we removed this constraint on freedom 
of action; subjects performed a simple flick or flexion of the wrist at any time 

they felt the urge or wish to do so. These voluntary acts were to be performed 

capriciously, free of any external limitations or restrictions (Libet et al. 1982) . RPs 

in these acts began with onsets averaging 550 msec. before activation of the in

volved muscle ( Figure 25 .1) . 

The brain was evidently beginning the volitional process in this voluntary act 

well before the activation of the muscle that produced the movement. My question 

then became, When does the conscious wish or intention ( to perform the act) 



D O  WE HAVE FREE WILL? 553 

appear? In the traditional view of conscious will and free will, one would expect 

conscious will to appear before, or at the onset, of the RP, and thus command 

the brain to perform the intended act. But an appearance of conscious will 550 

msec. or more before the act seemed intuitively unlikely. It was clearly important 

to establish the time of the conscious will relative to the onset of the brain process 

(RP) ;  if conscious will were to follow the onset of RP, that would have a funda

mental impact on how We could view free will. 

To establish this temporal relation required a method for measuring the time 

of appearance of the conscious will in each such act. Initially, that seemed to me 

an impossible goal. But after some time it occurred to me to try having the subject 

report a "clock-time" at which he or she was first aware of the wish or urge to 

act ( Figure 25 .2) (Libet et aI. ,  1983a) .  The clock had to be much faster than the 

usual clock, in order to accommodate time differences in the hundreds of msec. 

For our clock, the spot of light of a cathode ray oscilloscope was made to revolve 

around the face of the scope like the sweep-second hand of an ordinary clock, 

but at a speed approximately 25 times as fast. Each of the marked off "seconds" 

around the periphery was thus equivalent to about 40 msec. When we tried out 

this method, we were actually surprised to find that each subject reported times 

for first awareness of wish to act (W) with a reliability of 20 msec. ,  for each group 

of 40 such trials. A test for the accuracy of such reports was also encouraging. In 

this, the subject remained relaxed and did not perform any voluntary act. Instead, 

a weak electrical stimulus was delivered to the skin of the same hand. The stimulus 

was applied at random times in the different trials. The experimental observers 

knew the actual time for each stimulus. The subject did not know this actual time 

but was asked to report the clock-time at which he felt each such stimulus. Sub

jects accomplished this with an error of only - 50 msec. 

1.1. The Experiment 

In the actual experiment, then, each RP was obtained from an averaged electrical 

recording in 40 trials. In each of these trials, the subject performed the sudden 

flick of the wrist whenever he or she freely wanted to do so. After each of these 

trials, the subject reported W, the clock-time associated with the first awareness 

of the wish to move (Libet et al. 1983a) . 

1.2. Brain Initiates Voluntary Act Unconsciously 

The results of many such groups of trials are diagrammed in Figure 25 .3 .  For 

groups in which all the voluntary acts were freely spontaneous, with no reports 
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Fig. 25.1 Readiness potentials (RP) preceding self-initiated voluntary acts. Each hori

zontal row is the computer-averaged potential for 40 trials, recorded by a DC system 

with an active electrode on the scalp, either at the midline-vertex (Cz) or on the left 

side (contralateral to the performing right hand (Cc) . 

When every self-initiated quick flexion of the right hand (fingers or wrist) in the 

series of 40 trials was (reported as having been) subjectively experienced to originate 

spontaneously and with no planning by the subject, RPs labeled type II were found in 

association. (Arrowheads labeled MN indicate onset of the "main negative" phase of 

the vertex recorded type II RPs in this figure; see Libet et al 1982. Onsets were also 

measured for 90% of the total area of RP) .  When an awareness of a general intention 

or planning to act sometime within the next second or so was reported to have oc

curred before some of the 40 acts in the series, type I RPs were recorded (ibid) .  In the 

last column, labeled S, a near-threshold skin stimulus was applied in each of the 40 

trials at a randomized time unknown to the subject, with no motor act performed; the 

subject was asked to recall and report the time when he became aware of each stimu

lus in the same way he reported the time of awareness of wanting to move in the case 

of self-initiated motor acts. 

The solid vertical line through each column represents 0 time, at which the elec

tromyogram (EMG) of the activated muscle begins in the case of RP series, or at 
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of rough planning of when to act, the onset of RP averaged - 550 msec. (before 

the muscle was activated) . The W times for first awareness of wish to act averaged 

about - 200 msec. ,  for all groups. This value was the same even when subjects 

reported having pre-planned roughly when to act! If we correct W for the - 50 

msec. error in the subjects' reports of timings of the skin stimuli, we have an 

average corrected W of about - 150 msec. Clearly, the brain process (RP)  to pre

pare for this voluntary act began about 400 msec. before the appearance of the 

conscious will to act (W) . This relationship was true for every group of 40 trials 

and in every one of the nine subjects studied. It should also be noted that the 

actual difference in times is probably greater than the 400 msec; the actual initi

ating process in the brain probably starts before our recorded RP, in an unknown 

area that then activates the supplementary motor area in the cerebral cortex. The 

supplementary motor area is located in the midline near the vertex and is thought 

to be the source of our recorded RP. 

2 .  A N Y  R O L E  F O R  C O N S C I O U S  W I L L ?  

The initiation of the freely voluntary act appears to begin in the brain uncon

sciously, well before the person consciously knows he wants to act ! .  Is there, then, 

any role for conscious will in the performance of a voluntary act? ( see Libet, 1985 ) 

To answer this it must be recognized that conscious will (W) does appear about 

150 msec. before the muscle is activated, even though it follows onset of the RP. 

which the stimulus was actually delivered in the case of S series. The dashed horizon

tal line represents the DC baseline drift. 

For subject S.S. ,  the first RP (type I) was recorded before the instruction "to let 

the urge come on its own, spontaneously" was introduced; the second RP (type II) was 

obtained after giving this instruction in the same session as the first. For subjects G.L., 

S.B. , and B.D., this instruction was given at the start of all sessions. Nevertheless, each 

of these subjects reported some experiences of loose planning in one of the 40-trial 

series, those series exhibited type I RPs rather than type II .  Note that the slow nega

tive shift in scalp potential that precedes EMGs of self-initiated acts (RP) does not pre

cede the skin stimulus in S series. However, evoked potentials following the stimulus 

are seen regularly to exhibit a large positive component with a peak close to + 300 ms. 

(arrow indicates this time), this P300 event-related potential had been shown by others 

to be associated with decisions about uncertain events (in this case, the time of the 

randomly delivered stimulus), and it also indicates that the subject is attending well to 

the experimental conditions. 
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45 

30 
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Fig. 25.2 Oscilloscope "clock." Spot of light revolves around periphery of screen, once 

in 2.56 sec. (instead of 60 sec. for a sweep-second hand of a regular clock). Each 

marked off "second" (in the total of 60 markings) represents 43 msec. of actual time 

here. The subject holds his gaze to the center of the screen. For each performed quick 

flexion of the wrist, at any freely chosen time, the subject was asked to note the posi

tion of the clock spot when he or she first became aware of the wish or intention to 

act. This associated clock time is reported by the subject later, after the trial is com

pleted. 

An interval of 150 msec. would allow enough time in which the conscious function 

might affect the final outcome of the volitional process. (Actually, only 100 msec. 

is available for any such effect. The final 50 msec. before the muscle is activated 

is the time for the primary motor cortex to activate the spinal motor nerve cells. 

During this time the act goes to completion with no possibility of stopping it by 

the rest of the cerebral cortex. ) 

Potentially available to the conscious function is the possibility of stopping or 

vetoing the final progress of the volitional process, so that no actual muscle action 

ensues. Conscious will could thus affect the outcome of the volitional process even 

though the latter was initiated by unconscious cerebral processes. Conscious will 

might block or veto the process, so that no act occurs . 
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Fig. 25.3 Diagram of sequence of events, cerebral and subjective, that precede a fully 

self-initiated voluntary act. Relative to 0 time, detected in the electromyogram (EMG) 

of the suddenly activated muscle, the readiness potential (RP an indicator of related 

cerebral neuronal activities) begins first, at about - 1050 ms. when some planning is 

reported (RP I) or about - 550 ms. with spontaneous acts lacking immediate planning 

(RP II) .  Subjective awareness of the wish to move (W) appears at about - 200 ms., 

some 350 ms. after onset even of RP II; however, W does appear well before the act 

(EMG) .  Subjective timings reported for awareness of the randomly delivered S (skin) 

stimulus average about - 50 ms. Relative to actual delivery time (from Libet 1989) .  

The existence of a veto possibility is  not in doubt. The subjects in our exper

iments at times reported that a conscious wish or urge to act appeared but that 

they suppressed or vetoed that. In the absence of the muscle's electrical signal 

when being activated, there was no trigger to initiate the computer's recording of 

any RP that may have preceded the veto; thus, there were no recorded RPs with 

a vetoed intention to act. We were, however, able to show that subjects could veto 

an act planned for performance at a prearranged time. They were able to exert 

the veto within the interval of 100 to 200 msec. before the preset time to act (Libet 

et aI. ,  1983b ) .  A large RP preceded the veto, signifying that the subject was indeed 

preparing to act, even though the action was aborted by the subject. All of us, not 

just experimental subjects, have the experience of vetoing a spontaneous urge to 

perform some act. This often occurs when the urge to act involves some socially 

unacceptable consequence, like an urge to shout some obscenity at the professor. 

( Incidentally, in the disorder called Tourette's syndrome, subjects do spontane

ously shout obscenities. These acts should not be regarded as freely voluntary. No 

RP appears before such an act. A quick reaction to an unwarned stimulus also 

lacks a preceding RP, and it is not a freely voluntary act. ) 

Another hypothetical function for conscious will could be to serve as a "trig

ger" that is required to enable the volitional process to proceed to final action. 

However, there is no evidence for this, such as there is for a veto function, and 
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the "trigger" possibility also seems unlikely on other grounds. For example, vol

untary acts that become somewhat "automatic" can be performed with no re

portable conscious wish to do so; the RP is rather minimal in amplitude and 

duration before such automatic acts. Automatic acts clearly go to completion 

without any conscious trigger available. 

2.1. Does The Conscious Veto Have a Preceding 

Unconscious Origin? 

One should, at this point, consider the possibility that the conscious veto itself 

may have its origin in preceding unconscious processes, just as is the case for the 

development and appearance of the conscious will. If the veto itself were to be 

initiated and developed unconsciously, the choice to veto would then become an 

unconscious choice of which we become conscious, rather than a consciously 

causal event. Our own previous evidence had shown that the brain "produces" an 

awareness of something only after about a 0 .5 sec. period of appropriate neuronal 

activations ( see reviews by Libet 1993, 1996) .  

Some have proposed that even an unconscious initiation of a veto choice 

would nevertheless be a genuine choice made by the individual and could still be 

viewed as a free will process (for example. Velmans 1991 ) .  I find such a proposed 

view of free will to be unacceptable. In such a view, the individual would not 

consciously control his actions; he would only become aware of an unconsciously 

initiated choice. He would have no direct conscious control over the nature of 

any preceding unconscious processes. But a free will process implies one could be 

held consciously responsible for one's choice to act or not to act. We do not hold 

people responsible for actions performed unconsciously, without the possibility of 

conscious control. For example, actions by a person during a psychomotor epi

leptic seizure, or by one with Tourette's syndrome, and so on, are not regarded 

as actions of free will. Why, then, should an act unconsciously developed by a 

normal individual, a process over which he also has no conscious control, be 

regarded as an act of free will? 

I propose, instead, that the conscious veto may not require or be the direct 

result of preceding unconscious processes. The conscious veto is a control function, 

different from simply becoming aware of the wish to act. There is no logical 

imperative in any mind-brain theory, even identity theory, that requires specific 

neural activity to precede and determine the nature of a conscious control func

tion. And there is no experimental evidence against the possibility that the control 

process may appear without development by prior unconscious processes. 

Admittedly, to be conscious of the decision to veto does mean one is aware 

of the event. How may one reconcile this with my proposal? Perhaps we should 
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revisit the concept of awareness, its relation to the content of awareness, and the 

cerebral processes that develop both awareness and its contents. Our own previous 

studies have indicated that awareness is a unique phenomenon in itself, distin

guished from the contents of which one may become aware. For example, aware

ness of a sensory stimulus can require similar durations of stimulus trains for 

somatosensory cortex and for medial lemniscus. But the content of those aware

nesses in these two cases is different, in the subjective timings of sensations (Libet 

et al. 1979 ) .  The content of an unconscious mental process ( for example correct 

detection of a signal in the brain without any awareness of the signal) may be the 

same as the content with awareness of the signal. But to become aware of that 

same content required that stimulus duration be increased by about 400 msec 

(see Libet et al. 1991 ) .  

In an  endogenous, freely voluntary act, awareness of  the intention to  act is 

delayed for about 400 msec after brain processes initiate the process unconsciously 

(Libet et al. 1983; Libet 1985 ) .  Awareness developed here may be thought of as 

applying to the whole volitional process; that would include the content of the 

conscious urge to act and the content of factors that may affect a conscious veto. 

One need not think of awareness of an event as restricted to one detailed item of 

content in the whole event. 

The possibility is not excluded that factors, on which the decision to veto 

(control) is based, do develop by unconscious processes that precede the veto.  

However, the conscious decision to veto could still be made without direct specifi

cation for that decision by the preceding unconscious processes. That is, one could 

consciously accept or reject the program offered up by the whole array of pre

ceding brain processes. The awareness of the decision to veto could be thought to 

require preceding unconscious processes, but the content of that awareness ( the 

actual decision to veto)  is a separate feature that need not have the same require

ment. 

3. W H A T  S I G N IF I C A N C E  D o  O U R  F I ND I N G S  

H A V E  F O R  V O L U N T A R Y A C T S  I N  G E N E R A L ?  

Can we assume that voluntary acts other than the simple one studied by us also 

have the same -temporal relations between unconscious brain processes and the 

appearance of the conscious wish/will to act? It is common in scientific researches 

to be limited technically to studying a process in a simple system; and then to 

find that the fundamental behavior discovered with the simple system does indeed 
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represent a phenomenon that appears o r  governs i n  other related and more com

plicated systems. For example, the charge on a single electron was measured by 

Milliken in one isolated system, but it is valid for electrons in all systems. It should 

also be noted that RPs have been found by other investigators to precede other 

more complex volitional acts, such as beginning to speak or to write; they did 

not, however, study the time of appearance of the conscious wish to begin such 

acts. We may, therefore, allow ourselves to consider what general implications 

may follow from our experimental findings, while recognizing that an extrapola

tion to encompass voluntary acts in general has been adopted. 

We should also distinguish between deliberations about what choice of action 

to adopt ( including planning of when to act on such a choice) and the final 

intention actually "to act now." One may, after all, deliberate all day about a 

choice but never act; there is no voluntary act in that case. In our experimental 

studies we found that in some trials subjects engaged in some conscious planning 

of roughly when to act ( in the next second or so) .  But even in those cases, the 

subjects reported times of the conscious wish to actually act to be about - 200 

msec. ;  this value was very close to the values reported for fully spontaneous vol

untary acts with no planning. The onset of the unconscious brain process (RP)  

for preparing to act was well before the final conscious intention "to act now" in 

all cases. These findings indicated that the sequence of the volitional processes "to 

act now" may apply to all volitional acts, regardless of their spontaneity or prior 

history of conscious deliberations. 

4. E T H I C A L  I MPL I C A T I O N S  O F  H o w  

F R E E  W I L L  OPE R A T E S  

The role of conscious free will would be, then, not to initiate a voluntary act, but 

rather to control occurrences of the act. We may view the unconscious initiatives 

for voluntary actions as "bubbling up" in the brain. The conscious-will then selects 
which of these initiatives may go forward to an action or which ones to veto and 

abort, with no act appearing. 

This kind of role for free will is actually in accord with religious and ethical 

strictures, which commonly advocate that you "control yourself" Most of the Ten 

Commandments are "do not" orders. 

How do our findings relate to the questions of when one may be regarded as 

guilty or sinful, in various religious and philosophical systems? If one experiences 

a conscious wish or urge to perform a socially unacceptable act, should that be 
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regarded as a sinful event even if the urge has been vetoed and no act has oc

curred? Some religious systems answer yes. President Jimmy Carter admitted to 

having had urges to perform a lustful act. Although he did not act, he apparently 

still felt sinful for having experienced a lustful urge . l  But any such urges would 

be initiated and developed in the brain unconsciously, according to our findings. 

The mere appearance of an intention to act could not be controlled consciously; 

only its final
. 

consummation in a motor act could be consciously controlled. 

Therefore, a religious system that castigates an individual for simply having a 

mental intention or impulse to do something unacceptable, even when this is not 

acted out, would create a physiologically insurmountable moral and psychological 

difficulty. 

Indeed, insistence on regarding an unacceptable urge to act as sinful, even 

when no act ensues, would make virtually all individuals sinners. In that sense 

such a view could provide a physiological basis for "original sin" !  Of course, the 

concept of "original sin" can be based on other views of what is regarded as sinful. 

Ethical systems deal with moral codes or conventions that govern how one 

behaves toward or interacts with other individuals; they are presumably dealing 

with actions, not simply with urges or intentions. Only a motor act by one person 

can directly impinge on the welfare of another. Since it is the performance of an 

act that can be consciously controlled, it should be legitimate to hold individuals 

guilty of and responsible for their acts. 

5. D E T E R M I N I S M  A N D  F R E E  W I L L  

There remains a deeper question about free will that the foregoing considerations 

have not addressed. What we have achieved experimentally is some knowledge of 

the way free will may operate. But we have not answered the question of whether 

our consciously willed acts are fully determined by natural laws that govern the 

activities of nerve cells in the brain, or whether acts and the conscious decisions 

to perform them can proceed to some degree independently of natural determin

ism. The first of these options would make free will illusory. The conscious feeling 
of exerting one's will would then be regarded as an epiphenomenon, simply a by

product of the brain's activities but with no causal powers of its own. 

First, it may be pointed out that free choices or acts are unpredictable, even 

if they should be completely determined. The "uncertainty principle" of Heisen

berg precludes our having a complete knowledge of the underlying molecular 

activities. Quantum mechanics forces us to deal with probabilities rather than 
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with certainties o f  events. And, in chaos theory, a random event may shift the 

behavior of a whole system, in a way that was not predictable. However, even if 

events are not predictable in practice, they might nevertheless accord with natural 

laws and therefore be determined. 

Let us rephrase our basic question as follows: Must we accept determinism? 

Is non-determinism a viable option? We should recognize that both of these al

ternative views (natural law determinism versus nondeterminism) are unproven 

theories, that is, unproven in relation to the existence of free will. Determinism 

has, on the whole, worked well for the physical observable world. That has led 

many scientists and philosophers to regard any deviation from determinism as 

absurd and witless, and unworthy of consideration. But no evidence, nor even a 

proposed experimental test design, definitively or convincingly demonstrates the 

validity of natural law determinism as the mediator or instrument of free will. 

There is an unexplained gap between the category of physical phenomena and 

the category of subjective phenomena. As far back as Leibniz, it was pointed out 

that if one looked into the brain with a full knowledge of its physical makeup 

and nerve cell activities, one would see nothing that describes subjective experi

ence. The whole foundation of our own experimental studies of the physiology of 

conscious experience (beginning in the late 1950s) was that externally observable 

and manipulable brain processes and the related reportable subjective introspective 

experiences must be studied simultaneously, as independent categories, to under

stand their relationship. The assumption that a deterministic nature of the phys

ically observable world (to the extent that may be true) can account for subjective 

conscious functions and event, is a speculative belief, not a scientifically proven 

proposition.  

Nondeterminism, the view that conscious will may, at times, exert effects not 

in accord with known physical laws, is of course an unproven speculative belief. 

The view that conscious will can affect brain function in violation of known 

physical laws takes two forms. In one it is held that the violations are not de

tectable, because the actions of the mind may be at a level below that of the 

uncertainty allowed by quantum mechanics. (Whether this last proviso can in fact 

be tenable is a matter yet to be resolved) .  This view would thus allow for a 

nondeterministic free will without a perceptible violation of physical laws. In a 

second view it may be held that violations of known physical laws are large enough 
to be detectable, at least in principle. But, it can be argued, detectability in actual 

practice may be impossible. That difficulty for detection would be especially true 

if the conscious will is able to exert its influence by minimal actions at relatively 

few nerve elements; these actions could serve as triggers for amplified nerve cell 

patterns of activity in the brain. In any case, we do not have a scientific answer 

to the question of which theory (determinism or nondeterminism) may describe 

the nature of free will. 
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However, we must recognize that the almost universal experience that we can 

act with a free, independent choice provides a kind of prima facie evidence that 

conscious mental processes can causatively control some brain processes (Libet, 

1992, 1994) .  This creates, for an experimental scientist, more difficulty for a de

terminist than for a non-determinist option. The phenomenal fact is that most 

of us feel that we do have free will, at least for some of our actions and within 

certain limits that may be imposed by our brain's status and by our environment. 

The intuitive feelings about the phenomenon of free will form a fundamental basis 

for views of our human nature, and great care should be taken not to believe 

allegedly scientific conclusions about them that actually depend upon hidden ad 

hoc assumptions. A theory that simply interprets the phenomenon of free will as 

illusory and denies the validity of this phenomenal fact is less attractive than a 

theory that accepts or accommodates the phenomenal fact. 

In an issue so fundamentally important to our view of who we are, a claim 

for illusory nature should be based on fairly direct evidence. Such evidence is not 

available; nor do determinists propose even a potential experimental design to 

test the theory. Actually, I myself proposed an experimental design that could test 

whether conscious will could influence nerve cell activities in the brain, doing so 

via a putative "conscious mental field" that could act without any neuronal con

nections as the mediators (Libet 1994 This difficult though feasible experiment 

has, unfortunately, still to be carried out. If it should turn out to confirm the 

prediction of that field theory, there would be a radical transformation in our 

views of mind-brain interaction. 

My conclusion about free will, one genuinely free in the nondetermined sense, 

is then that its existence is at least as good, if not a better, scientific option than 

is its denial by determinist theory. Given the speculative nature of both determinist 

and nondeterminist theories, why not adopt the view that we do have free will 

(until some real contradictory evidence may appear, if it ever does)? Such a view 

would at least allow us to proceed in a way that accepts and accommodates our 

own deep feeling that we do have free will. We would not need to view ourselves 

as machines that act in a manner completely controlled by the known physical 

laws. Such a permissive option has also been advocated by the neurobiologist 

Roger Sperry ( see Doty 1998 ) .2 

I close, then, with a quotation from the great novelist Isaac Bashevis Singer 

that relates to the foregoing views. Singer stated his strong belief in our having 

free will. In an interview (Singer 1968)  he volunteered that "The greatest gift which 
humanity has received is free choice. It is true that we are limited in our use of 

free choice. But the little free choice we have is such a great gift and is potentially 

worth so much that for this itself life is worthwhile living." 
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NOTES 

1. President Carter was drawing on a Christian tradition deriving from the follow

ing two verses in the Sermon on the Mount: " [ Jesus said ] , 'Ye have heard that it was 

said by them of old time, Thou shalt not commit adultery: But I say unto you, That 

whosoever looketh on a woman to lust after her hath committed adultery with her al

ready in his heart' " (Matthew 5.27-28) .  

2 .  The belief by  many people that one's fate i s  determined by  some mystical reality 

or by divine intervention produces a difficult paradox for those who also believe we 

have free will and are to be held responsible for our actions. Such a paradox can arise 

in the Judeo-Christian view that (a) God is omnipotent, knows in advance what you are 

going to do, and controls your fate, while (b) also strongly advocating that we can freely 

determine our actions and are accountable and responsible for our behavior. This diffi

culty has led to some theological attempts to resolve the paradox. For example, the Kab

balists proposed that God voluntarily gave up his power to know what man was going 

to do, in order to allow man to choose freely and responsibly and to possess free will . 



CHAPTER 2 6  

NEURO P HILO SO P HY O F  
FREE WIL L 

HENRI K WALTER 

1. F R O N T A L  C O R T E X  A N D  I N T E L L I G I B I L I T Y 

Imagine that you have invited friends to dinner at the last minute. Since the 

refrigerator is empty, you must shop on your way home from the office. You 

quickly make up a shopping list. Time is lacking and you must still drive home 

and also prepare the meal. You must visit various shops, so you decide upon a 

sequence. And you must take care not to get distracted by other interesting wares, 

conversation with the salesperson, or sudden ideas. Normally, performing this task 

is not a big deal. But it is for patients with lesions of the frontal lobes; they are 

hopelessly overtaxed. They cannot comply with the demands of this scenario . We 

plan our actions in advance (anticipation) and choose from various options (se

lection) .  When time is limited, it is important that we ignore distractions ( sup

press response) ,  do not follow up on sudden ideas (control impulses) ,  and stick 

to our task (concentrate) .  Finally, we must also remember which shops we have 

been to and what we have already purchased (working memory) . We don't want 

to serve crackers without cheese! 

According to neuropsychological findings, all these functions are attributed to 

the frontal cortex (Kolb and Wishaw 1996: 305-33) .  We now need some neuro

anatomical information: The frontal cortex comprises three parts-the primary 

motor cortex, the premotor cortex, and the so-called prefrontal (association) cor

tex. The primary motor cortex is a thin strip, which on both sides of the head 
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stretches from the middle toward the front up to the temples. I t  relays motor 

commands to the muscles via the spinal cord. The premotor region is in front of 

this strip, six times as large and also concerned with motor functions ( Freund 

1990) . In its medial section sits the supplementary motor area, the SMA, which 

is presumably the source of the readiness potential. ! Both areas are closely linked 

to the biggest part of the frontal cortex, namely the prefrontal cortex. In terms 

of evolution, it is the youngest part of the human brain. While in cats it makes 

up only about 3 .5% of the cortex surface, in chimpanzees it is about 17% and in 

humans it is 29%, that is, almost a third of the entire brain surface.2 It is no 

wonder, then, that the prefrontal cortex is involved in typically human cognitive 

functions. We roughly distinguish two different sections of the prefrontal cortex: 

one part lies on the side and top (dorso-lateral section) and the other lies below 

and toward the center (ventral medial section) . The ventral medial sections be

comes important in section 2, on agency, so I need not discuss it here. The dorso

lateral section contains the motor speech center. 

Very generally, we can say that the function of the frontal cortex is to organize 

behavior through time. While the motor area is concerned with organizing and 

executing movements, it is the job of the prefrontal cortex to "control" cognitive 

processes that ensure that suitable movements are selected at the right time for 

the right place. Regarding intelligible action, it is interesting to know why a move

ment occurs. It is the agent's having a reason that makes a movement understand

able and turns it into an action. Most of our actions are embedded in a larger 

framework. They are often not spontaneous, but planned. That makes them di

rectly relevant to our topic. Joaquin Fuster, author of a major work on the frontal 

cortex (Fuster 1989) ,  writes: 

What leads to the decision to act, and to act in a certain way? The question is 

almost inextricable from the argument about free will . . . .  [T Jhe decision to act, 

like the formulation of the plan, is the result of the competition between di

verse, sometimes conflicting, neural influences converging on prefrontal cortex. 

( idem 1996: 51 )  

Patients with larger lesions (damage) of the cortex show a typical clinical syn

drome. Their strategic thinking skills are strongly impaired, once they have made 

plans they cannot be persuaded to alter them, and they have difficulty adapting 

their behavior to altered circumstances (Kolb and Wishaw 1996: 305-33) .  It is as 

if some ordering mechanism that controls the coordination and harmonizing of 

diverse activities were missing. Neuropsychologist T. Shallice (1988) therefore as

signs the frontal cortex the function of attentive supervision. Within the hierarchy 

of cortical systems, this occupies the highest level, above all automatic routine 

systems. It particularly becomes active when a person is confronted with new 

situations that cannot be dealt by means of habitual behavior routines. It is in

volved in making plans and selects subroutines appropriate for the situations, 

while it simultaneously registers and acts on mistakes in executing plans of action.  
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Now that sounds promising. Are these not the functions involved in decision

making? Not only lesion studies provide evidence for this. By means of functional 

imaging it has been proven for normal persons that during willed action a specific 

activation of the dorsolateral prefrontal cortex occurs (Frith et al. 1991; Hyder et 

al. 1997; Phelps et al. 1997) .  In experiments the activation of the brain was mea

sured during movements and while the subjects were thinking about words. Com

parisons were made between passive conditions (moving a touched finger, silently 

repeating a word) and active, willed, self-generated action (the test persons chose 

one of two movements, or made up a word) .  

In addition, these studies also showed a slight specific activation of the an

terior cingulate. That is the foremost part of a cerebral convolution that is shaped 

like a sickle, situated on the inner surface of the cortex, bordering on both the 

SMA and the frontal lobes. Many researchers believe that it belongs to the frontal 

cortex. The authors of the works mentioned earlier discuss it only in passing. But 

new findings indicate that the anterior cingulate plays an important part in "vo

lition." It is involved in many mental functions.3 In addition to its role in selecting 

actions, it is an interface between emotion and cognition ( see section 3) and can 

be viewed as a kind of energy center or driving force: Where there is selective 

damage, the syndrome of akinetic mutism occurs . Damasio and van Hoesen (1983) 

describe the case of a woman who had this disorder. Directly after damage, the 

patient rested in bed with a wide-awake facial expression and apparently reacted 

not at all to her environment. Closer inspection revealed that she was observing 

the people in the room. She did not speak voluntarily nor verbally answer any 

inquiries. But she did seem to understand the questions, because sometimes she 

nodded her head. She was able to repeat words and sentences, albeit very slowly. 

In a nutshell, her reactions to the environment were very limited and rather 

stereotypical. A month later she had largely recovered. She reported that she had 

been unbothered by not being able to communicate. Although she was able to 

follow conversations, she did not say anything because she "had nothing to say." 

Her "mind" was "empty." When Francis Crick, discoverer of the DNA double 

helix and for decades a renowned brain research specialist, read that description, 

he immediately thought; "This woman has lost her will ! "  And so he writes, with 

naivete meant to provoke: 

I went over for tea one day and announced to Patricia Church land and Terry 

Sejnowski that the seat of the Will had been discovered! It is at or near the 

anterior cingulate. (Crick 1994: 268) 

What did Crick mean? What this woman lacked was obviously any kind of drive, 

any motivation, to become active. As she herself reported, the reason was not that 

she did not understand what was happening around her nor that she could not 

produce any language. It was more that she did not want to do or say anything. 

She did not make an effort to do or say anything. A neuroanatomical solution 
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suggests itself: The anterior cingulate lies at the interface between the frontal cortex 

and motor centers and is part of the limbic system connected with emotions and 

motivation. Therefore, it is likely that the anterior cingulate plays a part in the 

behavior of striving, which Kane (1996a) says is a form of the will ( and 

O'Shaughnessy 1980 calls the striving will ) .  

In view of these findings, i t  i s  no wonder that some authors try to locate "the 

will" in the prefrontal cortex or in the anterior cingulate. But let me issue a general 

warning: When trying to locate things, we must be careful not to fall into the 

homunculi trap and attribute all mental capacities to a little guy (or region) in 

the brain. While it is true that attributing those functions to the frontal cortex 

rests on hard neuropsychological facts, the sum of those facts is so great that there 

is almost nothing that the frontal cortex is not supposed to be able to do. Some 

critics therefore chaff and speak of "frontal lobology as a new pseudoscience" 

(David 1992) . We should therefore take pains not to think of the prefrontal cortex 

as the knowledgeable initiator and top commander of mental planning and 

decision-making. That would ultimately return us to the problem of an infinite 

regress: 

Thus, to assign will to any frontal region obviously begs the question of prior 

command on that region from another structure; the same question can be 

asked about that other structure, whatever it may be, and then about its pre

cursor, and so on. (Fuster 1996: 296) .  

As Fuster emphasizes, it  is  important to see that the frontal cortex is embedded 

in a network of actions that he calls the "perception-action-cycle." Sensory in

formation is processed neuronally which leads to movements, which in turn lead 

to changes in the environment ( internal and external) ,  which again lead to new 

sensory input, and so on. At the lowest level, this cycle is realized as a reflex. 

Around it and enclosing it there are further cycles-from sensory to motor

with involvement of "control instances" such as the prefrontal cortex. The per

ception-action-cycle thus consists of several, partially overlapping, bidirectional 

cycles, with the environment at the bottom. Given this idea of a perception-action 

cycle, an idea that alludes to Viktor von Weizacker's "Gestaltkreis" ( 1950 ) ,  the 

question of an initiator, an absolute source of actions (first initiation) ,  becomes 

secondary. We should not conceive of human action as being too linear nor think 

in terms of stimuli and commands, but rather in terms of intersecting cycles, for 
which the determination of an absolute point of departure for any act is purely 

arbitrary. This is similar to Rheinwald's argumentation ( see 1990 :  197-210 ) .  She 

insisted that the matter of ascribing preceding factors becomes less important the 

farther we move along in a hierarchy of unreal conditional propositions. It would 

make more sense to speak of modulations of neuronal activity by certain cerebral 

systems at various levels of organization. 
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But how, then, does the prefrontal cortex fulfill its selecting function? We get 

a clue by looking at another deficiency that is evident after damage to the frontal 

cortex. It concerns the so-called working memory. And, in fact, one of the main 

functions of the dorsolateral prefrontal cortex is that of a working memory. The 

prefrontal cortex contains a great quantity of information about objects and can 

make the representations of those available for planning actions for a while. People 

with defective working memories depend on hints from the environment to con

trol their behavior. Their behavior is not guided by internalized and active knowl

edge, but by circumstance. This is exemplified by patients with frontal cortex 

lesions who have difficulty suppressing reactions to external stimuli. In the ex

ample given earlier (shopping for dinner) ,  such patients might suddenly start 

shopping for shoes or be distracted from their purposes by a conversation. 

The prefrontal cortex plays an important role in Changeux and Dehaene's 

(1989, 1995 ) theory of mental Darwinism. In an approach similar to that of neuro

semantics, these authors have suggested that we seek the variation-selection pro

cess in the brain's cognitive activity in a psychological time screen. They distin

guish three kinds of neuronal representations ( idem 1989: 87) :  ( 1 )  percepts; (2)  

images, concepts, and intentions; and (3) prerepresentations. Percepts consist of 

a correlated activity of neurons that is determined by the outer world and dis

integrates as soon as external stimulation terminates. Images, concepts, and in

tentions are actualized objects of memory, which result from activating a stable 

memory trace. (Recall Edelman's thesis of "remembered present." )  Prerepresen

tations are multiple, spontaneously arising unstable and transient activity patterns 

that can be selected or eliminated.4 Prerepresentations that come and go without 

having meaning could nonetheless acquire it when the organism is confronted 

with new situations. In a new situation, the organism might not readily have 

appropriate representations in store. Selection would occur from an abundance 

of spontaneously occurring prerepresentations, namely those that are adequate to 

the new circumstances and fit existing percepts and concepts. Changeux calls this 

adaptation process resonance. Such an adaptation process also occurs at higher 

cognitive levels : 

A basic function of the frontal cortex is to capture errors in the unfolding of a 

motor program. Similarly, intentions might be subjected to internal tests. The 

validation of a proposition, for example, would then result from a context

dependent compatibility of a chain of mental objects within a given semantic 

frame with already-stored mental objects. Such tests for compatibility or ade
quateness might be viewed, from a neural point of view, as analogues of the 

matching by resonance (or unmatching by dissonance) of percepts with prere

presentations. (Changeux and Dehaene 1989: 97f) 

Changeux and Deheane have also implemented their theory in a model by de

signing network models of frontal functions (Changeux and Dehaene 1996) .5 They 
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show that i n  their model there are rule-coding neurons, whose actIvIty varies 

randomly and which are then selected in a process in which the matching with 

memories and external stimuli is central. In their model newly generated rules 

can be tested in an auto-evaluation process. The authors consider this to be a 

simple form of thinking. 

To summarize-planning and decision making result from a selective ad

aptation process. Representations, or prerepresentations, generated by chance, 

are selected in an adaptive process (matching, resonance) .  As in evolution, this 

could be a random recombination of representations. The meaning of the rep

resentations involved is not given by their neuronal form, but by their proper 

functions. Plans generated in this way are intelligible because they are appro

priate for the situation, which is accomplished by matching plans for action 

with neuronal representations of the situation at hand. The prefrontal cortex 

fulfills this matching function by providing various representations (working 

memory) . Naturally, linguistically coded representations could therein also be of 

central importance. Movement does not-as the Libet theory implied-come 

from nothing; it results from adapting an already available movement pattern in 

a larger framework. No Cartesian consciousness is necessary for that, no con

sciousness that performs the whole work of understanding and reason.  It is suf

ficient to have a series of ultra-fast adaptation processes that adhere to physio

logical laws. 

Even though all these theories are still fairly hypothetical, it should be obvious 

by now that the idea of ultra-fast adaptation has already been introduced into 

neurobiological ruminations. Referring to adaptive neurosemantics, we can begin 

to understand how our brains allow us to generate new semantic content in short 

periods of time. Yet we still do not have an explanation for what agency can mean 

from a neurophilosophical perspective. 

2 .  A G E N C Y  A N D  A U T H E N T I C I T Y 

Every theory of the self or the person needs a satisfactory theory of agency. In 

this section we shall look for a neurophilosophical foundation on which we can 

build such a theory. The question we want to answer is how a person makes a 

decision her own. In neurophilosophy, attitudes and beliefs can be understood as 

sophisticated adaptive brain states, which can be modeled as relaxation states of 

a neuronal net or as attractors of a multidimensional phase space. 

In a situation that demands a decision the following happens: While weighing 
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diverse alternatives for action, we not only make plans and think up arguments, 

we also imagine the possible outcomes of possible decisions, that is, we imagine 

future scenarios. To express it somewhat more technically, we mentally simulate 

counterfactual situations. The prefrontal cortex generates these scenarios of future 

events (see the discussion that follows) .  Simultaneously the amygdala and hypo

thalamus (hormone control center) also affect one's body, particularly the visceral 

functions (heart, intestines, blood pressure, and so on. ) .  The body reacts as it has 

in similar past situations and, via feedback loops, it reports its state back to the 

brain. An instinct for similar future situations that arises in this way is usually a 

fairly reliable sign for decisions-similar to the way in which a pain, without 

requiring much thought or rationalization tells us whether our present situation 

is acceptable or whether we must change something. VM patients are unable to 

make evaluations using their feelings because the relevant region in their brains 

is damaged, namely the region that coordinates the integration of body state 

representations and imagined scenarios, that is, the ventromedial section of the 

frontal cortex. Loss of that function severs the physiological link between the 

prefrontal cortex, the limbic system, and body state representations. That their 

bodies no longer react as do those of healthy persons is evidenced by a lack of 

electric skin response. This is a neurobiological explanation for a disorder in 

cognitive procedure brought about by interrupting emotional mechanisms. Since 

a decision cannot be supported by the feeling that it is right, many of the decisions 

these patients make are useless and not in their own interests. So not only is 

insight crucial, but also whether a decision is consistent with one's emotional 

values ! .  . . .  

There is direct empirical evidence that interruption in the circuits as described 

here in turn causes a disturbance in the feeling of agency. One pathological symp

tom discussed in this regard is the alien hand syndrome (Goldberg and Bloom 

1990; Gasquoine 1993 ) .  It occurs after damage in the anterior cingulate and neigh

boring areas. A person with this disorder makes movements with his left hand, 

for example, but does not feel responsible for that action. Usually this involves 

rather simple and stereotype motions. It can happen that the hand grasps for a 

nearby object "by itself, "  as it were. In some cases the patients cannot let go of 

the object with the sick hand and must pry it out using the healthy hand. In one 

case a patient could not willingly open his hand, but he was able to do so by 

giving his hand a command. He said out loud, "Let go ! "  At the level of conscious 

experience, we would say that the movement did not happen willingly. But what 

we are essentially saying is that the owner of the hand is no longer the agent of 

the movement. One patient described by Spence (1996) reported that his hand 

"has a will of its own." In agreement with Damasio's theory, these phenomena 

can be explained by noting that the connection has been severed that normally 

exists between the regions controlling the movement of the hand and the other 

parts of the neural body-self. 
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Psychiatry provides a wealth of disturbances in volition and agency that 

certainly will be a major source for future empirically supported theories of au

tonomy. The development of neuroimaging opens a new era of explanation for 

some well-known but previously mysterious phenomena. An appropriate por

trayal of these sources would require a book by itself. But I would like to men

tion a few findings relevant to our topic. In states of depression as well as a 

subclass of schizophrenia, it has been shown that there is reduced activity in the 

left dorsolateral frontal lobes (Andreasen 1997) .  This finding is not considered 

specific for the illness, but specific for the symptom, because both disorders ex

hibit a "hypovolitional" syndrome, which means reduced drive and impeded in

itiative, combined with flat affects in some schizophrenics ( the syndrome of 

psychomotor poverty, Liddle 1987) .  This is what one would expect, given the 

dorsolateral prefrontal cortex function for "willed action." Another important 

subclass of schizophrenic patients, who clinically are said to have the disorgan

ization syndrome, exhibited reduced activity in the right ventromedial frontal 

cortex and hyperactivity in the anterior cingulati on the right (Liddle et al. 1992: 

Liddle 1994) .  The authors propose that these patients exhibit an abnormality in 

the ventromedial cortex, which causes the tendency toward inappropriate be

havior. 

Another important illness, obsessive compulsive disorder (OCD) ,  exhibits 

just the opposite symptoms. In this case functional neuroimaging has shown 

that the ventromedial cortex (and the subcortical motor regions connected to 

it) exhibit increased activity (Baxter et al. 1992; Breiter et al . 1996) .  Patients suf

fering from OCD must do certain things or must think certain thoughts, al

though they claim that they do not want to and often desperately try to fight 

it. Baxter's hypothesis (Baxter et al. 1990; see also Kischka et al. 1997) is that 

this occurs because a "worry input" entered through the frontal lobes is fed 

into the subcortical basal ganglia via the ventromedial cortex. The (probably 

primarily) reduced filter function of the caudate nucleus (part of the basal gan

glin) reduces the impeding effect of another structure (the thalamus) on the 

ventromedial cortex, so that a positive feedback loop occurs, whose activity then 

spreads to other brain regions. In my view, the reason patients with compulsory 

disorders do not feel that they themselves produce their thoughts and actions is 

that the circuit has become autonomous and uncoupled from the representation 

of the body-self. 

One of the most interesting phenomena for the feeling of agency is, perhaps, 

the so-called I-disorder (Ich-StOrung) .6 Typically, it is exhibited by schizophrenics. 

The patient feels that his own psychic procedures no longer belong to himself; he 

experiences them as produced outside of himself. Patients are under the impres

sion that their thoughts can spread to other people, that their thoughts are taken 

away from them, or that foreign ideas are put into their minds. It is also some-
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times thought of as a disorder of "belonging to oneself" (or "me-ness," as Met

zinger ( 1993: 78 )  puts it) .  It includes more experiences of alien control. Patients 

have the feeling that they can control things they cannot really control ( " I  control 

the movements of the sun ! " ) ,  or that they are influenced by things that do not 

really influence them ( "An electronic remote control is controlling me! " ) .  What 

could cause these types of phenomena? Obviously, they are phenomenologically 

connected to the concept of agency. Philosophically interested psychiatrists discuss 

these phenomena in connection with Frankfurt's compatibilistic theory of agency 

(Stephens and Graham 1996) .  We can speculate that self-disorders have something 

to do with irregularity in those brain sections dealing with agency, that is, in 

the ventromedial cortex, including the anterior cingulate or the body represen

tations in the right hemisphere. Some empirical findings, in fact, indicate this. In 

a recent, and-for this field of work-methodically very tidy study, Spence et al . 

( 1997) used positron emission tomography to investigate the brain activity of 

schizophrenic patients suffering from passivity phenomena (one form of Ich

Storungen) during a willed motor task. Symptom-specific activity was discovered 

when the data was compared with brain activity of normal persons and with that 

of schizophrenic patients not suffering from passivity phenomena. Which brain 

regions were involved? As expected, activity was in the motor, premotor, and 

parietal regions. The seven patients with self-disorders, five of whom experienced 

passivity phenomena during the experiment (exclaiming: "I  feel like a machine" 

or "I feel guided by a female spirit who has entered me" ) ,  in addition also exhib

ited symptom-specific activity. This activity was found in exactly those areas pre

viously discussed, namely, in the right inferior parietal cortex and the anterior 

cingulate. Both regions are central to the representation of a body-self during 

willed actions. However, the activity in those regions was increased and not re

duced, an event not necessarily inconsistent with the hypothesis of the neural base 

of a self-body image. Instead of thinking along the lines of reduced or increased 

brain activity in particular brain regions, we should perhaps think in terms of 

regulation disorders in cerebral circuits. Hyperactivity, for example, could be an 

attempt to compensate for a functional disconnection to another station in the 

circuit. 

In summary, the traditional notion that feelings obstruct reflective and re

sponsible decision making is not true. Emotions actually constitute a foundation 

for our subjective values. We cannot do without them when making authentic and 

prudent decisions with implications for our own futures. Central body
representation joins the emotional basis of decisions with the physical basis of the 

self, by implicitly containing the past history of the individual. This neurophilo

sophical thesis about the components of the agency of willed actions is based on 

empirical findings, thereby transforming the phenomenon of agency from a phil

osophically obscure thesis to an empirically researchable topic. 
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3. N A T U R A L  A U T O N O M Y  

Freedom of will is an illusion, if by it we mean that under identical conditions 

we would be able to do or decide otherwise, while simultaneously acting only for 

reasons and considering ourselves the true originators of our actions. We can do 

justice to many libertarian intuitions, however, with a neurophilosophical concept 

of autonomy that includes mild forms of all three components (being able to do 

otherwise, acting intelligibly for reasons, and being originators of our actions) .  

What remains i s  a kind of autonomy, that, loyal t o  the naturalistic approach, I 

call natural autonomy. 

Since natural autonomy is not the same as the free will in the strong (liber

tarian) sense, part of that interpretation is lost. Natural autonomy can sustain 

neither our traditional concept of guilt, for example, nor certain attitudes and 

hopes about our lives. But we are also not mere marionettes nor puppets without 

thoughts and ideas that influence events in our lives. The lack of a strong form 

of free will does not imply that all moral order collapses or that we need abandon 

every concept of responsibility. 

If deterministic chaos should in fact turn out to be a ubiquitous phenomenon 

within the nervous system, that would explain why we can make different choices 

in similar situations. It would explain why even in comparable situations we do 

not always take the same path, how we keep natural alternatives open, and why 

our thinking is so flexible. It would also explain why the subjective impression of 

being able to do otherwise seems so irrefutable. Often enough, we do experience 

a feeling that in comparable situations we would act differently, although we 

cannot always explain it rationally. Not only can chaotic processes help explain 

quasi- indeterministic capacities to act otherwise and flexibility; under certain con

ditions, they also produce stable and predictable behavior. Part of our predictable 

behavior is presumably within the realm of intermittence-in a realm of order 

in the midst of chaos. 

Intelligibility (the term I chose to mean "understandable actions due to rea

sons") is the most difficult, and traditionally the least discussed, component of 

free will. It is closely connected to the problem of intentional causation, that is, 
the question of how reasons can be causally effective. For the dualist, humankind 

belongs to a second, intelligible world. This creates the problem of how that world 

can be causally effective within the first and natural world. In connection with 

the concept of consciousness, the second component is often taken as evidence 

that free decisions are not predetermined by past events but made with the assis

tance of reason. On the other hand, indeterminism is hardly compatible with a 

notion of intelligible behavior. So, without introducing rationality dualism, it is 
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difficult to theoretically comprehend intelligibility. The only alternative is to design 

a naturalistic theory of intelligibility (such as I have done in this work) . 

For the component called agency, I discussed the most important theories of 

incompatibilism and compatibilism. I rejected the incompatibilistic theory of 

agent causation that views agency as origination through the agent alone. Hier

archical compatibilism centers around the concept of identification, the process 

through which a person makes her volitions her own. This, according to neuro

philosophical arguments, does not in fact-as the theory assumes-happen purely 

rationally but is rather the result of essentially emotional mechanisms. An emo

tional break-off mechanism solves the regress problem of traditional identification 

theories. There are concrete neurobiological hypotheses about this mechanism. 

The dorsolateral section of the frontal cortex is important in simulating future 

counterfactual situations. The ventromedial section admits mental sample actions 

into the evaluation circuit. This circuit joins emotional centers, the body, and its 

neuronal representation. Changes in the body's state and the secondary feelings 

associated with it contain a subjective, experience-dependent evaluation aspect. 

Emotionally fixed points thus prevent purely rational reflection from ending in a 

regress. We can describe the process of emotional identification as a cognitively 

nontransparent, but economical and efficient test for whether actions are con

sistent with one's own past. It thus fulfills the function of a self-compatibility 

test. I suggest that we call this kind of agency authenticity. Presumably, the neu

ronal body-self is a necessary basis of a self-model, in which, during the course 

of a lifetime, other, more sophisticated cognitive models of the self become in

tegrated. 

I want to summarize the idea of natural autonomy in one sentence. We pos

sess natural autonomy when under very similar circumstances we could also do 

other than we actually do (because of the chaotic nature of our brain ) ,  and this 

choice is understandable ( intelligible; it is determined by past events, by immediate 

adaptation processes in the brain, and partially by our linguistically formed en

vironment) ,  and it is authentic (when through reflection loops with emotional 

adjustments we can identify with that action) .  This kind of autonomy suits a 

compatibilistic concept of responsibility and supplements it in some areas. 

NOTES 

1. The lateral sections of the premotor cortex are particularly relevant for move

ments triggered by external stimuli, while the medial sections ( including SMA) are con

cerned with internally generated (not directly initiated by external stimuli)  movements 
(Passingham 1993 ) .  
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2 .  Newest research questions the exceptional status o f  humans. The differences in 

size of the frontal cortex are not noteworthy within the family of primates (H. Damasio 

1996: 12) .  

3. The best survey is in Devinsky et al .  (1995 ) .  See also Joseph (1996 ) .  

4 .  Changeux and Dehaene (1995: 135 ) sometimes call the prefrontal cortex the gen

erator of diversity (which incidentally forms the acronym god) .  But it is unclear whether 

it performs that task, or whether diversity occurs spontaneously. 

5. These are models of two widely used neuropsychological tests that are held to be 

specifically for frontal functions; the delayed response test and the Wisconsin card sort

ing test. 

6. Philosophers may find it interesting that the classification as "I-disorder" is only 

common in German psychiatric discourse, where it is called Ich-StOrung; Anglo

American literature calls this phenomenon "delusion of alien control" or "passivity phe

nomenon." This may be due to Kant's influence and the associated idea of a transcen

dental self. 
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remorse and integrity in, 499-500 

ultimate responsibility in, 498-499 
values and, 499 

images, neuronal, 569 

immortality, pessimism and, 249-252, 256n.34, 
256n.36 

impediments, absence of, in compatibilism, 12-
14 

implants, brain, 243, 282 

impossibility, 504n.3, 518 

inadvertent behavior, 410-411 

incompatibilism 

actual-sequence argument for, 298, 305-307 
antecedent brain-event in, 171-175, 177n.13 
arguments for, 9-12, 26, 38n.12, 127, 258-259; 

conditional version, 130, 154n.2; 
Consequence, 127-154; Mind, 167-175, 
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383n.33-n.34; deliberative, 362-364, 

379n.14-38m.21 
Frankfurt-type examples and, 290, 292-295 
intelligibility question of, 22-26, 40n.29, 115 
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to, 118, 123n.8; evidence of, 86-87, 89-90, 

99-100, 108-109 
responsibility and, 416-418 

scholarly modifications of, 292-300, 304n.12 
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causal determinism in, 311-313, 330; as 

burden, 317-321, 322n.5-n.6 
and compatibilism, 187, 250, 256n.34 
divine omniscience in, 327-328, 333n.13-n.15 
dualism, 24, 106, 108, 123n.12, 337, 342-344, 

355n.2 

in event causalism, 356-377 

and fatalism, 58-59, 66 
FR-situations in, 323-325, 327-331 
Frankfurt-type examples and, 309-321, 

32m.l, 323-331, 332n.2 
and indeterminism, 22-26, 40n.29, 312-313, 

322n.6 
moral responsibility in, 309-314, 32m.l, 

322n.2, 323-331, 332n.2, 332n.4, 333n.21 

necessity in, 328, 333n.14-n.16 
noncausal accounts of, 24-26, 356-362, 377 
philosophers' acceptance of, 526 

W -defense in, 329-330, 333n.19, 333n.21 

lies and lying, 467 



630 INDEX 

life-hopes 
determinism and, 30, 4m.36, 270, 473 
in free will subjectivism, 523-524 
in hard incompatibilism, 481-483 

light cones, of events, 85-86, 110n.1 

local miracle approach, in Consequence 

Argument, 135, 155n.6 

locality of causation, quantum, 85-86, 100, 

107 
logical fatalism 

applications of, 36, 61-62 
argumentation, 69-75 
thesis of, 65-67 

logical language, of possible worlds, 260-261 
logical space, in incompatibilism, 160-167, 

176n.3-n.4 

love, compatibilism and, 203, 205, 486-487 

luck, 244, 251, 457 
control vs., 535, 548n.25 
in event causation, 367-368, 371-372, 431 
responsibility vs., 421-425 

lust, neurophilosophy of, 561, 564n.1 

macroscopic patterns 

in determinism, 29-30, 268-269 

of events, 462, 465 
manipulation 

in autonomy, 539-540 

and libertarianism, 318, 354 

self-monitoring of, 234-235, 242 
and semi-compatibilism, 282, 289 

many-worlds interpretation, of quantum 
mechanics, 87, 94-98 

mathematics, in physics, 88, 93, 98-99, 102 

algorithmic, 103, 106-108, 123n.7 

models of, 111-112, 123n.8 

matter, particles of 

in events, 463 
nonequilibrium statistical mechanics of, 120-

121, 124n.16 
in quantum mechanics, 90-91, 96, 99, 117 

McKay-Johnson counterexample, to Rule 
Beta, 162, 165-166, 176n.6 

meaning, of life, in hard compatibilism, 481-

483 
measurement, in quantum mechanics, 86-89, 

91-95, 103-104 

mechanism 
as explanation of action, 338-339 
freedom of action and, 339-348, 355n.4-n.6 

Mele, Alfred 
on indeterminism, 293-294, 297, 363, 

380n.19 
on libertarianism, 312-313, 316-317, 322n.2, 

364, 38m.21, 38m.23 

memory 

frontal cortex role in, 569-570 

in noncausality, 360 
mental act, neurons in, 294-295, 563, 569 
mental causation, 426, 435n.22, 438 
mental health, self-control and, 533, 547n.5 
mental power, in libertarianism, 358, 366-367, 

378n.1, 382n.29 
mental state, in bounds of freedom, 445-446 

mesh theories 

of compatibilism, 210-213, 217, 227n.13 

of freedom and responsibility, 19-22, 

40n.24 

meta-ability, in fatalism, 73-74 
metacompatibilism, 512, 525 
metaethical objectivism, 507, 510, 525 
metaethical subjectivism, 507-511, 528n.2 
metaethics 

in fundamental dualism, 491-493, 504n.2 

prominent scholarly views on, 31-32, 516-

525 
metaphilosophy 

of free will, 31, 509-511, 525, 528n.2 

prominent scholarly views on, 516-525 

metaphysical issues 
in compatibilism, 189, 199, 232 
in free will issues, 4, 45-46, 235, 253n.3 
libertarian, 250, 256n.34 
revisionary, 245, 248, 255n.25 

metaphysical necessity 

in fatalism, 66-67, 69, 80 
in libertarianism, 328, 333n.14-n.16 

microtubules, of brain, 103 
middle-distance pessimism, 231, 252 

reason and self-control in, 233-237, 253n.7, 
253n.9, 254n.1O 

refinements and difficulties of, 237-242, 
254n.11, 254n.13-n.16 

middle knowledge, in fatalism, 56-57, 60, 79 

mind, Philosophy of, 467-469, 475 

Mind Argument 
in event causation, 38m.25, 382n.28, 383n.34 
vs. incompatibilism, 167-175, 177n.13 

mind-brain theory, 4, 33-34, 37, 119, 551-564 
mind control, 533-534, 548n.20 



mind to body relation, dualistic, 4, 24, 106, 
108, 123n.12, 337 

minimal inference pattern, in Consequence 
Argument, 142-144, 148, 152 

mistakes, 410-412 
Modal Argument. See Consequence 

Argument 
Molinist solution, to fatalism, 50, 55-57, 79 
momentum, in quantum mechanics, 89 

monism, 467-468 

assumption of, 491-492, 496, 503 

mood, behavioral influence of, 9, 20, 33 
moral-act responsibility, 516-517 
moral agency, autonomy and, 530 
moral anger, 488 
moral blame. See blameworthiness 
moral codes, 561 
moral incompatibility, 508-509 
moral-judgment responsibility, 516-517 

moral responsibility 

actual-sequence approach to, 298, 305-307 

in agent causation, 348-352 
alternative possibilities and, 14-19, 39n.21, 

222, 228n.17, 284, 407-414 
with autonomy, 541-542, 548n.17-n.20 
avoiding, 300-303 
bounds of freedom in, 252, 442, 453-454, 

456-457, 458n·4 

in compatibilism, 19-22, 38n.8, 39n.22, 

40n.24, 208-209, 220-221 

in event causation, 369-370, 372, 374, 376, 
384n-48, 384n·51, 417-425 

as free will issue, 4-5, 39n.22, 226n.2, 238, 
309 

in free will subjectivism, 507-518, 525-527, 
528n.2 

in fundamental dualism, 491-493, 504n.2 
in hard incompatibilism, 478-483, 486-

488 

in illusionism, 501-502, 504n.7 

in libertarianism, 309-314, 3210.1, 322n.2, 
323-331, 332n.2, 332n·4, 333n.21, 407, 503 

neuroscience of, 243, 282, 293-296, 325-326, 
332n·9 

omissions in, 284-287, 305 
in semi-compatibilism, 283-292, 294-303, 

309 
source of, 243, 249, 251, 254n.19 
targets of, 248, 255n.28 

motion, in quantum mechanics, 91-92 

motivation 
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behavioral influence of, 9, 20, 372, 567 
in compatibilism, 195-198 
frontal cortex role in, 567-568 
plurality of, 411-413, 429 
sufficient, 413-414, 433n.1O 

motor activity, conscious will and, 552-557, 
561 

Nagel, Thomas, on free will subjectivism, 520-

521 

narrow method, of choosing possibilities, 266-

267, 269, 277n.27, 310 
natural autonomy, 217, 509, 574-575 
natural laws. See causation 
nature (laws of).  See laws of nature 
necessity 

in agent causation, 345-346 

causal: in determinism, 264-266, 271-272; 
van Inwagen's version, 273-274 

in Consequence Argument, 133, 142, 145, 149 

in fatalism, 46-47, 49-51, 67; accidental, 54, 
57; metaphysical, 66-67, 69, 80 

as free will issue, 4, 6, 261 
in libertarianism, 328, 333n.14-n.16 

nerve cell activity, conscious will and, 552-557, 
561-563 

neural realizations, in causalism, 389-390 

neurons 

mental act connection to, 294-295, 563, 569 

in quantum mechanics, 105, 107-108 
neurophilosophy 

of determinism, 225, 561-563, 564n.2 
of free will, 565-576 
of intentions, 348 574, 551, 553, 561, 564n.l 

neuropsychological tests, for frontal function, 
569, 576n.5 

neuroscience 

behavioral influence of, S, 8-9 
free will and, 4, 33-34, 37, 119, 551-564 
of libertarianism, 377-378 

in moral responsibility, 243, 282, 293-296, 
325-326, 332n·9 

of psychiatric disorders, 34, 552, 557, 571-573 
of quantum mechanics, 102-108 

neurotransmitters, physics interpretation of, 
102-105 

no-free-will-either-way, 513, 518 
nomic necessity, in libertarianism, 328, 333n.16 
nonautonomism, 546 
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noncausalism 

agent causation combined with, 393, 404n.6 
basis of, 357-358, 378n.1-n.2 
causalist objection to, 389-390 
control in, 358-359, 378n-4 
evidence for, 377-378 
explanation in: as connection, 390-392; 

rational, 358-361, 379n.8, 379n.ll-n.12; as 

reasons, 378n.1, 386-389, 403 

intention in, 360-361, 379n.8, 390-394, 403 
as simple indeterminist theory, 24-26, 356 

nonequilibrium statistical mechanics, of free 
will, 120-121, 123n.15-n.16 

nonlocality, quantum, 87, 90-91, 94, 100 
nonreductive views, of event causation, 365 
normative competence, in responsibility, 189, 

208, 220, 238, 254n.13 

normative ethics, of subjectivism, 512, 521-522 

objectivity 

in hard incompatibilism, 483-484 
of values, 31-32 

obligation, in compatibilism, 199, 220, 222 
observation, quantum, 86-89, 91-95, 103-104 
observer-participation, in quantum 

mechanics, 87, 91-95, 100 

obsessive compulsive disorder (OCD), 553, 572 

Ockhamist solution to theological fatalism, 

49, 53-55, 72, 75-78 

omissions, in moral responsibility, 284-287, 305 
oneself, in bounds of freedom 

cause of, 443-444 
sense of, 447-451, 455-457, 459n.23, 460n.2, 

460n.35, 460n.40 
ontological interpretation, of physics, 98-99, 

III 

"open God" theory 

of theological fatalism, 35, 45-46, 59-61 

in quantum mechanics, 124n.16 

openness 
in Consequence Argument, 137, 139, 156n.ll 
in event causation, 374-376, 384n.50 

opportunity, in compatibilism, 195-198, 223-
224 

optimism, in compatibilism, 203, 247, 251 
origination 

conception of, 468-469, 471, 522 
consequences of, 469-474, 524 
in free will, 464-467 
relevance of, 469-470, 474 

originative value, 257, 271, 273 

origins. See agents' histories 
oscilloscope clock, in neuroscience, 553, 556 
otherwise. See alternative possibilities; could 

have done otherwise; to do otherwise 
'out-of-the-world' agency, in determinism, 

122n.2 
outcomes 

in agent causation, 340, 346, 348, 355n.6 

in compatibilism, 181, 195, 200 

conscious will and, 423, 551, 556-557 
in incompatibilism, 172-174 
in quantum mechanics, 87, 95, 104, 109 

overdetermination, 265 

pain, functions of, 106 
parallel processing, of cognitive tasks, 419-421, 

434n.18-435n.19 

particles. See matter 

past 
in Consequence Argument, 128, 130, 133-

134, 141, 194, 470 
in fatalism, 46, 49-50, 54, 72, 80 
in incompatibilism, 159, 306 

patterns, 268, 345 
in incompatibilism, 142-144, 148, 152, 171, 

173 

Penrose, Roger, on quantum mechanics, 102-

103, 106, 108, 123n.12 

perception, sensory stimulus of, 559, 568 

perception-action-cycle, 568 
personal causation, 428 
personal relationships, compatibilism and, 483-

487 
personal worth. See dignity 
personification, of nature, 236 
persons and personhood 

in autonomy, 540-541 

conflicting views about, 4-6, 38n.5, 520 

as free will issue, 4, 21O-2ll, 226n.9 

in self-control, 532, 547n.4 
perspective, in autonomy, 520-521 
pessimism 

bogeymen anxieties of, 229-231, 236 
close-range, 231-233, 253n.6 
compatibilism and, 203-204, 206 
degrees of, 235, 252 

incompatibilism association with, 230, 253n.1 
intuition pumps and, 230-231, 234, 250, 

254n.14 
limits of finitude and, 249-252, 255n.32, 

256n.34-n.36, 356n.33-n·37 
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morality sources of, 243, 249, 251, 254n.19 

reason and self-control with, 233-237 

ultimacy and, 237, 241-248 

phenomena 
mechanistic vs. purposive, 338-339 
in noncausalism, 357-358, 378n.l 
physical vs. subjective, 551, 562-563, 564n.2, 

572-573> 576n.6 
philosophy 

in bounds of freedom, 453-454, 459n.28 

of events, 464-468 

in free will issues, 4, 33-34, 181-182, 230, 

253n·3 

of intelligibility question, 414-416, 434n.15 
metaphilosophy as, 31, 509-511, 528n.2 
motivational factors of, 526-527 
of origination, 464-472, 474 
prominent scholarly views on, 516-527 
in quantum mechanics, 99-102, 464-466 

Philosophy of mind, 467-469, 475 

photons, in quantum mechanics, 90-91 

physical determinism 
causation thesis, 271-273, 277n.32-n.35 
fixed laws of, 114-115, 468 
in libertarianism, 316-317, 322n.6, 338 
neurophilosophy of, 561-563, 564n.2 
possible worlds in, 259-261, 274n.1O, 275n.11 
thesis of, 111-112, 123n.6 
unique evolution of, 112-114, 566 

value determinateness of, 112, 114-115, 123n.6 

physical laws. See physics 

physical systems 
fixed laws of, 114-115, 122n.3-n.4 

quantum mechanics of, 88-90 
physics. See also quantum mechanics 

classical, 85-86, 88, 94, 110n.l 
determinism based on, 7-9, 38n.11, 85-86, 

272, 277n.32 
of events, 463-466 

of free will, 118-122, 561-563, 564n.2 

indeterminism based on, 115-118, 123n.6-n.8 

mathematics of, 88, 93, 98-99, 102, 111; 
algorithmic, 103, 106-108 

of possible worlds, 260-261, 268, 275n.11 
Planck's constant, in quantum mechanics, 

89 
planning, neurophilosophy of, 565, 569-570 
plurality conditions 

in agent causation, 430, 435n.26 
for free will, 409-411, 429, 526 
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in free will subjectivism, 520-521, 526, 
528nA 

parallel processing of, 419-421, 435n.19 

will-setting and, 411-413, 535 

political theory, 4 

Polkinghorne, John, on quantum mechanics, 
124n.16 

position, in quantum mechanics, 89 
possibility 

alternative (see alternative possibilities) 
determinism and, 257-259, 266-271 

as free will issue, 4, 21, 217, 224, 504n·3, 557 

in semi-compatibilism, 301-303 
possible worlds, in determinism, 259-261, 269-

270 

posteriori argument, in bounds of freedom, 
441, 458n.2, 460n.40, 509 

power 
in agent causation, 345-346, 355n.5 
in compatibilism, 12-14, 188-198, 235, 

254n.1O, 407, 432n.l 

conditional analysis of, 191-194, 196-198 

in Consequence Argument, 193-195 

to control, 533-534, 536, 539 

to do otherwise, 188-191 

in event causation, 358, 366-367, 374, 
378n.l, 382n.29 

in fatalism, 66, 71-74, 77 
in free will, 192-193, 258 
van Inwagen's version, 273-274 

Power Entailment Principle (PEP), in 

fatalism, 56-57 

power preference (PP), in autonomy, 539 

powerlessness, conditional analysis of, 194-
195 

practical possibility, 217-218, 220 
practical-reasoning, in metaethics, 510 

praiseworthiness 
bounds of freedom in, 442, 444, 449, 452, 

458n·4 

as free will issue, 190, 205, 321, 495, 507 

in hard incompatibilism, 481-483 

Praxis argument 
for metaethical objectivism, 509-511, 528n.l 
for meta ethical subjectivism, 526-527 

precepts, neuronal, 569 
predestination 

divine sources of, 46, 57, 63 
as free will issue, 4, 35, 41ll.40 

predicates, in determinism, 260 
predictability, determinism and, 271, 561-562 
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preference( s)  

in bounds of freedom, 446 

in event causation, 363-364, 379n.16-
380n.17, 380n.19-n.20 

self-control over, 532-533, 539-542, 547n.3 

prefrontal cortex 
as generator of future, 571-573, 575 
intelligibility and, 565-570, 576n.4 

premise 

in Consequence Argument, 128-133 

in fatalism, 49-51, 69, 75 
in incompatibilism, 159, 176n.2 

premotor cortex, intelligibility and, 565-570, 
575n.1 

prerepresentations, neuronal, 569 
present, in Consequence Argument, 128 
presuppositions, 524-525 
primary motor cortex, intelligibility and, 565-

570 

Principle of Alternative Possibilities (PAP) 

alternative possibilities vs., 16-18, 315 

alternatives to, 299-300, 310-311, 313-317 

Compatibility Question and, 188, 213, 222, 

407-409, 433n·7 
as divine foreknowledge premise, 47, 50 
in fatalism, 50, 57-59 
Frankfurt-type example challenges of, 281-

283 

in libertarianism, 299-300, 310-317, 32m.1 

in semi-compatibilism, 283, 285-290, 302-

303 
Principle of Avoidable Blame, 300, 314-315 

Principle of Possible Action, 284-285, 288 
Principle of Possible Prevention, 284-285, 287-

288 
Principle of Possibly Passing the Buck, 299-

300, 315 

principle of sufficient reason (PSR) , 122n.8 

prior sign, in semi-compatibilism, 282, 289-

291, 293, 300-301 

pro-attitudes, autonomy and, 536-537, 542-
543, 548n.22 

probability theory 
of indeterminism, 116-118, 466 
in quantum mechanics, 96-98 

procedural independence, in autonomy, 539-
540 

production, in agent causation, 427-430, 
435n.25 

projection, in metaethics, 510 

promises, 324, 366-367, 388, 390-392 

prophecy, in fatalism, 60-61 

propositions 

in causalism, 387-388 

in compatibilism, 181, 184-185 
in determinism, 259, 524 
in fatalism, 71-74 

psychiatric disorders 
biochemical sources of, 9, 33 

neuroscience of, 34, 552, 557, 571-573 

psychological autonomy, 536, 538, 541-542 

psychology, in free will issues, 4, 203, 525-527 
punishment 

bounds of freedom of, 452, 457-458, 

459n.27 
as free will issue, 4, 243, 245, 473, 498, 507 
in fundamental dualism, 494, 496, 504n.3 
in hard incompatibilism, 479-481, 484-485 
pessimism and, 226n.2, 245, 248, 255n.28 

purposings, active, in agent causation, 355n.2 

purposive explanations, of human action, 338-

339 

quantum events, 462-464 
quantum mechanics (QM) 

Bohm interpretation of, 87, 95, 98-99, 117 
chaos theory of, 87, 104, 119-120, 124n.16 
consciousness and, 87, 100-107, 109, 123n.12, 

561-562 
consistent histories interpretation of, 95 

of events, 462-464, 467 

hidden variable theory of, 98, 117 
of indeterminism, 116-118, 434n.16; evidence 

of, 86-87, 89-90, 99-100, 108-109 
of libertarianism, 377 
many-worlds interpretation of, 87, 94-98 
marginalizing of, 99-102 
measurement and observation in, 86-89, 91-

95, 103-104 
measurement problems in, 94-95 

in neuroscience, 102-108 
nonlocality in, 87, 90-91, 94, 100 
objections to relevancy of, 87 
observer-participation, 87, 91-95, 100 
ontological interpretation of, 98-99 
philosophical arguments on, 100-102, 475-

476 
physical representations of, 88-89 
thesis of, 7-8, 30, 86-87 
time element of, 85-86, lIon. 1, 121 

quantum reality, as free will issue, 4, 86-87, 
463, 476 



radioactive material, in quantum mechanics, 
91-92, 96--97, 101, 117 

random-number generators, determinism of, 

269-271, 276n.22 

randomness 
in determinism, 267, 269-271, 276n.22 

of events, 467, 535 

in libertarianism, 491, 504n.1 
rationale. See reason theories; reasons 

explanations 
rationality 

in compatibilism, 204-205, 246-247, 254n.15 
in determinism, 272-273, 277n.34 

in event causation, 366, 370-371, 382n.26-

n.27, 383n.39 
as free will issue, 4, 86, 109, 252, 411 

in non causalism, 358-361, 379n.8, 379n.11-
n.12 

in physics, 102-103, 106-110; algorithmic, 

103, 106-108 
reactive attitudes 

in compatibilism, 203-207, 226n.5, 239-240 
of freedom and responsibility, 19-22, 30, 

40n.24, 504n·7 

in hard incompatibilism, 483-487 

subjectivism of, 507, 519 

readiness potential (RP), of brain activity, 551-
555, 557-558, 560, 566 

reality 
in determinism, 261, 266, 269 
in illusionism, 501-503, 504n.7 

reason-responsiveness, of freedom, 39n.21, 239-
241, 244, 248, 254n.14, 255n.23 

reason theories. See also reasons explanations 

of agent causation, 348-352, 354 
in autonomy, 540-541 

of compatibilism, 215-216, 220-221, 227n.1O 
of event causation, 368, 371, 383n.39 
of freedom and responsibility, 19-22, 239 
middle-distance pessimism and, 233-237, 

244 
of noncausality, 360-361, 378n.1, 379n.11-

n.12 
reasoning 

neurophilosophy of, 568-570 
in physics, 110, 123n.8 

reasons explanations. See also reason theories 
in causalism, 386-390, 394-399, 401-403 
counterfactuals in, 399-401 
in determinism, 268, 272 
fundamental explanations and, 390-392, 469 
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intention in, 360-361, 379n.8, 389-395, 400-
403 

in noncausalism, 378n.1, 386-389, 403; 

explanatory connection, 390-392; 

intention, 392-394; rational, 358-361, 

379n.8, 379n.11-n.12 
receptivity, 239-240 
regions, in incompatibilism, 160-167, 176n.3-

n.4, 176n.9-n.1O 
regress problems, of free will, 184-187, 212, 413-

414 
regress-stopping actions, in event-causal 

libertarianism, 369, 373, 383n.37, 384n.45 

regularity theory, of compatibilism, 198-200, 

240, 365 
regulative control, moral responsibility and, 307 

relationships, personal, 483-487. See also 
reactive attitudes 

relevance 

in bounds of freedom, 453-454, 459n.28-
n·30 

of origination, 469-470, 474 
reliability 

in Consequence Argument, 137-138, 151, 

156n.8, 156n.13 
of reasoning, 239 

repentance, 485 
representative fatalism (RF), 70-71, 76 
resentment 

compatibilism and, 203, 205, 207 
freedom and, 247, 253n.1 

resignation, in compatibilism, 226n-9 
respect, 226n.2, 482-483. See also self-respect 

responsibility 
bounds of freedom of, 444, 448-453, 457 

in compatibilism, 188-191, 202-203, 226n.2 

in Consequence Argument, 129, 133, 138, 
154n.2 

criminal (see criminal liability) 
Dworkin's account of, 210-213 
efforts of will and, 421-425 

in fatalism, 50, 57-59 

Frankfurt's account of, 210-213, 222-224, 
226n-9, 227n.1O 

in hard determinism, 494-495 
indeterminism and, 416-418, 431, 436n.29 
luck and chance vs., 421-425 
moral (see moral responsibility) 
neurophilosophy of, 551, 561 
in physics, 101 
Strawson's account of, 203-207, 226n.5 
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responsibility (continued) 
Wallace's account of, 207-210, 226n.6 

Watson's account of, 213-217, 227n.11 

Wolf's account of, 213-217, 227n.13 
retrospective dangers, of illusionism, 498-500 
revisionary metaphysics, 245, 248, 255n.25 

revisionist naturalism, in compatibilism, 206, 
226n.5 

rewards 
bounds of freedom in, 442, 444, 449, 452, 

457-458, 458n·4 

subjectivism of, 507 

right actions. See also moral responsibility 

in agent causation, 348-352 
as behavior choice, 190, 199-201, 215-216, 

220 
Robb, David 

on indeterminism, 293-294, 297, 3l2-313 
on libertarianism, 312-313, 316-317, 322n.2 

role-responsibility, 516-517 
rollback argument, in event causation, 366, 

382n.28 

rule a 

in Consequence Argument, l28-l29, 131 

in incompatibilism, 159-160 
rule � 

compatibilist responses to, 133, 139-140 
in Consequence Argument, l28-132, 155n.3 
in incompatibilism, 159-162, 164-165, 176n.6 
in Mind Argument, 168 

schizophrenia, 572 

science, modern, determinism and, 7-9, 

38n.11, 267, 276n.21 

seizure, psychomotor epileptic, 558 
self causation. See agent causation 
self-consciousness, in bounds of freedom, 449-

450, 453, 455-456, 460n.32, 460n.35, 
460n.40 

self-control 
autonomy and, 32, 460n·32, 529-534, 547n.5 
as free will issue, 4-5, 32, 4111.39, 252 
global vs. regional degrees of, 532, 547n.3 
in hard incompatibilism, 481-483 
in middle-distance pessimism, 233-237, 240, 

245 
perfect, dimensions of, 532-533, 547n.4 
ultimate vs. nonultimate, 535, 543-544, 

548n.25 
weakness of will vs., 529, 531 

self-creation, 246, 252, 412, 492 
self-deception, 4, 537 

self-defense, 480 

self-determination, freedom bounds and, 454, 

459n.29-n·30 
self-foreknowledge, in fatalism, 63 
self-forming actions (SFA) 

agent causation and, 426-431, 435n.26, 
436n.29 

in event-causal libertarianism, 369, 383n.37 
in parallel processing, 419-421 

in pessimism, 244, 254n.21, 255n.26 

ultimate responsibility and, 408, 414, 423-

424 
during uncertainty, 416-418 

self-forming willings (SFW),  in event-causal 
libertarianism, 369-371, 373, 383n.37, 
384n.44-n.45 

self-governance. See moral responsibility; 
rationality 

self-knowledge, 235 

self-monitoring, of threatening manipulation, 

234-235, 242, 248 

self-organizing network, in causation, 342-
344, 411-413, 429 

self-preservation, 234 
self-respect 

in hard incompatibilism, 482 
in illusionism, 501-503, 504n.7 

self-worth, free agency and, 238-239 

semantic relativity, 521 

semi-compatibilism 

blameworthiness and, 304-305, 308n.20 

Frankfurt-type examples in: actual
sequences, 298, 305-307; dilemma, 290-
291; divide and conquer response, 283-
290; nonstandard response, 303-304; 
proponent, 281-283; putative 
implications, 304-306; scholarly 
modifications, 292-300, 304n.12 

free will and, 18, 39n.21, 309-310 
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