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LUDWIG WITTGENSTEIN was born in Vienna, Austria, on
April 26, 1889, the youngest of eight children of a leading Austrian
steelmaker. Educated at home until age fourteen, Wittgenstein then
studied mathematics and natural sciences in an Austrian school, and
later studied mechanical engineering for two years in Berlin, Ger-
many. In 1908 he engaged in aeronautical research in England. He reg-
istered as a research student at the University of Manchester, where he
worked in an engineering laboratory. Bertrand Russell’s book The
Principles of Mathematics (1903) had a profound influence on
Wittgenstein, and he left the university in 1911 to study mathematical
logic with Russell at Cambridge.

Wittgenstein remained at Cambridge until 1913, when he traveled
to Skjolden, Norway, where he secluded himself to continue his study
of logic. Upon the outbreak of World War I, he enlisted in the Austrian
army, eventually serving as an artillery officer on both the eastern and
western fronts. Throughout the war, Wittgenstein continued to work on
the problems of philosophy and logic, recording his thoughts in note-
books. At the end of the war, he sent his manuscript to Russell, who
found a publisher for his work.

Published in 1921, the Tractatus Logico-Philosophicus has been
universally admired. This work covers a vast range of topics: the nature
of language; the limits of what can be said; logic, ethics, and philoso-
phy; causality and induction; the self and the will; death and the mys-
tical; good and evil.

Upon returning to civilian life in 1919, Wittgenstein gave away the
large fortune he had inherited from his father, and lived a frugal and
simple life. Feeling that he could contribute nothing more to philoso-
phy after publication of the Tractatus, he searched for a new vocation,
first teaching elementary school in Austria for several years, then turn- -
ing to gardening and architecture.

In 1929 Wittgenstein felt that once again he could do creative
work in philosophy. He returned to Cambridge in 1929, where he was
made a fellow of Trinity College. Through his lectures and the wide
circulation of notes taken by his students, he gradually came to exert
a powerful influence on philosophical thought throughout the English-
speaking world. In 1936 he began his second major work, Philosoph-
ical Investigations.

In 1939 Wittgenstein was appointed to the chair in philosophy at



Cambridge University. During World War II he left Cambridge and
worked as a porter in Guy's hospital in London and then as a labora-
tory assistant in the Royal Victoria Infirmary. In 1944 he returned to
Cambridge as professor of philosophy, but resigned his chair in 1947.
He completed the Investigations in 1949, which he instructed should
be published only after his death.

Frequently ill during his remaining years, Wittgenstein was diag-
nosed with cancer in 1949. He died in Cambridge, England, on April
29, 1951. Philosophical Investigations was published in 1953.
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Editor’s Preface

The difficulties I have encountered in editing these notes, which
were taken from 1932 to 1935 when I attended Wittgenstein’s lectures,
have been multiplied by my not having notes of other members of the
same classes against which to check my own, except for the year
1934-35, when Dr. Margaret Macdonald and I shared our notes. The
first draft I made on leaving Cambridge was a compilation of her notes
and mine for that year, and the original draft of her notes was kindly
made available to me by Mr. Rush Rhees, together with scattered
notes which Wittgenstein made at the time he gave the lecturss of the
Easter term of 1934-35. For the lectures of 1932-33, my first year in
Cambridge, I have had to depend solely on my notes and my memory,
both of lectures of that year entitled ‘‘Philosophy for Mathematicians®’
and of lectures to a larger class throughout the year.

The so-called Yellow Book consists of notes taken during the year
1933-34 by Ms. Margaret Masterman and myself of lectures and in-
formal discussions during intervals in the dictation of The Blue Book.
What appears here as Part II includes only my own notes, not those of
Ms. Masterman. Notes taken on the same material by Francis Skinner,
now deceased, were included in the Yellow Book but formed only a
small part of the total. It seemed to me better on the whole to use
notes for which I alone was responsible.

My concern has been to present a connected and faithful account of
what Wittgenstein said. Some of the people who might have aided me
in this endeavor by providing me with notes for comparison with my
own are now dead. The notes of others who were in the classes were
too meagre to be used. Wittgenstein’s published writings, wherever
they contain material overlapping with my own, are of course
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confirmation. Where malerials are nol ireated in 1he manuscripls now
published, I have simply recorded what I had, in order 10 make relaled
lexIs available 1o philosophers. A few of the noles were 100 confused
or obscure lo permil of intelligible reconsiruction, and these I have
omilled, my reason being thal my noles rather than Wiligenslein’s lec-
lures were al faull. I have also omilied noles which were duplicarions
of well-known maierial already published in his Tractatus. 1 think he
would have been in agreement, and 1har his own delelions would have
been far more exiensive.

It is reasonable 10 suppose that 1he leciures entiiled *“Philosophy for
Mathemaiicians’’ followed fairly closely the maierials published in
Philosophische Bemerkungen and in Philosophische Grammatik. For
this ser of leclures was given in 1932-33, a1 abour the lime when
Wilgensiein had wrilien, or was wriling, these 1wo books. The noles
of these leciures are placed afier those of the Easter lerm of 1934-35
rather 1han in their chronological order because of their connection
with the subjecl matter of thal lerm. I am much indebied 10 Iwo
mathemaiicians, Dr. G. T. Kneebone of Bedford College, London,
and Professor H. S. M. Coxeler of Toronio Universily, who read cer-
1ain mathemaiical parts of these noies.

As might be expecied, problems Ireated in the Yellow Book are for
the mosi part 1hose Ireated in The Blue Book. Their main value lies in
their somelimes being beller staled than in The Blue Book diclation,
though certain things which I have included and which I think are
important are nol Io be found elsewhere. In addition 10 1aking noles of
lectures of 1933-34, Ms. Masierman and I 100k noles of his informal
discussions in the intervals beiween dictation when, as he thoughi,
and somelimes regretted, no record had been made of whar he said.
Subsequenily, explicil permission was given us 10 continue with note-
laking of his informal discussions.

I have made lintle anlempr here 10 collaie what I have with his pub-
lished works on a given Iopic, though in a few cases I have made
references. Nor have I allempied always 1o follow the exacl order of
his preseniation in leciures. Those who know his siyle of leciuring will
remember 1hal a lopic ofien recurred, if only in a recapilulation, in a
subsequent leclure, and thal even within a leclure commenis on some
malier whose relevance was not clear 10 his class would be noled,
dropped, and somelimes laken up again laler. I had ar firs thoughi 10
delele some of the repelitions which occurred throughout a term or
occurred in another year in leclures 1o a different class, bul for the
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mosl part I have nol done this. In some cases I hav.e brought ¥ogel}:‘er
widely separaled remarks nol inlegral 10 ¥he discussion al The lime, dc?r
example, on existence proofs and formalism. Throughoul, I have' indi-
cated when relevani material from other noles of mine has been incor-
poraled in The Ireaiment of a given problem. In a number of places I
have inserted commenis of my own, indicaled by square !)rackels,
when connections within The leciure malerial seemed_ lacking. T}_xe
malerials of the first Iwo years are usually giyen here in the order in
which he 100k them up. The numbering indu':ales their order and is
intended for convenien! reference. Divisions in the noles of the la§l
year coincide with the successive leciures in each of the academic
lenVT:’s};al remains afler culling and revising is, I think, §ubsxannally
correcl. Noles taken ar the beginning of I932—33,“dur.mg my firsl
weeks in Cambridge, both of the leciures c.aIIed F”fnlosc.)phy for
Mathematicians”, and of leclures called ‘‘Philosophy’” which were
given Io a different class, are ihe leasl satisfactory. Only the fact lha.u I
wrole oul mos! of the noles in full seniences shortl)f afier lea\fmg
Cambridge saves them from the inaccuracy from whnch. they mng?u
have suffered these many years later. In the final assembling and edil-
ing of the notes of the three years I was fortunalg 10 have the help }c:f
Professor Morris Lazerowiiz, who gave over 1o lh1§ work three months
of his own 1ime: and I am deeply indebled 10 him for whal he has
coniribuled 1o the readabilily and clarity of the resullapl drafl. ‘ ;
Editing these leciures has been rewardmg for me in a special anI
personal way. I1 has enabled me Io relurn in fnemory 1o the hourlsl’
spent in leciures and diciation in Wiligensiein's rooms in Whex.veh‘s
Court, and 1o the hours of discussion I had wx.lh G. E: Moore.m is
study at 86 Cheslerton Road, often on 1opics Wiligensiein was dnscuss-l
ing. It has made i1 possible for me 1o recaplure some of the inlelleciua
excilemen! which permealted the aimosphere in those years.

Conway, Massachusells
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Philosophy
1932-33

1 1am going to exclude from our discussion questions which are an-
swered by experience. Philosophical problems are not solved by expe-
tience, for what we talk about in philosophy are not facts but things
for which facts are useful. Philosophical trouble arises through seeing
a system of rules and seeing that things do not fit it. It is like advanc-
ing and retreating from a tree stump and seeing different things. We
go nearer, remember the rules, and feel satisfied, then retreat and feel

- digsatisfied.

2 Words and chess pieces are analogous; knowing how to use a word
is like knowing how to move a chess piece. Now how do the rules
enter into playing the game? What is the difference between playing
the game and aimlessly moving the pieces? I do not deny there is a
difference, but I want to say that knowing how a piece is to be used is
not a particular state of mind which goes on while the game goes on.
The meaning of a word is to be defined by the rules for its use, not by
the feeling that attaches to the words. '

““How is the word used?”’ and ‘‘What is the grammar of the
word?’’ I shall take as being the same question.

The phrase, ‘‘bearer of the word”’, (standing for what one points to
in giving an ostensive definition], and ‘‘meaning of the word’’ have

entirely different grammars; the two are not synonymous. To explaina

word such as ‘‘red”’ by pointing to something gives but one rule for its
use, and in cases where one cannot point, rules of a different sort are
given. All the rules together give the meaning, and these are not fixed
by giving an ostensive definition. The rules of grammar are entirely in-
dependent of one another. Two words have the same meaning if they
have the same rules for their use.
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Are the rules, for example, ~~p=p for negation, responsible to
the meaning of a word? No. The rules constitute the meaning, and are
not responsible to it. The meaning changes when one of its rules
changes. If, for example, the game of chess is defined in terms of its
rules, one cannot say the game changes if a rule for moving a piece
were changed. Only when we are speaking of the history of the game
can we talk of change. Rules are arbitrary in the sense that they are not
responsible to some sort of reality—they are not similar to natural
laws; nor are they responsible to some meaning the word already has.
If someone says the rules of negation are not arbitrary because nega-
tion could not be such that ~~p = ~p, all that could be meant is that
the latter rule would not correspond to the English word *“‘negation”’.
The objection that the rules are not arbitrary comes from the feeling
that they are responsible to the meaning. But how is the meaning of
“‘negation’’ defined, if not by the rules? ~~p =p does not follow
from the meaning of ‘‘not’’ but constitutes it. Similarly, p.p Dq. > .4
does not depend on the meanings of “‘and’’ and “‘implies’’; it consti-
tutes their meaning. If it is said that the rules of negation are not arbi-
trary inasmuch as they must not contradict each other, the reply is that

if there were a contradiction among them we should simply no longer

call certain of them rules. [*‘It is part of the grammar of the word
‘rule’ that if ‘p’ is a rule, ‘p. ~p’ is not a rule. ]

3 Logic proceeds from premises Just as physics does. But the primi-
tive propositions of physics are results of very general experience,
while those of logic are not. To distinguish between the propositions
of physics and those of logic, more must be done than to produce
predicates such as experiential and self-evident. It must be shown that
a grammatical rule holds for one and not for the other,

4 In what sense are laws of inference laws of thought?

Can a reason be given for thinking as we do? Will this require an
answer outside the game of reasoning? There are two senses of *‘rea-
son’’: reason for, and cause. These are two different orders of things.
One needs to decide on a criterion for something’s being a reason
before reason and cause can be distinguished. Reasoning is the calcu-
lation actually done, and a reason goes back one step in the calculus.
A reason is a reason only inside the game. To give a reason is to go

*Philosophische Grammatik, Oxford and New York, 1969, p. 304.
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. . ow
through a process of calculation, and to ask for a reason 1set:dastll<]al: "

i hain of reasons comes to an end, )
one arrived at the result. The ¢ o an o,

i on for a reason. But this doe
one cannot always give a reas S v e you
i i ¢ answer to the question, y
the reasoning less valid. Th ISW que you
frightened?, involves a hypothesis if a cause is given. But there is
i i lation.

hypothetical element in a calcu .

Yl';f:) do a thing for a certain reason may mean several thm_gs. :Nhti?ea
person gives as his reason for entering a room that there 1sba ecthin ,
how does one know that is his reason? The reason may be x::ay bi

i i on
j ves when asked. Again, a reas .
more than just the one he gi . 2y be
the way one arrives at a conclusion, ¢.g., .when one mu:tuglzng

13 x 25. It is a calculation, and is the justification for the re;u 22 ?.1
The reason for fixing a date might consist in a man’s %(:mg thro iere

i i on
i is di d finding a free time. The reas

ame of checking his diary an e
ﬁaight be said to be included in the act he performs. A cause could n
be included in this sense. . -

We are talking here of the grammar of t!le words o;e?sfgm :g !
i we have given a reas
“‘cause’’: in what cases do we say  or doine @
in thi i es, a cause? If one answers the q
certain thing, and in what cases, 7 ers the queston
i 7’ by giving a behavioristic €xp

“Why did you move your arm? ' tic explans-

i i Causes may be discovered by exper
tion, one has specified a cause. o T R

i t produce reasons. The wo
ments, but experiments do no . . . e 1o sy
i i ith experimentation. It is sens .
not used in connection Wi L e eal st
i iment. The alternative, ‘‘mathem

reasen is found by experimen ) e

ment or experiential evidence?”’ corresponds to ‘‘reason or cause

5 Where the class defined by f can be given by an enum&;.rat?os, slufn ,
by a list, (x)fx is simply a logical product ;;;d f(ax})Eﬁ a; p(l)fslcare the.

) = X

g . = fa.fb.fc, and @x)fx. = favfovjc.

flais o(;);{rimary colors and the class of tones of the octave.nlln;lslih
cases it is not necessary to add ‘‘and a, b, 2 arle th,e, omzans “i
The statement, *‘In this picture I see all the pnmal:y colors’’, o e
see red and green and blue . . ., and to add ° ang these all'e he
rimary colors’’ says neither more nor less than” I see all . . .ali
!v)vhereas to add to “‘a, b, c are people in the room’’ that a, b, c are al
the people in the room says more than “(x)x is a person in thle roon:)Si-,
and to omit it is to say less. If it is correct to say tl.re.ge.nera propses
tion is a shorthand for a logical product or sum, as it i 11(; :f;):;g clzz the,

i i m is
e class of things named in the produc? or su !
tg‘:':r:ntnl:ar not by properties. For example, being a tone of the octave 1s
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nol a qualily of a note. The Iones of an octave are a list. Were the
world composed of *’individuals’’ which were given The names “a”’,
“b’, c"*, elc., then, as in The case of The Iones, there would be no
proposilion ’’and these are all the individuals’’.

Where a general proposilion is a shorthand for a producl, deduction
of The special proposilion fa from (x)fx is straighiforward. Bul where i1
is nol, how does fa follow? "’Following’’ is of a special sort, jusI as
the logical product is of a special sort. And although (3x)fx.fa. = fa
is analogous 10 pvg.p. =.p, fa "follows’’ in a different way in the
Iwo cases where (3x)fx is a shorthand for a logical sum and where iI is
nol. We have a differen! calculus where (3x)fx is not a logical sum. fa
is no! deduced as p is deduced in the calculus of T’s and F’s from pv
q.p. 1 once made a calculus in which following was the same in all
cases. Bul this was a mistake.

Note rhal the dos in the disjunctionfa Vfb vfc v. . . have different
grammars: (1) ’and so on’’ indicales laziness when The disjunction is
a shorthand for a logical sum, the class involved being given by an
enumerarion, (2) ‘‘and so on’’ is an entirely different sign with new
rules when il does nor correspond Io any enumerarion, e. g, '2iseven
Vé4isevenv 6iseven. . .”, (3) “’and so on’’ refers 10 posilions in
visual space, as contrasted with posirions correlated with the numbers
of the mathemarical continuum. As an example of (3) consider '"There
is a circle in the square’‘. Here i1 migh appear Thar we have a logical
sum whose lerms could be delermined by observarion, thal there is a
number of posilions a circle could occupy in visual space, and thal
their number could be delermined by an experimenl, say, by coor-
dinaling them with wurns of a micromeler. Bur there is no number of
positions in visual space, any more than there is a number of drops of
rain which you see. The proper answer 10 The queslion, ‘‘How many
drops did you see?’’, is many, nol thal there was a number bur you
don’r know how many. Although there are Iwenty circles in the

square, and the micromeler would give the number of posilions coor-
dinaled with them, visually you may nor see Iwenly.

6 I have pointed our 1wo kinds of cases (1) those like *’In This mel-
ody the composer used all the noles of The octave’’, all the noles being
enumerable, (2) those like *‘All circles in The square have crosses’’.
Russell’s notarion assumes thar for every general proposilion there are
names which can be given in answer o the question “Which ones?”’
(in contrast Io, “‘“What sort?’’). Consider (3x)fx, the notarion for

PHILOSOPHY, 1932-33 7

*“There are men on the island’’ and for “There is a circle in tl}:e
square’’. Now in the case of human beings, where we use nam.esi li:
question *’Which men?’’ has meanipg. Bul 1o say’"lhgre isa ;uc eno
the square may nol allow the queslion ”Whnch?_ since wle ave "
names ‘‘a’‘, ‘‘b’’, elc. for circles. In some cases ir is sense ess Io ied
*"Which circle?’’, though **What sort of circle is in lhe,fqugr;:’-? ;
one?, a large one?’’ may make sense. The questions whic a] an
“'Whar sort?”’ are muddled Iogether [so rhal we Ihink both always
m(‘l(gns;g:i]the reading Russell would givg of his. not_alion _for "’.I‘he;e
Is a circle in the square’’; "'There is a thmg.whlch is a circle in ;; ‘;
square’’. Wha is the thing? Some people mlgh'l an’swer: the pa:;m
am pointing Io. Bul then how should we wrile ‘The.re are hree
paiches’’? Whal is The substrale for the property pf being a p’a’ r
Whar does il mean Io say ’All Things are cn'cle:s: in ‘l‘he squar; , O
““There is nol a thing thal is a circle in he square’ or All palc es are
on the wall’*? Wha are the things? These sentences have n’? t;neam.ng.
To the question whether a meaning n"n'fghm’l be given I: T :rfn ilS}:
thing which is a circle in the square I vttould reply thal on Circgle
mean by i Thal one our of a lor of st.lapes in the square v\fzfas a onlras.l
And “‘All paiches are on the wall’’ mighr mean somerhing i 1a c oire
was being made with the sialement thal some paiches were elsewhere.

is iI 1o look for a hidden contradiction, or for The propf Ih.al
Zher:vigarlu;sc:)ntradicuon? ““To look for’* has Iwo diffe’l:el’zl‘ mclzanll(n%sru;
the phrases *‘Io look for something ar the North Pole’’, fo loo f?jis-
solution Io a problem’’. One difference belween an expedmo_n acl) dis
covery Io The North Pole and an allempl I0 ﬁnd_ a mathemané: ; -
Tion is thar with the former il is possible Io describe befprehan w1 al 1n
looked for, whereas in marthemalics when you describe the sodu;l:
you have made the expedilion and have fqund whal you lookﬁe - }:
The description of the proof is The proof iself, w.here_as 1:{ nmu;
thing ar the North Pole [il is nor enox}gh Io de§cnbe ir]. gu mast
make The expedition. There is no meaning 10 saying you can es r;he
beforehand whar a solution will be like in mal'hemaucs gxceplfm
cases where there is a known method of soluuor_n. Equations, l:);d e:;
ample, belong 1o entirely differenr games according 10 the mel
so{;:)ngs:ch:vt?\élher there is a hidden contrad?clion is 10 a.sk an gmblgu-
ous question. Its meaning will vary according as There is, or 1s nol, a
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method of answering it. If we have no way of looking for it, then
“‘contradiction’’ is not defined. In what sense could we describe it?
We might seem to have fixed it by giving the result, a ¥a. But it is a
result only if it is in organic connection with the construction. To find
a contradiction is to construct it. If we have no means of hunting for a
contradiction, then to say there might be one has no sense. We must
not confuse what we can do with what the calculus can do.

8 Suppose the problem is to find the construction of a pentagon. The
teacher gives the pupil the general idea of a pentagon by laying off
lengths with a compass, and also shows the construction of triangles,
squares, and hexagons. These figures are coordinated with the cardinal
numbers. The pupil has the cardinal number 5, the idea of construction
by ruler and compasses, and examples of constructions of regular fig-
ures, but not the law. Compare this with being taught to multiply.
Were we taught all the results, or weren’t we? We may not have been
taught to do 61X 175, but we do it according to the rule which we
have been taught. Once the rule is known, a new instance is worked
out easily. We are not given all the multiplications in the enumerative
sense, but we are given all in one sense: any multiplication can be
carried out according to rule. Given the law for multiplying, any mul-
tiplication can be done. Now in telling the pupil what a pentagon is
and showing what constructions with ruler and compasses are, the
teacher gives the appearance of having defined the problem entirely.
But he has not, for the series of regular figures is a law, but not a law
within which one can find the construction of the pentagon. When one
does not know how to construct a pentagon one usually feels that the
result is clear but the method of getting to it is not. But the result is
not clear. The constructed pentagon is a new idea. It is something we
have not had before. What misleads us is the similarity of the pen-
tagon constructed to a measured pentagon. We call our construction
the construction of the pentagon because of its similarity to a percep-
tually regular five-sided figure. The pentagon is analogous to other
regular figures; but to tell a person to find a construction analogous to
the constructions given him is not to give him any idea of the construc-
tion of a pentagon. Before the actual construction he does not have the
idea of the construction.

When someone says there must be a law for the distribution of
primes despite the fact that neither the law nor how to go about finding
it is known, we feel that the person is right. It appeals to something in
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us. We take our idea of the distribution of primes from their distribu-
tion in a finite interval. Yet we have no clear idea of the distribution of
primes. In the case of the distribution of even numbers we can show it
thus: 1,2,3,4,5,6,. . ., and also by mentioning a law which we
could write out algebraically. In the case of the distribution of primes
we can only show: 1, 2, 3,4, 5,6,7,. . . [Finding a law would give
a new idea of distribution] just as a new idea about the trisection of an
angle is given when it is proved that it is not possible by straight edge
and compasses. Finding a new method in mathematics changt?s the
game. If one is given an idea of proof by being given a series of
proofs, then to be asked for a new proof is to be asked for a new idea
of proof.

Suppose someone laid off the points on a circle in order to show, as
he imagined, the trisection of an angle. We would not be satisfied,
which means that he did not have our idea of trisection. In order to
lead him to admit that what he had was not trisection we should have
to lead him to something new. Suppose we had a geometry allowing
only the operation of bisection. The impossibility of trisection i_n this
geometry is exactly like the impossibility of trisecting an angle in Eu-
clidean geometry. And this geometry is not an incomplete Euclidean

geometry.

9 Problems in mathematics ‘are not comparable in difficulty; they are
entirely different problems. Suppose one was told to prove that a set of
axioms is free from contradiction but was supplied with no method of
doing it. Or suppose it was said that someone had done it, or that he
had found seven 7’s in the development of 7. Would this be under-
stood? What would it mean to say that there is a proof that there are
seven 7's but that there is no way of specifying where they are?
Without a means of finding them the concept of 7 is the concept of a
construction which has no connection with the idea of seven 7’s. Now
it does make sense to say ‘‘There are seven 7's in the first 100
places’’, and although *‘There are seven 7’s in the development’’ does
not mean the same as the italicized sentence, one might maintain that
it nevertheless makes sense since it follows from something which
does make sense. Even though you accepted this as a rule, it is only
one rule. I want to say that if you have a proof of the existence of
seven 7’s which does not tell you where they are, the sentence for the
existence theorem has an entirely different meaning than one for which

. a means for finding them is given. To say that a contradiction is hid-
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den, \'vhere there is nevertheless a way of finding it, makes sense, but
.what is the sense in saying there is a hidden contradiction when t’here
1S no way? Again, compare a proof that an algebraic equation of nth
degrge ha}s n roots, in connection with which there is a method of ap-
proximation, with a proof for which no such method exists. Why call
the latter a proof of existence?

’ Some existence proofs consist in exhibiting a particular mathemat-
1c§l structure, i.e., in ‘‘constructing an entity’’. If a proof does not do
this, “‘existence proof’ and ‘‘existence theorem are being used in
another sense. Each new proof in mathematics widens the meaning
of “proof’”. With Fermat’s theorem, for example, we do not know
what it would be like for it to be proved.*

What “e:xistence" means is determined by the proof. The end-result
of a proof is not isolated from the proof but is like the end surface of a
solid. It is organically connected with the proof which is its body.

In a construction as in a proof we seem first to give the result and
then find the construction or proof. But one cannot point out the result
of a construction without giving the construction. The construction is
the end of one’s efforts rather than a means to the result. The result
say a regul.ar pentagon, only matters insofar as it is an incitement t(;
make certain manipulations. It would not be useless. For example, a
teacher .who told someone to find a color beyond the rainbow would ,be
expressing himself incorrectly, but what he said would have provided
a useful incitement to the person who found ultra-violet.

10" If an atomic proposition is one which does not contain and, or, or
apparent variables, then it might be said that it is not possible to dis’tin-
guish atomic from molecular propositions. For p may be written as
p.p or ~~p, and fa as favfa or as (Ax)fx.x =a. But “and’’, “‘or’’

and the apparent variables are so used that they can be eliminated from’
these expressions by the rules. So we can disregard these purportedly
molec_:ular expressions. The word “‘and’’, for example, is differently
used in cases where it can be eliminated from those in which it cannot.

Whether a proposition is atomic, i.e., whether it is not a truth-function
of other propositions, is to be decided by applying certain methods of
analysis laid down strictly. But when we have no method, it makes no
sense to say there may be a hidden logical constant. The question
whether such a seemingly atomic proposition as *‘It rains’’ is molecu-

*This paragraph is taken from The Yellow Book. (Editor)
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lar, that it is, say, a logical product, is like asking whether there is a
hidden contradiction when there is no method of answering the ques-

tion. Our method might consist in looking up definitions. We might

find that *‘It’s rotten weather’’, for example, means “‘It is cold and
damp’’. Having a means of analyzing a proposition is like having a
method for finding out whether there is a 6 in the product 25 X 25, or
like having a rule which allows one to see whether a proposition is
tautologous.

Russell and I both expected to find the first elements, or *‘individ-
uals”’, and thus the possible atomic propositions, by logical analysis.
Russell thought that subject-predicate propositions, and 2-term rela-
tions, for example, would be the result of a final analysis. This ex-
hibits a wrong idea of logical analysis: logical analysis is taken as
being like chemical analysis. And we were at fault for giving no ex-
amples of atomic propositions or of individuals. We both in different
ways pushed the question of examples aside. We should not have said
“We can’t give them because analysis has not gone far enough, but
we’ll get there in time”’. Atomic propositions are not the result of an
analysis which has yet to be made. We can talk of atomic propositions
if we mean those which on their face do not contain ‘‘and’’, “‘or’’,
etc., or those which in accordance with methods of analysis laid down
do not contain these. There are no hidden atomic propositions.

11 In teaching a child language by pointing to things and pronounc-
ing the words for them, where does the use of a proposition start? If
you teach him to touch certain colors when you say the word ‘‘red”’,
you have evidently not taught him sentences. There is an ambiguity in
the use of the word “‘proposition’” which can be removed by making
certain distinctions. 1 suggest defining it arbitrarily rather than trying
to portray usage. What is called understanding a sentence is not very
different from what a child does when he points to colors on hearing
color words. Now there are all sorts of language-games suggested by
the one in which color words are taught: games of orders and com-
mands, of question and answer, of questions and ‘““Yes’’ and ‘‘No.”’
We might think that in teaching a child such language games we are
not teaching him a language but are only preparing him for it. But
these games are complete; nothing is lacking. It might be said that a
child who brought me a book when I said ‘‘The book, please™ would
not understand this to mean *Bring me a book’’, as would an adult.
But this full sentence is no more complete than ‘‘book’’. Of course
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"‘book’’ is not what we call a sentence. A sentence in a language has a
particular sort of jingle. But it is misleading to suppose that *’book’’ is
a shorthand for something longer which might be in a person’s mind
when it is understood. The word *’book*’ might not lack anything, ex-
cept to a person who had never heard elliptic sentences, in which case
he would need a table with the ellipses on one side and sentences on
the other.

Now what role do truth and falsity play in such language-games? In
the game where the child responds by pointing to colors, truth and fal-
sity do not come in. If the game consists in question and answer and
the child responds, say, to the question *’How many chairs?’’, by giv-
ing the number, again truth and falsity may not come in, though it
might if the child were taught to reply ’’Six chairs agrees with real-
ity”’. If he had been taught the use of “’true’‘ and ‘‘false’* instead of
7Yes’’ and *‘No’’, they would of course come in. Compare how dif-
ferently the word ’‘false’’ comes into the game where the child is
taught to shout *’red’’ when red appears and the game where he is to
guess the weather, supposing now that we use the word ’‘false’’ in the
following circumstances: when he shouts ’’green’’ when something
red appears, and when he makes a wrong guess about the weather. In
the first case the child has not got hold of the game, he has offended
against the rules; in the second he has made a mistake. The two are
like playing chess in violation of the rules, and playing it and losing.

In a game where a child is taught to bring colors when you say
’red”’, etc., you might say that *’Bring me red’’ and ‘‘I wish you to
bring me red’’ are equivalent to *’red’”; in fact that until the child un-
derstands ‘‘red’’ as information about the state of mind of the person
ordering the color he does not understand it at all. But *‘I wish you to
bring me red’’ adds nothing to this game. The order ‘‘red’’ cannot be
said to describe a state of mind, e.g., a wish, unless it is part of a
game containing descriptions of states of mind. *‘I wish . . .”’ is part
of a larger game if there are two people who express wishes. The word
“I’’ is then not replaceable by ‘John’’. A new multiplicity means
having another game.

I have wanted to show by means of language-games the vague way
in which we use ‘‘language’’, ‘‘proposition’’, ‘‘sentence’’. There are
many things, such as orders, which we may or may not call proposi-
tions; and not only one game can be called language. Language-games
are a clue to the understanding of logic. Since what we call a proposi-
tion is more or less arbitrary, what we call logic plays a different role
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from that which Russell and Frege supposed. We mean all sorts of
things by ’‘proposition’’, and it is wrong to start with a definition of a
proposition and build up logic from that. If *‘proposition’’ is defined
by reference to the notion of a truth-function, then arithmetic equa-
tions are also propositions—which does not make them the same as
such a proposition as ’’He ran out of the building’’. When Frege tried
to develop mathematics from logic he thought the calculus of logic
was the calculus, so that what followed from it would be correct math-
ematics. Another idea on a par with this is that all mathematics could
be derived from cardinal arithmetic. Mathematics and logic were one
building, with logic the foundation. This I deny; Russell’s calculus is
one calculus among others. It is a bit of mathematics.

12 It was Frege’s notion that certain words are unique, on a different
level from others, e.g.. *‘word’’, ’‘proposition’’, world’’. And I
once thought that certain words could be distinguished according to
their philosophical importance: *’grammar’’, “’logic’’, ’’mathemat-
ics”’. I should like to destroy this appearance of importance. How is it
then that in my investigations certain words come up again and again?
It is because I am concerned with language, with troubles arising from
a particular use of language. The characteristic trouble we are dealing
with is due to our using language automatically, without thinking
about the rules of grammar. In general the sentences we are tempted to
utter occur in practical situations. But then there is a different way we
are tempted to utter sentences. This is when we look at language, con-
sciously direct our attention on it. And then we make up sentences of
which we say that they also ought to make sense. A sentence of this
sort might not have any particular use, but because it sounds English
we consider it sensible. Thus, for example, we talk of the flow of time
and consider it sensible to talk of its flow, after the analogy of rivers.

13 If we look at a river in which numbered logs are floating, we can
describe events on land with reference to these, e.g., ‘‘When the 105th
log passed, I ate dinner’’. Suppose the log makes a bang on passing
me. We can say these bangs are separated by equal, or unequal, inter-
vals. We could also say one set of bangs was twice as fast as another
set. But the equality or inequality of intervals so measured is entirely
different from that measured by a clock. The phrase ‘‘length of inter-
val’’ has its sense in virtue of the way we determine it, and differs
according to the method of measurement. Hence the criteria for equal-
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ity of intervals between passing logs and for equality of intervals
measured by a clock are different. We cannot say that two bangs two
seconds apart differ only in degree from those an hour apart, for we
have no feeling of rhythm if the interval is an hour long. And to say
that one rhythm of bangs is faster than another is ditferent from saying
that the interval between these two bangs passed much more slowly
than the interval between another pair.

Suppose that the passing logs seem to be equal distances apart. We
have an experience of what might be called the velocity of these
(though not what is measured by a clock). Let us say the river moves
uniformly in this sense. But if we say time passed more quickly be-
tween logs 1 and 100 than between logs 100 and 200, this is only an
analogy; really nothing has passed more quickly. To say time passes
more quickly, or that time flows, is to imagine somerhing flowing. We
then extend the simile and talk about the direction of time. When peo-
ple talk of the direction of time, precisely the analogy of a river is
before them. Of course a river can change its direction of flow, but
one has a feeling of giddiness when one talks of time being reversed.
The reason is that the notion of flowing, of something, and of the di-
rection of the flow is embodied in our language.

Suppose that at certain intervals situations repeated themselves, and
that someone said time was circular. Would this be right or wrong?
Neither. It would only be another way of expression, and we could
just as well talk of a circular time. However, the picture of time as
ﬂpwing, as having a direction, is one that suggests itself very
vigorously . .

Suppose someone said that the river on which the logs float had a
beginning and will have an end, that there will be 100 more logs and
that will be the end. It might be said that there is an experience which
would verify these statements. Compare this with saying that time
ceases. What is the criterion for its ceasing or for its going on? You
might say that time ceases when ‘‘Time River’’ ceases. Suppose we
had no substantive ‘‘time’’, that we talked only of the passing of logs.
Then we could have a measurement of time without any substantive
“time’’. Or we could talk of time coming to an end, meaning that the
logds came to an end. We could in this sense talk of time coming to an
end.

Can time go on apart from events? What is the criterion for time in-
volved in ‘‘Events began 100 years ago and time began 200 years
ago’’? Has time been created, or was the world created in time? These

e o T =
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questions are asked after the analogy of ‘‘Has this chair been made?”’,
and are like asking whether order has been created (a ‘‘before’’ and
“after’”). *“Time’’ as a substantive is terribly misleading. We have got
to make the rules of the game before we play it. Discussion of “‘the
flow of time'* shows how philosophical problems arise. Philosophical
troubles are caused by not using language practically but by extending
it on looking at it. We form sentences and then wonder what they can

‘mean. Once conscious of ‘‘time’’ as a substantive, we ask then about

the creation of time.

14 If I asked for a description of yesterday’s doings and you gave me
an account, this account could be verified. Suppose what you gave as
an account of yesterday happened tomorrow. This is a possible state of

- affairs. Would you say you remembered the future? Or would you say
.instead that you remembered the past? Or are both statements sense-
~less?

We have here two independent orders of events (1) the order of
events in our memory. Call this memory time. (2) the order in which
information is got by asking different people, 5—4—3 o’clock. Call
this information time. In information time there will be past and future
with respect to a particular day. And in memory time, with respect to
an event, there will also be past and future. Now if you want to say
that the order of information is memory time, you can. And if you are
going to talk about both information and memory time, then you can
say that you remember the past. If you remember that which in infor-
mation time is future, you can say ‘‘I remember the future™.

15 It is not a priori that the world becomes more and more disorgan-
ized with time. It is a matter of experience that disorganization comes
at a later rather than an earlier time. It is imaginable, for example, that
by stirring nuts and raisins in a tank of chocolate they become unshuf-
fled. But it is not a matter of experience that equal distributions of nuts
and raisins must occur when they are swished about. There is no expe-
rience of something necessarily happening. To say that if equal dis-
tribution does not occur there must be a difference in weight of the
nuts and raisins, even though these have not been weighed, is to as-
sume some other force to explain the unshuffling. We tend to say that
there must be some explanation if equal distribution does not occur.
Similarly, we say of a planet’s observed eccentric behavior that there
must be some planet attracting it. This is analogous to saying that if
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two apples were added to two apples and we found three, one must
have vanished. Or like saying that a die must fall on one of six sides.
When the possibility of a die's falling on edge is excluded, and not
because it is a matter of experience that it falls only on its sides, we
have a statement which no experience will refute—a statement of
grammar. Whenever we say that something must be the case we are
using a norm of expression. Hertz said that wherever something did
not obey his laws there must be invisible masses to account for it. This
statement is not right or wrong, but may be practical or impractical.
Hypotheses such as ’‘invisible masses'’, **unconscious mental events’’
are norms of expression. They enter into language to enable us to say
there must be causes. (They are like the hypothesis that the cause is
proportional to the effect. If an explosion occurs when a ball is
dropped, we say that some phenomenon must have occurred to make
the cause proportional to the effect. On hunting for the phenomenon
and not finding it, we say that it has merely not yet been found.) We
believe we are dealing with a natural law a priori, whereas we are
dealing with a norm of expression that we ourselves have fixed.
Whenever we say that something must be the case we have given an
indication of a rule for the regulation of our expression, as if one were
to say “Everybody is really going to Paris. True, some don't get
there, but all their movements are preliminary’’.

The statement that there must be a cause shows that we have got a
rule of language. Whether all velocities can be accounted for by the
assumption of invisible masses is a question of mathematics, or gram-
mar, and is not to be settled by experience. 1t is settled beforehand. It
is a question of the adopted norm of explanation. In a system of
mechanics, for example, there is a system of causes, although there
may be no causes in another system. A system could be made up in
which we would use the expression ‘‘My breakdown had no causes’’.
If we weighed a body on a balance and took the different readings sev-
eral times over, we could either say that there is no such thing as abso-
lutely accurate weighing or that each weighing is accurate but that the
weight changes in an unaccountable manner. If we say we are not
going to account for the changes, then we would have a system in
which there are no causes. We ought not say that there are no causes
in nature, but only that we have a system in which there are no causes.
Determinism and indeterminism are properties of a system which are
fixed arbitrarily.
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16 We begin with the question whether the toothache someone else
has is the same as the toothache 1 have. Is his toothache merely
outward behavior? Or is it that he has the same as 1 am having now
but that 1 don’t know it since 1 can only say of another person that he
is manifesting certain behavior? A series of questions arises about per-
sonal experience. Isn't it thinkable that 1 have a toothache in someone
else’s tooth? It might be argued that my having toothache requires my
mouth. But the experience of my having toothache is the same wher-
ever the tooth is that is aching, and whoever’s mouth it is in. The lo-
cality of pain is not given by naming a possessor. Further, isn't it
imaginable that 1 live all my life looking in a mirror, where 1 saw
faces and did not know which was my face, nor how my mouth was
distinguished from anyone else’s? If this were in fact the case, would 1
say 1 had toothache in my mouth? 1n a mirror I could speak with some-
one else’s mouth, in which case what would we call me? Isn't it
thinkable that 1 change my body and that 1 would have a feeling
correlated with someone’s else’s raising his arm?

The. grammar of ‘’having toothache’’ is very different from that of
"*having a piece of chalk’’, as is also the grammar of ’l have tooth-
ache’’ from ’*Moore has toothache’’. The sense of "’"Moore has tooth-
ache’’ is given by the criterion for its truth. For a statement gets its
sense from its verification. The use of the word '‘toothache’’ when 1
have toothache and when someone else has it belongs to different
games. (To find out with what meaning a word is used, make several
investigations. For example, the words ‘‘before’’ and ‘‘after’’ mean
something different according as one depends on memory or on docu-
ments to establish the time of an event.) Since the criteria for ‘‘He has
toothache’’ and *‘1 have toothache’’ are so different, that is, since their
verifications are of different sorts, 1 might seem to be denying that he
has toothache. But 1 am not saying he really hasn’t got it. Of course he
has it: it isn’t that he behaves as if he had it but really doesn’t. For we
have criteria for his really having it as against his simulating it. Never-
theless, it is felt that 1 should say that I do not know he has it.

Suppose 1 say that when he has toothache he has what 1 have, ex-
cept that 1 know it indirectly in his case and directly in mine. This is
wrong. Judging that he has toothache is not like judging that he has
money but 1 just can’t see his billfold. Suppose it is held that I must
judge indirectly since 1 can’t feel his ache. Now what sense is there to
this? And what sense is there to ‘I can feel my ache’’? It makes sense
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to say ’‘His ache is worse than mine’’, but not to say 'l feel my
toothache’’ and **Two people can’t have the same pain’’. Consider the
statement that no two people can ever see the same sense datum. If
being in the same position as another person were taken as the crite-
rion for someone’s seeing the same sense datum as he does, then one
could imagine a person seeing the same datum, say, by seeing through
someone’s head. But if there is no criterion for seeing the same datum,
then T can’t know that he sees what I see’’ does not make sense. We
are likely to muddle statements of fact which are undisputed with
grammatical statements. Statements of fact and grammatical state-
ments are not to be confused.

The question whether someone else has what I have when I have
toothache may be meaningless, though in an ordinary situation it
might be a question of fact, and the answer, *‘He has not’’, a state-
ment of fact. But the philosopher who says of someone else, *‘He has
not got what I have’’, is not stating a fact.* He is not saying that in
fact someone else has not got toothache. It might be the case that
someone else has it. And the statement that he has it has the meaning
given it, that is, whatever sense is given by the criterion. The dif-
ficulty lies in the grammar of “‘having toothache’’. Nonsense is pro-
duced by trying to express in a proposition something which belongs
to the grammar of our language. By ' can't feel his toothache’’ is
meant that I can’t rry. It is the character of the logical cannot.that one
can’t try. Of course this doesn’t get you far, as you can ask whether
you can try to try. In the arguments of idealists and realists somewhere
there always occur the words “’can’’, ”’cannot’’, *‘must’’. No attempt
is made to prove their doctrines by experience. The words >*possibil-
ity” and ‘‘necessity’’ express part of grammar, although patterned
after their analogy to *‘physical possibility’’ and *‘physical necessity ",

Another way in which the grammars of *‘I have toothache’® and
“‘He has toothache’’ differ is that it does not make sense to say ‘I
seem to have toothache’’, whereas it is sensible to say ‘‘He seems to
have toothache’’. The statements ‘‘I have toothache” and ‘‘He has
toothache’” have different verifications; but ‘‘verification’’ does not
have the same meaning in the two cases. The verification of my hav-
ing toothache is having it. It makes no sense for me to answer the

* “It is particularly difficult to discover that an assertion that a metaphysician
makes expresses discontentment with our grammar when the words of his as-
sertion can also be used to state a fact of experience.’’—The Blue Book, Ox-
ford and New York, 1969, pp. 56-7. (Editor)
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question, "'How do you know you have toothache?”’, by *’I know it
because I feel it’’. In fact there is something wrong with the question;
and the answer is absurd. Likewise the answer, *’I know it by inspec-
tion’’. The process of inspection is looking, not seeing. The statement,
"I know it by looking’’, could be sensible, e.g., concentrating atten-
tion on one finger among several for a pain. But as we use the word
"’ache’’ it makes no sense to say that I look for it: I do not say I will
find out whether I have toothache by tapping my teeth. Of ''He has
toothache’’ it is sensible to ask ’How do you know?’’, and criteria
can be given which cannot be given in one’s own case. In one’s own
case it makes no sense to ask *’How do I know?"’

It might be thought that since my saying '’He seems to have tooth-
ache’’ is sensible but not my saying a similar thing of myself, I
could then go on to say *'This is so for him but not for me’’. Is there
then a private language I am referring to, which he cannot understand,
and thus that he cannot understand my statement that I have tooth-
ache? If this is so, it is not a matter of experience that he cannot. He is
prevented from understanding, not because of a mental shortcoming
but by a fact of grammar. If a thing is a priori impossible, it is
excluded from language.

Sometimes we introduce a sentence into our language without re-
alizing that we have to show rules for its use. (By introducing a third
king into a chess game we have done nothing until we have given
rules for it.) How am I to persuade someone that ‘I feel my pain’’
does not make sense? If he insists that it does he would probably say
"I make it a rule that it makes sense’’. This is like introducing a third
king, and I then would raise many questions, for example, ‘‘Does it
make sense to say I have toothache but don’t feel it?’’ Suppose the

/. reply was that it did. Then I could ask how one knows that one has it

but does not feel it. Could one find- this out by looking into a mirror
and on finding a bad tooth know that one has a toothache? To show
what sense a statement makes requires saying how it can be verified
and what can be done with it. Just because a sentence is constructed
after a model does not make it part of a game. We must provide a sys-
tem of applications.

The question, ‘‘What is its verification?’’, is a good translation of
“‘How can one know it?"’. Some people say that the question, ‘‘How
can one know such a thing?’’, is irrelevant to the question, ‘‘What is
the meaning?’’ But an answer gives the meaning by showing the rela-

' tion of the proposition to other propositions. That is, it shows what it
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follows from and what follows from it. It gives the grammar of the
proposition, which is what the question, **"What would it be like for it
to be true?’’, asks for. In physics, for example, we ask for the mean-
ing of a statement in terms of its verification.

I have remarked that it makes no sense to say ’’I seem to have
toothache’’, which presupposes that it makes sense to say I can, or
cannot, doubt it. The use of the word *’cannot’’ here is not at all like
its use in 'l cannot lift the scuttle’’. This brings us to the question:
What is the criterion for a sentence making sense? Consider the an-
swer, >’It makes sense if it is constructed according to the rules of
grammar’’. Then does this question mean anything: What must the
rules be like to give it sense? If the rules of grammar are arbitrary,
why not let the sentence make sense by altering the rules of grammar?
Why not simply say 'l make it a rule that this sentence makes
sense’’?

17 To say what rules of grammar make up a propositional game
would require giving the characteristics of propositions, their gram-
mar. We are thus led to the question, What is a proposition? I shall not
try to give a general definitton of *’proposition’’, as it Is tmposslble to
do so. This is no more possible than it {s to give a definition of the
word '’game’’, For any line we might draw would be arbitrary. Our
way of talking about propositions is always in terms of specific ex-
amples, for we cannot talk about these more generally than about spe-
cific games. We could begin by giving examples such as the proposi-
tion *'There is a circle on the blackboard 2 inches from the top and
and § inches from the side’’. Let us represent this as *’(2,5)"’. Now let
us construct somnething that would be said to make no sense:
*(2,5,7)’. This would have to be explained (and you could give it
sense), or else you could say it is a mistake or a joke. But if you say it
makes no sense, you can explain why by explaining the game in which
it has no use. Nonsense can look less and less like a sentence, less and
less like a part of language. ‘‘Goodness is red’’ and *‘Mr. S came to
today’s redness’’ would be called nonsense, whereas we would never
say a whistle was nonsense. An arrangement of chairs could be taken
as a language, so that certain arrangements would be nonsense. Theo-
retically you could always say of a symbol that it makes sense, but if
you did so you would be called upon to explain its sense, that is, to
show the use you give it, how you operate with it. The words ‘‘non-
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sense”’ and ‘’sense’’ get their meaning only in particular cases and
may vary from case to case. We can still talk of sense without giving a
clear meaning to ’‘sense’’, just as we talk of winning or losing without
the meaning of our terms being absolutely clear.

In philosophy we give rules of grammar wherever we encounter a
difficulty. {To show what we do in philosophy I compare playing a
game by rules and just playing about.} * We might feel that a complete
logical analysis would give the complete grammar of a word. But
there is no such thing as a completed grammar. However, giving a

rule has a use if someone makes an opposite rule which we do not

wish to follow. When we discover rules for the use of a known term
we do not thereby complete our knowledge of its use, and we do not
tell people how to use the term, as if they did not know how. Logical
analysis is an antidote. Its importance is to stop the muddle someone
makes on reflecting on words.

I8 To retum to the differing grammars of “’I have toothache’’ and
*’He has toothache’’, which show up in the fact that the statements
have different verifications and also in the fact that it is senstble to
ask, tn the latter case, ’How do I know this?’’, but not in the former.
The solipsist is right in implying that these two are on different levels.
I have said that we confuse '] have a piece of chalk’’ and *’He has a
piece of chalk’’ with *'I have an-ache’’ and *’He has an ache’’. In the
case of the first pair the verifications are analogous, although not in the
case of the second pair. The function ‘‘x has toothache’’ has various
values, Smith, Jones, etc. But not /. / is in a class by itself. The word
*““I”* does not refer to a possessor in sentences about having an experi-
ence, unlike its use in *‘I have a cigar’’. We could have a language
from which *‘I"’ is omitted from sentences describing a personal expe-
rience. {Instead of saying *‘I think’ or *‘I have an ache’’ one might
say ‘It thinks’’ (like *‘It rains’’), and in place of ‘‘I have an ache’’,
““There is an ache here’’. Under certain circumstances one might be
strongly tempted to do away with the simple use of “‘I’’. We con-
stantly judge a language from the standpoint of the language we are
accustomed to, and hence we think we describe phenomena incom-
pletely if we leave out personal pronouns. It is as though we had omit-

*] shall throughout use braces to indicale insertions from The Yellow Book.
(Editor)
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ted pointing to something, since the word *’1’* seems to point to a per-
son. But we can leave out the word '’1’’ and still describe the
Phenomenon formerly described. 1t is not the case that certain changes
in our symbolism are really omissions. One symbolism is in fact as
good as the next; no one symbolism is necessary.}

19 .The solipsist who says ’‘Only my experiences are real >’ is saying
tha't it is inconceivable that experiences other than his own are real.*
Thls is absurd if taken to be a statement of fact. Now {if it is logically
impossible for another person to have toothache, it is equally so for
me to have toothache. To the person who says “’'Only 1 have real
toothaf:he” the reply should be: ’If only you can have real toothache,
there is no sense in saying *Only 1 have real toothache’. Either you
don’t need ‘1’ or you don’t need 'real’ . . . '1’ is no longer opposed to
anything. You had much better say "There is toothache’.”’ The state-
ment, ”iny 1 have real toothache,’’ either has a commonsense mean-
ing, or, if it is a grammatical proposition, it is meant to be a statement
of a rule. The solipsist wishes to say, *’1 should llke to put, instead of
the notation 'l have real toothache’ 'There is toothache’ **. What the
solipsist wants is not a notation in which the ego has a monopoly, but
one in which the ego vanishes.f}

FWere the solipsist to embody in his notatlon the restriction of the
epithet ''real’ to what we should call his experiences and exclude "’A
has real toothache’’ (where A is not he), this would come to using
*“There is real toothache instead of ‘‘Smith (the solipsist) has tooth-
ache’:.* {Getting into the solipsistic mood means not using the word
1" in 'describing a personal experience.} [Acceptance of such a
change is tempting] because the description of a sensation does not
contain a reference to either a person or a sense organ. Ask yourself,
How do 1, the person, come in? How, for example, does a person
enter into the description of a visual sensation? If we describe the vis-
ual field, no person necessarily comes into it. We can say the visual
ﬁel.d has certain internal properties, but its being mine is not essential
to its description. That is, it is not an intrinsic property of a visual sen-
satlc.)n, or a pain, to belong to someone. There will be no such thing as
my image or someone else’s. The locality of a pain has nothing to do

with the person who has it: it is not given by naming a possessor. Nor -

*See The Blue Book, p. 59. (Editor)
+ Based on notes of The Yellow Book taken by Margaret Masterman. (Editor)
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is a body or an organ of sight necessary to the description of the visual
field. The same applies to the description of an auditory sensation. The
truth of the proposition, *'The noise is approaching my right ear’’,
does not require the existence of a physical ear; itis a description of an
auditory experience, the experience being logically independent of the
existence of my ears. The audible phenomenon is in an auditory space,
and the subject who hears has nothing to do with the human body.
Similarly, we can talk of a toothache without there being any teeth, or
of thinking without there being a head involved. Pains have a space to
move in, as do auditory experiences and visual data. The idea that a
visual field belongs essentially to an organ of sight or to a human body
having this organ is not based on what is seen. It is based on such
facts of experience as that closing one’s lids is accompanied by an
event in one’s visual field, or the experience of raising one’s arm
towards one’s eye. It is an experiential proposition that an eye sees.
We can establish connections between a human body and a visual field
which are very different from those we are accustomed to. 1t is imag-
inable that 1 should see with my body rather than with my eyes, or that
1 could see with someone else’s eyes and have toothache in his tooth.
If we had a tube to our eyes and looked into a mirror, the idea of a
perceiving organ could be dispensed with. Were all human bodies seen
in a mirror, with a loudspeaker making the sounds when mouths
mnoved, the idea of an ego speaking and seeing would become very
different.

20 [The solipsist does not go through with a notation from which ei-
ther ‘1"’ or ‘‘real”’ is deleted.] He says ‘‘Only my experiences are
real”’, or *‘Only 1 have real toothache’, or *‘The only pain that is real
is what 1 feel’". This provokes someone to object that surely his pain is
real. And this would not really refute the solipsist, any more than the
realist refutes the idealist. The realist who kicks the stone is correct in
saying it is real if he is using the word *‘real’’ as opposed to ‘‘not
real’’. His rejoinder answers the question, ‘‘Is it real or hallucina-
tory?’’, but he does not refute the idealist who is not deterred by his
objection. They still seem to disagree. Although the solipsist is right in
treating *‘l have toothache’’ as being on a different level from ‘‘He
has toothache'’, his statement that he has something that no one else
has, and that of the person who denies it, are equally absurd. *‘Only
my experiences are real’’ and ‘‘Everyone’s experiences are real’’ are
equally nonsensical.
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21.-Let us turn to a different task. What is the criterion for *‘This is
my body'’? There is a criterion for ‘‘This is my nose’’: the nose would
be possessed by the body to which it is attached. There is a temptation
to say there is a soul to which the body belongs and that my body is
thg body that belongs to me. Suppose that all bodies were seen in a
mirror, so that all were on the same level. 1 could talk of A’s nose and
my nose in the same way. But if 1 singled out a body as mine, the
grammar changes. Pointing to a mirror body and saying ‘’This is my
body '’ does not assert the same relation of possession between me and
my body as is asserted by ‘‘This is A’s nose’’ between A’s body and
A:s nose. What is the criterion for one of the bodies being mine? It
might be said that the body which moved when 1 had a certain feeling
will be mine. (Recall that the *‘I’’ in ‘I have a feeling’’ does not de-
note a possessor.) Compare ‘‘Which of these is my body?’’ with
““Which of these is A’s body?"’, in which *‘my’’ is replaced by
“A’s’’. What is the criterion for the truth of the answer to the latter?
There is a critetion for this, which in the case of the answer to
*‘Which is mine?’’ there is not. If all bodies are seen in a mirror and
the. bodies themselves become transparent but the mirror images re-
main, my body will be where the mirror image is. And the criterion
for something being my nose will be very different from its belonging
to the body to which it is attached. In the mirror world, will deciding
which body is mine be like deciding which body is A’s? If the latter is
decided by referring to a voice called ‘‘A’’ which is correlated to the
body, then if I answer ‘‘Which is my body?’’ by referring to a voice
called Wittgenstein, it will make no sense to ask which is my voice.

There are two kinds of use of the word “‘I’* when it occurs in an-
swer to the question ‘“Who has toothache?’". For the most part the an-
swer “‘I"’ is a sign coming from a certain body. [If when people
spoke, the sounds always came from a loudspeaker and the voices
were alike, the word “‘I’” would have no use at all: it would be absurd
to say ‘'l have toothache’’. The speakers could not be recognized by
iF.*] Although there is a sense in which answering *‘I'’ to the ques-
tion, ‘“Who has toothache?’’, makes a reference to a body, even to
Fhis body of mine, my answer to the question whether I have toothache
is not made by reference to any body. I have no need of a criterion.
My body and the toothache are independent. Thus one answer to the
question ‘“Who?”’ is made by reference to a body, and another seems
not to be, and to be of a different kind.

*From the Yellow Book notes of Margaret Masterman. (Editor)
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i 22 Let us turn to the view, which is connected with “’All that is real
'is my experience’’, namely, solipsism of the present moment: Al
that is real is the experience of the present moment’’. (Cf. Wm.
James’ remark “’The present thought is the only thinker’’, which
i makes the subject of thinking equivalent to the experience.) {We may
£ be inclined to make our language such that we will call only the
# present experience ’‘experience’’. This will be a solipsistic language,
| but of course we must not make a solipsistic language without saying
. exactly what we mean by the word which in our old language meant
*present’’.} Russell said that remembering cannot prove that what is
remembered actually occurred, because the world might have sprung
into existence five minutes ago, with acts of remembering intact. We
could go on to say that it might have been created one minute ago, and
W finally, that it might have been created in the present moment. Were
' this latter the situation we should have the equivalent of ‘‘All that is
real is the present moment’’. Now if it is possible to say the world was
created five minutes ago, could it be said that the world perished five
minutes ago? This would amount to saying that the only ‘reality was
five minutes ago.

Why does one feel tempted to say ‘‘The only reality is the
present’’? The temptation to say this is as strong as that of saying that
only my experience is real. The person who says only the present is
real because past and future are not here has before his mind the image
of something moving. This image is mis-

past présent future

‘g leading, just as the blurred image we would draw of our visual field is
| misleading inasmuch as the field has no boundary. That the statement
i *‘Only the present experience is real’’ seems to mean something is due
* to familiar images we associate with it, images of things passing us in
" space. {When in philosophy we talk of the present, we seem to be re-
- ferring to a sort of Euclidean point. Yet when we talk of present expe-
¥ rience it is impossible to identify the present with such a point. The
| difficulty is with the word *‘present’’.} There is a grammatical confu-
) sion here. A person who says the present experience alone is real is
L. not stating an empirical fact, comparable to the fact that Mr. S. always
| wears a brown suit. And the person who objects to the assertion that
 the present alone is real with ‘‘Surely the past and future are just as
| real” somehow does not meet the point. Both statements mean noth-
 ing.
i By examining Russell’s hypothesis that the world was created five
minutes ago I shall try to explain what I mean in saying that it is
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meaningless. Russell’s hypothesis was so arranged that nothing could
bear it out or refute it. Whatever our experience might be, it would be
in agreement with it. The point of saying that something has happened
derives from there being a criterion for its truth. To lay down the evi-
dence for what happened five minutes ago is like laying down rules for
making measurements. The question as to what evidence there can be
is a grammatical one. It concerns the sorts of actions and propositions
which would verify the statement. It is a simple matter to make up a
statement which will agree with experience because it is such that no
proposition can refute it, e.g., *‘There is a white rabbit between two
chairs whenever no observations or verifications are being carried
out.”” Some people would say that this statement says more than
‘“There is no white rabbit between the chairs’’, just as some would say
it means something to say the world was created five minutes ago.
When such statements are made they are somehow connected with a
picture, say, a picture of creation. Hence it is that such sentences seem
to mean something. But they are otiose, like wheels in a watch which
have no function although they do not look to be useless.

I shall try to explain further what I mean by these sentences being
meaningless by describing figures on two planes, one on plane I,
which is to be projected, and the other, on plane 11, the projection:

[}

yamw
Now suppose the mode of projecting a circle on plane I was not
orthogonal. In consequence, to say ‘‘There is a circle in plane I’
would not be quite the same as saying that there is a circle in plane I.
For a range of angles through which the circle is projected, the figures
on plane II are all more or less circular. But now suppose the rays of
light effecting the projection were allowed to vary through any range
of angles. Then what meaning has it to say there are circles in plane
117 When we give the method of projection such freedom, assertions
about the projection become meaningless, though we still keep the pic-
ture of a circle in mind. Russell’s assertion about the creation of the
world is like this. The fact that there is a picture on plane I does not
make a verifiable projection on plane II. We are accustomed to certain
pictures being projected in a given way. But as soon as we leave this
mode of projection, statements do not have their usual significance.
When I say ‘‘That means nothing’’ I mean that you have altered your
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| mode of projection. That it seems to mean something is due to an
.image of well-known things.

' ‘:23 The words ‘‘thinkable’’ and ‘‘imaginable’’ have been used in

comparable ways, what is imaginable being a special case of what is
thinkable, e.g., a proposition and a picture. Now we can replace a vis-
ual image by a painted picture, and the picture can be described in
words. Pictures and words are intertranslatable, for example,

B OA
O

as A(5,7), B(2,3). A proposition is like, or something like, a picture.
. Let us limit ourselves to propositions describing the distribution of ob-
t jects in a room. The distribution'could be pictured in a painting. It

would be sensible to say that a certain system of propositions corre-
sponds to those painted and that other propositions do not correspond

i to pictures, for example, that someone whistles. Suppose we call the

imaginable what can be painted, and the thinkable only what is imag-
inable. This would limit the word ‘‘thinkable’’ to the paintable. Now
of course one can extend the way of picturing, for example, to some-

one whistling: @ @
L4

This is a new way of picturing, for a *‘rising’’ note is different from a
vertical rise in space. With this new way we can imagine more, i.c.,

i, think more. People who make metaphysical assertions such as *‘Only
' the present is real’’ pretend to make a picture, as opposed to some

other picture. I deny that they have done this. But how can I prove it?
I cannot say ‘‘This is not a picture of anything, it is unthinkable’’
unless I assume that they and I have the same limitations on picturing.
If I indicate a picture which the words suggest and they agree, then I
can tell them they are misled, that the imagery in which they move
does not lead them to such expressions. It cannot be denied that they
have made a picture, but we can say they have been misled. We can
say ‘‘It makes no sense in this system, and I believe this is the system

, you are using’’. If they reply by introducing a new system, then I have
| to acquiesce.

My method throughout is to point out mistakes in language. I am

b going to use the word ‘‘philosophy’’ for the activity of pointing out
| such mistakes. Why do I wish to call our present activity philosophy,
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when we also call Plato’s activity philosophy? Perhaps because of a
certain analogy between them, or perhaps because of the continuous
development of the subject. Or the new activity may take the place of

the old because it removes mental discomforts the old was supposed
to.

24 With regard to a proposition about the external world or to a
proposition of mathematics it is frequently asked ‘‘How do you know
it?"’ There is an ambiguity here between reasons and causes. The in-
terpretation we do nor want is ’‘How, causally, did you reach the
result?’’ It does not matter what caused you to get the result; this is ir-
relevant. The important thing is to determine what you know when
you are knowing it. To illustrate the distinction between reason and
cause, let us take the question, How does one know the molecules of a
gas are in motion? The answer might be psychological, for example,
that you will see them if you have had enough to eat. If the kinetic
theory were wrong, then no experience at all need correspond to it; but
at the same time there would be a criterion for movement of molecules
in a gas. The inventor of the theory would say *‘I am going to take
such-and-such as a criterion’’. What is taken as a reason for belief in a
theory is thus not a matter of experience but a matter of convention. If
I believe the theory after taking clear soup, this is a cause of my
belief, not a reason. When I am asked for a reason for the belief, what
is expected, as part of the answer, is whar I believe.

The different ways of verifying *’It rained yesterday’’ help to deter-
mine the meaning. Now a distinction should be made between "’being
the meaning of”’ and ‘‘determining the meaning of . That I re-
member its raining yesterday helps determine the meaning of It
rained yesterday'’, but it is not true that *’It rained yesterday’’ means
"I remember that . . .’’ We can distinguish between primary and sec-
ondary criteria of its raining. If someone asks '*What is rain?"’, you
can point to rain falling, or pour some water from a watering can.
These constitute primary criteria. Wet pavements constitute a second-
ary criterion and determine the meaning of ‘‘rain’’ in a less important
way.

Two questions have been raised, which need to be answered now.
(1) How could the meaning of a sentence about the past be given by a
sentence about the present? (2) The verification of a proposition about
the past is a set of propositions involving present and future tenses. If
the verification gives the meaning, is part of the meaning left out? My
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reply is to deny that the verification gives the meaning. It merely de-
termines the meaning, i.e., determines its use, or grammar.

25 When we understand a statement we often have ce.rtain ch.arac;er-
istic experiences connected with it and wrt.h the words it contains. ut
the meaning of a symbol in our language is not the feelings it arouses
nor the momentary impression it makes on us. 'Fhe sense of a sentence
is neither a succession of feelings nor one dgﬁmte .feelnllg. If you want
to know the meaning of a sentence, ask for its yenﬁcatlon. I stress the
point that the meaning of a symbol is its place in the calculus, the way

.“‘ it is used. Of course if the symbol were used differently there might be

a different feeling, but the feeling is not what concemns us. To know

"', the meaning of a symbol is to know its use.

We can regard understanding a symbol, v.vherf we take lts'mean_mg.
in at a glance, as Intuitive. Or understanding .It may be dlscufswg.
knowing its meaning by knowing its use. Knowing the use 'of a sign is
not a certain state lasting a certain time. (If we say l.mowmg how: tac;
play chess is a certain state of mind, we have to say it is a hypothetic
m:t't)ending to the way the meaning of a sentence is. explaineq makes
clear the connection between meaning and venﬁcatlon: Readmg, ,th?t
Cambridge won the boat race, which verifies ”Ct_imb.ndg”e won”’, is
obviously not the meaning, but it is connected with it. Cambridge
won’’ is not a disjunction, ‘’I saw the race or I read the result or
. . . It is more complicated. Yet if we ruleq out any one of the
means of verifying the statement we would alter its meaning. I.t would
upset our grammar if we excluded as a veriﬁcatlon.somethlng that
always accompanied winning. And if we did away with all means of
verifying it we would destroy the meaning. It is cleaf that not, ,every
sort of verification is actually used to verify ”Cambr‘ldge won”, nor
would just any verification give the meaning. The dlt:ferent verifica-
tions of the boat race being won have different places in the grammar
of ''boat race being won’’. .

There is a mistaken conception of my view concerning th_e connec-
tion between meaning and verification which turns the view Into .ldeal-
ism. This is that a boat race =the idea of a boat race. ’I:he mistake
here is in trying to explain something in terms of something else. It
lies back of Russell’s definition of number, which we ‘expef:t to tell us
what a number is. The difficulty with these explanations In .terms pf
something else is that the something else may have an entirely dif-
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ferenl grammar. Consider the word ‘‘chair’’. If 1here could be no vis-
ual piclure of a chair, the word would have a differen meaning. Thal
one can see a chair is essenlial lo The meaning of the word. Bul a vis-
ual piclure of a chair is nol a chair. Whal would il mean Io sil on 1he
visual piclure of a chair? Of course we can explain whal a chair is by
showing pictures of il. Bul thal does nol mean 1hal a chair is a com-
plex of views. The lendency is 1o ask ‘“Whal is a chair?’*; bul I ask
how 1the word ‘‘chair’’ is used.

An inlimalely connecled consideralion concerns the words *‘lime’’
and ‘‘lengih’’. People have fell thal lime is independent of the way i1
is measured. This is 1o forgel whal one would have 10 do Io explain
The word. Time is whal is measured by a clock. To verify ‘‘The con-
cert lasled an hour’’ you musI lell how you measured lime. I is a mis-
undersianding aboul bolh lime and length 1hai 1hey are independent of
measuremenl. If we have many ways of measuring which do nol con-
Iradicl, we do nol assume any one way of measuring in explaining
these words. The measuring which is connected with the meaning of a
Ierm is nol exacl, though in physics we do somelimes specify lhe 1em-
perature of the measuring rod. If, for example, we Iry 10 make the no-
lion of a ‘‘precise lime’’ more exacl, we do nol push i1 back far, for
the striking of a clock a1 ‘‘precisely 4:30°" 1akes lime. And ‘‘lo be
here al precisely 4:30"" is also nol precise: should one be opening 1he
door or be inside? Likewise wilh ‘‘having the same color’’. The verifi-
calion of ‘‘These have the same color’’ may be thal one can’l see a
color transilion when they are pul side by side, or thal one can’l lell
the difference when 1hey are apart, or thal one can’l lell one from the
other when one is subslituled for the other. These ways of lesling give
differen1 meanings for ‘‘having the same color’’.

26 If 1he meaning of a word is delermined by Ihe rules for ils use,
does lhis mean 1hal ils meaning is the lisl of rules? No. Nor is lhe
meaning, [as is somelimes the case wilh the bearer], something one
can poinl Io. The use of money and the use of words are analogous.
Money is nol always used 10 buy things which can be poinled lo, e.g.,
when il buys permission 1o sil in a theatre, or a lille, or one’s life.

The ideas of meaning and sense are obsolele. Unless ‘‘sense’’ is
used in such senlences as ‘‘This has no sense’’ or ‘‘This has 1he same
sense as lhal’’, we are nol concerned with sense.*

*This statement was not elaborated. See G.E. Moore’s comment, Philo-
sophical Papers, (London and New York, 1959), p. 258; first published in
Mind, LXII1, 1954: ““Wittgenstein’s Lectures in 1930-33"". (Editor)
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In some cases il is nol clear whether a slalemenl is experienlial or
grammalical. How far is giving the verificalion of a proposilion a
grammalical stalemenI aboul i1? So far as il is, il can explain Ihe
meaning of ils lerms. Insofar as il is a maller of experience, as when
one names a symplom, the meaning is nol explained.

27 There is a problem connecled with our talk of meaning: Does
such 1alk indicale thai I think meaning 10 be the subjecl matier of phi-
losophy? Are we lalking aboul something of more general importance
than chairs, elc., so Thal we can lake il Thal queslions of meaning are
the ceniral questions of philosophy? Is meaning a mela-logical idea?
No. For there are problems in philosophy 1hal are nol concerned with
the meaning of ‘‘meaning’’, though perhaps wilh the meaning of other
words, e.g., “‘lime’’. The word ‘‘meaning’’ has no higber place than
these. Whal gives i1 a differenl place is thal our invesligalions are
abour language and aboul puzzles arising from the use of language.
“‘Grammar’’, ‘‘proposilion’’, ‘‘meaning’’ 1hus figure more ofien 1han
other words, though inyesligalion concerning the word ‘‘meaning’’ is
on the same level as a grammalical investigalion of the word ‘‘lime".
Of course 1here isn’l a philosophical grammar and ordinary English
grammar, the former being more complele since il includes oslensive
definilions such as the correlalion of ‘‘while’’ with several of ils appli-
calions, Russell’s theory of descriplions, elc. These are nol Io be
found in ordinary grammar books; bul Ihis is nol the importan! dif-
ference. The importani difference is in the aims for which Ihe siudy of
grammar are pursued by 1he linguisl and the philosopher. One obvious
difference is 1hal the linguis is concerned with hislory, and with liter-
ary qualilies, neither of which is of concern 10 us. Moreover, we con-
sirucl languages of our own so as 10 solve certain puzzles which the
grammarian is nol inleresled in, .g., puzzles arising from lhe expres-
sion ‘‘Time flows’’. We shall have 1o juslify calling our commenis on
such a senlence grammar. If we say lime flows in a differenl sense
than waler does, explaining Ihis. by an oslensive definilion, we have
indicaled a way of explaining the word. And we have lefi the realm of
whal is generally called grammar. Our objecl is Io gel rid of certain
puzzles. The grammarian has no inleres! in Ihese; his aims and the phi-
losopher’s are differen1. We are pulling ordinary grammar Io bils.

28 Lel us look al the grammar of ethical terms, and such lerms as
“God”’, “soul’’, “‘mind’’, ‘‘concrele’’, “‘absirac1’’. One of The chief
troubles is 1hal we take a subslanlive Io correspond 1o a thing. Ordi-
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nary grammar does not forbid our using a substantive as though it
stood for a physical body. The words ‘‘soul’’ and ‘‘mind’’ have been
used as though they stood for a thing, a gaseous thing. ‘‘What is the
soul?’’ is a misleading question, as are questions about the words
‘‘concrete’’ and ‘‘abstract’’, which suggest an analogy with solid and
gaseous instead of with a chair and the permission to sit on a chair.
Another muddle consists in using the phrase ‘‘another kind’’ after the
analogy of ‘‘a different kind of chair’’, e.g., that transfinite numbers
are another kind of number than rationals, or unconscious thoughts a
different kind of thought from conscious ones. The difference in the
case of the latter pair is not analogous to that between a chair we see
and a chair we don’t see. The word ‘‘thought’’ is used differently
when prefaced by these adjectives. What happens with the words
““God’’ and ‘*‘soul’’ is what happens with the word ‘‘number’’. Even
though we give up explaining tbese words ostensively, by pointing,
we don’t give up explaining them in substantival terms. The reason
people say that a number is a scratch on the blackboard is the desire to
point to something. No sort of process of pointing is connected with
explaining ‘“‘number’’, any more than it is with explaining ‘‘permis-
sion to sit in a seat at the theatre’’.

Luther said that theology is the grammar of the word ‘‘God’’. I in-
terpret this to mean that an investigation of the word would be a gram-
matical one. For example, people might dispute about how many arms
God had, and someone might enter the dispute by denying that one
could talk about arms of God. This would throw light on the use of the

word. What is ridiculous or blasphemous also shows the grammar of
the word.

29 Changing the meaning of a word, e.g., “Moses’’, when one is
forced to give a different explication, does not indicate that it had no
meaning before. The similarity between new and old uses of a word is
like that between an exact and a blurred boundary. Our use of lan-
guage is like playing a game according to the rules. Sometimes it is
used automatically, sometimes one looks up the rules. Now we get
into difficulties when we believe ourselves to be following a rule. We
must examine to see whether we are. Do we use the word ‘‘game’’ to
mean what all games have in common? It does not follow that we do,
even though we were to find something they have in common. Nor is
it true that there are discrete groups of things called ‘‘games’’. What is
the reason for using the word ‘‘good’*? Asking this is like asking why
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one calls a given proposition a solution to 2 problem. It can be the
case that one trouble gives way to another trouble, and that the resolu-
tion of the second difficulty is only connected with the first. For ex-
ample, a person who tries to trisect an angle is led’ ’to another dif-
ficulty, posed by the question *‘Can it be done? l?roof .of .the.
impossibility of a trisection takes the place of .the first investigation;
the investigation has changed. When there is an argument abf)ut
whether a thing is good, the discussion shows what we are talking
about. In the course of the argument the word may begin to“get a I"I’CW
grammar. In view of the way we have learned the worfi good .1t
would be astonishing if it had a general meaning covering al'l of its
applications. I am not saying it has four or five dlf.fe.rent meanings. !t
is used in different contexts because there is a transition t?etween simi-
lar things called ‘‘good’’, a transition which continues, it may be, to
things which bear no similarity to earlier men.lbers of the §er1e§. We
cannot say “‘If we want to find out the meaning of ‘good’ let’s find
what all cases of good have in common’’. They may n’o.t have any-
thing in common. The reason for using the word ‘.‘good’ is that there
is a continuous transition from one group of things called good to

another.

30 There is one type of explanation which I wish to criticize, arising
from the tendency to explain a phenomenon by one cause, and then to
try to show the phenomenon to be “‘really”’ another. This tem.iency is
enormously strong. It is what is responsible for people saying t‘hat
punishment must be one of three things, revenge, a .deterrent, or im-
provement. This way of looking at things comes gut in §uc.h questions
as, Why do people hunt?, Why do they build high bu.lldmgs? Other
examples of it are the explanation of striking a table in a rage as a
remnant of a time when people struck to kill, or of the buming of an
effigy because of its likeness to human beings, who were once .bumt.
Frazer concludes that since people at one time were bumt., dressing up
an effigy for burning is what remains of that practice. Thls.may pe S0;
but it need not be, for this reason. The idea which undgrhes this sort
of method is that every time what is sought is the motive. People at
one time thought it useful to kill a man, sacriﬁce him to the god of f_er-
tility, in order to produce good crops. But it is ngt true that something
is always done because it is useful. At least this is not the .sole rqason.
Destruction of an effigy may have its own complex of feelings wntl'101.1t
being connected with an ancient practice, or with usefulness. Simi-
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larly, striking an object may merely be a natural reaction in rage. A
tendency which has come into vogue with the modern sciences is to
explain certain things by evolution. Darwin seemed to think that an
emotion got its importance from one thing only, utility. A baby bares
its teeth when angry because its ancestors did so to bite. Your hair
stands on end when you are frightened because hair standing on end

served some purpose for animals. The charm of this outlook is that it
reduces importance to utility.

31 Let us change the topic to a discussion of good. One of the ways
of looking at questions in ethics about good is to think that all things
said to be good have something in common, just as there is a tendency
to think that all things we call games have something in common.
Plato’s talk of looking for the essence of things was very like talk of
looking for the ingredients in a mixture, as though qualities were
ingredients of things. But to speak of a mixture, say of red and green
colors, is not like speaking of a mixture of a paint which has red and
green paints as ingredients. Suppose you say ‘‘Good is a quality of
human actions and events’’. This is apparently an intelligible sentence.
If 1 ask ““How does one know an action has this quality?’’, you might
tell me to examine it and I would find out. Now am I to investigate the
movements making up the action, or are they only symptoms of good-
ness? If they are a symptom, then there must be some independent
verification, otherwise the word ‘‘symptom’’ is meaningless. Now
there is an important question which arises about goodness: Can one
know an action in all its details and yet not know whether it is good?
A similar question arises about beauty. Consider the beauty of a face.

If all its shapes and colors are determined, is its beauty determined
also? Or are these merely symptoms of beauty, which is to be deter-
mined otherwise? You may say that beauty is an indefinable quality,

and that to say a particular face is beautiful comes to saying it has the
indefinable quality. Is our scrutiny intended to find out whether a face
has this indefinable quality, or merely to find out what the face is like?

If the former, then the indefinable quality can be attributed to a partic-

ular arrangement of colors. But it need not be, and we must have some

independent verification. If no separate investigation is required, then

we only mean by a beautiful face a certain arrangement of colors and
shapes.

32 The attribute beauty has been analyzed as what all beautiful
things have in common. Consider one such property, agreeableness. |
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call attention to the fact that in studying the laws of harmony in a har-
mony text there is no mention of ‘‘agreeableness’’; psychqlogy drops
out. To say Lear is agreeable is to say something nondescriptive. 'And
to many things this adjective is wholly inapplicable: Hence tl,l,ere is no
basis for building up a calculus. The phrase *‘beautiful color’’, t.’or ex-
ample, can have a hundred meanings, depending on the occasion on
which we use it. .
Very often the adjectives we use are those applicable to th.e face of
a person. This is the case with *‘beautiful”’ and “‘ugly”". Con51de1: how
we learn such words. We do not as children discover.t!le quality of
beauty or ugliness in a face and find that these are qualities a tree has
in common with it. The words “‘beautiful’’ and ‘‘ugly’’ are bound up
with the words they modify, and when applied to a face are not Fhe
same as when applied to flowers and trees. We hE.lVC ip t.he latt.er a sim-
ilar “‘game’’. For example, the adjective *‘stupid’ is 1papp11ca!)le to
coals, except as you see a face in them. By a face being §tup1d we
may mean it is the sort of face that really belongs'to a stupid person;
but usually not. Instead, it is a character of the partu.:ula.\r expression of
a face. This is not to say it is a character of the distribution of lines
and colors. If it were, then one might ask how to find out whether the
distribution is stupid. Is stupidity part of the distribution? The .word
“stupid’’ as applied to hands-is still another game. The same is the
case with ‘‘beautiful”’. It is bound up with a particular game. Apd
similarly in ethics: the meaning of the word “‘good”’ is bound up with
the act it modifies. .
How can one know whether an action or event has the quality of
goodness? And can one know the action in all of its detail.s and nc?t
know whether it is good? That is, is its being good something that is
independently experienced? Or does its being goo.d follo-w from the
thing’s properties? If I want to know whether a rod is elastic | can find
out by looking through a microscope to see the arrangement .of its par-
ticles, the nature of their arrangement being a symptom of its elastic-
ity, or inelasticity. Or I can test the rod empirically, e.g., see how far
it can be pulled out. The question in ethics, about the goodness of an
action, and in aesthetics, about the beauty of a face, is whether fhe
characteristics of the action, the lines and colors of the face, are like
the arrangement of particles: a symptom of goodness, or of beauty..Or
do they constitute them? a cannot be a symptom of b upless fher.e is a
possible independent investigation of b. If no separafe investigation is
possible, then we mean by ‘‘beauty of face’’ a certgm.anangement of
colors and spaces. Now no arrangement is beautiful in itself. The word
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""beauty’’ is used for a thousand different things. Beauty of face is dif-
ferent from that of flowers and animals. That one is playing utterly dif-
fc?rent games is evident from the difference that emerges in the discus-
sion of each. We can only ascertain the meaning of the word
"’beauty’’ by seeing how we use it.

33 What has been said of '‘beautiful’’ will apply to "’good’’ in only
a slightly different way. Questions which arise about the latter are
analogous to those raised about beauty: whether beauty is inherent in
an arrangement of colors and shapes, i.e., such that on describing the
arrangement one would know it is beautiful, or not; or whether this ar-
rangement is a symptom of beauty from which the thing’s being beau-
tiful is concluded.

In an actual aesthetic controversy or inquiry several questions arise:
(1) How do we use such words as ’"beautiful"*? (2) Are these inquiries
psychological? Why are they so different, and what is their relation to
Psychology? (3) What features makes us say of a thing that it is the
ideal, e.g., the ideal Greek profile?

Note that in an aesthetic controversy the word ‘’beautiful’’ is
scarcely ever used. A different sort of word crops up: ‘‘correct’’, *‘in-
correct’’, ‘‘right’’, ‘‘wrong‘‘. We never say ‘‘This is beautiful
enough’‘, We only use it to say, ‘‘Look, how beautiful’’, that is, to

cal:)ozttention to something. The same thing holds for the word
Stg ”.

34 Why do we say certain changes bring a thing nearer to an ideal,
e.g., making a door lower, or the bass in music quieter. It is not that
-we want in different cases to produce the same effect, namely, an
agreeable feeling. What made the ideal Greek profile into an ideal

what quality? Actually what made us say it is the ideal is a certait;
very complicated role it played in the life of people. For example, the
greatest sculptors used this form, people were taught it, Aristotle
wrote on it. Suppose one said the ideal profile is the one occurring at
the l?eight of Greek art. What would this mean? The word *‘height’” is
amb.lguous. To ask what ‘‘ideal”’ means is the same as asking what
‘*height’’ and ‘‘decadence’’ mean. You would need to describe the in-
stances of the ideal in a sort of serial grouping. And the word is
'alwz.nys used in connection with one particular thing, for there is noth-
ing in common between roast beef, Greek art, and German music. The
word ‘‘decadence’’ cannot be explained without specific examples,
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and will have different meanings in the case of poetry, music, and
sculpture. To explain what decadence in music means you would need
to discuss music in detail. The various arts have some analogy to each
other, and it might be said that the element common to them is the
ideal. But this is not the meaning of '‘the ideal . The ideal is got from
a specific game, and can only be explained in some specific connec-
tion, ¢.g., Greek sculpture. There is no way of saying what all have in
common, though of course one may be able to say what is common to
two sculptures by studying them. In the statement that their beauty is
what approaches the ideal, the word ’ideal " is not used as is the word
“water’’, which stands for something that can be pointed to. And no
aesthetic investigation will supply you with a meaning of the word
"’ideal’’ which you did not have before.

When one describes changes made in a musical arrangement as
being directed to bringing the arrangement of parts nearer to an ideal,
the ideal is not before us like a straight line which is set before us
when we try to draw it. (When questioned about what we are doing we
might cite another tune which we thought not to be as near the ideal.)
Some people say we have an ideal before our minds in the same way
we have a memory image when we recognize a color. It may happen
that you have a picture in mind with which the color recognized is
compared, but this is rare. To see how the ideal comes in, say in mak-
ing the bass quieter, look at what is being done and at one’s being dis-
satisfied with the music as it is. Can one call this *‘action’’ of making
the bass quieter an investigation? No, not in the sense of scientific in-
vestigation. No truth is found, except the psychological fact that I am
satisfied with the result.

In what sense is aesthetic investigation a matter of psychology? The
first thing we might say of a beautiful arrangement of colors—a
flower, a meadow, or a face—is that it gives us pleasure. In saying
these all give pleasure we speak as if the pleasure differed in degree
rather than that the pleasures were of a different sort. Pain and plea-
sure do not belong on one scale, any more than the scale from boiling
hot to ice cold is one of degree. They differ in kind. When a man
jumps out of the window rather than meet the police he is not choosing
the *‘more agreeable’’. Of course there are cases where we do weigh
pleasures, as in choosing between cinemas. But this is not always the
case. And it happens only sometimes that when we do not choose the
lesser pain or the greater pleasure we choose what will produce these
in the long run. One might think that it is entirely a matter of psychol-
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ogy whether something is good or beautiful, that in comparing musical
arrangements, for example, one is making a psychological experiment
to determine which produces the more pleasing effect. If this were true
then the statement that beauty is what gives pleasure is an experiential
one. But what people who say this wish to say is that it is not a matter
of experience that beauty is what gives pleasure. Their statement is re-
ally a sort of tautology.

In aesthetic investigation the thing we are not interested in is causal
connections, whereas in psychology we are. This is the main point of
difference. To the question ‘‘Why is this beautiful?’’ we are accus-
tomed to being satisfied with answers which cite causes instead of
reasons. To name causal connections is to give an hypothesis. Giving
a cause does not remove the aesthetic puzzle one feels when asked
what makes a thing beautiful. It is useful to remind yourself of the an-
swers given to the opposite question, ‘’'What is wrong with this poem
or melody?’’, for the answer to the first question is of the same kind.
The answer to ‘'What is wrong with this melody?”’ is like the state-
ment, “’This is too loud”’, not like the statement that it produces
sulphur in the blood.

The sort of experiment we carry on to discover people’s likes and
dislikes is not aesthetics. If it were, then you could say aesthetics is a
matter of taste. In aesthetics the question is not ‘Do you like it?’’ but
‘“Why do you like it?”* Whenever we get to the point where the ques-
tion is one of taste, it is no longer aesthetics. In aesthetic discussion
what we are doing is more like solving a mathematical problem. It is
not a psychological one. Aesthetic discussion is something that goes
on inside the range of likes and dislikes. It goes on before any ques-
tion of taste arises. A statement about a visual or auditory impression,
as against what causes it, need not be psychological. That a sorrowful
face becomes more sorrowful as the mouth turns downward is not a
statement of psychology. In aesthetics we are not interested in causal
connections but in description of a thing.

35 What is the justification for a feature in a work of art? I disagree
with the answer ‘‘Something else would produce the wrong effect’’. Is
it that you are satisfied, once something is found which removes the
difficulty? What reasons can one give for being satisfied? The reasons
are further descriptions. Aesthetics is descriptive. What it does is to
draw one’s attention to certain features, to place things side by side so
as to exhibit these features. To tell a person ‘‘This is the climax’’ is
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like saying "’This is the man in the puzzle picture’’. Our attention is
drawn to a certain feature, and from that point forward we see that fea-
ture. The reasons one gives for feeling satisfied hav? nothing to 'do
with psychology. These, the aesthetic reasons, are given by placlmg
things side by side, as in a court of law. If one gave psycho!ogtcal
reasons for choosing a simile, those would not be reasons in aes-
thetics. They would be causes, not reasons. Stating a cause would be
offering a hypothesis. Insofar as the remedy for the disagreeable feel-
ing of top-heaviness of a door is like a remedy for a headaghe, a ques-
tion concerning what remedy to prescribe is not a question of aes-
thetics. The aesthetic reason for feeling dissatisfied, as opposed to its
cause, is not a proposition of psychology. A good example of a cause
for dissatisfaction which I might have, say, with the way someone is
playing a waltz, is that I have seen the waltz danced and. kno.w ho.w it
should be played. This does not give a reason f.or my dissatisfaction.
The person who plays it, and I, have a different ideal of th.e Yvaltz, .an.d
to give the reason for my dissatisfaction demands a description. Simi-
larly, if a composition is felt to have a wrong ending.

36 1 wish to remark on a certain sort of connection which Freud
cites, between the fetal position and sleep, which looks to be a causal
one but which is not, inasmuch as a psychological experiment cannot
be made. His explanation does what aesthetics does: puts two factors
together. . .
Another matter which Freud treats psychologically but whose inves-
tigation has the character of an aesthetic one is Fhe.nature of Jo!tes.
The question, ‘‘What is the nature of a joke?’’, is hl‘te tl'le question,
““What is the nature of a lyric poem?’’ I wish to examine in what way
Freud’s theory is a hypothesis and in what way not: The hypoth.etxcal
part of his theory, the subconscious, is the part whxgh is not sa'msfac-
tory. Freud thinks it is part of the essential mechanism of a joke to
conceal something, say, a desire to slander someone, and thereby to
make it possible for the subconscious to express itself. He says that
people who deny the subconscious really cannot cope with pos}-hyp—
notic suggestion, or with waking up at an unusual hour of one’s own
accord. When we laugh without knowing why, Freud claims that by
psychoanalysis we can find out. I see a mu@dle here. between a cause
and a reason. Being clear why you laugh is not being clear gbout a
cause. If it were, then agreement to the analysis given of t.he kae as
explaining why you laugh would not be a means of detecting it. The
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success of the analysis is supposed to be shown by the person’s agree-
ment. There is nothing corresponding to this in physics. Of course we
can give causes for our laughter, but whether those are in fact the
causes is not shown by the person’s agreeing that they are. A cause is
found experimentally. The psychoanalytic way of finding why a per-
son laughs is analogous to an aesthetic investigation. For the cor-
rectness of an aesthetic analysis must be agreement of the person to
whom the analysis is given. The difference between a reason and a
cause is brought out as follows: the investigation of a reason entails as
an essential part one’s agreement with it, whereas the investigation of
a cause is carried out experimentally. [*'What the patient agrees to
can’t be a hypothesis as to the cause of his laughter, but only that so-
and-so was the reason why he laughed.’’*] Of course the person who
agrees to the reason was not conscious at the time of its being his
reason. But it is a way of speaking to say the reason was subcon-
scious. It may be expedient to speak in this way, but the subconscious
is a hypothetical entity which gets its meaning from the verifications
these propositions have. What Freud says about the subconscious
sounds like science, but in fact it is just a means of representation.
New regions of the soul have not been discovered, as his writings
-suggest. The display of elements of a dream, for example, a hat
(which may mean practically anything) is a display of similes. As in
aesthetics, things are placed side by side so as to exhibit certain fea-
tures. These throw light on our way of looking at a dream; they are
reasons for the dream. [But his method of analyzing dreams is not
analogous to a method for finding the causes of stomach-ache.t] It is
a confusion to say that a reason is a cause seen from the inside. A
cause is not seen from within or from without. It is found by experi-
ment. [In enabling one to discover the reasons for laughter psychoanal-
ysis provides] merely a representation of processes.

*G.E. Moore, ‘‘Wittgenstein's Lectures in 1930-33"", Philosophical Papers,
p. 317. (Editor)

+G.E. Moore, ibid, p. 316. (Editor)
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Lectures preceding dictation of The Blue Book

1 There is a truth in Sgchopenhauer’s view that philosophy is an organ-
ism, and that a book on philosophy, with a beginning and end, isa
sort of contradiction. One difficuity with phiiosophy is that we iack a
synoptic view. We encounter the kind of difficuity we shouid have
with the geography of a country for which we had no map, or else a
map of isolated bits. The country we are taiking about is language,
and the geography its grammar. We can walk about the country quite
weii, but whgn forced to make a map, we go wrong. A map wiii show
different roads through the same country, any one of which we can
take, though not two, just as in philosophy we must take up problems
one by one though in fact each probiem leads to a multitude of others.
We must wait until we come round to the starting point before we can
proceed to another section, that is, before we can cither treat of the
probiem we first attacked or proceed to another. In phiiosophy matters
are not simpie enough for us to say '‘Let’s get a rough idea’’, for we
do not know the country except by knowing the connections between
the roads. So I suggest repetition as a8 means of surveying the connec-
tions. I shail begin by talking about problems connected with under-
standing, thinking, meaning. My investigation will not be psycholog-
icai, even though a sentence is in a sense dead until it is understood.
Before it is understood it is ink on paper. One might say it has mean-
ing oniy for an understanding being. If there were no one to under-
stand the signs we wouid not call the signs language.

2 The word ‘‘meaning’’ plays a great role in philosophy. Its impor-
tance is evident in discussions of the nature of mathematics. Frege
ridiculed peopie for not seeing that the meaning of the signs “‘i’,
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727, *'3"’, etc. was the important thing, not the scratches on paper. It
is a queer thing, however, that people have a propensity, on hearing
the substantive '’the number I’°, to think of its meaning as being
something beyond the sign and corresponding to it, in the way Smith
corresponds to the name *’Smith”’. There is of course a sense in which
we can talk of the meaning but in which we cannot talk of the scratch.
We use the word "one’’ in a way that we do not use the phrase ‘'the
sign 'one’ . It is, for example, nonsense to ask where the number I
is. This comment may be trivial, like all the comments we shall make;
but what is not trivial is seeing them all together.

It is useful to talk about chess, which is like mathematics but which
has the virtue of having no nimbus like mathematics. [Both give rise
to similar questions and similar remarks. '‘What is the king of
chess?’’, 'What is a number?”’; *'The rules of chess are about the
king of chess, not about the wooden or ivory piece’’, "‘The rules of
arithmetic are about numbers, not about signs on paper’’.] It is queer
that when asked *'What is the king of chess?’’ some people think of an
ethereal entity as distinct from the piece. Similarly for '*What is the
number I?°’ The question is misleading because, although it is correct
to reply ’‘There is no object corresponding to I’ in the sense that
there is an object corresponding to ‘Smith’ *’, we then look for an ob-
ject in another sense. This is one of about a half-dozen traps we con-
stantly fall into. When we hear the substantive word ‘’number’’ used
in the question **What is number?’’ our propensity is to think of an
ethereal object. But what sort of answer can we give to this question?
It is no use to say ‘‘Give a definition’’, for this gets us only one step
further. As a way out of the difficulty posed by this question I suggest
that we do not talk about the meaning of words but rather about the
use of words. Suppose we take the meaning of a word to be the way it
is used. To use the phrase ‘‘meaning of a word’’ as equivalent to ‘‘use
of a word’’ has the advantage, among other things, of showing us
something about the queer philosophical case where we talk of an ob-
ject corresponding to the word. Normally we say an object corre-
sponds to a word Where in order to explain the word we point to an
object, that is, give an ostensive definition. There are words whose
meanings we can give by pointing to their bearers. Frege would say
the object is the meaning. But ‘‘meaning’’ is not used in any such
fashion. The phrase ‘‘meaning of a name’’ is not the same as ‘‘bearer
of a name’’. The latter can be replaced by ‘‘Watson’’, but not the for-
mer. Obviously, ‘‘use of a word"’, if adopted as the definition of
‘‘meaning of a word”’, is not replaceable by ‘‘bearer of a word™’.
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It might appear that we could give an ostensive definition of *’Wat-
son’’ but not of **I’’. But this is incorrect, as we can also give an os-
tensive definition of ’I"’. Of course ostensive definitions differ. *‘Os-
tensive definition’’ is used in many different senses. The ostensive
definition of ’I’' involves a different sort of pointing than the osten-
sive definition of 'object’’, though one might point to the same thing
in both cases. An ostensive definition is not really a definition at all.
Ostensive definition is one rule only for the use of a word. And one
rule is not enough to give the meaning. For example, from *'This is
sosh’’ you would not understand the use of the word *‘sosh’’, though
from *'This color is sosh’’ you would. That is, if a person is to learn
the meaning of a word from such a definition he must already know
what sort of thing it stands for. The word *’color’’ already fixes the
use of *’sosh’’. The ostensive definition is of use if you need to fill in
only one blank.

It has been suggested that genus plus differentia are equivalent to an
ostensive definition. This is a prolific source of error. How are we to
decide what the genus is? There is an inclination to believe that if a
generic name is used for a number of things there must be something
common to those things. It is a queer fact that things should have one
generic name. It is a common belief that a definition of the generic
name can give the common feature of the things the name is used for,
for example, that what are called games all have something in com-
mon, which the definition of ‘‘game’’ can give. This notion is a trap.
Our language is constructed on an apparently simple scheme, so that
we are inclined to look at Ianguage as being much simpler than it is:
we look for an object when we see a sign of the language; we think of
anything we mention as falling under one genus only; and we Iook on
the qualities of things as comparable to the ingredients of a mixture. It
is difficult to avoid treating the genus, as common element, as if it
were an ingredient which could be mixed in with other ingredients,
because this notion is embodied in our language. But even if we had
twelve liquids with one ingredient in common and these twelve had a
generic name, it would not follow that the name was given because of
this one ingredient. Games, for example, may not be called *‘games”
because of a common element; there may be correlations merely be-
tween members of a series of games. And it might be that something
is called a number which does not have anything in common with
every sort of number but only with numbers of three sorts. Hence if
you look for a justification for the use of a generic name you should
not look for a quality all things it names have in common. A great
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muddle, for instance, resulted because people thought there was some-
thing in common between all the things called ‘‘good’’.

One important source of difficulty in philosophy is that words look
so much alike. They are brought together in a dictionary like tools in a
box, and like the tools, which look pretty much alike, they may have
enormously different uses. The uses of words can differ from each
other in the way beauty differs from a chair. They are incomparable in
the way in which some things we buy are incomparable, such as a sofa
and permission to sit in a theatre. When we talk of words and their
meanings we tend to compare them with money and the things it buys
rather than with money and the uses it has. A thing we buy with
money is not the same as the use of the money, just as the bearer of a
name is not the meaning of the name.

To revert to ostensive definition. I have said that it can only be un-
derstood if it makes the last decision about the word's use, that is, if it
supplements a knowledge of the grammar of a word which is lacking
one rule. There is no reason why you should not say that an ostensive
definition fixes the differentia if the rest is known, provided you do not
think there is but one genus and but one way of fixing the genus. But
it is misleading and in a sense entirely false to say it can be understood
only if it makes the last decision. For instance, as children we did not
learn a rule for the use of ‘‘water’’ when water was pointed out, or
know other rules of which this was the last rule. Of course we perhaps
need not call this ostensive definition, but there is no clear line be-
tween ostensive definition for children and ostensive definition for
grown-ups. There are stages in children’s learning before which they
cannot ask ‘“What is this?’’, and even when they reach this stage they
may yet not be able to ask ‘‘What color is this?’’ To describe osten-
sive definition we could give a number of games, distinguished as
follows: (1) giving the last of a list of rules, (2) doing what children do
when they learn the application of a word, (3) gradations between (1)
and (2).

3 Thave remarked that we are inclined to view our language as much
simpler than it is. Cf. Augustine, who said that he learned Latin by
learning the names of things. Surely he learned also such words as
“not’’, ‘‘or’’, etc. We can criticize his view in either of two ways:
that it is wrong, or that it describes a simpler thing than we call lan-
guage. The latter may be compared to giving a description of games
which applies only to a special class of games. Inasmuch as our lan-
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guage is complex, I shall point out simpler structures which can be set
side by side with it to see what light they shed on it.

Suppose a person learned a language by having people tell him the
names of things after pointing to them. And suppose the language
served one purpose only, say, for building a house with different
shaped materials. The orders in which the names of these materials
were called out would give the way in which the house was to be
built. This would be a complete language. With language games such
as this there is no standard of completeness, but we may as well say it
is complete since we cannot say merely by looking at it that something
is lacking. What we are doing here is like taking chess and making a
simpler game involving simpler operations and a smaller number of
pawns. In a sense simpler languages lead up to more complex ones,
but the simpler ones are not incomplete.

Suppose that after saying something about Moses someone asked
who he was, and he was defined as the man who led the Israelites out
of Egypt. Suppose the objection was made that researches showed he
had not done so, and another definition was offered, which in tum
might be disputed. The changing definitions show that when the dis-
cussion began there was no definition of ‘‘Moses’’, that is, an exact
game was not being played. At the same time, we would never say
that nothing was meant, for there is a certain range of definitions from
which one chooses.

It might be said of me that I describe language as if it were in a vac-
uum, but this is not so. What I do is to talk of language as consisting
of fixed rules, which is really contrary to fact.

Consider the way we play a game and the way the rules enter into
playing it. There could be a table of rules which we read, or which we
know by heart and call up when playing, or we could play automati-
cally. It is the same with the use of a definition. Suppose a definition
of *‘leaf’’ were first given ostensively

and one were asked whether a shape not provided for in the definition

was a leaf, sayli/_;?

Now can one tell where the line is to be drawn between rules one must
know in order to understand what a leaf is and those which are not ab-
solutely necessary? Suppose one said a leaf was anything falling

within this general shape: ﬁ{,:}
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This could serve as a rule. But when we use a word without strict rules
and later lay down strict rules for its use, its grammar cannot be en-
tirely like that of its former use. It would be similar in the way a figure
drawn with sharp outlines and a blurred figure are similar.

We shall compare the use of language to playing a game according
to exact rules, because all philosophical troubles arise from making up
too simple a system of rules. Philosophers try to tabulate the rules, and
because there are so many things to mislead them, for instance, analo-
gies, they lay down the rules wrongly. The only way to correct a
wrong rule is to give another rule or set of rules according to which
they do play. It is necessary to emphasize this because in discussing
understanding, meaning, etc. our greatest difficulty is with the entirely
fluid use of words. I shall not proceed by enumerating different mean-
ings of the words ’’understanding’’, '’meaning’’, etc., but instead
shall draw ten or twelve pictures that are similar in some ways to the
actual use of these words. My being able to draw these pictures is not
because they all have something in common,; their relationship may be
quite complicated.

To begin with, I have suggested substituting for *’meaning of a
word’’, "'use of a word’’, because use of a word comprises a large
part of what is meant by ’‘the meaning of a word’’. Understanding a
word will thus come to knowing its use, its applications. The use of a
word is what is defined by the rules, just as the use of the king of
chess is defined by the rules. And just as the shape and material of the
king of chess are irrelevant to its use, so are the shape and sound of a
word to its use. ’

I also suggest examining the correlate expression ‘‘explanation of
meaning’’. This will teach us something about the meaning of ‘‘mean-
ing”’. Whereas it may be difficult to explain what *‘length’’ means,
but not difficult to explain ‘‘measurement of length’’, analogously it is
less difficult to describe what we call ‘‘explanation of meaning’’ than
to explain ‘‘meaning’’. The meaning of a word is explained by de-
scribing its use.

It is a queer thing that, considering language as a game, the use of a
word is internal to the game whereas its meaning seems to point to
something outside the game. What seems to be indicated is that
“‘meaning’’ and *‘use’’ are not equatable. But this is misleading.

4 Let us accept ‘‘understanding a word’’ as being knowledge of its
use. It is useful to compare analogous questions about understanding a
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word and playing chess: How do you know that you understand a
word, e.g., "’red’’? How do you know that you are playing chess and
not draughts? One reply is that you would not know it unless you had
made a move which decided between them, or had made a wrong
move in the game you claimed to be playing. If in knowing one is
playing chess, or understanding a word, the rules went through one’s
head, then one would be entitled to claim that one knows this. But the
rules do not go through one’s head. The criteria for knowing that you
are playing chess differ. One criterion would be giving the rules. But
if the rules are not offered as criterion, then what? What one usually
says is that whether one is playing chess, or understands a word, is as-
sured by knowing one’s intentions. But how do you know your inten-
tions? Is it a fact that a particular psychological process exists, corre-
sponding to a particular game? Is this something known by
experience? The answer is that it is absurd to ask whether one knows
one has a certain intention. And the same is true of wishing, thinking,
hoping.

There may be a sense of ’*understanding’’ in which the word refers
to a state of mind which occurs while making a move in chess or while
using a word. In this connection compare two people, one of whom
moves the pieces mechanically on a board, and the other who moves
them with understanding. But there is also a sense in which ’’under-
standing a word’’ means knowing its use. The latter is very, different
from having a state of mind, although the two may be causally con-
nected. There may be states of mind corresponding to every game, but
these states do not presuppose or contain the rules.

It has been argued that if when one knows the use of a word one
knows the rules, then one has the capacity to produce them on de-
mand. This capacity might be considered a psychological state. The
question then arises, What becomes of the distinction I have made be-
tween states of mind and knowledge of the rules? My reply is that
“‘psychological state’’ is ambiguous. The distinction between a psy-
chological state, meaning a capacity to produce rules on demand, and
a psychological state, meaning a particular feeling, has a parallel in
the distinction between subconscious and conscious states. If you ob-
ject that knowing the use of a word, as well as a mental process ac-
companying the hearing or pronouncing of a word, is a state of mind,
then you should distinguish between states of consciousness and states
in the hypothetical sense. Knowing the alphabet, or the rules of chess,
or the use of a word, is not a state of consciousness. To see that it is
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not, ask yourself what it is like to know the alphabet all the time. The
grammar of the words ‘‘knowing the alphabet’’ and ‘‘being able to
play chess’’ is entirely different from the grammar of the words *‘feel-
ing something when you move a chessman’’. We can say this: that
“‘understanding a word’’ is certainly used in two ways, for an accom-
panying mental process, and for knowing the use of the word. The
grammars of ‘‘feeling something when we hear the word’’ and
“knowing the word’s use’’ are entirely different. To see how they dif-
fer, consider the parallel case of knowing the rules of chess.

Now you may question whether my constantly giving examples and
speaking in similes is profitable. My reason is that parallel cases
change our outlook because they destroy the uniqueness of the case at
hand. For example, the Copemican revolution destroyed the idea that
the earth has a unique place in the solar system. Let us turn then to the
parallel between playing chess and understanding a word, and contrast
the grammar of the words ‘‘knowing the rules of chess’’ with the
grammar of ‘‘having a certain feeling while playing chess with under-
standing’’. It is important to note that the moves of an automaton are
different from the same moves made consciously. States occur when
we play with knowledge of the rules which do not occur otherwise.
And yet knowing the rules is not a state of consciousness. For ex-
ample, knowing the application of the word ‘‘and’’ is not the same as
the ‘‘and feeling’’ of which William James spoke. And knowing the
use of the verb ‘‘to be’’ in ‘‘The rose is red’’ and in ‘2 + 2 are 4"’ is
different from the mental event corresponding to each occurrence of it.
There is a tendency to suppose that we can swallow the meaning of a
word as a whole whenever we understand it.

5 Consider the following analogy: between a cube or pyramid with
one painted surface, behind which is an invisible body, and a word
and the meaning behind it. Any position in which this surface could be
placed will depend on the position of the solid body back of it. We are
tempted to think that if we know a cube is back of the painted surface
we can know the rules for arranging the surface with other surfaces.
But this is not true. One cannot deduce the geometry of the cube from
looking at the cube. Rules do not follow from an act of comprehen-
sion. Analogously, we are tempted to think we can deduce the rules
for the use of a word from its meaning, which we supposedly grasp as
a whole when we pronounce the word. This is the error I would eradi-
cate. The difficulty is that inasmuch as we grasp the meaning without
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grasping all the rules, it seems as if the rules could be developed from
the meaning.

To say that the use of a word, e.g., ‘‘cube’’, follows from its mean-
ing is to treat the word as if it were the visible face of a hidden body,
its meaning, whose rules of combination with other hidden bodies are
given by the laws of geometry. Could the geometry of cubes be de-
duced from the figures? Does geometry talk about cubes? It evidently
does not talk about iron or copper cubes; but it might be claimed that it
talks about geometrical cubes. In fact, geometry does not treat of
cubes but of the grammar of the word ‘‘cube’’, as arithmetic treats of
the grammar of numbers. The word ‘‘cube’’ is defined in a geometry,
and a definition is not a proposition about a thing. If we alter the ge-
ometry we alter the meaning of the words used, for the geometry con-
stitutes the meaning. If 457 were multiplied by 63 and a different
result was got than in the ordinary game, this would mean that ‘‘cardi-
nal number’’ is used with a different meaning. Arithmetical proposi-
tions say nothing about numbers, but determine which propositions
about numbers make sense and which do not. Similarly, geometrical
propositions say nothing about cubes, but determine which proposi-
tions about cubes make sense and which do not. This comment
suggests the relation between mathematics and its application, i.e., be-
tween a sentence giving the grammar of a word and an ordinary sen-
tence in which the word figures.

What role does a cube play in the geometry of a cube and in the de-
velopment of that geometry? To answer this question we must distin-
guish between two sorts of investigations: investigation into the prop-
erties of an object and investigation into the grammar for the use of a
word referring to the object. I want to say that a geometrical investiga-
tion, in the sense of an investigation into the properties of geometrical
straight lines and cubes, is not possible. There is one sort of mistake
that it is important to look at because of its pervasiveness. This is that
the real cube and the geometrical cube are comparable. Geometry is
not a physics of geometrical straight lines and cubes. It constitutes the
meaning of the words ‘‘line’’ and ‘‘cube’’. The role the cube plays in
its geometry is the role of a symbol, not that of a solid with which in-
accurate real cubes are comparable. Figures like this one

are part of the language of geometry and play the role of a symbol
within geometrical proofs. It is for this reason that it does not matter
whether a drawing is accurate.
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6 It might be thought that if a mental act accompanying hearing or
saying a word cannot sum up the meaning of the word in the sense in
which rules define it, the mental act loses its importance. But it has
importance in that sometimes, e.g., in understanding the word *’red’’,
it is essential to have an image before one, as when one is ordered to
copy the particular red of this book. Here the word ''red’’ alone is not
enough. In such a case the image plus the word will function as a
complete symbol, beyond which we would need nothing else. Remem-
ber, however, that in many cases a private mental act, which livens up
the symbol like the soul a body, is not necessary. Instead of imagining
red, one could in some cases use a sample red patch. There is no
reason for supposing that if a red image is at all essential to thinking of
red, an imagined thing is better than a seen thing. It is a prejudice to
suppose that one must call up images in thinking.

One could say that in thinking one calculates with words and
images. The calculation proceeds from one step to the other without
any one step (mental act) containing the others. And there is no mental
act anticipating the steps actually taken. So let us do away with mental
acts in the description of thinking and simply talk of the calculus.
Thinking is not something that accompanies talking; it may just be the
talking. Some people have the idea that in a language, words follow
the order of thinking. Does this mean that there is a separate process
going alongside the words?

Compare the two questions, *’Did you mean what you said?,’’ to
which the answer is Yes, or No, and ‘"What did you mean?’’, to
which the answer is another expression. Thus, in these two questions
we have two uses of ’mean’’. Now what is it to mean what one says?
All sorts of things may justify your saying you mean what you say,
but none of these needs to be a mental process accompanying the
words.

In which cases would you say you are thinking while reading? It
might be when you are having images, or it might be when you are
able to write afterwards what you have read, regardless of having
images. Understanding the sentences read may be a number of things,
such as being attentive, remembering, or looking at a bit of paper of
the required color when asked to copy a shade of red. We must not
confuse the personal experience of remembering with a hypothetical
act of mentally recording, supposedly done when you remember what
you have read. The difficulties arising when we think about thinking,
wishing, etc. have one main source, the tendency to find one process
corresponding to the words ‘‘wishing’’ and ‘‘thinking’’ occurring in

THE YELLOW BOOK (SELECTED PARTS) 53

the expression of wishes and thoughts, comparable to the physical ac-
tivity corresponding to the word »writes’’ in *’He writes letters
often’’. What we call wishing is not one acriviry hidden in all cases of
wishing. It is not one process, like writing and speaking, and ques-
tions arise about wishing which are not present with the sentence *‘He
writes . . .’’ What is it, for example, to wish that Smith would turn
up? Can one wish throughout a certain time? The word ’’intention’’
presents the same obscurity.

In some cases it is nonsense to ask ‘’Are you sure you wish it?"’,
but there is a hypothetical use of the word “*wish™’ in which it makes
sense to ask “Are you sure?’’ In a case where one was not certain
whether one wished. one way to go about finding out would be to ask
what sort of thing confirms *’I did not wish that™". Flipping a coin can
determine what you wished, and past experience may have taught you
that an apple is what satisfies your hunger. By such means you find
out whether the hypothesis that you wish for so-and-sO is correct.
There are of course Wishes in which one has one definite feeling,
others Where there is a mixture of feelings, and others again where
there is no definite feeling. The feelings accompanying wishing are
very vague and coarse, not localized; or if localized, are organic. (In
wishing for a pear, have you the same feeling as in wishing for an
apple?) ¢’ want water now’’ may be said by a person with a corre-
sponding feeling of thirst; but the words *’I shall want water later’
will probably have no such feeling corresponding to them, and the
feeling which does correspond, granted one exists, will be hard to
describe.

What has been said here about the uses of the word *‘wishing”’
applies also to ‘‘meaning’’ and “interpreting’’: no one particular feel-
ing accompanies them. Nor is understanding a sentence necessarily a
sort of following of the sentence by imagining, though it sometimes
happens that such a process accompanies the spoken Or written sen-
tence. Sometimes there is an amorphous feeing which cannot be trans-
lated into a sentence. But this is not always the case, since sometimes
the expression of the thought is the thought. For example, sometimes
the sentence *‘I expect Mr. Smith’’ is the expectation. Where wishing
for a specific thing is a certain process, one can look at the process and
see what is wished for. Here there could be no such question as ‘‘Are
you sure that is what you wish?"’

7 As for wishing or understanding being merely the expression gf th;
wish or the thought, the ordinary objection to it is that no mere sign 1s
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the thought; the thought interprets the sign. Thinking is not speaking
or reading the symbols. Such an objection is rooted in the view that
thinking, or some process in the mind, accompanies the symbols. Now
is this supposed process something amorphous, a state having duration
while the sentence is said, written, or heard? Perhaps it is something
articulate, so that understanding a sentence consists of a series of in-
terpretations, one interpretation for each word. This process would be
translatable into a sentence, so that we could derive the sentence from
the process or the process from the sentence. But this only adds one
phenomenon to another.

That pure thought is conveyed by words and is something different
from the words is a superstition. We are simply misled if we suppose
that a symbol must first convey something else, say a picture, and that
when an order is given one acts by interpreting the picture. Suppose an
order to go in a certain direction is given. Calling up an image of this
direction, say

would be an interpretation. But this interpretation is not necessary, for
if one can make this interpretation, why not act on the words? The fact
that in two different languages the thought expressed by a sentence is
the same does not mean that one may go looking for the thought con-
veyed by them. Where is the thought? This question can be answered
if ‘‘where’’ is interpreted. It is in some respects like the question,
““Where is the individual’s visual space?’’ There is no ‘‘where’’. It
makes no sense to ask this. If on piercing a nerve the visual field is
blotted out but returns when the piercing ceases, one could say the
field is situated in this part if one knows what is meant by ‘‘situated’’.
Specification of locality can be entirely different things. In a sense one
might say the ‘‘where’’ of a thought is in the head, but in no important
sense.

Now is there a good reason to oppose the process of thinking to the
process of speaking? We are accustomed to saying we are having dif-
ficulty in expressing thought. What happens in this situation? Some-
times we have an image, but we may do many different things, e.g.,
make a gesture until the word comes. Likewise, there are lots of dif-
ferent processes we call ‘‘looking in our memory’’. The latter phrase
is a simile taken from ‘‘looking in a room’’. Obviously looking in a
room is different from looking in memory. There is a possibility of
covering the area in the case of the former so that if what is sought is
there one will find it. Also, we can say of looking in a room that the
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thing sought is either there or not. But this cannot be said of memory.
Looking in memory is comparable to depending on a mechanism
which either does or does not work, like pushing a row of buttons,
none of which may ring the bell.

I repeat the point that the fact that two sentences express the same
thought does not mean that there is a thing which is the thought, a
gaseous being corresponding to the sentences. But we r:nust not there’:-’
upon conclude that the word “‘thought’’ as contrasted with “sent.ence
does not mean anything. The two words have different uses, !ust as
““king’’ and ‘‘king piece’’ have different uses. And just as with the
comma we should not say ‘‘Here is the comma and there its mean-
ing’’, so it is with the word “word"’. It has its function—its use.

8 To turn to a connected topic, voluntary and involuntary movement.
What is the difference between them? Some would say it is the pres-
ence of a feeling. But a feeling may not be an accompaniment of a
voluntary act, so this does not serve to distinguish one from the otl?er.
When one wills an action, what is the object of willing—the object
one sees, or the contraction of a muscle? We must note that willing
and wishing are entirely different. When I say I willed to raise my
arm, I do not mean that I merely wished it very strongly and then the
arm rose. Willing is not a thing which happens to me; it is a thing |
do. The word ‘‘wish’’ has a much wider use than “‘will”’. The word
“willing’’ is used in connection with phenomena boupd_up \.avith our
bodies. Thinking, by contrast with willing, is something which hap-
pens to one, not something one does.
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9 Difficulties in philosophy constantly occur in cases where there is
claimed to be a special state of mind for which a word stands. The fur-
ther one goes from states of mind to activities, say, the simpler the
philosophical difficulties become. In talking of knowing, or of remem-
bering, I shall therefore be interested in the meaning of ‘‘knowing‘* or
“remembering‘‘ which comes as near as possible to meaning a partic-
ular state of mind or a number of states of mind. It must be empha-
sized, however, that it is not one particular state of mind that is in-
volved in knowing, and the same for remembering. The activity of
looking into one‘s memory for this morning's events is very peculiar.
It is clearly different from remembering last night‘s events. Aristotle
claimed that when we think of the future we look up. and when we
think of the past, we look down. And it may quite well be that remem-
bering consists in part in the position of one‘s muscles, or a feeling in
one‘s neck. (Compare with William James‘ observation that ‘‘we are
sad because we weep*‘, that weeping is not an inessential accompani-
ment of an amorphous state.) What happens when 1 remember my
toothache? Perhaps what happens is only that I say I remember it,
though there is usually some sort of accompaniment.

. Different sorts of memories are to be distinguished. One kind passes
in time, cinematographically. Another is like an image given all at
once, but afar off. And we must not fail to take account of the kind of
memory which consists in remembering a poem or tune rather than
some event of the past. In these cases ‘‘to remember it’’ means ‘‘to be
able to reproduce it’’. In remembering a poem we do not first visualize
the printed poem and then say it. We simply start off saying it, and the
puzzling thing is the lack of any transition. If 1 am prepared to sing
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““God Save the King,** certainly all of the words do not pass through
my head before I begin to sing. and at most only a fraction of them.
But then what is the difference between being willing to sing “‘God
Save the King'* and being willing to sing “‘Deutschland, Deutschland
{iber Alles**? The difference could be (1) that when asked, ‘‘Are you
willing to sing ‘Deutschland. . . .'7** you reply Yes, (2) that you
will to do it, (3) that you sing it.

Like thinking, wishing, remembering, etc.. being willing to do a
certain action A is often thought to be a particular state of mind. And
the same sort of questions arise: What has being willing to do A to do
with 4? What is the connection between the state of mind and the ac-
tion? Is it an empirical one? In being willing to sing ‘A"’ you must
know what you are willing to do inasmuch as there is no further evi-
dence such as *‘This state of mind is often followed by ‘4’ '’. Suppose
we use the words ‘‘being willing'‘ in a derivative sense to mean a cer-
tain state of the muscles. When one is willing in this sense to sing
““4,"" what one is willing to do is a matter of experience; for this can
be determined by experiment. Being willing and what one is willing to
do are connected empirically. But in the ordinary sense. willingness
and what one is willing to do are not so connected. If they were, it
would make sense to ask ‘‘How do you know you are willing to do
A?”

If **being willing** is to be considered a state of consciousness, and
if you want it not to make sense to ask “‘Are you sure you are willing
to sing ‘4’7", then knowing that you are willing must consist in some-
how reading off from your willingness what you are willing to do. If
there is any transition between willingness and what you are willing to
do it would seem to be just this reading off from your willingness. Yet
when we look at what happens when we are willing to do an act. a
connecting link between being willing to do it and doing it seems to be
lacking. This absence of transition is puzzling. We feel that because a
link is lacking we are behaving like an automaton. By contrast, of a
living being who says he is willing we have the idea that the distin-
guishing characteristic is that he makes up his mind to sing “'A"’,
remembers 'A’’, and then sings it. The picture we have of being
willing to do a thing is one in which making up our minds is one defi-
nite action. Will we allow such an act to be empirically connected
with what happens? No. What we want is an action in which what we
are going to do is already performed. That is, willingness should con-
tain the action—being willing to sing aloud should be like singing to
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oneself. Here there is still a transition to be made from silence to sing-
ing aloud. Shouldn’t ‘4"’ already be tbere? But note that if “‘4’’ must
be present in one’s being willing to sing ““4’’ and singing it, it must
also be present in being willing to sing ‘4"’ and not singing it. Simi-
larly, in wishing or believing something to be a fact, we want the fact
to be there as a sort of shadow. Between being willing to sing ‘4"’
and singing it we want a shadowy transition, effected by singing to
oneself, or by making up one’s mind to sing it, or by remembering it.
And between the question ‘‘Are you willing to sing ‘4’?”’ and the an-
swer we also want an intermediary. Here understanding is the shadow.
Seemingly what we always want is that in the willingness what one is
willing to do is already done, and similarly for a wish and what is
wished for.

‘‘Preparing to do so-and-so’‘ is precisely similar to ‘‘being will-
ing,”” *‘wishing,”’ etc. About this expression the same puzzle can be
produced as in the case of the latter. My method is to take a parallel
case where one is not initially puzzled and get the same puzzle about it
as in cases where one is always puzzled. Preparing to do so-and-so
and what is to be done are very different. We are all willing to admit
this. Yet we look for the thing prepared for in the preparation. But if
the preparation is something different from what is prepared for, what
has it to do with it? What is the relation between preparation and the
thing prepared for? Must we know what the thing prepared for is by
looking at the preparation?

It is not a hypothesis that we are preparing for just this. We do not
say we believe we are preparing to do this. If *‘ prepare to do this’’
meant only that | do something which past experience has shown it
likely to be helpful, then our puzzle would disappear. But we do not
call an action a preparation for another action merely because experi-
ence has shown the one would be useful for the other. What is wanted
is something more. One way out of the difficulty is this: to call *‘prep-
aration to sing ‘A’ *’, for example, writing down the score. Then there
cannot be such a question as ‘‘How does one know one is preparing
for it?”’ For preparing is writing down the score. If one knows what is
now done and says ‘‘This is a preparation’’, the question does not
arise. The case where there is a definition of what preparation consists
in is a very much simplified one. The definition shows what answer
one could get to the question ‘‘How do you know you are preparing
for this?"’

The puzzle does not arise in the case of a man preparing a bit to put
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on the lathe, but only where we contemplate the expression *‘prepara-
tion for this.”’ Then we ask ‘‘How does he know he is preparing for
this?’* And if we can ask this question we can also ask '‘Does he
know?"’ The difficulty which makes one ask this is the same: t.hat
whatever he does in preparation is different from what he is preparing
to do. What we would call the criterion for his knowing what he is
preparing to sing, for example, might be his explanation f’f .the words
he uses—not doing it, but giving an explanation. And this is a gram-
matical explanation. The answer given when he is asked. to explal,r{
shows what the question ‘‘Does he know what he is preparing to do?
means. Similarly, the criterion for knowing what one expects, e.g.,
for knowing that 1 expect Skinner to come into the room, is an gxpla-
nation of what is meant by ‘‘coming into the room’’ and pointing to
Skinner outside. The fallacy we are tempted to commit is thinking that
we do not know what we expect unless what is expected already has
happened, or that we do not know what we are prepar.ing to do 1'm1ess
what is prepared for is already done. The difficulty which st.ands m’?l.lr
way is that in our ordinary language a phrase, say, “prepam}g for,"” is
used both in the case where the relevant action is done and in the case
where it is not done, e.g., when one prepares to sing ‘A’ and sings
it, and when one prepares to sing ’4’’ and does not sing it.

This is the whole-difficulty, and we can see it best in the parallel
case of negation: Not (this table is green). How is it that ] express a
fact about this table if 1 say it is not green? At first it appears that the
sentence ‘‘This table is green’* which is prefaced by negation cannot
have any meaning since it refers to what does not exist. Some people
have said ‘‘not green’’ means the same as ‘‘brown or red or blue or
.. .” because they wished to avoid negation. But one can explain -
what “‘table’* and ‘‘green’’ mean; and that is enough. It might be ob-
jected that this explanation is inadequate, that though it gets nearer the
correct explanation it does not quite suffice. The difficulty is that we
do not see how the word “‘not‘’ is used: the assertion ‘‘This table is
green*" is not part of the assertion ‘‘This table is not green."’ To thrgw
light on this remark, let us treat of negation in a picture lar'{guage in-
stead of in a word language. That is, let us draw a picture instead of
using the word ‘‘not”’. How are you to obey me and how are you to
know what not to do when in this language 1 say ‘‘In fencing don’t
take this position’? Suppose 1 proceed as follows in .teaching you
gymnastics: you copy me when | take up a certain position, and | as-
sume a different kind of position to indicate that you can do what you
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Please but not this. What I have done in this language to describe what
is to be done is part of the symbolism. In this language ‘‘p’’ comes in
m.t\’a,/o ways, as asserted, and in ’not-p’’; in the one case with ’Do
t,t‘ns. ,and in the other case with *’Don’t do this.’’ Now where does the
" *‘this’’ appear? Only in what I actually do. It is part of the language
and tl3at part which is a bodily sign. The connection between thinkin ,
what is not the case and that case is in the sign. ’

10 One of the questions which comes up in discussion i
t‘l}e, ,fqllowing: Can I and my body be identli)ﬁed? It might b(:f :r]::;g?h;i
I’’ is not used to refer to my body because two persons might have
the same body. I want to say that realizing that the word *’I’’ does not
mean the same as "’my body,”’ i.e., that it is used differently, does not
mean that a new entity besides the body, the ego, has been di,scovered
The argument that since / cannot be identified with my body there:
must be something else, gives the impression of reporting a disc'ove
,:\,ll that has ,been discovered is that *’I’” is not used in the same wayrz;
my body". If T were to say (as I would not) that my body has
toothac_he, instead of "’ have toothache’’, this would merely express
something wrongly. It would imply that there is no such thing as /
and woulfi come to replacing ’I”” by “my body.’’ This is like thé
mathemat_ncxan’s saying (rightly) that there is no such thing as number
;z paer: entity, and then saying wrongly that numbers are scratches on
Consider the idea that the ego is a sort of collection of memories
Suppose a man had a peculiar memory in that when asked ‘‘What dici
you do yest.erday?” he gave different replies on alternate days, on one
day a d_esc.:nption of day before yesterday’s events, and on the r;ext da
a de.scnptlon of the events on the day after, alternating regularly in hi)s’
r.ephes. One might say there were two people. (Of course it is a ques-
tion of terminology whether one says Dr. Jekyll and Mr. Hyde are two
persons or one.) Suppose that suddenly both of them showed the ordi-
nary phenomenon of memory. Here we might feel tempted to say that
one of them had left. Compare this situation with that of a person with
normal memory who did not remember a thing about yesterday, either
because he had slept all day or had had no occasion to mmembér One
would not feel inclined to say he had died that day. In both inst.ances
the more one behaves /ike the way one did on the other days, the more
one \yould be inclined to say that it was the same person. A different
criterion for identifying a person might be used in the imaginable case
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of a race of people who looked pretty much like each other except for
the color of the hair, tone of voice, and the fact that each had a dif-
ferent number of crosses on his forehead. Suppose that each person
had a definite character with specific traits such as slowness, etc., and
that these characters shifted about from body to body. We should be
tempted to give the name of the person to the character rather than to
the body which had it. In such a world where groups of traits traveled
from body to body, any confusion over one body uttering another
body’s usual answers would be dispelled by asking what the per-
son’s memories were, and thereby distinguishing between people by
means of their memories. '
Suppose one replied to the question, **Who remembers last year’s
earthquake?’” with ~’I"", pointing to the body. (Note that there is no
hypothesis about this answer, otherwise one could say ’I think it is I
who remembers’’.) There is a queer mistake, hard to explain, in con-
sidering that pointing to the body when one answers '’ is an indirect
way of pointing to the self. It is connected with counting objects in vis-
ual space, in which we understand what we oppose our bodies to. We
can count bodies, but how do we count selves? What do I oppose my
self to? Since other people’s names refer to bodies, what is the use of
names for selves? We are inclined to say names for selves refer to hy-
pothetical entities connected with bodies. But this is a mistake. To
suppose that each of you has a self like myself is like supposing every-
body has a shilling though I don’t know they have. 1 only know that I
myself have a shilling. Roughly speaking, the supposition of my hav-
ing a shilling is a picture; the act of supposing might be done by a
drawing. But what is the supposition like that each of you has a self
like myself? When one talks of selves of other people, one thinks of
some sort of spatial relation. Let us examine the supposition that each
of us has a shilling to see how it differs from the supposition that each
of us has a self. Do you see that it is essential to the first supposition
that we be able to draw a shilling? Part of the game of supposing that
other people have a shilling is being able to make a picture. The sense
of the word *‘shilling’’ is given by the use we make of the word, and
part of what we do with any sentence containing the word would be
showing a picture. How do we use a sentence? A sentence has not got
its sense “‘behind’’ it; it has it in the calculus in which it is used. The
sentence, ‘‘Each of you has a self *, sounded originally like the sen-
tence, ‘‘Each of you has a shilling’". But when you see how different
the sentences are, ‘‘Each of you has a self '’ immediately loses some of
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1ts interest. That the supposition of having a self is very different from
:ﬁ:: ofhhaving a; sl;]illing of course does not mean that the supposition
other people have selves is i i
that Othes el A e necessarily nonsense. It might mean
Suppose now that I changed my body in the course of a dream, and
th?t the new body replied to the question, ’Who had the drea,m"”
with > bad it’”’. There would be no question whether the new bod
I’1’ad had it, and no question as to who had had it. Next suppose I sa;:
Although I cannot imagine other people without their bodies, I could
nevertheless imagine myself without my body’’. It might ;eem as
though there was a sort of knowing expressible by saying *’I know
who had the dream, and where he is, namely, in this body’’. But is it
sense to say "’If I did not have a body I would still know that it was I
W!IO had the dream’’? What would it be like to know I had a dream
without having a body? If selves had no bodies, how should we make
ourselves. understood? Of course we could imagine that voices came
from various places. But what use would the word *9[’’ have, inas-
fnuch as the same voice might be heard in several places? The fa’ct that
1t makes sense to suppose that I change my body, but that it does not
make Sense to suppose that I have a self without a body, shows that
t?le VYOI'd "’I’’ cannot he replaced by ‘‘this body’’; and at the same
time it s.hows that >’’’ only has meaning with reference to a body. A
pa.rallf.l in chess is that although the king is not to be identified V\./ith
this piece of wood, at the same time one cannot talk of a pure king of
chess which has no mark or symbol corresponding to it. The use of the
word 'l "’ depends on an experienced correlation between the mouth
aqd certain other parts of the body. This is clear in the case where the
criterion of a person’s having pain when his hand is pinched is that the
words come out of his mouth. It was in order to show that *1°* would
have no meaning without such a correlation that I tried to describe a
case wher.e there seemed to be a use of the word *1°* [viz. imagining
oneself w1t!10ut a body] but where closer investigation indi.cated there
\‘A‘/as not. Since “I”* and ‘‘this body”’, like *‘the king of chess’’ and
p(t)?:ﬁv:oc:detrl)] Pi;i:j’ ’, cannot be interchanged, it is incorrect to say that
g to this body is an indirect way of pointi inti
this body and to me are again differenz. PONIINg to me. Pointing to

11 When I gave the example of having a toothache in someone else’s
tooth, it was to show that under certain circumstances one might be
strongly tempted to do away with the simple use of *‘I'’. My idea was
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to show that our use of this word is suggested by certain invariable ex-
periences, and that if we imagine these experiences changed, the ordi-
nary use of the word "’I'’ breaks up and we see that the “’I'’ notation
is not the only notation which can be used.

Now it is a confusion to persist in the idea that in omitting some-
thing from our language we have thereby mangled the other language,
i.e., that certain changes in our symbolism are really omissions. Thus
we feel that if “’I’* were left out, the language which remains would
be incomplete. We think we describe phenomena incompletely if we
leave out personal pronouns, as though we would thus omit pointing to
something, the personality, which *’I’* in our present language points
to. But this is not so. One symbolism is just as good as the next. The
word ’I" is one symbol among others having a practical use, and
could be discarded when not necessary for practical speech. It does not
stand out among all other words we use in practical life unless we
begin using it as Descartes did. I have tried to convince you of just the
opposite of Descartes’ emphasis on *T"".

Whenever we feel that our language is inadequate to describe a situ-
ation, at bottom there will be a misunderstanding of a simple sort. One
often has the experience of trying to give an account of what one actu-
ally sees in looking about one, say, the changing sky, and of feeling
that there aren’t enough words to descrihe it. One then tends to be-
come fundamentally dissatisfied with language. We are comparing the
case with something it cannot be compared with. It is like saying of
falling raindrops, ’‘Our vision is so inadequate that we cannot say how
many raindrops we saw, though surely we did see a specific number’’.
The fact is that it makes no sense to talk of the number of drops we

saw. There is similar nonsense in saying ‘’It passed too quickly for me
to see. It might have gone more slowly.”” But too quickly for what?
Surely it did not go too quickly for you to see what you did see. What
could be meant by ‘It might have gone more slowly’’?

12 It is queer that we should say what it is that is impossible, e.g.,
that the mantel piece cannot be yellow and green at the same time. In
speaking of that which is impossible it seems as though we are con-
ceiving the inconceivable. When we say a thing cannot be green and
yellow at the same time we are excluding something, but what? Were
we to find something which we described as green and yellow we
would immediately say this was not an excluded case. We have not
excluded any case at all, but rather the use of an expression. And what
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we exclude has no semblance of sense. Most of us think that there is
nonsense which makes sense and nonsense which does not—that it is
nonsense in a different way to say ‘‘This is green and yellow at the
same time’’ from saying ‘‘Ab sur ah’’. But these are nonsense in the
same sense, the only difference being in the jingle of the words.

Rules for the use of words can exclude certain combinations, and
this in two ways: (1) when what is excluded is recognized as nonsense
as soon as it is heard, (2) where operations are required to enable us to
recognize it as nonsense. The fact that negation of a complex tautol-
ogy is a contradiction is discovered by the same means as x2 +6x +7
has two integral roots is found to be true—by means of operations.
We might think, for example, that ‘‘S has x pairs of shoes, where
x2=2"" made sense because we would have a feeling that we could
get sense out of it by solving the quadratic equation x2 =2. The fact
that we do not see what the result is, is one reason for thinking we
could call the sentence a different sort of nonsense from °‘tables,
chairs, shoes’’. The word ‘‘nonsense’’ is used to exclude certain
things, and for different reasons. But it cannot be the case that an
expression is excluded and yet not quite excluded—excluded because
it stands for the impossible, and not quite excluded because in exclud-
ing it we have to think the impossible. We exclude such sentences as
“It is both green and yellow’’ because we do not want to use them. Of
course we could give these sentences sense. I said earlier that what is
possible or impossible is an arbitrary matter. We could make it a rule,
for example, that ‘‘green and yellow can be in the same place at the
same time”’ is to make sense.

13 We tend to think of a possibility as something in nature, some-
thing we are able to imagine. Roughly, when one talks of possibility,
one is making use of a picture. When we say *‘This is possible’’, what
is actual is a certain picture. Suppose that when I say it is possible for
me to sing ‘‘God Save the King'’ I mean that I visualize the score.
The score is the picture made use of. But someone will ask, ‘‘What is
it a picture of? Of that which doesn’t exist?’’ There is a difficulty
which it is important to see: How is it that when we say a certain thing
is possible we may know that what is possible is not what is actually
the case and yet know what the possibility is a shadow of ? We are
tempted to say of the possibility that it is potentially present. The sen-
tence ‘‘It is potentially present’’ makes it seem as though we had
given an explanation over and above our saying it is possible for us to
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do a certain thing. But actually we have merfl)f replac;d one expres-
sion by another. Similarly, if the word ‘“‘not’" 18 explame.d by sa)llmi
that not-p is true when p is false, all that has been done is to :ep a;
“‘not-p is true’’ by a different phrase. We can mke a word clear by
means of another word only insofar as we make it flear l?y the gram-
mar of the other word. The words “pot’’ and ‘‘negation areh SO
related that we could replace the use of the one by the use of the‘ ?t er.
The mistake we are liable to make is to thipk that the one word neﬁa-
tion’’, say, describes a phenomenon to which the grammar of the other
word is to conform. But the grammar of the one word must copfomhto
the grammar of the other, not to a phe'nomenon. We. have the idea tnlat
we are putting up a standard of usage in nature, but in fact we are only
putting up a standard of usage in grammar.

14 We cannot say of a grammatical rule. that it conforms to or con-
tradicts a fact. The rules of grammar are mdeper'\dent of ghe. facts uée
describe in our language. To say that a grammat'lcal rule is md:pen t—
ent of facts is merely to remind us of something we might forget.

And the point of remarking it is to warn us against a peculiar misun-
deli;t;ﬁ;:ﬁ.s of an example where no cogfusion is likely to ansel, lei.r;
the length of a rod which serves as a‘umt of lengtp,'we can l¢):.xp ain n
what way the length is arbitrary and in what way it is not arbitrary. |
the sense that one chooses this length and not .that because of practlcaf
considerations, the length is obviously not arp:trary. The point he:: o
saying it is arbitrary is to combat one Pamcular m1§t;1ncfierts;?npllri\§,
[namely that a convention can agree or fail to agree wit acl . l_!y
said that after the number 10 the numbers repeat them.se vecsl. N e
thought that they did this because of the way they are written do kn,
this latter being determined by the numengal fact§. This is a mistake,
for the numeral system is arbitrary. On Pliny’s view a.dlfferent nolt:l-
tion would disagree with numerical facts because it differs fronl';l. is
system which supposedly agrees with thf:m. The same error l:y
made about numbers could be translated into an error about lengths,
viz., that after a certain point, say 12 inches, lengths repeat. N
Some sentences are propositions, and other sentences look like
propositions and are not. Whether they. are or not depends on conven_
tions. What are the conventions determining that a‘sentence isa proptc))
sition? Sentences which themselves state conventions seem not to be
propositions. Nevertheless we tend to think they must conform to cer
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tain facts, in which case they would not be arbitrary. Consider a state-
ment about primary colors. Suppose that whatever is called a color is
one of these six or a mixture of them. This means that in our grammar
of colors it makes no sense to talk of a seventh primary color since we
have only six primary-color words. The expression ’’primary color
number seven’’ has no meaning. Some people would say this means
that the grammar of *’color’’ must conform to certain facts of nature.
But there is no parallelism between **There is no seventh primary
color’” and ''There is no 6’2" man who can be fitted with the six sizes
of suits manufactured’”. It might well be asked, "‘Why not have a sev-
enth primary color if the grammar of 'color’ js arbitrary?’’ The reply
would be another question: Will the new scheme come into any con-
flict with observed laws? How could it? It is not a fact of nature that
seven primary colors cannot be arranged on the corners of a regular
polyhedron. What it would be reasonable to ask is whether there
would be any use for *’seventh primary color’’,

Sentences which by present conventions clearly make no sense,
e.g., that a man travels around the earth along the following route,

-

can of course be given a sense. It is because whatever is said can be
given sense that the conventions adopted are called arbitrary. It might
be objected that though it can be given sense, one part of the grammar
must be analogous to other parts. Let us examine this demand. Sup-
pose someone said that since our space has three dimensions we can
therefore describe the path of a particle by the increases and decreases
of three coordinates but not of four. He will claim that this imposes a
restriction on our grammar since it is of the nature of space to have
three dimensions. I would reply, ‘‘Aren’t four dimensions just as
good? The fourth variable could be darkness and light. If the particle
gets darker, the fourth variable has a lower value.”’ Another example
of a description being given sense is the following: S says science and
religion are coming to agree more and more, as the fourth dimension
makes it easy to understand how Christ came into a room without
passing through the door. He came by the fourth dimension. S thinks

this explanation makes the statement easier to understand. And of
course it could be described in these terms. Suppose we take time as

our fourth dimension, measuring the point where Christ is by a watch.
Where He is spatially could be described by three dimensions and
where he is between vanishing and reappearing by the fourth. Now
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someone might object that he wants the new grammar.to be analodgotl:s
to the old. So let’s have analogy so far as the fgrmula is conc.emet ,thi
giving the distance asV x% +x% +x3 +x3. T.hls of cqu;seh is r(\;i)men_
only thing that could be called analogous to dlstanc_e with t reel men
sions. Usually there is one analogy that psych?loglcally appeals s
most. We can do anything we please, but we’ll see that certain ¢ -
ventions are too cumbrous to be used. Whether they are cumblc'lc?us ((1)0
not depends upon our nature and the natural facts, eg. that b(;) 1e; >
not vanish in one place and appear in another. If this appeareh' to hap
pen we could say our vision failed us, but we need not say this.

15 To return to discussion of the general notion of a tpropo;;t:iortl(.)
e Ein ntf’tig:l? w??;n:l(c;‘(j)kri\o?:lldga:/e ‘::mething
i roposition is? Proposi ave S
ier,l( F::l::rlrr:m"‘cl)tr,:jt bautp arg a family of things t'xaving overlapping lxkenei,se;é
We can make sub-groups of this family, e.g., hypoth.es.es sucf 2
““There is a window over there’’, and, by contrast, descriptions of 1 >
mediate experience such as *‘I see a light patch in a d:rk;;lrtri(::‘nof
ing’’, which form another group. What do I mean Py a descrip "o
immediate experience? I have given examples,'but in wh:t ;e.nserou ©
I got a general notion which would dra»\.' a lm.e around t 1sdg ou;la(.i
When asked to make groupings within.thxs family, I gave an clk "
give, only examples. Two questions arise: }tlave I the right to t:ave ;
this group without giving a general explanation? I.n w{:a;‘ senrf:ral ve !l
a general idea of this group apart from examples given? A ge 2l 1des
which is not a general symbol is of no .use..That is, any general id "
claim to have of a propesition describing 1mmed1ate.expenenceh1s _
no use unless used as a symbol. If it is taken as a.px.cture ora yp(:
thetical brain state and not used in the symbolism 1t.1s of no mterte.sr;
My procedure is to look at the use made of the. idea, propol,:irzlc;d
describing immediate experience. The use of the 1de? (\;Vas e;(lp:l e
by examples. These examples are not a clurpsy \:\:ay of describir ia .0 ‘
do an analogous thing in answer to the question ‘‘What is your i ea of
a formula?’’ I describe what I mean by a formula .by writing o
formulae. The word *‘formula’’, and formulae, are ngen,‘a;md no; mgI
else is exhibited. When you say you underst'and the word *‘formu sicts
can charge you with not understanding me if what you do contra

my explanation.
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. The ’v’vord “proposition”’ is explained in the way *’game’’ and
sense’” are, by grouping examples. The examples give a clear
;:;)duil; lllldea. A 1l)erson who has drawn the line by a definition might be
ave a clearer idea. And i i i ition;
but 85 4 uoisl ting one deee not.f you like you can give a definition;
. It has seemed that although we could not say what a ition i
In terms of a general definition, we could use a );eneral idl:raopv?';lit::gnv:es
had, in a calculus. Frege and Russell made up a calculus wl';ich looked
to be the calcu.lus underlying the correct use of language. Logicians
seem to have given a clear-cut definition, whereas I have explained the
idea of a proposition only by giving examples. How does what I have
doqe compare with the clear-cut idea which logicians talk about? The
logical calculus is clear-cut enough, but it is not fundamental an& it is

not very applicable. For a definition would apply to so i i
well and to others less and less well. PPy me (hings ferly

l§ The notation ’(x)fx'* of Russell’s calculus, meaning *‘for all
things so-and-so is the case’’, needs to be examined in each instance
for sense. It was originally taken to symbolize statements of ordinary
language such as ’‘All men are mortal’’ and *’All men here wear gre
ﬂannel§”. Then it was extended to talk of "’all numbers in the serie);
of cardinals”’, "all points of this surface’’, where very different gram-
mars appl){. The grammars of generality, and of negation, are ambigu-
ous in an lpcmdible way. Suppose I translate ‘‘This square is white’’
as “‘All points of this square are white’’. According to Russell, this
wquld- come to the same as saying ‘‘There isn't a thing which, is a
point in ¢1s square and is not white’’. And *‘This square is not en-
tirely Yvhlte” would come to ‘‘There is at least one point which is
nqnwhlte”. Now what is it like for one point to be nonwhite? We
'mnghf give it a sense. But when we translate ‘‘This square is wi-nite”
into ‘All points are white’’ we cannot without further conventions
give sense to *‘One point is nonwhite’’. To see the difference among
‘gfammafs, ask yourself how you would verify such propositions as
All points are white’’ and *‘In all the circles in the square there is a
black point in the middle’’. In the case of both ‘‘(x)fx’’ and *‘3x)fx"’
Russell takc.as the “‘x’’ inside the bracket to stand for a thing. What
sense d.oe.s it make to say ‘‘There is a thing which is a black point and
wh?ch is in the square’’? Russell says ‘‘I met a man’’ = “‘I met a thin
w!mlch is a man”, and ‘‘All men wear grey flannels’’ means “Algl
things that are men wear grey flannels”’, or alternatively, ‘‘There is no
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thing which is a man and does not wear grey flannels’’. Can one talk
of a thing which is a man? And are we to go through all the things to
determine that there is no thing which is a man and does not wear grey
flannels? The “‘x‘‘ inside the bracket stands for men, not things.

Like ''all”’, negation also has different grammars. It has been asked
whether the negation of a proposition comes to the same as a disjunc-
tion of propositions. In certain cases it does, e.g.. ''This has one of
the primary colors, but not red”, which means ’‘This is white or
yellow or green or blue or black™". But there is no disjunction corre-
sponding to *’Smith is not in this room”’. The *’and so on’’ of the sup-
posed translation into »Smith is there or there or . . . and so on’’ is

not a disjunction.

17 It is in a sense arbitrary what is called possible and what is not
called possible. We say that though no man sits in this chair somebody
could. This means roughly. ’‘The sentence ‘Somebody sits in this
chair’ makes sense’’, that is, there is a logical possibility of someone
sitting in it. It is theoretically possible, i.e., possible in a theory, for
some hydrogen to have six times the normal valency. This might be
possible in certain theories but impractical. Some theories are practical
and some impractical. Impractical systems are rejected, and the rejec-
tion is treated as though what is rejected is something false. Rejection
of a grammatical system is like the rejection of a standard of length,
[and acceptance of a grammar, a symbolism, is like acceptance of a
standard of length.] Consider another comparison: that every proposi-
tion is a picture of reality. Here, in the comparison with pictures, we
have an extension of the use of the word ‘‘picture’’ that we are very
much inclined to accept. Such extensions may be very valuable in
showing transitions between examples, for the examples form a family
looking different at the outskirts. What the family looks like, e.g., the
family of plants, will depend on what we take as a standard.

The fallacy we want to avoid is this: when we reject some form of
symbolism, we are inclined to Jook at it as though we had rejected a
proposition as false. It is wrong to treat the rejection of a unit of
measure as though it were rejection of the proposition *‘The chair is
three feet high rather than two’’. This confusion pervades all of philos-
ophy. It is the same confusion that considers a philosophical problem
as though such a problem concerned a fact of the world instead of a

matter of expression.
I have indicated that there is a difference between rejecting a hy-
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pothesis as false and rejecting a symbolism as impractical. But there
are transitions from one to the other. Suppose that a planet which ac-
cording to a certain hypothesis describes an ellipse does in fact not do
so. We should then say that there must be another planet, unseen, act-
ing on it. It is arbitrary whether we say our laws of orbit are right, that
we merely do not see the planet acting on it, or that they are wrong.
Here we have a transition between a hypothesis and a grammatical
rule. If we say that whatever observations we make there is a planet
nearby, we are laying this down as a rule of grammar; it describes no
experience. We may then be forced to make a queer alteration. We
would have to model everything else to account for it. (Consider the
changes required by accepting the hypothesis that there is a hippopota-
mus in the room.) (To illustrate the different roles of proposition and
rule of grammar], suppose the standard of a foot length was a rod in
my room, and suppose the Greenwich rod agreed exactly with this
rod. To say ’*The Greenwich rod is as a matter of fact a foot long’’ is
to assert a proposition, whereas at present it does not make sense to
say this. It is a definition.

We can draw the distinction between hypothesis and grammatical
rule by means of the words ’‘true’’ and ’‘false’’ on the one hand, and
“’practical’’ and “’impractical’’ on the other. We do not speak of prop-
ositions as being practical or impractical. The words ’’practical’’ and
“’impractical’ characterize rules. A rule is not true or false. But now
with hypotheses we use both pairs of words. One person says a hy-
pothesis is wrong (when he is unwilling to remodel other things),
another that it is impractical (acknowledging that he could remodel
other things). Deciding whether a sentence is used as a hypothesis or
as a grammatical rule is like deciding whether a game is chess, or a
variety of chess distinguished by a new rule entering at a certain stage
of the game. Until we get to that stage, there is no way of telling
which game is being played by looking at the game.

Suppose someone had learned mechanics in such a way that all
calculations were done with the three laws of motion and d’Alembert’s
law. Suppose he transformed these laws and found the law of transfor-
mation of energy. Here we may ask: Has he discovered a new bit of
mechanics or a new bit of mathematics? Given a description of phe-
nomena in accordance with Newtonian laws, another description will
not be called a discovery in mechanics if it is impractical. But it might
be a new mathematics. He has made a new game.

There are cases where we would decline to call something a new bit
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of mechanics. Consider Hertz’s mechanics, which substiFutes. for Fhe
three laws of Newton a single law: a form of the law of inertia, viz.,
that a system of material points either is in a state of res; or moves
with a uniform velocity along a straightest line (the latter b'emg already
defined). Suppose now that someone built up a me_cham.cs_ fron.1 the
three laws. We might say, “’This is no new mechanlcg——lt is built on
Hertz’s’’. But it is a new bit of mathematics. A new bit of mathemat-
ics and a new bit of mechanics are not to be confused. To c'onfuse
them is to treat mathematics as it is treated in present foundations of
mathematics—as though it can be reduced and reduced, and'not as
though it were something new. We cannot reduce mathematics; we
can only make a new one. The size of a.proof can be reduced, but not
the body of mathematics. The same point can b.e made about chess.
Suppose chess is defined by the way we move pieces, and that a :ew
way of producing a certain move is discovered. This is not to reduce
the old game; it is to make a new game. . .

To show what we do in philosophy, I compare playmg a game with
rules and just playing about, or playing in a way that is a transition be-
tween the two. What we are looking at is the use of language a‘s ‘com-
pared to a game played according to rules. It is useful tO'eXhlblt the
two extreme cases, the use of a sentence as a hypothesis and as a
grammatical rule.

18 The laws of logic, e.g., excluded middle and contradiction, are
arbitrary. This statement is a bit repulsive but nevertheless true. In dis-
cussing the foundations of mathematics the fact Fha}t th;se laws are a:
bitrary is important, for in mathematics contradiction is a bugbc'ar.

contradiction is a proposition of the form p and not-p. To forbid its oc-
currence is to adopt one system of expression, which may recorpmgnd
itself highly. This does not mean that we cannot use a contradu’:tlgn.
In fact it is used, for example, in the statement *’I like it and don’t like
it’. To the objection that ’contradiction’’ is not used to apply. to §uqh
a case, that ”’I do’’ is not contradicted by "1 don’t”,. I adml,t this is
true if we take our system as primary. If we say a .thmg can’t at the
same time be both red and not-red, we mean that in our systerp we
have not given this any meaning. An adoptec_l §ystem of expression is
like an adopted measuring rod. Now in descrlb{ng the appllca.tlon of a
rod in certain cases we leave open the way it is to be used in analo-
gous cases. We might mean by the real length of a boFly_that length
which a measuring rod made of iron will show when it is the same
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temperature as the body. Or we could call the real length all the dif-
ferent readings at various temperatures. The objection that *‘l like it
and don‘t like it‘‘ is not a case to which ‘‘contradiction*’ applies is
paralleled by the objection that a measuring rod is useless unless it is
rigid. But in some cases we might want elasticity. And a contradictory
order, of which it might be said that it is not an order at all, could be
used to produce uncertainty. Why not have a mathematics full of con-
tradictions? We do often use a double negation, ~~p, to mean ~p. A
person who says we do not mean it in this way is saying there are dif-
ferent kinds of double negation. This is to treat double negation as a
fact of nature which in one case gives negation and in another case
does not. The law of contradiction can, but need not, be used as a law
of our expression. Contradiction can be dealt with in mathematics ei-
ther as something forbidden or as something allowed. 2 +2 =4 and
2 +2 =S5 together might be useless but not false. Together they would
give a new mathematics.

1 want to comment further on the rejection of ‘‘l like it and don't
like it*’ as being a contradiction, the objection being that if we do use
it we cannot do so in the same way as we use an ordinary noncon-
tradiction. Now what can’t you do? And what is the obstacle which
prevents you? The word ‘‘application‘‘ brings out your objection. You
say, ‘‘We can make a system of signs using ‘p and not-p‘, but the
application will be different’*. But how can you talk of a system of
signs without talking of the application, as if the application of the law
of contradiction were independent of the law? Suppose 1 said my
hands cover each other completely when 1 put them together in one
way but not in the other. Then suppose | said they cover each other in
both cases. Someone would object that ‘‘cover’* is in the last case
used in a different way. 1 would ask, ‘‘How do you wish to explain
‘covering’, with or without reference to something that covers?‘‘ In
saying that two hands cannot cover each other in the same way if su-
perimposed differently, has ‘‘covering‘‘ been defined independently?

The same objection and the same questions arise in the following
circumstance. You object that the arithmetic in which 2 +2 =5 cannot
be applied in the same way as that in which 2 +2 =4 can be. Has ‘‘the
same way'’ been defined? Again, suppose 1 said ‘‘If a man is as short
as |1 am he can pass through the doorway, but if he is 8 feet tall he
could also pass through it but not in the same way’’. If 1 can sensibly
use the phrase ‘‘in the same way'‘, that way must have been given me
independently of the notion of passing through the doorway. To illus-
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trate the point with another example: suppose 1 project the length A on
the line below A

b b

and claim that 1 could also have projected it on b-b. Someone objects
that 1 cannot do this in the same way. But what is the same way?.He
has left a loophole in his expression. If my description of .the projec-
tion did not describe the whole figure, i.c.. if the way in which 1
projected 4 did not reach to the projected line, then. 1 s'hould have the
line projected, the projection, and the way of projection. If. on thfa
other hand, in the word ‘‘way‘‘ 1 assumed the whole figure, then it
could not with sense be said that 1 could not have projected it on b-b in
the same way. The phrase *‘the way** has to apply to both in order for
it to make sense to say that here this way could not be taken.. N
To return to the objection that *‘l like it and don‘t like it‘‘ is not
used in the same way as a contradiction. What is it that we C?ll t!\e law
of contradiction?—the formula, or the formula plus the application? l.f
we mean the latter, then we cannot talk of the application as though it
were independent of the law. The word ‘‘way*’ co‘n:responds to the
word ‘‘analogous‘:, which means ‘‘something els? [ not the same
thing over again. We cannot wish to explain ‘‘a way*‘ independently if
the way is included in what is being described.. If we say we cannot
apply logic in which contradictions are allowed in the same way, wha.lt
makes this misleading is that there seems to be an obstacl'e. A word is
being used for leaving something open and at the same time for clos-
ing it. What seems to be assumed is that a way has been described and
that one could not get to the end of it. In fact a way has not been de-
scribed. One cannot reasonably object to not reaching the end of th.e
way if in giving the way one gives also the end of the way. There is
no sense in talking of a way if there is only one end and 2 dlffemnt
end is precluded. In using the word “‘different** you have provided a

loophole and precluded it.
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Lécture 1

‘What we say will be easy, but to know why we say it will be very dif-
ficult.

I shall begin with the general idea of a proposition. First, have we
such an idea at all? Most definitions of a proposition given in logic
books, as what is true or false, or as the expression of a thought, are
futile. For we do not understand the terms of the definition. If one
wants to explain what a proposition is, one thing one might do is to
give examples, by means of which it might be said one could get the
general idea. Now what is the criterion for someone’s having a general
idea? For example, of a plant. If after being shown different plants,
say a fern, a geranium, and many others, a person is asked to fetch a
plant and he brings one that has not been shown him, say a violet, we
say he has the general idea of plant. That is, we infer it from his be-
havior. But what is it we infer? We would be likely to answer that he
has something in his mind, which we cannot perceive but he can. If I
am to explain what it is to perceive my general idea when I have a
thought of a plant, there seems to be a difficulty of introspection. I
would be likely to say that the idea passes so quickly that I cannot
catch it. What I do catch is something irrelevant to the general idea,
namely, accompanying images. Or I might say the idea is uncon-
scious, that I don’t actually perceive the idea when I use the word
“plant’’. The word is used semi-automatically, so that the idea is in
the mind in roughly the way the alphabet is when we are not repeating
it but which we know we could repeat if required. We tend to think of
the mind as a sort of receptacle in which things are stored. To say it is
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in the mind in this sense is a hypothesis. ‘‘In the mind’’, ‘‘in the
head’’ are phrases used to denote a model, like the model a scientist
uses to explain electricity. A model is part of the symbolism in which
a hypothesis is stated. A hypothesis, among other things, serves to
express expectations (here, what the man who has the idea of plant in
his mind will do when asked to bring a plant).

Another notion we have about a general idea is that it is a sort of
general picture, or composite photograph, with unclear outlines. It is
dangerous to be tempted to think this, for if you examine yourself
when you have, say, the general idea of a plant, you will usually find
you have no such inward visual experience, either a composite image
or the image of a particular plant or leaf. Realizing this may make you
say that there must be something like it, something less crude. This is
a sign of a philosophical problem. The account of what happens in
your mind when you hear or use a sentence in which the word *‘plant’’
occurs, provided you understand the sentence and do not utter it like a
parrot, will very likely be the following: (1) there is some image in the
mind, (2) on examination no image is found, (3) the general idea, if
not an image, must be something more subtle. The queer thing is that
this subtle thing is never found. There may be nothing at all going on
in your mind, and still you may not talk like a parrot.

What makes us believe that there must be such a general idea in our
minds? First of all, because it is not enough for the general idea of
plant that we should be acquainted with particular plants, say violets
and roses. And we might have the idea of these without having the
general idea of a plant at all. We think there must be something going
on in one’s mind for one to understand the word ‘‘plant’”’. We are
inclined to say that what we mean by one’s understanding the word is
a process in the mind. But when does this activity take place? Is it
when the words are being heard, or immediately afterwards, or when?
Is there something in the mind like a set of bells, so that when a word
is heard one chimes, and when a sentence is heard several chime, one
after the other? No, this is not the case. There is a way out of the dif-
ficulty of explaining what understanding is if we take ‘‘understanding
a word’’ to mean, roughly, being able to use it. The point of this ex-
planation is to replace ‘‘understanding a word'’ by ‘‘being able to use
a word”’, which is not so easily thought of as denoting an activity. If
we compare the questions ‘‘When do you understand a word?”’ and
“When are you able to use a word?’’, we tend to answer the first by
‘‘while, or after use’’, but not the second. Being able to use the word
is not an accompaniment of the use, as understanding seems to be.
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Actually, words in sentences are very often accompanied by some-
thing or other, images or what not. For example, when asked what
happens when you understand the word ‘‘red”” you tend to answer “‘a
red image’’, though you may get the image of something green. You
do often have images, and this is one thing responsible for the notion
that a general idea is in your mind, and that understanding a word is
an activity accompanying it. Also, since talking can go on without
thinking, as When we say something while thinking of something else,
or speak without understanding, it is natural to think of speaking and

understanding as two activities going on at the same time. But does it

follow that understanding is an accompaniment of speaking? Suppose
the order were given to say the alphabet, and that the alphabet was
repeated in response to the order. In what way are the twenty-six let-
ters involved in what was asked of the person and in his understanding
of the order? That they are involved is clear. But does he have to
repeat the alphabet inwardly in understanding the order? No. If there
were someone who knew the alphabet as we know it except that he left
out z, or who understood by *‘the alphabet’’ a different ordering of the
twenty-six letters than the usual one, we might ask whether he under-
stood by “‘the alphabet’” the same thing as we do, or a different thing.
If a different thing, then this difference should come into the under-
standing.

The word ‘‘understanding”’ is used in two different ways, one
which seems to allude to processes accompanying hearing or uttering a
word or sentence, and the other which appears to have nothing to do
with an accompaniment but is something like being able to use the
word or sentence. The expression ‘being able to’’ is such that our cri-
teria for its use are doing the thing, having done it, saying we can, etc.
It may be the case that whenever one hears a word a peculiar mental
event occurs. I do not wish to deny this. Perhaps when you hear a
word a light flashes inside your brain or something like a bell sounds.
But is this experience what is meant by ‘‘understanding a word’"? It is
not, though something mental may be involved in understanding even
though one cannot say precisely what. I am not trying to give a defini-
tion of the term ‘‘understanding’’. I am merely objecting to the idea
that there must always be an experience there when we understand.
For in great many cases in which we use the word ‘‘understand’’ we
can substitute for it ‘‘knowing the use of ”’. In others we cannot, for
we use the word in a mixed sort of way. We are tempted, however, to
say it is always this or always that. What gives one the right to say
that in all cases so-and-so happens, unless it is experience? But it is
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not experience here that makes us say there must be a mental accom-
paniment when we understand a word.

Lecture II

When a child is able to use a word we say he has got hold of an idea,
that he understands the word. This may be a way of saying that his
being able to use the word is a hypothesis, and we then give him tests
to find out whether we can rely on his using it aright in the future. The
hypothesis that he has the general idea corresponds to the assumption
of a hypothetical mechanism which we do not know because it is seen
from the outside, like the works of a watch which no one has ever
been able to open. The hands are seen to go round and we then make
the hypothesis that they do so because there are works inside. And we
could make a model of them. We very often think of ideas in this way.
An idea is like a mechanism whose workings we do not know. Some-
thing mental does enter into understanding, but it does not enter in the
way one would have expected, and it is not revealed to introspection.

Consider the statement of someone who says he knows what a plant
is. When he claims this, was he referring to anything in his mind? His
answer is No, but that when he considered whether he did know it or
not, there was something going on in his mind. I wish to make the
point that the definition was not in his mind consciously when he said
he knew what a plant is, and to assert it is unconscious is like assum-
ing a hypothetical mechanism. We look at the notion of having a gen-
eral idea in two ways which are contradictory, (1) as a process hap-
pening roughly before, during, or directly after the word is used, and
(2) as something like being able to use the word. We hardly ever use
the word ‘‘understand’’ for a process happening while the word is ut-
tered. In most cases it is used to mean being able to do so-and-so.
When a man understands an order it is true that often certain pictures
are present to his mind, though often not. If by ‘‘understand’’ is meant
that such a picture is present, then the word is being used by me as it
is practically never used.

Lecture II1

The following questions are important: In what way does giving a def-
inition show that one has a general idea? Does giving it prove that cer-
tain things must happen when the word is uttered? Or does having the
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general idea mean being able to give the definition? What is *‘being
able’’? Is it a disposition or is it a feeling accompanying the word? Is
giving the definition the same as having the general idea? It has been
held that they are different. Now is the difference that between giving
the definition and being able to give it? If you ask me, ‘‘Are you able
to lift this?’’, and I answer Yes, what does ‘‘being able to’’ mean?
Suppose I try and do not succeed. Was 1 able to? There are two possi-
ble answers: (1) No, I was wrong, (2) Yes, I was able to, but now I
cannot. If I answer that I was wrong, then the claim to be able to lift it
was a hypothesis. The second answer is not a hypothesis.

In a case where you have already whistled to yourself, whistling to
yourself is an accepted criterion of being able to whistle aloud. Here
being able to whistle aloud is doing something slightly different. I call
the latter a symptom of being able to do it. Giving a definition is a
symptom of having a general idea.

Suppose you saw people playing with a ball and after seeing a
hundred such games were asked to write down the rules of the game.
It must be admitted that for ordinary games you could do this after a
time. Now there are all sorts of intermediaries between playing games
according to rules and just playing about. With our language it is simi-
lar; there will be cases where, after observing the use of a word, the
rules are clear, and others where it is not. Consider the use of *‘able’’
in “‘able to lift”’, “‘able to eat-a large dinner’’, ‘‘able to stick boring
company’’. People say these all have something in common. But the
similarities between their uses are instead overlapping.

Lecture IV

The phrase ‘‘being able to’’ in ‘‘being able to give a definition’
means various things, (1) a conscious state of mind, (2) a state of the
brain, shown, for example, by operating on the skull, (3) saying you
could produce it if asked. ‘‘Having a general idea’’, as a single
phrase, tempts us to think there is one phenomenon common to all
cases of having a general idea; but the examination of particular cases
shows otherwise. Consider two color patches, one red and one green.
What these colors have in common is being either red or green. This
is not to have something in common in the same sense as, say, two ta-
bles have something in common or as a centaur and a man have
something in common. Most people think something like a feeling to
be common to all cases of having a general idea. What is the dif-
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ference between my having a general idea and my not having it? The
difference is in my reactions. 4

The question, ‘‘Have we got a general idea of a plant?’’, is put
wrongly. For it suggests that to answer it is a matter of taking a cen-
sus. The difficulty is that when we began talking about general ideas
we became uncertain what we meant by having a general idea. Can the
guestion, ‘‘What is a general idea?’’, be answered? 1 will not answer
it, but 1 will say something about the use of a word. In most cases
where such a question is answered we usually do say something about
usage. 1 will say this much: there are all sorts of cases in which one
says ‘‘l have a general idea’’.

Lecture V

Let us return to the question whether we have a general idea of a prop-
osition. The difficulty with giving an account of any general idea is
that we try to combine two contradictory aspects of it, dynamic and
static. In many cases we think of a thing in terms of a mechanism. The
point of thinking of it in these terms is that from the way it looks and
from certain tests 1 shall call static (handling, looking, etc.) and which
are made before we test the behavior of the mechanism, we draw
conclusions as to how it will behave. For example, when we have ex-
amined a screw and found, say, that its threads are not broken, we say
we know what it is going to do if certain things are done to it. The
way it looks or feels stands for the way it is going to behave. Yet it
does not follow from the way it looks that it will behave so-and-so. For
we can imagine a fountain pen, for example, which looks like mine
and yet will not unscrew. We examine its screw and cap and predict
fhat it will behave in such-and-such a way, but whether it will behave
in this way is a hypothesis, a conjecture. There is no static test, i.e.,
one to which we submit a mechanism before it is put into use, which
will enable us to know it is going to work in a certain way. This is
:cllways hypothetical. We may be wrong in expecting a certain behav-
ior.

We are accustomed to think of things in terms of a very few definite
possibilities. If two cylinders are such that one is smaller than the
other, we say that one will turn inside the other. If it does not, we say
something must be stopping it. 1t might be very puzzling why it does
not turn, and we might say there must be a cause for its not turning.
But what more does this mean than that in some circumstances it will
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turn and in others not. To say it will turn if nothing is wrong means
nothing. Can't 1 assume that it does not turn? We do not have here a
case of one thing following logically from another. 1t is a conjecture.
When we see a diagram of a wheel connected with a piston rod we
have one idea of how it will behave. We do not assume that the wheel
is made of dough or will suddenly become elliptical. Yet how do we
know that these things will not happen? Suppose we reply that we as-
sume the wheel remains rigid. What do we mean by its being rigid? 1s
it merely that it will behave in the assumed way, or is it something
else? At first sight it seems as if there is one static test from which it
follows that the behavior of the wheel and piston will be such-and-
such. But now we find we are assuming rigidity, for which we have to
give tests. There are static tests, such as trying to bend the thing. But
from these tests it does not follow that it is rigid. 1t is a conjecture, but
one which we always make; for we are accustomed to a certain mecha-
nism corresponding to certain behavior. We cannot say that what we
conjecture must happen if the body is rigid, since rigidity itself is
something established by empirical tests. If our conclusions from tests
were not conjectures, then *‘This is rigid’’ would have to contain the
fact that the thing will do so-and-so. That is, what the thing is is the
class of things it does. '

Now for the application of these considerations to the notion of a
general idea as a mechanism, which we tend to think of as static and at
the same time conditioning what will happen. Our notion of it is of a
mechanism from the existence of which it follows that we will use a
general word in this way or that way. We have the wrong idea that the
use of a word is like pulling a thread from a bobbin: it is all there and
needs only to be unwound. Thus we talk about some uses of a word as
being in accordance with the general idea and certain other uses not. If
you ask me, *‘Is this a plant?’, “‘Is that a plant?’’, and 1 answer Yes,
or No, these answers show what my general idea is. But 1 do not have
all these answers in my mind when 1 say 1 have an idea of a plant.
Thus the general idea is looked on as something static, a disposition in
the mind, to be tested by whether the answers to the question, *‘ls this
a plant?’’, are in accordance with it.

What agrees or disagrees with the idea seems in some queer way to
be contained in it, to follow from it. What agrees or disagrees seems
to be compelled by the idea. 1 wish to show that we confuse two dif-
ferent things, a law of nature and a rule which we ourselves lay down.
The statement that a mechanism made of iron will when tested in a
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certain way behave so-and-so is a law of nature. The statement that
moving a line in the diagram of the mechanism alters the angle is a
statement of geometry, not physics. The result of moving the line is in
accordance with rules we have laid down. These rules are rules of our
symbolism. Suppose that the lengths of bodies in this room were as a
matter of fact multiples of the length of the arm. If we wanted to fix a
unit for our measurement, it would be natural to choose the arm as the
unit. But this is merely convenient; we are not compelled to do this. A
philosopher would mix up the natural fact that bodies are multiples of
the length of an arm with the fact that the arm is taken as the unit of
measurement, which is a convention. They are utterly different,
though intimately connected. One is a fact of experience, the other a
rule of symbolism. The rule we lay down is the one most strongly sug-
gested by the facts of experience. Geometry and arithmetic consist of
nothing but rules of symbolism comparable to the rule which lays
down the unit of length. Their relation to reality is that certain facts
make certain geometries and arithmetics practical. If every time we
counted 40 plus 20 we got 61, then our arithmetic would be awkward.
We could make up an arithmetic in which this was true, and this is not
to say that 61 is the same as 60. A rule is chosen because things have
always been observed to behave in a certain way.

Suppose I gave you a sample, saying ‘‘This is green’’, and asked
you to bring me something green. If you brought me something yellow
and | said it did not agree with my idea of green, am I describing a
Jact of nature? No. To say that something yellow disagrees with the
green sample is to give a rule about agreement. That yellow disagrees
with green does not follow from anything in the nature of green or
yellow. I could instead say that what disagrees with green is some-
thing that looks nasty with green, and yellow might be said to agree
with green. If something is said to agree or disagree with an idea or
thought, we do not find it agreeing or disagreeing. What are called
agreement and disagreement is something laid down as a rule. And the
rule is either useful or not. That a green or yellow agrees with the
green sample is part of the geometry, not part of the dynamics, of
green; that is, it is part of the grammar of ‘‘green’’, not a natural law.

Lecture VI

One of the chief difficuities we have with the notion of a general idea
or with understanding a word is that we want it to be something
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present at some definite time, say when the word is understood, and
the idea we have is supposed to have consequences and to act as time
goes on. For example, the idea of a plant is supposed to enable me to
identify something as a plant, bring a plant when ordered to, define
““plant’’, etc.; and these phenomena are taken to agree or disagree
with the idea. If by ‘‘general idea’’ we mean the cause of agreement
and disagreement, there would be no difficulty, for then the idea
would be an existent thing like an acid to which there is a reaction of
some sort. But we do not want the relation between the idea and a
phenomenon which agrees or disagrees with it to be a mere causal
one. The agreement we want is not experiential at all. It is not a ques-
tion of experience whether a thing will agree with our general idea, as
it is with a mechanism about which we cannot predict with certainty.
If we take the idea to be a natural phenomenon which can do such
things as enable us to apply a general word or give a definition of it,
our investigation of it is psychological. We are in the realm of hypoth-
eses, about effects and causes, and not in the realm of the ‘‘must’’.
But we are wrong to take the investigation of the general idea to be an
investigation of the causes and effects of a natural phenomenon. We
are mixing up two different things, a process which happens in our
minds or brains, whose causes and effects can be studied by
psychological methods as in other sciences, and certain rules which we
lay down. To illustrate: Suppose someone is given the order, ‘‘Bring
me something of this color’’, and I show him a blue sample. What
agrees with it? There are different kinds of agreement, e.g., what
matches, what contrasts pleasantly. The order might be obeyed by
bringing any blue object, or by bringing something exactly similar, or
by bringing something that looks well with the sample. We expect
every idea to have tentacles or affinities, so that it predetermines what
will satisfy it.

Why is it that the idea seems to be satisfied by some things and not
by others? It is not a matter of experience that something satisfies it. In
a way it must be satisfied beforehand. There is of course a sense in
which experience enters. For example, if a piece of cloth is laid next
to the sample and is seen to have the same color, we might say it is an
experiment showing that the two are the same. But that this color is
the same as the color of the sample is not shown by experiment.
Whether it agrees or not is determined a priori. It is a priori that if
you bring something blue, it will agree; this is not something you
predict. Though this sounds like a prophecy, I know with certainty
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that the colors agree because I laid down a rule beforehand about what
would be called agreement—about the use of the word ‘‘agreement’’.
That they will agree is not known better after I juxtapose the two than
before.

The question whether a man knows what he wishes is like the ques-
tion whether one knows what will agree with a sample. When he does
not know what he wishes, then what happens to satisfy his wish is a
matter of experience. Here the fact that such-and-such satisfies his
wish is not known beforehand; it is a hypothesis. Similarly, to say that
the piece of cloth agrees with the sample is an experiential proposi-
tion, for it says nothing more than that it is blue. This I can know only
by making a test. But to say that this color agrees with the color of the
sample is a rule to the effect that this is what I call ‘‘blue’’. It is a rule
about the use of a symbol. I could have made all sorts of rules, for ex-
ample, that middle C on a piano agrees with blue. Then the blue patch
is no longer a sample, but a word, or like a word. To say that it agrees
with middle C would be a definition. If ‘‘agreement with an idea’’
does not mean a natural phenomenon, then propositions asserting such
agreements are rules. And the rules do not follow from the idea. They
are not got by analysis of the idea; they constitute it. They show the
use of the word.

What idea do we have of the king of chess, and what is its relation
to the rules of chess? The chess player has an idea of what the king
will do. But what the king can do is laid down by the rules. Do these
rules follow from the idea? Can I deduce the rules once I get hold of
the idea in the chess player’s mind? No. The rules are not something
contained in the idea and got by analyzing it. They constitute it. I can
give all the rules of chess in the form of a diagram illustrating the
moves of the different pieces. Everything a piece does can be deduced
from this, and an illegal move will disagree with this. The rules con-
stitute the *‘‘freedom’’ of the pieces.

It seems at first sight that the rules for the use of a symbol are
deducible from the idea connected with it. The idea always seems to
be something containing its whole use, the use being something al-
ready there which we find by analysis. But the idea connected with the
symbol is only another symbol. The rules are rules for the use of that
symbol. The idea and the rules stand in the relation of a symbol and
the rules for its use. So far as the idea is a static mechanism, what
follows from it is hypothetical, and so far as it is not, what follows is
a priori. We can say a priori only what we ourselves have laid down.
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The following case seems to contradict the claim that the use of a
word does not follow from the idea: by an example, i.e., by an osten-
sive definition, we are able to give a person an idea of red, say. We
show him the meaning of the word ‘‘red”’. If we can give the meaning
by ostensive definition, then the correct use will follow from its mean-
ing and not from the rules. The correct use of the word ‘‘red’ is
thought of as a consequence of its meaning, which is given in one act,
all at once. And this is inconsistent with my saying that the rules con-
stitute the idea and do not follow from it. However, note that the use
of the word is not actually fixed by giving someone, by ostensive defi-
nition, what is supposedly the meaning. For he may now use ‘‘red’’
when he sees a square.

Lecture VII

We have been puzzled by the notion that when we understand a word
the idea we have makes us use the word in a particular way. It is as if
the idea contains the use, which is then spread out in time. I tried to
trace this notion to that of a mechanism. Now what a mechanism does
does not follow from what it is in any important sense. What it will do
can only be conjectured from what it is, unless we already include in
what it is what it does. Before we realize that we can only hypotheti-
cally infer what a mechanism does from what it is, we tend to compare
an idea with a mechanism. This notion must be discarded. Those prop-
ositions which seem to be analogous to experiential propositions about
mechanisms, for example, that such-and-such an action or use will

- “‘agree with’’ or ‘‘follow from’’ an idea, are not really analogous,

since they are rules. And this is why they have the appearance of cer-
tainty which the analogous propositions about mechanisms do not
have. These then are not experiential propositions as to how the idea
will behave when confronted by so-and-so, for this is conjecture. The
a priori statements about agreement of something with an idea are
misleadingly put in the form that the thing will agree with the idea, as
though it were a question of time. But time does not enter in. One
might as well say that 2 plus 2 made 4 yesterday or would a thousand
years hence.

What we are apt to confuse is the idea as a state of mind occurring
at a particular time and the use we make of that idea. The reason for
the notion that the idea as static—as something before the mind’s
eye—has its uses contained in it and needs only to be spread out in
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time for its uses to be revealed is this: that in the case of many ideas
there is one preeminent use. Consider a rudimentary case: a green
image taken as the idea of the color green, and used as a sample. (A
piece of paper could be used as a sample just as well as an image.) In
a vast number of cases we are inclined to think that a particular idea
can only be used in a particular way. The use of a sample green image
or object is most often in comparing and copying it. This is the main
use, but obviously not the only use. There are even many different
kinds of comparing and copying. There is rough and exact copying,
comparison of this green with other greens, comparison of two colors
by means of a color wheel with respect to the amount of yellow they
contain. Among the varieties of comparing and copying there will be
some common or garden ones, such as the rough comparisons we
make in ordinary life. An idea, if we mean something static, is a
means of operating with language, and in all sorts of different ways,
although as a matter of fact it is a means which is almost always used
in one way. As soon as we see that this use is only one of lots of uses,
we see that the idea plays the role of a symbol.

As another example, consider the idea of a circle. In general the cri-
terion of whether one has this idea is being able to draw or copy a
circle. By copying everybody means roughly the same thing. But
projecting the circle so that it becomes an ellipse is also a way of
copying. In general people mean one thing by a circle and another by
an ellipse. But why shouldn’t the idea of an ellipse be a circle having
the diameter of the long axis? Nevertheless, that we could use a circle
in a way analogous to an ellipse never occurs to us. Copying almost
always means the same thing. One use is preeminent, just as the sign
—> is always used to indicate that one is to go forward, not back-
ward. Even in the case of a savage tribe whose language we did not
know, we should assume (rightly) that an arrow pointing forward
always meant going forward. If I pointed in this way j

it would be interpreted to mean ‘‘Forward, then to the right, then
forward again’’, and not as an order to turn round or go backwards.
Similarly, if I showed a person a red sample and asked him to bring
me something red, he would do so. But he need not. He might bring
me something having the complementary color, though this is not
usual. One use is not more direct than another—only more usual. We
are extraordinarily affected by the way in which we do in fact react to
a sign. The result is that certain ideas stand to us for certain uses
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because that is how we usually apply them. We therefore think that

‘those ideas have that most usual use in them, though they could per-

fectly well be imagined to have another use.

Let us consider the word ‘‘understand’’, about which questions arise
similar to those about having a general idea. When a person is given
an order and says he understands, suppose we say that what he means
by understanding is something going on roughly at the time of the
order. Having understood is said to make him able to carry out the
order. Understanding seems to be a state of mind having certain ac-
tions as consequences. Certain actions will seem to be in accordance
with it and certain others in discordance with it. Understanding, i.e.,
getting hold of an idea, can be looked at in two different ways, (1) as
being a state of mind or mental process, (2) as the use made of the
idea. Note that whatever the state of mind is, it does not necessarily
agree or disagree with any action done. Suppose you said *‘Bring me a
chair’’, and my understanding the order meant having an image of a
chair. In such a case I usually do bring a chair—I don’t go on to paint
it or break it or do anything else. But must the action of bringing a
chair agree with my visual image of a chair or even of myself bringing
a chair? Cannot the two be compared in totally different ways? In tak-
ing understanding an order to be a state of mind which is had at the
time of understanding it, it does not follow that you must make just
that use of the idea which you generally do make. And if what you
will do on understanding it is not to be merely a conjecture, you must
lay down what will agree or disagree with your idea.

The straightforward answer to the question whether having an idea
makes us do certain things, whether it contains in itself its own uses,
is that it does not. To say why we asked such a question at all, or
thought that there was a problem, I reminded you of our tendency to
look on an idea as a mechanism, especially in cases where we are
inclined to think of the one use the idea usually has.

The question has been raised as to what a convention is. It is one of
two things, a rule or a training. A convention is established by saying
something in words, for example, ‘“Whenever I clap my hands once
please go to the door, and if twice, please go away from the door’’. If
by a convention is meant something laid down by a sign, does this
mean that one could lay down another rule? By a convention I mean
that the use of a sign is in accordance with language habits or training.
There can be a chain of conventions at the bottom of which is a lan-
guage habit or training to react in certain ways. These latter we do not
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u.sually call conventions, but rather only those which are given by
signs. One can say these signs play the role they do because of certain
habitual ways of acting.

Lecture VIII

It is felt to be a difficulty that a rule should be given in signs which do
not themselves contain their use, so that a gap exists between a rule
and its application. But this is not a problem but a mental cramp. Thai
this is so appears on asking when this problem strikes one. It is never
when we lay down the rule or apply the rule. We are only troubled
when we look at a rule in a particularly queer way. The characteristic
thing about all philosophical problems is that they arise in a peculiar
way. As a way out, I can only give you examples, which if you think
about them you will find the cramp relaxes.

In ordinary life one is never troubled by a gap between the sign and
its application. To relieve the mental cramp it is not enough to get rid
of it; you must also see why you had it. The reason which I gave for
the cramp was this: that two statements that are closely connected but
having different meanings are confused, a statement which is a rule
and an experiential proposition. For example, to say this book agrees
in color with a given sample means that in fact this book has, say, the
color blue. To say the colors agree is a rule I lay down. These two
statements are usually expressed in almost identical words. The point
is illustrated also in the following. Suppose it is said that 4 loves B,
meaning that he has certain feelings for B, but that when B's life is
endangered and A could have saved him, he did not. We say *‘This
cannot have been love”’. Has the statement ‘A loves B’’ been contra-
dicted by 4 's not saving his life? No. It is not a contradiction to say A
had the feeling for B but did not save him. It is only a conjecture that
whenever 4 has a certain feeling he will do so-and-so in the future.
But it is quite another thing to say I am not going to call this love if 4
did not save B when he could have done so. “If A had loved B he
would have saved him’’ is not an experiential statement at all, but a
definition or explication of what I call love. If as a matter of fact a cer-
tain feeling almost always goes together with a certain behavior, we
are inclined to use feeling and behavior alternatively as criteria for
love. This is all right so long as we do not get into a situation in which
we have to distinguish between what we mean by love: a feeling, or
behavior. These are different criteria. The same verbal expression,
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“This is not love, because he does not behave as if it were’’ can stand
for a rule, viz., *“I do not call this love because . . .”’, or my saying

it can mean that I do not think it is love because people do not usually
behave as he did. The rule and the experiential statement are confused
with each other. They of course have a definite connection, since one
is conditioned by the other. But the confusion between them produces
this queer mental cramp. From a distance something may look to be
one thing, and be seen to be two on coming closer. Behavior and feel-
ing are very often found together, so that we are inclined to give both
phenomena the name "’love’’ although they are different criteria. The
fact that there are two entirely different criteria for having an idea,
what is in the mind, and the use made of a word when we understand
it, has an exact parallel in this example of the different criteria of love.
It is difficult for us to survey usages of our words which are blurred in
our language, and we fail to see differences that exist.

A disposition is thought of as something always there from which
behavior follows. It is analogous to the structure of a machine and its
behavior. There are three different statements which seem to give the
meaning of ‘4 loves B’’: (1) a nondispositional statement about a
conscious state, i.e., feelings, (2) a statement that under certain condi-
tions 4 will behave in such-and-such a way, (3) a dispositional state-
ment that if some process is gding on in his mind it will have the con-
sequence that he behaves in such-and-such a way. This parallels the
description of an idea, which stands either for a mental state, a set of
reactions, or a state of a mechanism which has as its consequences
both the behavior and certain feelings. We seem to have distinguished
here three meanings for ‘‘4 loves B’’, but this is not the case. (1), to
the effect that 4 loves B when he has certain feelings, and (2), that he
loves him when he behaves in such-and-such a way, both give mean-
ings of the word “‘love”’. But the dispositional statement (3), referring
to a mechanism, is not genuine. It gives no new meaning. Disposi-
tional statements are always at bottom statements about a mechanism,
and have the grammar of statements about a mechanism. Language
uses the analogy of a machine, which constantly misleads us. In an
enormous number of cases our words have the form of dispositional
statements referring to a mechanism whether there is a mechanism or
not. In the example about love, nobody has the slightest idea what sort
of mechanism is being referred to. The dispositional statement does
not tell us anything about the nature of love; it is only a way we
describe it. Of the three meanings the dispositional one is the only one
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that is not genuine. It is actually a statement about the grammar of the
word “‘love”’.

Consider understanding. If someone says he understands my order
’Fetch me a plant’’, we shall say "understanding’’ may mean (1)
something that happens when he says he understands, (2) the whole of
what he does in response to the order. But the statement ‘’he under-
stands’’ is of the dispositional form. Although it does not refer to ma-
chinery as it seems to, what is behind the grammar of that statement is
the picture of a mechanism set to react in certain ways. We think that
if only we saw the machinery we should know what understanding is.

When we try to get clear about understanding (or about wishing,
hoping, etc.), we ask ourselves what happens when we understand.
But we are dissatisfied with descriptions of what happens. Everything
we bring up, such as an image, seems irrelevant. The same is true for
wishing to eat an apple, or having an idea. Images are not part of un-
derstanding, but symptoms of understanding. Nothing we could de-
scribe of our states of mind seems to be what we mean by under-
standing a word or sentence. It is because of the form of words, *I
understand this’’, "’ have an idea’’, that we suppose the grammar of
these words is that of describing a state, whereas it is not. “‘I under-
stand’’ is used quite differently. Nor does it mean that I am going to
behave in a certain way, for then we have only a hypothesis. Insofar
as I do not conjecture that I understand, i.e., insofar as I know that I
do, understanding is an experience, an occurrent state. This state does
not guarantee any future behavior connected with it. The question,
What is understanding?, or What is kndwing how to use a word?, is
misleading. What one can describe is the use of the words ‘‘under-
standing’’ and ‘‘knowing’’.

The expressions ‘‘being able to'’, “‘understanding how to”’,
“‘knowing how to go on’’, (for example, in a series) have practically
the same grammars. When a person knows how to go on, given the
series 1, 3, 7, 15, the mental states, images, etc. that occur when he

knows this would not all be the same but would have resemblances or
family likenesses. What happens in knowing how to gO on is a vast
number of things, all constituting a family. Although going on does
have something to do with mental occurrences, e.g., imagining the
next number in the series, 31, more than these are required as criteria
for his knowing how to go on. For if he stopped after supplying one
number we should probably not say he could g0 on. We must have
certain empirical evidence. We think ourselves justified in saying he
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¥ could go on if he passes certain tests, viz., if he goes on for a number

of places. The fact that we are justified in saying ‘4 understands if A

¥ does so-and-so’’ shows that the italicized sentence is a grammatical
" nule, just as a definition is. The same applies to "’He has an idea of a
1 plant’’. Knowing how to use the word ’’plant’’ is justification for say-

ing he has the idea.

Lecture IX

What is meant by being able to continue a series? Does the statement
“He can go on’’ mean either *’He writes down the formula’’ or ‘‘He
writes down some further digits’’ or both of these? Or does it mean
something more? The question asks for a criterion for one set of words
to mean another. Whether he means by ‘I can go on’’ that he sees a
formula might be found out by asking him. What is meant by thg word
“‘can’’ here? Perhaps he means only to distinguish between seeing the
formula and not seeing it. Analogously, what does the doctor who ex-
amines a man’s bones and muscles mean by “’He can walk’’? Does
this only mean that his bones and muscles are in such-and-§uch a
state? One could say that the word ‘‘can’’ is used to distinguish be-
tween one state of his bones and another, if the doctor merely exam-
Ines his bones to determine their condition. As far as his bones go, the
doctor would say, he can walk. Similarly, as far as knowing the
formula goes, he can go on with the series. It might be objected t.hat
this cannot be what is meant. For you can imagine a person who im-
mediately on seeing the heginning of a series wrote down the formul::x,
but when asked to go on never does go on. Knowing how to go on is
never only seeing the formula. The suggestion is that ‘‘He can go on”
instead means the logical product of (a) seeing the formula, and (b)
that having seen it, past experience shows that he will continue the
series if asked or if he tries. Analogously for walking or lifting. The
doctor who says a person can lift ten pounds does not merely mean
that his muscles are in order, but also that experience has shown that
when his muscles are all right he will lift ten pounds if he tries.

The matter can be cleared up by imagining a language game exhibit-
ing the use of the word ‘‘can’’. Let us imagine a set of primitive con-
ditions which we can describe and survey easily. Imagine that in a
tribe certain songs and poems are learned by heart and a person is said
to be able to perform them if before he does so he can recapitulate
them to himself inwardly. Before reciting publicly, he rehearses to
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himself. The use of language in the tribe will be such that the answer
to *‘Can he recite the poem?*’ is always that if he succeeds in rehears.-
ing the poem, he can; if not, not. Or suppose that as a condition of
reciting it, he writes it down. /n general, when a person can write
down a poem, as a rehearsal, he succeeds in reciting it. The use of
“‘can’* in thus based on this particular fact. Does it mean then that
‘‘He can recite it”’ has the same meaning as ‘‘He has succeeded in
writing it, and experience has shown that this usually is followed by
saying it"’? That is, does the meaning include the conjecture? Not if
one means, as far as this language practice goes. The language prac-
tice is based on the fact that writing a poem is usually connected with
reciting, and would not have been established without this fact. But
this fact does not enter into the meaning of ‘“‘can’‘, unless one means
by ‘‘meaning*‘ the description of the whole practice of using the word.
This is something which cannot be given, since any list will fail to be
large enough to give all the uses of the word. Rehearsing a poem does
not give the full meaning in the sense of the whole practice, which
includes all the circumstances in which the word lives. It is this fact
that makes us ask whether this is all there is to it. In the tribe de-
scribed, writing the poem down distinguishes between being able to
recite it and not being able to recite it. And if writing it is only in-
tended to distinguish between these, then I should say this is what is
meant in the tribe by ‘‘He can recite it*‘. It is the rule for the use of
the word *‘can’‘,

The word ‘“‘can‘’ is used in an infinite variety of cases. A case can
be imagined where a person is prepared to substitute for ‘‘He can
walk’’, *‘l have examined everything that experience has shown to be
connected with walking and found them present. As far as research
goes, the leg is in a condition for walking’‘. Also, one could say that
*‘being able to go on in a series*’ means knowing the formula, so that
being able to go on would distinguish between knowing and not know-
ing the formula. But remember that this is only part of the usage of
“‘being able‘’. Also remember that although being able to go on de-
pends upon the fact that you have had a certain training which makes
it very likely that you will be able to g0 on when you have the
formula, the fact that experience shows that knowing the formula is
usually followed by going on in the series does not enter into the
meaning of ‘‘He can go on’*.

There are many cases in which I can say that a word is used in sev-
eral senses and can give a definition. In giving a definition I am only
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giving you a use of the word in terms of other words whose uses you
can take for granted, e.g.. the definition of ‘‘grandfather‘‘. If I give
you a definition of ‘‘being able to**, would it wholly describe the use I
make of the word ‘‘can‘‘? The uses of this word form an enormously
large family. 1 could describe to you a number of games with the word
“‘can’* which would all come near the actual use of the word. Suppose
I draw a curve, and ten osculating circles which come near to describ-
ing the curve. This is the way in which I describe the use of the W9rd
*‘can‘’. I shall give you a number of usages regulated by rules which
will osculate the actual use. There is no exact description.

The word ‘‘can’* in a great number of cases is used to refer to a
state. Suppose we had a glass box with a ball in it, and that instead of
saying ‘‘The ball is in the box’’ we said ‘‘The ball can be taken out of
the box*‘. This alludes to an activity without saying it is performed.
Compare the ball in the box with a chemical which when heated gives
off drops. When the chemical stops giving off drops we say that_ the_re
are more drops to come and that these can be drawn from it. This dif-
fers from the case of the ball in the glass box where we had something
we could call a state but which we could see. In the case of the chemi-
cal there is not a state which we can see when the chemical is not giv-
ing off drops. We thus have here a use of the word ‘‘can‘‘ in t'wo dif-
ferent ways to describe a state, in the one case being more obviously a
state than in the other.

To take another and somewhat different case, suppose a doctor on
examining my muscles and finding them red says they are_in' perfect
health. He expresses this by saying they can contract. In this instance
one might say he is describing a state, but one that is hypothetical. It
is not one that can be seen, as can the color of my muscles or the ball
in the glass box. To say that the ability to contract is a state, only it
cannot be seen, misuses language.

In which cases does *‘can’‘ describe a state of affairs? We have uses
of the word ranging from description of a state on up to cases where it
makes no reference to a state. **He can do so-and-so‘‘ in a vast
number of cases is used to describe a state of affairs. Sometimes it is
used like a picture. For example, we want to say that being_ a_ble_to
recite a poem is a state of our memory. Memory is a characteristic pic-
ture for the word ‘‘can*’. And when we are able immediately to con-
tinue a series, say 2, 4, 6, 8, without even seeing the formula, we also
want to say that there must be something and it must be a state of the

brain.
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.It is the same with ‘‘general idea’’. It is sometimes used for some-
fhmg before our minds, and then used in a series of cases where there
is no s1’1ch thing. What I have said here applies also to words like

good’’ and ‘‘beautiful’’. There is nothing identifiably in common to
the states of affairs for which we use a word. There is only a number
of qverlapping resemblances. Our concepts are enormous families with
various resemblances. One of our main philosophical troubles, which
constantly recurs, is that we have such a family. We want to g,et clear
iabout the use of a word, and so we hunt for something common to the
instances the word applies to, even when there is hardly anything in
common. What does it mean to see what is common? One can see

hat i . .
what is common toO and % But what is there in common to

many reds? Here it cannot be seen; there is actually nothi

Theaetetus S_ocrates fails to produce a definition of angtvl::;lgéel’r} ltJh:
cause there is no definition giving what is common to all instances of
knowledge. Because the word *“knowledge”’ is used in all sorts of
ways, any definition given will fail to apply to some cases. Similarly
with the definition of number. The method of giving a definition of a
word and tl_1en proceeding to other instances of its application which
ha\{e very little in common is a mistaken method. We can show links
i\:/ll;xch somf cas:s have with others, but that is all. Furthermore giv-

examples of usages is - iving
e gf iy g not a second-best method of giving the
In naming the cardinal numbers 1, 2, 3, 4, 5, and saying **

on’’, I have given one most special case of exempliﬁcatiyorr:gof gzvéoi(-)
cept f‘ardinal number. But if you ask, ‘‘What is number?”’, I can ex-
emplify Fha.t concept by cardinals, rational numbers, irratiz)nal num-
bers. This is exemplification of a kind. Would you say one knows
what to call a number in every case? If I had given someone cardinals
and ’r’atlonals.as examples, would he call complex numbers *‘num-
bers’’? He might not. What have these in common that all are called
numbers? Obviously no one thing. Here we see the different roles ex-

emplification can play. To these there corre i
roles for *‘all”’, ‘‘any’’, and ‘“‘some’’. wpond a8 many different

Lecture X

The question I}a.ﬁ been raised how far my method is the same as what
is called description of meaning by exemplification. That sounds as if I
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' had invented a method, a means of giving a meaning which is just as
b 1good as definition. The point of examining the way a word is used is
' not at all to provide another method of giving its meaning. When we

ask on what occasions people use a word, what they say about it, what

" _they are right to substitute for it, and in reply try to describe its use,

we do so only insofar as it seems helpful in getting rid of certain philo-
sophical troubles. We seem to be asking about the natural history of
human beings. Yet you know that in some obvious sense we are not
interested in natural history. Nevertheless, when I say that a word is as
a matter of fact defined in such-and-such a way, or ask whether people
might accept a certain definition, I seem to be talking about natural
history. But it is not natural history to invent languages of our own, as
I have done, and lay down rules for such languages as, for example,
the chemists of the 19th century did with the language of chemistry.
We are interested in language only insofar as it gives us trouble. I only
describe the actual use of a word if this is necessary to remove some
trouble we want to get rid of. Sometimes I describe its use if you have
forgotten it. Sometimes I have to lay down new rules because new
rules are less liable to produce confusion or because we have perhaps
not thought of looking at the language we have in this light. Thus we
may make use of the facts of natural history and describe the actual
use of a word; or I may make up a new game for the word which
departs from its actual use, in order to remind you of its use in our
own language. The whole point is that I cannot tell you anything about
the natural history of language, nor would it make any difference if I
could. On all questions we discuss I have no opinion; and if I had, and
it disagreed with one of your opinions, I would at once give it up for
the sake of argument because it would be of no importance for our dis-
cussion. We constantly move in a realm where we all have the same
opinions. All I can give you is a method; I cannot teach you any new
truths. It is the essence of philosophy not to depend on experience,
and this is what is meant by saying that philosophy is a priori.

One could teach philosophy solely by asking questions.

When we give a description of the use of a word we do so only so
far as it seems helpful in removing certain troubles. For example, peo-
ple are troubled by the assumption that there must be something com-
mon to all uses of the word *‘good”’. They say, ‘‘There is one word;
therefore there must be one thing common to all its uses’’. Every
philosophical problem typically contains one particular word or its
equivalent, the word *‘must’’ or ‘‘cannot’’. The word ‘‘must’’ in the
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present case means that one is misled into supposing that bec

is one wor.d there must be one thing in comrﬁgn. Ogne can beatcl)!s)eset:seercel
by a certain language form. One can think for years about a certain
problem and make no progress because one never thinks of making up
a new laqguage. A philosophical trouble is an obsession, which once
removed it seems impossible that it should ever have had power over
us. It seems trivial.

The. obsessions of philosophers vary in different ages because termi-
nologles vary. When a terminology g0es some worries may pass. only
to arise again in a similar terminology. Sometimes a scientific lan-
guage _produces an obsesslon and a new language rids us of it. When
dynamics first flourished it gave rise to certain obsessions which now
seem obsolete, Something may play a predominant role in our lan-
guage zfnd be suddenly removed by science, e.g., the word “‘earth‘*
los} its Importance In the new Copernlcan notatlon. Where the old no-
tation had given the earth a unlque poslition, the new notation put lots
of ;_»l:anets on the same level.* Any obsession arising from the unique
position of something in our language ceases as soon as another lan-
guage appears which puts that thing on a level with other things.
When there was only one dynamics philosophers asked how they
cwo'L:Ld reduc.:e everything to one mechanism, and became obsessed.
pe:m dt‘he discovery of several other dynamlcs, the obsession disap-

In the case of the confusion between “is** and ‘‘equals‘‘, philoso-
phe‘rs noted the use of “‘is** in ‘“2+2 is (equals) 4 a(Ldal‘s ‘Tiiep lr1<l>lsoesci)s
red”, and went on to ask whether the rose equals, or is identical with,
red, and so on. When logicians like Frege and Russell introduced the
symbol “e.ps:lon“, a difference in the uses of *‘is** was brought out in
a way which was not brought out between “is*’ and “‘equals”’ in our
ordn?afy l?nguage. Our ordinary language is in tremendous flux. so
that it is difficult to make distinctions in it. Their notation removed’ the
temptation to treat different things as identical. | invented a notation to

*It mighl be said Ihat Coperni i i
) pernicus discovered cerlain facls aboui The pi
) anels,
;:1: ;:3:1 1; l:lsalsl ér?hcilic;lovery fof lhe;e lfacts which removed Ihe obsessioF:I aboﬁl
L ange from Plolemy’s nolalion. Bul Ih i
slill have been expressed, in a i in Plolemy s notatian s o)
) , complicaled way, in Ptolemy's notaji
obsession nol removed. On Ihe olhe, ’ ion mighl have bea 1
. r hand, The obsession mighl have been
. . ’ 0 re-
moved had Copernicus made up a nolation wilh Ihe sun as ceﬁler, even lhough

il had no application. Of i i ] i
oiag planepl)s. course Copernicus did nol think aboul nolations but
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,‘; get rid of the identity sign as used in ‘A =A"‘, because nobody ever
* says a chair is a chair; and the difficulties connected with this use

vanish.

Treating language as we have here brings with it the puzzle: What
becomes of the rigidity of logic? We have the impression that logic is
not a thing within our control. There seems to be a way of explaining
why it is not by thinking that logicians make up an ideal language to
which our normal languages only approximate. I once said that logic
describes the use of language in a vacuum. Games or languages which
we make up with stated rules one might call ideal languages. but this
is a bad description since they are not ideal in the sense of being *‘bet-
ter’‘. They serve one purpose, to make comparisons. They can be put
beside actual languages so as to enable us to see certain features in
them and by this means to get rid of certain difficulties. Suppose I
make up a language in which ‘‘is‘‘ has two meanings. Is it better? Not
from the practical point of view. No ordinary person mixes up the
meaning of ‘‘is‘‘ in ‘‘The rose is red’* and ‘2+2=4". It is ideal in
the sense of having simply statable rules. Its only point is to get rid of
certain obsessions—it does not do more. One might of course suggest
a notation or language which would be better for some practical pur-
pose, but this would be accidental. It is not part of our design.

It is characteristic of obsessions that they are not recognized and at
certain stages are not even recognizable. These are attacked as scien-
tific problems are, and are treated perfectly hoplessly, as if we had to
find out something new. The problems do not appear to concern ques-
tions about language but rather questions of fact of which we do not
yet know enough. It is for this reason that you are constantly tempted
to think I am giving you some information, and that you expect from
me a theory. In using the words ‘I think so-and-so’’ it looks as if I
were discussing the problems of a science called metaphysics.

I shall now go on to discuss propositions. All sorts of definitions of
‘‘proposition’’ have been given. But when I am asked about proposi-
tions I explain by examples. The examples are usually sentences in
some known language, and that produces the strong feeling of there
being something common to all such sentences. Some people have
said that a substantive and verb are what is common. Hardly anyone
will give as an example of a proposition a command such as ‘‘Take
this chair to Mr. Smith"’ or ‘“Walk in this direction’’, uttered in con-
junction with a gesture. (Is the gesture combined with the command
part of the command?) The proposition is usually considered to consist
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of words. Bul where there are no words, say in a line drawn like Ihis,

l l | I » @ person might understand thal he is 10 walk in a certain

fiireclion. Is this a sentence? If il is, then we would nor say Ihar whait
Is common 10 senlences is a substanlive and verb.

Log1c1fms have had the obsession thal the life of a proposition is the
copula *’is”’. Bul they know as well as we do that not all English sen-
lences have a subject, a copula, and an adjective. They have said thal
every senlence can be ’’reduced’’ 10 such a senlence. The facl thal il
can l?e reduced is analogous 1o the following: 1hat every closed curve
is said 10 be a circle. To the objection thar a certain curve is nol a
<’:,|rc1e, the reply is 1hal il could be projecied into a circle. To 1wist

Every closed curve can be projected into a cricle’ inro “’Every
closed curve is a circle”” is exacily paralleled by **Every proposilion
can be transformed inlo one of the subjeci-predicate form™. Bur in
neu_her case have I said anything abour the method of projection, and
until I do, I have said nothing. I could have said that I was goi;ng 10
use a symbolism in which every closed curve would be represented by
a circle. That is a rule: 1o replace “'closed curve'’ by "'circle”’. Simi-
larly,-l could say thar I would transform every propositional fonim into
a sub_].eCI-predicate senlence. The statlement thal every proposition has
a subject and predicale could assert a facl of natural hislory; there
could be a language composed entirely of such sentences. On lhé other
hand, in uttering thar stalement I might be laying down a rule, a rule
aboul the jingle of my senlences. Bul the rule does nol enligiuen us
}lnless | say how I propose o transform all propositions into this form
l.e., whal is 10 be done with other words than subslantives, co ula’
and adjeclives. $ P
. I want 10 say something abour the family which we call proposi-
lions. 1 wanl 1o give you some idea of its muliitude, and Io make the
point that there is linlle chance of giving a definition which will cover
them all: {The family of propositions has many things in common and
many things nol in common. Whal mos! have in common is assumed
Io be common Io all. A vast number of propositions have in common
the ;?ropositional form of a given language—the jingle. And this fea-
lure is laken Io be a common fealure of all. Seniences read backwards
would as a matler of facl nol have the jingle. Bul of course there may
be propositions which do nor have this jingle ar all .} *

*Portion in braces taken from The Yellow Book. (Editor)
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In logic we talk of a proposilion as thal which is true or false, or as

k that which can be negaied. And we have a calculus of propositions. |
I wan! 10 discuss one notion occurring in this calculus, negation, and 10
' show firs the family of negarions. '’Negalion’’ has differen! uses. In
b the logical calculus ~~p =p. What sort of proposilion is this? One is
- templed Io say negation behaves in accordance with this law, and there
' is some Iruth and some falsily in this. The question has been raised
- whether il is a rule or whether il is a slalement aboul our habils of

using the negation sign. II is nol a slalemen! aboul our habils, for then
it would be a sialement of natural history and is nol even true. To an
uneducaled person a double negalion means a denial, nol an affirma-
tion, e.g., '‘He don’l know nothing about ir’". In order 10 gel clear
aboul propositions we shall need Io go inlo more derail 1han is usually
done. This will require showing the family of proposilions and what |
call the family of negalions. You will constanily be asking whether
“nol’’ has differenl meanigs. ‘‘~p’' may symbolize nol-p in Iwo
symbolisms, and yel in the one ‘‘~~p’' may symbolize p and in the
other nol-p. One can fall into confusion by asking whether “~~p"’
and ‘‘p’’ mean the same.

Lecture XI

Difficully is crealed by the facl thar we have invenled an enormously
complicated language for our use and we are all grown-ups. The phi-
losophy of a child would be quile different from ours, bul in a dif-
ferent sense than the physics of a child would be. The physics of a
child would be different because il does nol know various physical
facts, bul its philosophy would be different because ils language is
simpler. It will be very valuable 10 sludy more primilive examples of
language, what I call ‘‘language games’’ (synonymous with “‘primi-
tive languages”’ for the mos! parl). These will bear the same relation
10 our language as primitive arithmelic bears 10 our arithmeric. I is a
fallacy 10 suppose these languages are incomplele. Primitive arithmelic
is nol incomplete, even one in which there are only the firsl five
numerals; and our arithmelic is not more complete. Would chess be in-
complete if we knew another game which somehow incorporaled
chess? It would be merely a different game. To think otherwise is 1o
confuse mathemartics with a narural science. If mathemalics were a
science of numbers as pomology is a science of apples, then a mathe-
matics which did not include irrational numbers or numbers afler 5
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would be counted incomplete, just as would a treatise on pomology
which left out reference to one sort of apples. And the latter would be
incorrect if it invented kinds of apples which did not exist. But mathe-
matics is not a natural science.

Surrounding the blurred whole of ordinary language there are the
special languages, e.g., the languages of chemistry and meteorology. I
shall consider a language as such a conglomerate. In our language we
find a mixture of descriptions, hypotheses, questions, orders, etc., but
any list we made of these would be entirely inadequate. Let us com-
pare it with a simple language in a tribe in which only orders are
given. We, who talk about the tribe having this language, call these
"'orders’’ because the rule these words play in the life of the tribe is
that of orders. The word *order’’ is not in their language, nor is there
any such thing as conversation. The whole object is communication
between a builder and his workman. The builder orders *'Brick! », for
example, upon which the workman brings him a brick.

We shall suppose that a child learns this language by being drilled.
He is given, say, ten words, such as **brick’’, *‘column”, *‘clay”’. In
the description of this training is understanding left out? You will say
the child must understand the words else he cannot be taught to react
to orders. I reply, Certainly, if you like, just as a dog can be taught to
look after sheep. A calf or cat cannot be taught; I could go through all
the motions with these animals and would not get an appropriate reac-
tion. Training can be described as consisting of two steps (1) the
trainer’s doing certain things, (2) the occurrence of certain reactions
on the part of the subject, with the possibility of improvement. Teach-
ing a language always depends on a training which presupposes that
the subject reacts. If the subject does not react in a given case, that s,
does not understand, reference to understanding will then not appear in
the description of the training. But nothing is omitted from the de-
scription by omitting reference to understanding.

Now there is a certain preliminary exercise to obeying the order,
namely, learning what to do when an order, e.g., "‘Brick!”, is given.
This is very close to what we should call >’giving the thing a name’’.
The mother puts a brick on a pile and says *’brick’’, and then the child
does the same thing. Notice that “*brick’’, said in the presence of the
child is not properly an ostensive definition, because in this language
we have not yet the question, What is this called? It is a process of
naming in a different kind of surroundings.

The question might be raised whether the word *’brick’’ has the
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same meaning in this language as in ours. You might say that the
builder means by it what we mean by ’'‘Bring me a brick’’. But this
would be dangerous. Although these expressions play the same role in
the two languages, in the primitive language the words ’’bring me’’ do
not come in. We could imagine that even in English, although we said
“Bring me so-and-so’’ for everything else, instead of ''Bring me a
brick’’ we said *’Brick’’, as in the orders '’Charge’’ and ’’Fire’’ in
military usage. Then the word '’brick’’ would play a different role
from what it plays in the sentence ’‘There is a brick’’.

Consider now another language (2) in which an order consists of
two words. Besides the words *’brick’’, *‘column’’, etc. we have a
series of letters A—1J or a series of ten notes, say the first ten notes of
God Save the King’’. These must be learned by heart, whereas
words such as ’‘brick’’ are not. The order now consists of a word and
a letter, say "‘E brick!’’. The child must go to the pile of bricks, take
up one brick for each letter through E, and bring E number of bricks to
the master. The letters of the alphabet are thus seen to be numerals in
this language. The tribe has a very primitive arithmetic in which it can
count up to 10, but has no addition or multiplication. Note how dif-
ferent are the functions of the words of this language (a) that of the let-
ters of the list of ten, which must be learned by heart, and (b) that con-
nected with actions of bringing something which the builder orders.
Although the word *‘E’’ and ‘’brick’’, as spoken or written, are simi-
lar, their functions are in no way comparable.

You will notice that in the two languages which we have described
there is in a particular sense no ’understanding’’. There is nothing
corresponding to asking for the name of a thing or giving it a name.
The philosophical question about meaning would not arise for the phi-
losophers of our tribe.

We now introduce another game (3) having question and answer.
We might have, say, twenty-five letters or numerals, and the words
>’brick’’, etc., as before. We suppose the helper can count the bricks
against his letters, and that for any number beyond twenty-five he says
“’many’’. The role of '‘many’’ then is rather like that of a numeral and
yet different. The question in our game might always be ‘’How
many?’’ This would be answered by *’J*’, or by "’Y"’, or by ’‘many’’
for a number over twenty-five.

In the game (1) we had in the training something which was some-
what similar to ostensive definition. For the numerals in game (2) we
could have a sort of ostensive definition. When shown three bricks the
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helper would be taught to say ‘C’’ or ’’3”’, instead of learning the
numbers by heart, and this might be an ostensive definition of *’3’’.
Here we have a different sense of ostensive definition. Three columns
would be ’3”’ as well as three bricks.

Another language (4) might introduce the word *‘there’’, which has
a different function still from substantives and numerals. An order
wquld be. for example, *'J bricks there!’’ together with a gesture of
pointing, which would be followed by the helper’s putting bricks over
there. Look now at the use of the word ’‘there’*. One might perhaps
say it is the name of a place. But to call it a name is to use the word

"‘name’’ in a very different sense from that of the name **Charing X,
"There’’ has no meaning unless it is accompanied by a gesture. Are
expressions such as ’’Brick!’’ and ’’J bricks there!”’ sentences? As
you like. You can draw the distinction wherever you like, but it is not
easy to show why it should be drawn at any particular point.

Many other games can be made up. for example, one which in-
troduces playing cards for which we invent names and uses. Or one
which introduces the question as to what a thing is called, and the an-
swer to that question. Again, we could make up a game involving the
use of a table, on one side of which are pictures of a house, table,
ball, etc., and on the other side some words. The child is trained to go
fx:om a word to a picture, and then to bring the article of which it is a
picture. We might then leave out one sign and have the child supply it
anc! use it as he uses the other signs. Again, we might have a game
which introduced descriptions and proper names. The latter have a
unique function. If a child is trained to call one brick ‘‘Jack’’, we
must have a means of identifying this brick and of following its move-
ments to a different place. Suppose you hold two bricks in front of
you, and pointing to one say, ‘‘This is Jack'’. Now change them
behind your back and present them again. How is the child to know
which is Jack unless he has followed your movements? Questions
a!:out Proper names are enormously more complicated than some logi-
cians suppose.

To make up a game having descriptions we might introduce a dif-
ferent kind of sign, consisting of words like *‘5”’, “‘brick’’, and
“gbove”, “below’’, *'right’’, ““left’’. A description will be, say ‘‘S
bricks left”’, or *‘6 bricks below’’. The description will have a particu-
lgr jingle, and we can make other combinations having the same
jingle. Some combinations will make sense and some will not. We can
now introduce the words ‘‘true’’ and “‘false’’. A game could be made
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up in which a description is given and someone builds something in
accordance with it, whereupon the supervisor says ’’true’’, or
“false’*. Or we might have a game in which we say ’‘true’’ when
someone counts to a certain number and ‘‘false’’ if he misses out a
number. You may object that these are not examples of being true, or
false; but I say that is one way in which the words can be used.

Do not make the mistake of supposing that I am showing how lan-
guage is built up or how it has evolved. Sometimes it is easier to
imagine these invented languages as languages of a primitive tribe and
sometimes as the actual primitive language of a child. A child does ac-
tually begin with such a primitive language. Its language training is
mostly in the form of such games. A new game introduces a new ele-
ment into language, for example, negation. It will be noticed that the
elements we have already introduced are of great variety. The dif-
ficulty of this method of exhibiting language games is that you think it
is perfectly trivial. You do not see its importance.

Lecture XII

People have been extremely worried about the idea of negation, and
have tried to say that ’not. . . .”’ is really a disjunction. Is the propo-
sition not-p the same as r or s or t or . . .7 Sometimes it is, and
sometimes it is not. As an example of the first alternative, consider the
order: “‘Bring me a primary color but not yellow.’’ This comes to:
“‘Bring me red, or green, or blue, or black, or white.”’ Negation and
the corresponding disjunction are the same here, as ‘‘primary color’’ is
defined by an enumeration. This is not the case with the order, *‘Paint
me a color but not this red’’, or with the statement *‘‘He is in the house
but not here’’. The order, ‘‘Write the permutations of a, b, and ¢ but
not ach’’, is like the example about primary colors. In most cases we
can tell whether a negation is a disjunction or not. If we can say what
the disjunction is, then negation is disjunction, if not, not. Whether or
not there is a definite number of alternatives that could be given, we
do not always regard negation as disjunction. For instance, if there
were 123 species of mammals, this does not mean that for ‘‘mammals
but not whales’’ a disjunction could be substituted. Note that the state-
ment that there are 123 species of mammals is experiential, whereas
““There are six permutations of a, b, ¢’’ is not. The latter is a gram-
matical proposition, a rule about the use of the word *‘permutation’’.
*Is a permutation of a, b, ¢’’ means ‘‘is either abc or acb or bac or
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bea or cab or cha’’. On the other hand, were it true that lions, rabbits,
and dogs were the only species of animals in existence, *“I saw a lion,
rabbit, and dog’’ is a different proposition from *‘I saw one of each
the species of animals on the earth’’. By contrast, *I saw a lion, rab-
bit, and dog in all possible permutations’’ is the same as ‘I saw this
permutation of a lion, rabbit, and dog, and this permutation. . . . and
this one’’ (through six). And ‘‘I saw four animals’’ is the same as ‘‘]
saw the sum of 2+ 2 animals’. The language of mathematics which
comes into these statements functions as a bit of grammar which adds
nothing to them.

The following are quite different cases where negation is not a dis-
junction: ‘‘Write down the roots of the equation x2 + 3x =4, but not
the negative one’". This is equivalent to the positive assertion, ‘‘Write
down the positive root’’. And ‘‘Write down a cardinal number, but not
3" is for a different reason not a disjunction. Here you could not state
a disjunction of all the other cardinals, and it is nonsense to give as
the reason that you do not have time. That there is an infinite number
of cardinals is a rule you make, not an empirical proposition. You will
have to say that in this game there is no end, so that to write down or
not to write down the cardinals other than 3 will equally be nonsense.

The words ‘‘true’” and *‘false’’ are two words on which philosophy
has turned, and it is very important to see that philosophy always turns
upon nonsensical questions. Discussion of these words is made easier
once it is realized that the words ‘‘true’” and ‘‘false’’ can be done
away with altogether. Instead of saying *‘p is true’’ we shall say ‘‘p'’,
and instead of “‘p is false”’, “not-p’’. That is, instead of the notions of
truth and falsity, we use proposition and negation. That we can do this
is a useful hint, but it does not do away with the puzzles connected
with truth and falsity. *

Let us examine the statement that a proposition is true if it agrees
with reality and false if it does not. We must look at language games
to see what this agreement and disagreement consist in. There are
cases where what is meant by agreement and disagreement is clear.
Let us consider a game in which descriptions of things are given in the
form of drawings. Where drawing and original are alike we know

*On the other hand, we could do away with negation, disjunction, conjunc-
tion, etc. and use true and false, making up a notation containing only the
words ‘‘true’’ and ‘‘false’’. I once did that, with the notation for truth-func-
tions. By replacing our ordinary notation by this one, what logical proposi-
tions are is made clear.
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what is meant by agreeing. Likeness is a most common form of agree-
ment. But a drawing which is out of perspective might also be said to
agree. That is, a thing might not be like reality and be said to agree
with reality, for example, a painted picture, a statue, a picture drawn
according to queer rules of projection, a map. So if we say a proposi-
tion is true when it agrees with reality we must say in what way it
agrees with reality, since the expression ‘‘agrees with’’ is used in all
sorts of different ways. To say that p is true if it agrees with reality
does not say as much as it seems to say, though it might be useful to
say this provided we have an idea of agreement which we have not got
of truth.

Consider the idea of projection. There are the same difficulties with
this idea as with the ideas of agreement and of truth. Imagine a lan-
guage consisting of four letters whose meaning is given in a table
coordinating them with arrows.

g —
b -

< ¢
d |

A letter or combination of letters gives an order to move according to
the arrows, for example, aabdc. A representation by arrows

T

could be called a projection of the letters, and could even be called a
picture. Starting with a likeness, by extension one can get to some-
thing very unlike. For example, all pieces of furniture could be looked
on, by extension, as chairs. Suppose I said that everything in this
room is a chair, and that someone objected that there are tables, a
door, etc. I could reply that on a scale of likeness a stool is between a
table and a chair, and a stool is a kind of chair, this small table is like
a stool, this large table like this small table, a door like the top of the
table, and so on. There is an enormous temptation to regard all things
as extensions of something else. This is the sort of temptation we fall
into in saying a proposition is true when it agrees with reality. We
stretch the idea of agreement as I have stretched the likeness of a chair
to other pieces of furniture.

Imagine a room having nothing in it but what are usually called
chairs. To say there were only chairs in it would be a straightforward
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statement of fact. Now compare my saying the same thing of the
present room, and answering objections by: ‘‘But this (an ottoman) is
only a chair without legs, this (a table) is a chair with a nonexistent
back’’, etc. You could reply that to say there are nothing but chairs
here is to say nothing; for whatever is in this room, I could have come
to that statement by extending or compressing the notion of a chair. I
have drawn no limit, and that statement gives no clue as to what is a
chair or what is in the room. Now I could do something different,
which might be useful: adopt a notation in which everything in the
room is to be described by giving its deviation from a chair. Note that
the statement, ‘‘Each thing in the room deviates in some way or other
from a chair’’, is not a statement about the nature of things in this
room, but a grammatical statement about a description I wish to
adopt*. Here we have a rule. Instead of saying ‘‘This is a table’’, we
would say ‘‘This piece of furniture deviates from a chair in such-and-
such a way’. It might be important to stress the similarity. To say that
there is agreement between a proposition and reality is to say nothing
because we do not know what is meant by agreement. But we could
give language games [such as the description of things by their devia-
tion from a chair] showing the idea of agreement or extensions of it.

There is one peculiar difficulty about the ideas of negation, truth,
falsity, proposition, which is expressed in this crude form: that a prop-
osition is false or its negation true when no fact corresponds to the
proposition. But if no fact corresponds to it, why is it not nonsensical,
as a name would be if it did not name anything?

As in the case of every philosophical problem, this puzzle arises
from an obsession. Philosophy may start from common sense but it
cannot remain common sense. As a matter of fact philosophy cannot
start from common sense because the business of philosophy is to rid
one of those puzzles which do not arise for common sense. No philos-
opher lacks common sense in ordinary life. So philosophers should not
attempt to present the idealistic or solipsistic positions, for example, as
though they were absurd—by pointing out to a person who puts for-
ward these positions that he does not really wonder whether the beef is
real or whether it is an idea in his mind, whether his wife is real or
whether only he is real. Of course he does not, and it is not a proper
objection. You must not try to avoid a philosophical problem by ap-

*I once said that a proposition is a picture of reality. This might introduce a
very useful way of looking at it, but it is nothing else than saying, I want to
look at it as a picture.
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pealing to common sense; instead, present it as it arises with most
power. You must allow yourself to be dragged into the mire, and get
out of it. Philosophy can be said to consist of three activities: to see
the commonsense answer, to get yourself so deeply into the problem
that the commonsense answer is unbearable, and to get from that situa-
tion back to the commonsense answer. But the commonsense answer
in itself is no solution; everyone knows it. One must not in philosophy
attempt to short-circuit problems.

Let us allow ourselves to be dragged into the mire in connection
with problems about false propositions. Take the sentence ‘‘There is a
human-headed chair in this room’’. This makes sense but is untrue.
We might say that in a sense nothing corresponds to it. What is its
connection with reality? What prevents it from being nonsense? One
might answer, ‘It is not nonsense because to each of the constituents
of the proposition something in the room corresponds, although noth-
ing corresponds to their combination’’. That is, things are not arranged
in the way the proposition says they are arranged. At first sight this
seeins a good answer, though on further consideration it does not. One
trouble with it appears in the questions: ‘‘What are the constituents of
the proposition?”’, ‘“What are tbe constituents of the fact which corre-
spond, or fail to correspond, with those of the proposition?’’ It is all
very well to say that the constituents of the proposition correspond
with the constituents of the fact, but what are the constituents? Are
they legs, back, seat, head, etc., or are tbey atoms, or are tbey color,
shape, etc.? Some people say we do not know what the constituents
are, but that this is a matter for further analysis. Compare Russell’s in-
dividuals. Another trouble is that it does not help to say that the con-
stituents are not combined in reality as they are asserted to be com-
bined. You have only said that the sentence contains several words
which have meaning but that the whole combination of words does not
correspond to anything. So the problem remains.

The difficulty is that we want this proposition to be false and true at
the same time. ‘‘There is a human-headed chair’’ has nothing corre-
sponding to it, and yet we think there must be something corre-
sponding to it, a sort of shadow of reality. But we are no better off:
the shadow gives the same trouble all over again. For why on earth
should it be a shadow of rhis reality? The puzzle about negation is in
the idea that something must correspond to a symbol.

If we are in the mire, a specially chosen example may immediately
pull us out. On looking at the way a symbol is used, e.g., the way in
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which our arrow signs, or letters, are used to describe a route, the dif-
ficulty we are in does not seem to be present at all. It occurs at once if
the idea of ‘meaning, or of knowing what is meant, is brought in. I
could describe the use of the symbol aabcc by describing the way a
person goes; but what does it mean in the case where he does not go in
the way described? Puzzles arise when one tries to fix a meaning for
such phrases as “’knowing what an expression means’’, by reference
to something that corresponds to the expression, especially when it as-
serts what is not the case. How can one know what is meant when
nothing corresponds to it? Yet one must know what one means when
one says there is a human-headed chair here. A grammatical obsession
can be described as taking some extremely simple form of grammar
and so to speak conjugating all words according to its pattern.

If we look at the way we use the word *‘correspond’” and the way
we use ‘‘knowing what so-and-so means’’, that will probably be suf-
ficient to clear up the difficulty. To know what the sign aac means

may consist in drawing a figure I

or in using it correctly, say, by walking the right path. We might draw
a line for the path and call the line a shadow of the way one goes. It
might be said that in order to carry out tbe order ‘‘aac’’ one must un-
derstand it, and understanding the order might consist in drawing a
plan. But then must one understand what the plan means? There seems
to be an infinite regress, that there is no stopping anywhere. It seems
that if we stop short we do not understand the order. But this is what
we do call understanding. )

Lecture XIII

Thinking, wishing, hoping, believing, and negation all have some-
thing in common. The same sort of puzzling questions can be asked
about each: How can one wish for a thing that does not happen or hope
that something will happen that does not? How can not-p negate
p, when p may not be the case, i.e., when nothing corresponds to p?
To the latter question I have pointed out one possible answer: that
what corresponds to the negation of p, although not the fact, are the
constituents of the fact. For example, corresponding to ‘‘There is no
chair here’’ there is the place here, and there are chairs in the world. A
similar thing can be said of wishing for something which does not hap-
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pen, e.g., that Smith would come into the room and he does not come
in: that the constituents of this, fagt exist but are not combined as are
the constituents of the wish. When I say I know that Smith shoots with
bow and arrow, the fact that he does so seems to come into the fact
that I know he does. Similarly, when I wish that he come into the
room and in fact he does not, we think that that fact or some shadow
of it must somehow enter into my wishing. The problem as to the con-
stituents of the wish is the problem concerning part of a complex sign,
taken separately. Just as a box consists of a bottom and lid, we sup-
pose that a proposition such as ’‘I wish Smith would come’’ must con-
sist of constituents put together in some way. We wrongly compare
this proposition with a box consisting of parts, ‘I wish that’’ and
*‘Smith comes’’ being the different parts.

Suppose I said that wishing for the box presupposes imagining a
box. I do not wish for the image of the box, for I have that, as the
constituent of the wish; but do I not wish for something similar to it?
This tangle can be undone by destroying the idea of similarity. For
could not wishing for this box be imagining some strange projection of
the box? What we seem to want is that the thing wished for be the
same as, not something similar to, the fulfillment of the wish. We do
not want a copy. A gap between wish and fulfillment will not do.

If ““~p”’ is understood, then ‘‘p’’ must also be understood. But if p
if false, then nothing corresponds to it. We know what it means even
though it is not true; but what is it to understand it, or know what it
means? For example, what does it mean to understand the order
*‘Leave the room’’, when you do not leave the room? Your under-
standing may be a picture of your leaving the room, but of course that
is not the same as leaving the room. The order given in words might
be translated into a picture, but it won’t do to say that understanding
the order consists of nothing more than translating the words into a vis-
ual image or picture. If that were all, one might say you did not un-
derstand the order; you were not ordered to have an image or make a
picture but to leave the room. You have not carried out the order, and
are no nearer to carrying out the order by making a picture. It is as if
understanding ought to have taken you up to the point of carrying out
the order. Yet one does not mean that you should have carried it out,
for it may be understood without being carried out. The difficulty
would disappear if a class of cases of understanding orders was corre-
lated with a class of acts of carrying them out.

Suppose we order someone to do certain physical exercises, and
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then immediately show a film of such exercises. Now understanding
the order, if it means seeing these moving pictures, does not include
carrying out the order. Understanding the order, although necessary
for carrying it out, cannot anticipate the execution of the order. And
not being able to anticipate the execution, it seems that understanding
cannot do what it ought to do. We are confronted by two simple facts,
that understanding an order and carrying it out are different, and that
in the sentence, ‘‘Smith understands he is to leave the room’’, the
whole order appears. Understanding the order does not involve execu-
tion, which is what the order refers to, so part of the sentence **Smith
understands he is to leave the room’’ seems superfluous. Under-
standing the order seems to stop short, because it is not the execution.
Why talk of understanding the order if it cannot comprise its execu-
tion? But there is no redundancy in sentences such as this one. For the
process of carrying out the order and the understanding of the order
have the same multiplicity. This is the important factor, not the fact
that they are similar. We have three systems, (1) the system of verbal
expressions, (2) the system of pictures, (3) the system of actions. All
three have the same multiplicity. It is not necessary that the second be
the same as the third in order that there be understanding, but in-
stances of (2) and (3) must have the same multiplicity. Hence nothing
is redundant. We have bere projective relations leading from the words
to the pictures and from the pictures to the actions.

I could give a sentence “p’’ .certain indices, “p”’ and “p™’. Let
“p’’ be the sentence ‘‘Smith leaves the room’’, and let “p”’ stand for
the picture of Smith leaving the room, and ‘‘p”’ for the action per-
formed by Smith. These all have the same multiplicity. ‘‘Smith under-
stands’’ corresponds to the first index, and ‘‘Smith carries out the
order’’ (by leaving the room) to the second index. To every act of ut-
terance a process of understanding will correspond, and to every varia-
tion in understanding the order a variation in carrying it out will corre-
spond. The description of the carrying out will only differ from the
description of the understanding by an index.

Suppose I give a negative order, e.g., ‘‘Don’t draw a line through
this circle’”. In the order there appears the description, ‘‘drawing a
line through the circle’’, which refers to what is not to exist. Let us
translate the order into picture symbolism @

In this symbolism you will see that the picture does represent under-
standing the order. Thus, ‘Do not draw a line through the circle”’ will
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be represented by a circular figure with a line drawn through it. Does
this mean that in the understanding of the order there is contained the
carrying out of the opposite order? Here we need the index ‘‘not”’,
meaning ‘‘to be avoided’. It is an index accompanying ‘‘Draw a line
through the circle”, just as ‘‘understand’’ was the index accompany-
ing ‘‘Smith leaves the room’’.

In both pairs of sentences, (a) ‘‘Smith leaves the room’’ and *‘Smith
understands he is to leave the room’’ and (b) ‘‘Draw a line through the
circle’’ and “‘Don’t draw a line through the circle’’, the same subordi-
nate sentence appears as constituent. And you think the same fact must
occur as constituent. But nothing of the sort may occur. The mistake
which leads us into philosophical trouble is supposing that just as a
subordinate sentence can appear in the sentence, so a fact corresponds
to this constituent as to the whole. ‘“Not’’ and ‘‘understanding”’ are
only indices and can change the whole way in which a sentence is
used. When I have a sentence ‘‘p’’ and add an index such as ‘‘not’’ or
‘‘understand’’, all it may describe is a projective relation. To under-
stand ‘‘p”’ is not like doing something described by ‘‘p’’. Similarly for
sentences beginning with *‘wish’’. The sentence [ eat an apple’’ and
“I wish to eat an apple’ are entirely different. But it is wrong to
explain why sentences so different use the same words by saying that
the constituents of one are included in the other, or that *‘I eat an
apple”” and ‘I did not eat an apple’ differ in having a different ar-
rangement of the same constituents. In “‘not-Fx’’ ‘‘not’’ is an index
which changes the way in which Fx is used. ‘‘not-Fx’’ expresses a
projective relation.

Lecture XIV

The characteristic of words like ‘‘understand’’ and ‘‘can”’ is that they
are used alternately for (a) something occurring in the mind as a con-
scious event, (b) a disposition, and (c) a translation. The use of ‘‘un-
derstand’’ in case (a) is illustrated when one says ‘‘Now I under-
stand’’. Its use in case (b) overlaps with ‘‘is able to’’, and is illustrated
by one’s being able to do a certain thing when one understands. The
two overlap in a special way where understanding is the same as being
able to use a sign. ‘‘Understanding’’ is used in case (c) when a transla-
tion into a picture or other symbolism is involved, as in understanding
a word or sentence to mean so-and-so as contrasted with merely under-
standing it, or in understanding an order by visualizing a film of its ex-
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ecution. Problems about understanding are problems caused by mixing
up these meanings. This is not to say its use is never clear.

The word ’‘understanding’’ is used to distinguish understanding
from not understanding in various circumstances: (1) After hearing
something without paying attention one can understand it when one re-
alizes what happened in the margin of consciousness or when half
asleep. (2) Or one can understand a complicated English sentence
when one is able to see how it is or ought to be punctuated, what a
pronoun refers to, how dependent clauses are to be separated out. (Try
understanding the Explosives Act on any railway station!) (3) Or one
can understand something when one is able to visualize what one
could not visualize before. (4) Or a child understands when he acts in
a way he did not before. [The difference between understanding and
not understanding is often clear in these cases. Not understanding, like
understanding, also occurs in quite different circumstances.] Not un-
derstanding one word, like *’grapefruit’’, is different from not under-
standing a French or Russian sentence. And not understanding the
word **undulates’’ in ‘’He undulates his hair*’ is different from not un-
derstanding the word *’hair’’ as well.

Some people say that understanding a sentence consists in the im-
pression made by every word. (Compare William James, who said that
special feelings attach to if . . . , then . . .’’, *’but”’, “‘and’’).
This sounds like a simple statement but is really extremely complicat-
ed. I could of course say there are sensations attached to “if . . . ,
then . . .”’, etc. There are the sounds of the words, and all sorts of
bodily sensations connected with gesture and intonation. Where we are
liable to go wrong is in supposing that sensations connected with
words are somehow ’in the mind’’. The phrase ’‘in the mind’’ has
caused more confusion than almost any other in philosophy. Sensa-
tions need not always be present when the words are uttered. It is not
wrong to say there are bodily sensations accompanying a word so long
as you do not say these sensations must be there whenever you say the
word or understand the sentence in which it occurs.

To see what is meant by ‘“’understanding”’ it is useful to consider
understanding a picture. Suppose you are incapable of seeing the
patches on a canvas as forming the surfaces of bodies, that they are
seen as patches in a plane. This could be called not understanding, and
seeing them in three dimensions might be calied understanding. If
these bodies are not recognized as anything you know, as contrasted
with their being recognized as men sitting in chairs, you would proba-
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bly still say you do not understand. Consider another case: seeing the
picture of chairs and people sitting in them without its making any
sense to you, and then suddenly seeing it as a classroom with pupils
and a teacher. Thereupon you say, ‘’Now I understand’’. The word
*’understanding’’ here means understanding an impression. It is like
understanding the punctuation of a sentence, or like understanding an
isolated sentence such as “’After saying this, he left her’’. In a sense 1
understand this sentence but in a sense I do not. I suppose it means
that a man was talking to a woman and then went away. Suppose this
were the first sentence in a book. After reading the book I might say,
*’Now I understand the first sentence’’, because I know who they are,
etc. Yet I had perhaps not read it again.

The trouble with words such as ’’understanding’’ comes through
thinking of a few cases and trying to carry over their analogy to all
other cases. For example, conscious mental acts do play a great role in
understanding, but we should not try to make every case of under-
standing look like these cases. For there are cases where no conscious
experience mediates between understanding an order, say, and carry-
ing it out. Nor should we construe what we cannot do in mathematics
after the case of human frailty. Troubles we get into in philosophy
come through constantly trying to construe everything in accordance
with one paradigm or model. Philosophy we might say arises out of
certain prejudices. The words *‘must’’ and *’cannot’’ are typical words
exhibiting these prejudices. They are prejudices in favor of certain
grammatical forms.

Let us turn to negation as it occurs in mathematical and empirical
propositions. Does ‘’negation’’ have the same meaning in ’‘He did not
leave the room’’ as in ©°2+2# 5’7 Some people say the two have the
same meaning because it is not true that he left the room and not true
that 2 plus 2 make 5. But nothing at all is explained by this transla-
tion, since “’it is not true that so-and-so’’ is only another way of say-
ing ’’not so-and-so’’. If someone justifies this as an explanation by
saying there is the same feeling in both cases, then there is no more to
be said if that is the criterion. What is similar or different in these two
kinds of cases is the grammar of the word ’not’’. If **not”’ is so used
that *’not-not-p’’ is equivalent to ‘‘p’’, or *’not-p or ¢’’ to ’p im-
plies ¢’’, this gives the grammar. By producing such rules you can
show in what respects the grammar of experiential and mathematical
propositions is the same. There are, of course, some respects in which
negation is the same in both. For example, it might be said that nega-
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tion in experiential propositions is more like negation in mathematics
than it is like conjunction. On the other hand, you will also find a
large number of rules which do not apply, so you can please yourself
whether you say ‘“‘not’’ is different in the two cases.

Consider ‘‘The earth does not move in a circle around the sun’’ and
“I do not have toothache’’. These are utterly different negations. In
the first case there are certain observations which bear out the hypoth-
esis about the movement of the earth, but there is no such thing as my
confirming my toothache. These two propositions might both be called
experiential propositions, but they are utterly different instruments.
Even inside mathematics negation plays different roles, as do “‘all”’
and “‘any’’. There is a vast difference between talking about a cardinal
number that is not 4 and a real number that is not 4. There are no
fewer uses of the word “‘not’’ than there are of the words “‘all’’ and
“‘any”’. The expression of generality covers a vast number of different
uses, and it is from this fact that many of the confusions in the founda-
tions of mathematics arise.

If I say that ‘“‘not”’, *‘all”’, ‘“‘some’’, ‘‘any’’ have different gram-
mars when used in connection with cardinal and real numbers, this
must come to saying that the word ‘‘proof”’, among other words, also
has different meanings as applied to cardinals and reals, for example,
the proof that there is a cardinal number fulfilling certain conditions,
in contrast to the proof that there is a certain real number fulfilling
them. One could say ‘‘proof’’ has as many different meanings as there
are proofs. All the proofs form a family, and the word “‘proof’’ does
not refer to any one characteristic of those processes called proofs.
Bringing together each single proof with others would make one see
that the family of proofs is not of the same kind as the family of
apples. Proofs form a family in this way: some are closely connected,
as are a series of multiplications, some are less closely connected, as
addition and x by dx. Proofs in Euclid are another family. No feature
of a proof is irrelevant. There are proofs in connection with which
there is a rule for making up similar proofs, e.g., for proving that a
certain number is a multiple of two others. But in Euclid there are no
such rules; each proof is a sort of trick.

Wey! said that every existential proof must consist in constructing
what is said to exist. But must it? Doesn’t this depend on what is
called an existential proof? Weyl is using the fact that in a huge
number of cases something is done which might be called constructing
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a certain entity. What is an existential theorem? The answer is this,
and this, and this . . . If there were such a thing as existence which is
proved when an existence theorem is proved, then perhaps one could
say every existential proof must do a certain thing. Weyl talks as
though he has a clear idea of existence independent of proof, and has
made what looks like a statement about the natural history of proofs in
saying that only such-and-such prove existence. There is no concept of
existential theorems except through the special existential theorems.
Every existential proof is different, and ‘‘existential theorem’’ has dif-
ferent meanings according as what is said to exist is, or is not, con-
structed. Of course one can arbitrarily fix a criterion: one can call an
existential proof one which fulfills certain formal conditions.

What is the concept of number? Suppose the commutative, associa-
tive, and distributive laws are taken as criteria for something’s being
number. This is to define number in a formal way, as whatever obeys
these rules. But we do use ‘‘number’’ for things for which these laws
do not hold, and there are transitional cases. We call cardinal num-
bers, irrationals, and real numbers all ‘‘numbers’’. But these have ut-
terly different grammars, and to say we cannot make the same state-
ments about cardinals as we make about real numbers is like saying
we cannot use a chessboard in whist or a net in Rugby. There is
enough in common between cardinals and reals, namely these laws, to
make us call them both numbers, just as chess and draughts have
something in common. But they are entirely different games. We call
cardinals and irrationals numbers because in certain respects they are
analogous, although they differ in other respects.

We could have a perfectly good arithmetic the numbers of which
were 1, 2, 3, 4, 5, and many. This is analogous to our arithmetic with
1, 2,3,4,5,. . .Itis misleading to say that with ours we cannot
reach the end of the numbers, whereas in the other arithmetic we can.
The word ‘‘can’’ makes this statement look like an experiential propo-
sition such as ‘‘He can lift 100 pounds, while no human being can lift
1000 pounds’’. But we have made up the grammar of our numerals in
such a way that there is no end. We have provided no end. Compare
the two arithmetics with a game played within a court and the same
game played without any boundaries. What is it that is infinite in the
latter game? Not the physical field. Rather, the rules give an unlimited
allowance for the size of the playing field. It is silly to say one cannot
reach the limit when the rules provide no limit.



118 WITTGENSTEIN'S LECTURES

Similarly, the difference in the use of ‘‘not’’ as applied to cardinal
and real numbers is to be found by comparing the grammars of cardi-
nals and reals. What cannot be done with cardinals that is done with
reals is not to be put down to human frailty, any more than the fact
that we cannot count all the cardinals.

Lent Term,
1935

Lecture 1

We were discussing last term language games and primitive kinds of
negation. Why do people ask whether a negation is equivalent to a dis-

Juncuon" We might say that they ask the question because they wish it

_to be so; they want to do away with negation because they feel that
there is something queer about it. The queerness is that when not-p is
true what is negated is not the case. But negation is only queer be-

;}; - gause it it looked at in a certain light. We might ask why philosophy
' deals with such questions. I could give you a psychological and histor-
¢ ical reason. There is no trouble at all with primitive languages about
*eoncrete objects, Talk about a chair and a human body and all is well;

talk about negation and the human mind and things begin to look

b queer. A substantive in language is used primarily for a physical body,

.and a verb for the movement of such a body. This is the simplest
apphcanon of language, and this fact is immensely important. When
we have difficulty with the grammar of our language we take certain
primitive schemas and try to give them wider application than is pos-
sible. We might say it is the whole of philosophy to realize that there
is no more difficulty about time than there is about this chair.

The word ‘‘negation’’ does not look queer until we use it in connec-
tion with the word *‘exist’’ or some word having the same grammar as
“‘exist’’. When we say *‘This chair is not green’’ we seem to be refer-

b ring to a fact that does not exist. The method of dealing with negation

which I shall use here is to give the queer aspect and then gradually
change over to one that is not queer. There is no reason for doing
away with negation. It is no solution of the problem to make of a
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negation the disjunction “’this or this or . . . but not that”’. The idea
of solving a philosophical problem in this way is absurd.

We say of the word ’yellow’’ that if it is to have meaning there
must be something yellow somewhere. But why this **must’*? Could
not everything yellow have been destroyed? Suppose you learned the
names of colors from a chart which correlated colored patches with
certain words like ‘‘yellow”’, *’green”’, etc. It is not necessary that if
one is to understand the word orange’’ something orange must exist.
And if we have a game in which the sample is orange, then it is non-
sense to cite the sample in substantiation of the claim that something
orange must exist. This would by like saying that there must be some-
thing a foot long because the Greenwich foot, the paradigm, is a foot
long. Or like saying that in order to speak about five things there must
be five things, where the latter, five letters, say, are the paradigm.

The question is, What does one do with a negated sentence such as
*’This is not green’’; how is it used? We can construct many usages.
In philosophy, sentences like *'This is not green’’ are discussed with-
out giving the specific conditions under which one might use them.
One use of "'This is not green’’ occurs when someone whose eyes are
bad talks of a thing’s being green, another, when someone is given a
bag marked ''green’’, meaning "’Look in the bag’’. You must give the
game in which the word or sentence is used, the circumstances under
which you would use it.

Suppose I make up a new word "*boo’’ and you bring me things
until I'say, “‘Yes, that is boo’". Is it possible that you should recognize
the color you have brought, which I call *‘boo”’” and which was never
explained to you? What is the criterion for recognizing a color? Would
Yyou say you can recognize a face you have never seen before? No, for
recognition of the face is actually taken as the criterion for having
seen it. You cannot say that you must have seen it in order to recog-
nize it, for that would be circular; recognition is the criterion for hav-
ing seen it.

It all depends on the language game whether one says one must
have seen green in order to say ‘This is not green”’. In certain games
this is the case, in certain ones not. Suppose you say ‘I do not have
pains in my hands’’. Most people think that if this is to make sense I
must know what it is like to have pains in my hands. What is it like to
know there are pains? Perhaps what is before my mind is some sort of
shadow of a pain. The presence of the word “‘must’’ shows that there
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| is something fishy here. It shows that nothing else will satisfy me. I
' could, for example, give myself a sample of pain, say by pinching

myself. If I did not have this sample, if I had forgotten what pains
were or llow to produce them, would I have forgotten the meaning of
the word?

What does it mean to forget the meaning of a word, e.g., ‘'red”’?
One sense of forgetting what *’red’’ means is ceasing to be able to

imagine it again. But it does not necessarily mean being unable to

recall an image, since you might be unable to form an image and yet

. be able to recognize red when you see it. /n some usages *’forgetting

the meaning’’ might mean being unable to recall, in others ceasing to
be able to recognize, without recalling. Both being unable to recall
and being unable to recognize are things we call forgetting the mean-

i .ing of a word or forgetting a certain use of a word. There is not one

thing, but many, which we call forgetting the meaning of a word. To
examine forgetting what a pain is like, look at its opposite, remember-
ing what a pain is like. Remembering may be saying it was a terrible
pain. 1t is sometimes not necessary to have an image (a shadow of the
pain).

Lecture II

Let us return to the question whether a negation can be replaced by a
disjunction. To answer this is to give the solution of a mathematical
problem. It is important to remember that even if one were successful
in replacing negation by disjunction, this solution would not help at ali
in getting on with philosophy. The solution of a mathematical problem
never helps us in philosophy. Every mathematical problem is on the
same level in this respect and is of no importance to us.

When one talks of the foundations of mathematics there are two dif-
ferent things one might mean. One might mean the kind of thing
meant by saying that algebra is the foundation of calculus. In order to
learn calculus one learns algebra. Mathematics in this sense is like a
building, and in this sense a calculus such as Principia Mathematica is
a bit of mathematics. The bottom layer is the one you begin with. One
might also mean by foundations a means of shoring up something that
is problematic. If there were something problematic about mathemat-
ics as such, then no foundation is less problematic, and giving one
does not help. This is not to say that a calculus has no philosophical



122 WITTGENSTEIN’S LECTURES

importance; it may be very important. The drudgery, the calculation,
are unimportant, but the calculus may be useful philosophically in
showing various things.

The introduction of Sheffer’s stroke notation is a mathematical
achievement. So likewise would be the replacement of a negation by a
disjunction. The question whether negation can be ’’reduced’’ to dis-
junction has been put for an entirely wrong reason, and attempts to an-
swer it have been made in an entirely wrong way. Whenever one asks
whether the same thing can be expressed in a different way it is nearly
always a mistake. For the question shows a wrong idea about symbol-
ism. It is as though people thought the expression and what is ex-
pressed are in the relation of cause and effect, and that one could ask
whether another cause would produce the same effect. This to draw an
analogy where none exists. An expression and what is expressed are
not in the relation of cause and effect. ’‘These signs express this”’
misleads us thoroughly, as is shown by the fact that one gets to know
what a sign means by learning its use, not by learning what effect it
has on people. What it means is not a fact of natural history. I do not
say that the effect is unimportant. The effect of chess, for example, is
to give us entertainment, but this is not part of the definition of
“‘chess’’.

How do we use *‘The sign ‘——’ expresses . . .’’? Consider the
*“The sign ‘~’ expresses negation’’, which makes it sound as though
the sign “‘~’' were unsymmetrical, whereas it is symmetrical. This
proposition is about the usage of the sign, i.e., that ‘‘~''= ‘‘not”’,
and expresses a correspondence between two symbolisms.

To return now to the question, ‘‘Can negation be expressed by dis-
junction?’’ Suppose I said *“‘Go anywhere, but not here’’, and that the
order was replaced by one involving a disjunction. The disjunction
would probably have the same effect as the original order. But what
we want to know is whether it expresses the same thing. It is some-
thing different, if that is what you mean to ask. *‘Go anywhere, but
not here”’ is not the same as *‘Go there or there or . . .’’ About the
disjunction, one cannot say how many elements occur in it.

It is like a mathematical problem to ask whether one could find
something equivalent to negation. It is no mathematical task to find a
disjunction which could be substituted for a negation if there is no
method of finding it. Here we have a case where to ask *“‘Is there

. .”" is to ask for the solution of a mathematical problem where we
have no method. It is like asking whether a game could be constructed
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f. which one would be inclined to call a game with disjunction. Of
course there really are cases where negation and disjunction are the
| same game, for example, the order ‘‘Write one of the permutations of
a, b, c, but not cha’’. Within the grammar of our language we have a
L rule to replace this by a disjunction. But in the case of the order
: ““Write down a cardinal number that is not 5°’, negation and disjunc-
£ tion are not the same game. We might be inclined to say it is equiva-
b lent to **Write down 1v2v3v4v6. . . etc.” Butetc.” is nota
- cardinal number, noris/ v2 v3 v4 . . .ad inf. a disjunction.

I What is meant by an infinite disjunction? The phrase *’infinite dis-
,r junction’’ is misleading because it suggests a huge disjunction. §up—
E pose I replace ‘v . . . ad inf.”’ by **1J”’. This new symbol misses
E out something. It lacks the suggestion made by ’v . . . ad inf.”’ that
L it is on the same level with ““a vbvc . . . vZ'. Of course there is a
¢ similarity between a finite disjunction like the latter and 1 v2 v 3 v
g . . . ad inf., but it is not in the italicized part, of which the distin-
guishing mark is notad inf.,butv. . . ad inf. The similarity lies in the
b italicized part of / v2 v3 v . . . ad inf. The real point of putting
| 4" for “’v. . . ad inf.”" is that it shows up the difference between
E it and the finite case, whereas ‘‘v. . . ad inf.”’ does not. The ‘‘and so
on”’ of an infinite logical sum is an entirely new sign with new rules.
i It does not correspond to any enumeration.
! Suppose I said, Draw a circle in a square but not this: ra)

b 1s this to be expressed as a disjunction of the same kind as f(~4) =£(1)
f v FVIB)VS)v. . .etc? No. There is this difference between *‘Draw

a circle but not this one’’ and ‘‘Draw this or this or this . . .'’: the latter
| leaves open the possibility of your drawing the circle I do not want, but
| the number disjunction which leaves out 4 does not allow a similar
possibility.

Questions about disjunction and negation are connected with ques-
 tions about the different meanings of ‘‘all’’ and ‘‘any’’, the different
L kinds of generality, illustrated, for example, by ‘‘Draw any circle ex-
'~ cept this’’ and ‘‘Write any number except 4°’. Is the multiplicity of
, circles the multiplicity of what one calls real numbers? No, not if one
is ordered to draw circles. We might come to a queer conclusion, that
. since only a finite number of circles is distinguishable we have here a
finite disjunction. Now is this so? No. We do not even have a disjunc-
tion here, for there are no distinguishing marks in the language for the
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various circles. Similarly for the order ’‘Paint me a shade between
white and blue’’. There is not a finite disjunction here; there is not a
disjunction. One feels like saying '’One must mean one of the possible
ones between white and blue, and one also feels that there are but a
limited number of possible ones. But there is no means of naming
them, and so a disjunction cannot be constructed. Suppose you mixed
paint until you got blue, at each daub asking me if I could distinguish
one from the other, and then asked me '*Didn’t you mean these?"’
What can this mean, that [ meant these? One couldn’t have meant
them before they were given. These furnish one with a new bit of
language. Of course I could say that it is a finite disjunction but one
whose members I do not know. But it is in fact then not a disjunction.
Suppose [ asked you to paint a circle inside a square, and that you
did this:
@)

Suppose I then argued: *‘Every circle in this square fulfills my order.
This circle is in the square. Therefore this circle does.”” What sort of
proposition is *“This circle is in the square’’? Consider in this connec-
tion Russell’s reduction of ‘I met a man’’ to “‘There is an x such that
I met x-x is a man’. This way of writing generality did have the
virtue of calling attention to the distinction between ““I met a man’’
and “‘I met Smith’’, but in other ways it is enormously misleading.
How are predicates used in our language? Russell uses ‘‘man’’ as a
predicate, although we practically never use it as a predicate. (Just this
sort of use often appears in philosophy.) Logicians use examples
which no one would ever think of using in any other connection.
Whoever says “’Socrates is a man’’? [ am not criticizing this because it
does not occur in practical life. What I am criticizing is the fact that
logicians do not give these examples any life. We must invent a sur-
rounding for our examples. We might use “’man’’ as a predicate if we
wanted to distinguish whether someone dressed as a woman was man
or woman. We thus would have invented a surrounding for the word,
a game in which its use is a move. It does not matter whether in
practice the word has a place in a game, but what matters is that we
have a game, that a life is given for it.

When ‘“man’’ is used as a predicate, the subject is a proper name,
the proper name of a man. I might give inanimate things proper
names, though we usually do not. Suppose I have two exactly similar
chairs and give them proper names, say *‘Jack’ and *‘ John'’. How
shall I distinguish them? I must follow all their movements. It is as-
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sumed that the use of proper names is very elementary, but what are
b called proper names can be used in many ways which are not simple.
} What are the conditions for my being able to use '‘Jack’’ and **John”’

in the way we would normally be inclined to use names? One condi-

, tion is that the two chairs could not be made to coalesce as do
j. shadows, another that the path of each chair is continuous. This is a
E hint at the complications of the use of *’proper name”’.

Lecture III

t The term *’man’’ when used as a predicate can be sensibly asserted, or
- sensibly denied, of certain things. It is an *’external "’ property, and in
p this respect the predicate ''red’’ is the same. But note the distinction
b between red and man as properties. A table can be the bearer of the
! property red, but the case with man is different. What is the bearer of
« this property?* The sentence *’I see a man’’ is not explained by **(3x)

I see x-x. is a man’’. For the latter leaves the use of x unexplained. It
might be an explanation of saying ‘I see a man’’ if this were said of a
dark patch in fog, or of a human-looking figure which behaved like a
man, or of a roll of carpet with a man in it. Consider Russell’s nota-
tion for ‘‘There is no man in this room’’: ‘‘~(3x)x is a man in this

| room.”” This notation suggests one’s having gone through the things in

the room and found that none were men. The (3x)fx notation is built
on the model in which x is such a word as ‘‘box’’ or other generic
name. The word ‘‘thing’’ is not a generic name. Suppose I translate
““There is a painted box in this room’’, one obvious translation being
one from which Russell’s notation is taken, in which x is ‘‘box’’.
Russell would not translate it in this way, but rather as ‘‘There is an x
which is a box and is in this room’’. What is the x here?

Consider the notations (3x)fx, ~(3x)fx, (Ix)~fx, together with
the example, ‘‘There is a patch in this square’’. Q

Put in Russell’s way it would read: (3x)x is in the square -x is a patch.
What is it of which one says it is a patch? In contrast to (3x)fx, read
in Russell’s way, look at the notation ~ (3x)fx. This is sensible since
it can be read as ‘‘There is no patch in the square’’. But consider

*Note how different are the cases of saying ‘‘This is a chair’’ to a blind man
and to someone who visited the modern Finella House, where a piece of furni-

. ture might be different enough from conventionally designed chairs thal one
might well say this.
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(3x) ~fx. This notation is sensible if the x is interpreted as ‘‘a patch in
.the sqtfare“. and *‘~f** as the predicate ‘‘not-red*‘. But what would
it be like for there to be an x which is nor a patch in the square?

Equally absurd is: ‘“There is not a thing which is not a patch in the
square*‘,

. How do we find out that there is no thing in this square which
is a circle? Here there is no way, though here there is: ®)
Ia

For in the latter figure we have a case of something ‘s being a circle or
not being a circle. The proposition, ‘‘There is nothing in the square
which is a circle'’, is utterly different in the two cases. In the second
case it makes sense to say either that there is or is not a circle in the
square.

The way a proposition is verified is part of its grammar. If I say all
cardinal numbers have a certain property and all men in this room
have hats, the grammar of each is seen to be different from the other
because the ways of verification are so different. Moreover, to know
that all men in the room have hats I must know not only the enumera-
tion but also whether there are more than I have enumerated. The lat-
ter is an entirely different process, and there are many different ways
of finding out whether the list is complete, almost as many as there are
different cases. Again, note the difference between a hypothesis for
explaining the motion of the earth, e.g., that a row of stars we see in
the sky is much longer than our telescopes would reach, and the sup-
position that the row is infinite. Finally, compare ‘‘This square

is all white‘‘ with *‘Every point in this square is white*‘. The first does
not mean the same as the second as is shown by the. fact that it is
not verified by going through every point. Compare the use of ‘‘every
point’’ in the translation of ‘‘This square is white'* into ‘‘Every point
is white’’ with its use in the translation of ‘‘finding the maximum of a
function®’ into “‘finding the point that is higher than every other*‘.
Since points are not things that can be seen and singled out, like
patches, ‘‘Every point is white”’ is misleading. This translation
suggests that we have an explanation of an ordinary proposition, a
more scientific analysis. If the square contained tiny circles painted
white so that the whole square appeared white, this explanation of its
appearing white would be an analysis. Without some such explanation
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¢ the translation into ‘‘Every point is white** is all right only if you see
. it means not one jot more than ‘‘This square is white’*. In the case of

finding the maximum of the function 7~ , we seem to have found

the highest point; but again, we cannot look at every point to ascertain
this. We use a trick to verify the proposition that this point is higher

 -than any other point of the curve. And thus the proposition has a dif-
ferent grammar from a proposition verified differently.

Russell thought to describe the foundations of arithmetic by giving a
theory of propositions, functions, etc. He treated propositions and
functions as a uniform class. I seem to be saying that every proposi-
tion is different, and thus I may seem to be denying the generality of
mathematics and arithmetic: If we wish to begin as Russell did, and if
“‘proposition‘‘, ‘‘function’‘, ‘‘generality‘’ mean all sorts of things,
then it looks as if we shall have many arithmetics, different arithmetics
for patches, men, thunderstorms, committee meetings, etc. We might
ask then how it can be that the arithmetic we learned at school holds
good. The generality of arithmetic is not threatened in the least. To
understand this we must look at the way arithmetic is applied. What is
the relation between mathematics and its application? Arithmetic is a
calculus, and is in roughly the same relation to its application as a
paradigm is to what it is a paradigm of. In elementary school we learn
arithmetic by counting beads on an abacus, or by using physical ob-
jects for illustration. Later we calculate with numbers without refer-
ence to any particular objects. But this is not because arithmetic is
‘‘general‘‘. Arithmetic is like an instrument box—like a box of
joiner‘s tools—and we can be taught the use of the instruments. But
though their uses are explained, one would not have obviated the need
to explain how to make a chair or table, or to deal with various woods.
Each of these requires a slightly different use of the instrument, just as
every wood requires different treatment. The explanation of the use of
an instrument is a preparation. Teaching will give certain rules for its
use. Then we will see what it can be applied to.

Arithmetic is not taught in the Russellian fashion, and this is no in-
accuracy. We do not begin arithmetic by learning about propositions,
and functions, nor with the definition of number. And this is not
because children cannot understand these things. The way we learn
arithmetic is the proper way.
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Lecture IV

The use of proper names is regarded by logicians as something very
simple and straightforward, but it involves complicated questions
about identity and continuity. How do we use the subject in the fol-
lowing sentence: ‘‘This is now circular but half an hour ago it was
not’’? Patches can, of course, be given names. Of 4, where “4’’ is
the name given this, we can either say 4 has changed in the half-hour
lapse, or that 4 is a new patch, or if change has been continuous, that
an infinite series of patches has come into existence. And if the patch
vanishes every now and then, we can lay it down as a rule that it is the
same patch if it has the same size. Or if there are two where there was
one before, we can say ir has split up. If two moving shadowy
patches, given the names 4 and B, coalesce at the intersections of their

paths 4 B

B A
we can lay it down that the patches at the corners are called 4 and B as
in the diagram, or we can lay down just the reverse. We can make any
rules we please. Suppose we had a ring of patches of different sizes,

0?9, and that they changed sizes suddenly so that one became the

same size as the next all the way around. Under certain circumstances
we would say the patches had. moved, under others that the same
patches had shrunk or grown, as the case might be. Similarly, one
could describe the light of the electric sign #o=0) either as moving
back and forth, or as swelling and diminishing.

There is a fundamental confusion about questions regarding sense
data, the confusing of questions of grammar with those of natural
science. For example, Is whiteness circular or is a patch white and
circular? What makes the question attractive is that the answers appear
to decide between existence and nonexistence of something, namely a
patch. We are really just turning our language around here when we
ask ’Is there a patch or not’’? For **Whiteness is circular’’ and ‘’The
patch is white and circular’’ say the same thing. The philosopher does
not tell us how to decide the question. The same is true of the question
whether or not a sense datum is identical with, or part of, the surface
of an object, and of the question whether the chair or its surface is
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brown. If these were questions of natural science we should need to be
told how to decide them, what the method of verification is. The ques-
tion whether a body seen through a glass is yellow or the glass yellow
is a sensible one, for one knows how to find out which answer is true.
But how to decide whether whiteness or a surface or a sense datum is
circular? The philosopher does not tell us how to decide between
these, and what is more confusing is that often a question such as
these has an application, which makes a philosopher think it has when

he asks it.

Usually a difference of opinion in a certain situation is indicated
when one person says this and another that. But a difference of opin-
ion does not always show up in this way, and the fact that two people
say different things is not always a sign of a difference of opinion. The
man who says ’’Here is whiteness which is round’’ and the man who
says “’Here is a patch which is white and round’’ say the same thing.
Similarly when one person says that a surface has changed, and an-
other person says it is the same surface which appears different to him.
There would only be a difference of opinion if the two statements
’The patch is circular’’ and *Whiteness is circular’’ belonged to the
same game. These expressions stand in different calculi, and different
things are done with them. Belonging as they do to different games,
they can appear to express different things while expressing the same
thing. If two people forgot that they had different systems, for ex-
ample, one in which a fair-haired person is painted with fair hair, and
the other in which nothing is painted on his head, then it might happen

that the two would ask whether

has fair hair or none. Similarly if one had a notation, ’‘There is a
table’’, for what is ordinarily expressed by ’‘There is one table’’, a
confused question could arise: *’Is there a number of tables or not?’’
And to the question, *‘Isn’t the latter notation more adequate, more
direct?”’, 1 would answer No. For one symbolism does not come
nearer the truth than the other. (Of course it is all right to ask whether
one symbolism is more misleading than another.)

What I want to say is that these questions are treated fundamentally
wrongly. To ask, “’Are there only sense data, or physical objects as
well?’’, sounds like *’Are there electrons or can we manage with only
protons?’’. The two are entirely different.
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Lecture V

Suppose one asked whether a drawn square is complex or simple, i.e.,
whether it consists of parts or not. One might reply, I could draw a
line dividing it into parts’’. But what if it is too small to bisect? We
could lay it down that it has parts if one could draw a dividing line or
bisect it as the mathematician does. The rejoinder to the question,

*“What if it is too small to do either?’’, viz., that I can imagine a
dividing line, is very peculiar. For we say this whether we can or not.
The reply does not mean just what it seems to: merely that it can be
ir‘nagined. At least we don’t make a picture by imagery; we make a
picture by description. It is this which is so important, for by giving
the description we imply that it makes sense to say it is divisible.
(Compare the series of fractions, each member of which ‘‘can be
divided’’.)

- Suppose I have a very accurate dividing machine, and that I say the
square is divisible if I can divide it with this machine, otherwise not.
l“Can” here stands for a physical possibility. ‘‘Can’’ in *‘can imag-
ine’’ refers to the possibility of imagery. Having agreed on the use of
the word “‘divisible’” we can say whether the square is complex or
simple. We shall call it complex if it is divided into patches we can
see. The question whether it is complex can be answered by a factual
s.tatement. But besides this question there is the philosophical ques-
tion, using the same words, namely, “‘Is this uniform white object
complex or simple?’’ The answer is, *‘It depends’’. Here we find our-
selves unravelling a philosophical problem. When a real question cor-
responds to the philosophical question, as here, it is easy to correct the
mistake, but sometimes it is very difficult. It seems as if there must be
one answer to all such questions.

Let us return to the example, *‘There is a cardinal number which I
can write down’’, of the form (3x)fx. This is not a disjunction since
“.ar.ld so on’’ is no numeral. But one is tempted to say it must be a
disjunction of the form fa v fb v fc v . . . because one can infer
(3x)fx from fa or from fb or from fa v fb. What tempts one is that
3x)fx.vfa:=.(3x)fx and that (3x)fx.fa.=fa. For seemingly the
?ddition of the disjunction adds nothing, which could only be if (3x)fx
is already a disjunction—already contains a disjunction. Just as fa v fb
Vfev. fo:=fa v fb v fc because fb is already included, so one is
tempted to say that (Ix)fx. v fa:=.(3x)fx for the same reason.
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e entailments fa. O .(3x)fx and (x)fx. O fa seem simple when
3.x)fx is viewed as a logical sum and (x)fx as a logical product.

An analogous question arises when one proposition p follows from
other proposition g: Mustn’t one think p when one thinks ¢? In gen-
ral, mustn’t one think the conclusion in thinking the premise? This is
mportant because there are several wrong answers. The affirmative
swer has a deep reason back of it.
Are the steps taken in following a rule contained in it? Suppose
i someone is given the order, ‘‘Write down a cardinal number’’, and he
L fulfills it by writing 127. Was he not ordered to write this number
together with other alternatives? Suppose he is taught to write an arith-
¢ .metic series by adding 1 to a number, 1 to that, and so on. The teacher
,\.'i%t'xains him by examples to carry out orders in accordance with the rule
£ *‘Add 1"’. Suppose now .that he is ordered to add 10, and that the
3;§Nghest number reached in the training is 100. Upon being given the
f-order he writes 10, 20, . . . 100, 120, 140, 160, and the teacher ob-
i jects that he did not carry out the order. But why? The teacher replies
i that he was meant to do this: 100, 110, . . . 1,000,000, 1,000,010.
-and when did the teacher mean it? When he trained him. And up to
swhen did he mean it? It is strange that he should have had time to
 «mean all this. The assertion that the teacher meant this when he trained
{ him is terribly misleading. For it suggests that another process was
j going on during the teaching, or that even though there was no process
' going on corresponding to each step, there was a process going on
¥ containing all these steps and from which these followed, a queer proc-
[ . ess containing all these unborn steps. If what the teacher meant did
‘; .not contain all these steps, how explain his knowing at once that the
' pupil was wrong?
However, the statement, *‘I did not mean you to write 120 after
100", is not really an account of what the teacher did earlier, but what
[ he is doing now. He might justify himself by ‘I would have told him
| that 110 was the next numeral after 100 if I had been asked’’. This is
either a hypothetical statement, or a rule. But this rule was not given.
. It does not alter matters to say the teacher would have told him this,
[ even though he were believed.
~ Now is the person wrong who writes 100, 120, . . . ? Couldn’t he
| even show you he is right? He could cite a rule which so far as his
_training went was the same as the rule he applied: Add 10 up to 100,

20 up to 200, etc. But apart from this, ‘‘Add 10’ could have been so
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used thal his nex! number after 100 was 120. 11 has nol been made im-
possible 1o doThis if his following Ihe rule exlends pas! 100 and what
he was 1o do after 100 was not menlioned in 1he training. 11 is even
possible 1harl afier 120 he slops. The pupil is given a rule and ex-
amples, and the leacher may say Ihal he means something, thal though
nol slaled is conveyed indirecily by means of these. 11 would seem thal
if whal is meant could be conveyed, and nol merely the clumsy rule
and examples, he could be made 10 conlinue with 110 after 100. Bul
The leacher also has only the rule and examples. 11 is a delusion Io
Think thar you are producing the meaning in someone’s mind by indi-
recl means, through rhe rule and examples.

Lecture VI

In saying il is undersiood 1hal the person who follows the rule ’Add
10°* is 10 add 10 10 each number, we refer 10 the way he is laught. If
he surprises us, after being Iaughr addition up 10 100, by conlinuing
with 120, 140, elc. and we say ‘I did nol mean this”’, our use of The
pasl tense creales the delusion Ihal somelhing else happened al The
lime of training than actually did. This delusion is bul a special case of
another one: thal the chain of reasons has no end. Why must one wrile
110 after 100? Is there an answer I0 this question? There is, namely
Thal this is whal one usually does afier insiruction. Bul isn'l lhere
another answer? Couldn’t we answer the question ‘‘Why did you add
10 when given 1he rule?"’ by giving another rule for following the rule
‘‘Add 10°’? A reason need nol be given in answer 10 This queslion, bul

one can be. Suppose we had the chart a | A
Ll18
cl C

and thal we were trained 10 Iranslale by means of il any small lellers
such as aabbc inlo capilal lellers. The chart justifies the translalion
in1o AABBC. Now if one is asked for a reason or juslification for using

The chart 1o Iranslale in this way, one could give the schema ___

————ly
i

10 explain 1he rule given by 1he chart. And for his schema you could
give another schema juslifying i1. The chain of reasons may end with
the charl, bul il need nol. When a person Iranslales by Ihe chart alone,
withour being given the schema of arrows, did he know Ihis laller
rule? I1 migh be argued 1hal if he had nor known iI he could nor have
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b used the chart as he did. This makes il appear Ihal the chain of reasons
L has no end, thar only Ihe reasons wrillen down have an end. Bul must
. one know this rule in using the chart? No. One simply makes the
¢ Iranslation. The answer Io The question, **Why, having been Irained 1o
I Iranslale by means of the charl, did he wrile A4BBC?’’, is merely Thal
' he did il—unless one ciles another rule. 1I mighl be objecled Thar if

one jusl does iI this way one acls like an aulomalon, withoul under-

I standing. Bul in undersianding somerhing one oflen jusl does il.

This example is precisely like the example of the rule **Add 10",
which may or may nol have a rule back of iI. To say thal if one did
anything other Than wrile 110 afier 100 one would nol be following 1he
rule is ilself a rule. 11 is 10 say ’'This rule demands Ihal one wrile
110, And this is a rule for the applicalion of the general rule in Ihe

. particular case. Note Thal this rule was nol given in Ihe Iraining, unless

by accideni, in which case there would be other rules thar would not
have been given.

We can say 1hal the order *’Wrile 110 after 100"’ follows from Ihe
rule ‘‘Add 10°’’. This is whal leads us Io say 1hal in giving Ihe rule
“Add 10’ we meanI thal 110 follows 100 (1o be symbolized by
100— 110), and thus Thar 100— 110 follows from the rule. We could
then say 1thar 100—> 120 contradicts Ihe rule; and Ihere is Ihe lempla-
lion Io say Ihal il could nol do so unless 100— 110 were presupposed
in i1. In what sense is i1 preformed, or presupposed, in i1? If in follow-
ing the general rule a person said he mus! wrile 110, then the queslion,
Was he making a new discovery?, is puzzling. The form of the ques-
Iion suggesls Ihal he was, Ihal iI is like a scientific discovery; yel 1o
say thal he has nol made a new discovery suggesis thar 100—110 is
presupposed in 1he rule ‘‘Add 10”’. There is aclually no new discovery
here, although 100— 110 is nol conlained in the rule. When he said he
mus! wrile 110 after 100 in following Ihe general rule, there is no
question of discovering a slep Ihe rule compels; rather il is a queslion
of a new decision. The decision, unless made in Ihe training by ac-
cideni, has nol been made. In lhe case of translating our chart, a new
decision is made a1 each use of iI.

Mathematical inluilionisis have said thal one needs a new inluilion
for each slep Iaken, say, in developing a progression. Whal Ihey saw
was Thal giving Ihe general rule does nol compel one 1o make Ihe slep.
It is wrong Io think one Iakes the slep by insighi, as if one no longer
has any reason bul a sort of revelalion inslead. In saying Ihere is a proc-
ess of inluilion i1 seems 1o be explained why one could be so clever
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as to write 51 after 50! If any mental process is involved, it is one of
decision, not of intuition. We do as a matter of fact all make the same
decision, but we need not suppose we all have the same *’fundamental
intuition*’.

It will help greatly if one once gets the idea of a philosophical
delusion.

To return now to the question: Is the conclusion thought when the
premise is? If the word “’thought’’ is replaced by the word ’said’’ in
this question, the answer is No. But there is a deep meaning in the
question whether when the process of thinking the premise went on,
another process, of thinking the conclusion, went on. If it is claimed
that the question really asks whether the fact that a certain conclusion
follows from a given premise is a discovery, the answer is No, it is no
new discovery. This answer tempts us to reply, *’Then the conclusion
is thought when the premise is’’. In the sense that a certain conclu-
sion’s following from the premise is no new discovery, no new phe-
nomenon, it is correct to say this. But if you try to make out that this
special rule, which has never been given, has in some way or other
been given with the general rule, this is nonsense.

Suppose we have a curve with two tangents at the points A and B

"

and that we roll a ruler around this curve from A to B. Is it correct to
say it must have passed C since it must have passed all the positions
between the two? A simpler example which raises the same sort of
question is the sliding of a fuler from O to 4 along this line:
&7 27 4. To say that the ruler must have passed through all the
rational and real numbers from O to 4 makes one think that though one
cannot calculate all the real numbers, for example, 7. one has actually
been exactly at 7! Since I did not know 1 was at 7, does not this seem
a wonderful achievement! Now was one at the point 7? One answer is:
We pass through 3 and # in different senses: we see the ruler slide
over 3, and we’ve got to lay it down that if it passes from 3 to 4 it
passes .

What does one call passing from 0 to 4? Why are we tempted to say
that in passing from O to 4 we must have been at the point midways?
Is there good reason for saying this? Were we at all the points between
0 and 4? If by moving from O to 4 is meant passing the points one
sees, and by ’‘all points’’, more than the visual points, then we did not
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visit all the points. It is a different thing to use the words ‘’'We passed
from O to 4°’ to refer to a visual phenomenon, and to use the same
words to make a rule about the way we are to talk.

In sliding the ruler from O to 4 could one miss out a point? In what
sense is it the case that one might have? If the movement of a hand, or
shadow, is visually continuous, must the hand have passed every point
on the scale? Suppose it vanished for ﬁth of a second. Was the
movement then continuous or discontinuous? Did it pass through all
the points or not? The answer is *’It depends’’. Visually it is continu-
ous, but physically it was discontinuous. And if by not missing out
any point, or by passing through all points, you mean it was visually
continuous, then it did not miss out any point; it passed all points.

Lecture VII

What is the criterion for a proposition being a proposition of logic?
One claimed criterion is self-evidence, which seems to be a
psychological criterion; and yet the self-evidence seems to be in the
symbols, *‘objective*.

Frege had the idea that every sign, proposition as well as descriptive
phrase, had a sense and a meaning.* Two signs might have the same
meaning but different senses. And he went on to say that a proposition
has one of two meanings, the true and the false. ‘‘p’* means the true if
’~p*’ means the false. The function ~p was treated as a coordination
of the two values, the true and the false, and a table could be written
forit: p f(p)=~p

T F
F T

Frege did not see that this table can itself be taken as a symbol for the
function, though it looks as though it says something about the func-
tion. Frege has instead only given a translation: "’~p’’ translates as
p This schema does not say anything about ~p; it is another
T F
F T=~p.
way of writing it.

Frege explained the notions of “’or’’ and ’’not’’ by the notions of

*It is more usual to translate Frege’s distinction between Sinn and Bedeutung
as ‘‘sense’’ and ‘‘reference’’. (Editor)
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’true’’ and *’false’’. That p v q is false only if both p and ¢ are false
states a rule, and is embodied in the truth-function symbolism as
follows: p Written as a row: (p, q) [TTTF]*

TIm=J'T1]
T
T

F

It is important to see that this table, like the table for ~p, says nothing
about p v g, but is another way of writing it. When Frege explained
such functions by listing the truth-values of the arguments in columns
on one side and the function on the other, it looked as though he had
said something about the function. But instead he had defined it, given
another notation for it.

My object [in the Tractatus] was to show the essential difference
b.efween a symbol for a proposition and a descriptive phrase. A propo-
sition p was written with two polest, TpF, and the combination of
truth-possibilities of p and g with lines as follows:

m
TpF TqF

S —

p Dq is written:t

F
TpF TyF
& v )
T

Now i_f you look at pDp, you can see what characterizes a logical
proposition. Here we have one argument p, which has the two truth-
possibilities T and F. The proposition p Dp, has only one pole, the true
pole:
T
s ——
TpF TpF
T

:‘ ES:(: T)ractatus Logico-Philosophicus, London and New York, 1922, 4.442.
itor

tSee Tractatus 6.1203. (Editor).
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Written in accordance with this simple rule a logical proposition is dis-
tinguished from any other. The important point which the schema
shows is that logical propositions have nothing to do with seif-
evidence.

Let us look at what sort of proposition p Dp is. The table makes it
clear what we mean by saying propositions like it are redundant. There
are two puzzles: (1) Why, if they are tautologies, do we ever write
them down? What is their use? (2) What sort of generality has the
statement '*This is true for all propositions’’? (e.g., that they cannot
be both true and false). Further, if all tautologies say nothing* then
don’t they all mean the same? pDp.=.pv~p.=.~(p.~p)! All
have the same sense, viz., no sense! Difficulty is not only posed by
the question, **What are they used for if they have no sense?”’, but
also by the question, *’'Why do we use so many of them if they have
the same sense?’’ Let us examine the use we do actually make of
them. First, we do not inform by means of them. When in all the
blanks in the truth-table for a proposition there appears a T, it does not
even seem judicious to call it a proposition. But to call it nonsense is
also not judicious, because it is unlike *’yellow tables chairs’’ and
*‘the slithy toves gimble’’, which we call nonsense. When 1 called
tautologies ‘’senseless’’t 1 meant to stress a connection with a quan-
tity of sense, namely 0. “‘p Dp is senseless’’ could be translated as
“pDOp.q.=.q’’, to show up its continuity with other propositions,
and its difference from them. A tautology is a degenerate case of a
proposition. It plays something of the same role in logic as the 0 of
arithmetic. 0+ 2 =2. Analogously, p Dp.q is like 0.4.

Now what is the use of all these propositions? Let us examine one
which has played a role in logic: pDg.p. D.q. Here we have a
tautology, as shown by its truth-table, although it seems to say some-
thing, inasmuch as we make inferences in accordance with it. By itself
it is not a rule of inference, for a rule should say something, and
p Dq.p.D.q says nothing. That it seems to say something is because
the second sign of implication seems to say something the first does
not, something having to do with the word ‘“‘follows’’. Inferring is
connected with the second sign, not the first. What is the connection
between implication and inference, between p Dg.p. D.q and the in-

*See Tractatus 4.461, 5.142, 6.11 (Editor).
tTractatus 4.461. (Editor)
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ference p Dg? Does one need the former as a link in this inference?
p

q
And if so, then why not something to connect its use as a link? The
proposition p Dg.p. D.q is a pattern by means of which the conclu-
sion g is inferred; but g is not inferred. What allows the inference of q
is not what the proposition says but the fact that it is a tautology. The
rule of inference is not p Dq.p. D.q but “p Dq.p. D.q is a tautol-
ogy’’. The use of this rule is to make an inference from one ordinary
proposition to another. Such a rule is to be distinguished from a rule of
inference in a logical system. A rule of the latter kind is applied to the

Primitive propositions and their consequences, not to ordinary praposi-
tions.

Lecture VIII

There were important reasons for puzzlement about the general propo-
sitions (x)fx and (3x)fx. One was that there must be something, so 1
thought, that can be called the general form of a proposition, some-
thing common to all propositions. Another was that if fa D(3x)fx as-
serts the relation of following, then it must have something in common
with the tautology p.D.p v ¢. (3x)fx ought to contain fa as one
truth-function contains another. 1 had the mistaken idea that proposi-
tions belong to just one calculus. There seemed to be one fundamental
calculus, viz., logic, on which any other calculus could be based. This
is the idea which Russell and Frege had, that logic was the foundation
of mathematics. The task was to exhibit what is characteristic of this
one fundamental calculus, to show what logic is. Logic treats of prop-
ositions and functions, and mathematics could be based on logic. Thus
logic gives the general form of mathematical propositions. It seemed
to me that the words ‘‘proposition’’, ‘‘sense’’, “‘generality’’, *“‘logic’’
were all equivalent to each other. If one has the idea of a single logic
then one must be able to give one general formula of logic, the general
formula of a proposition. 1 thought I had found this formula in the T-F
table, an equivalent of the word *‘proposition’’ and the word “‘logic’’.
The idea that logic gives the general form of a mathematical state-
ment breaks down when one sees there is no such thing as one idea of
a proposition, or of logic. One calls lots of things propositions. If one
sees this, then one can discard the idea Russell and Frege had that
logic is a science of certain objects—propositions, functions, the logi-
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cal constants—and that logic is like a natural science such as zoology
and talks about these objects as zoology talks of animals. Like a natu-
ral science, it could supposedly discover certain relations. For ex-
ample, Keynes claimed to discover a probability .rel'ation which was
like implication, yet not quite implication. But logic is a calcu.lus, not
a natural science, and in it one can make inventions but not discover-
ies.

I am not taking the view of C. I. Lewis and the Warsaw schools t.hat
there are many different logics. In speaking of more than one logic I
am not referring to non-Aristotelian logics such as the three-valued
logic in which propositions had three possibilities instead of two, T, F,
and Possible. There is great danger in making up such a game, ur_lles.s
taken as a game. The value of such games is that they destx_'oy [_)rejudl-
ces; they show that ' ‘it need not always be this way’*. But if th1§ latter
is said as though it were a statement of science (like **You think all
rats are like this, but there are others’’), then the 3-valued system, f_or
example, might appear to be an extension of logic, representing a dis-
covery. ‘

Now who uses the calculus of T and F? I would say it has no use.
Taken as a calculus, it is dull and useless, and so is Russell’s calculus.
But it has a justification which may not hold for other logics. The
point of the T-F calculus is to afford a translation of Russell’s calcu-
lus, making clear the relations between the latter sort of calculus and
its application. A calculus is of no value unless it makes one clearer
about another.

Lecture IX

What is the connection between the idea of a proposition and the laws
of logic? There is a temptation to say that ~(p.~p) and pv~p are
laws about propositions. Being tautologies, they say nothing; so in
what sense can one say these hold for all propositions? And how does
one know this? One has not examined all propositions. Our way.of
talking about them is misleading, in suggesting that we are saying
something similar to ‘‘All apples are sweet’’. The latter proposition is
different; here we have an hypothesis, which if true must hold for this
particular apple if it holds for all. To say that these laws .hold for a!ll
propositions seems to permit saying the same sprt of thing: that in
holding for all they must hold for this particular instance.

Why does one look at these two laws as fundamental? Because we
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see the similarity of ~ (p. ~p) and pv ~p to true propositions we make
the mistake of saying they are true. It is important to note that we talk
of the law of excluded middle, where no third alternative is ever men-
tioned. What is the middle which is excluded? pv ~p is modelled after
""This is either red or green; there is no third alternative’’. But the
comparison is a false one. This proposition has a very impressive
form, and it is universal.

Brouwer talks of a range of propositions for which the law of ex-
cluded middle does not hold; in this branch of mathematics this law
does not apply. Now note that to say a proposition is that which is true
or false is to say it is that for which the Aristotelian laws of logic are
valid. This in a sense gives a definition of ’‘proposition’’. pv~p and
~ (p.~p) are rules, rules which tell us what a proposition is. If a logic
is made up in which the law of excluded middle does not hold, there is
no reason for calling the substituted expressions propositions. Brouwer
has actually discovered something which it is misleading to call a
proposition. He has not discovered a proposition, but something hav-
ing the appearance of a proposition. The situation here is similar to
that of a board game which is more analogous to a tug-of-war than to
chess, yet keeps the appearance of being chess. The way in which
mathematicians express themselves is taken from the language of natu-
ral science. To say the law of excluded middle does not hold for prop-
ositions about infinite classes is like saying *‘In this stratum of atmos-
phere Boyle’s law does not hold’’.*

The definition of a proposition as anything that can be true or false,
and thus as anything that can be denied, sounds as if it gave a criterion
for deciding whether something is a proposition: deny p and see
whether the result is a proposition. What is it like to try to deny p and
to decide that it is no proposition if one cannot? The words ‘‘true’’ and
““false’’ sound like the adjectives “‘red’’ and ‘‘green’’, and to say a
proposition is whatever can be true or false sounds like a discovery,
like *‘iron is anything that can rust’’. But to say a proposition is what
can be true or false comes to saying that what we mean by ‘‘proposi-
tion'’ is partly given by the rule pv~ p = Taut. It is what this and other
rules apply to. And this means that these rules determine the game
played with *‘proposition’’.

Suppose it is asked whether this game can be played only with
*This paragraph is for the most part taken from The Yellow Book, as a sup-

plement to the material on the law of excluded middle given in this lecture.
(Editor)
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*‘proposition’’. Could it not be played with a word like *‘table’’? In
answer to this, let us examine two versions of the law pv~p, “A
proposition is what is either true or false’’, **A proposition is what can
be true or false’’. The word ’can’’ in the second version introduces a
dangerous element. To say that one can negate only a proposition
presupposes the possibility of a kind of trying. It suggests that we have
negation here and a proposition there, and that negation is the kind of
of thing that will fit a proposition and nothing else, like a shape being
fitted to certain other shapes. Suppose someone said, *'I can negate
‘apple’—I need only say that ‘apple’ is not true’’. The reply would be
that '‘negation’’ and ‘‘apple’’ don’t fit. If the rejoinder were,
** ‘Apple’ is not true’’ means ‘’Apple is not sweet’’, then the natural
reply, namely, that the meaning of ''negation’’ has been altered,
creates the illusion that we have two ideas, ‘'not’’ and ‘‘apple’’,
which do not fit, as if there were a fitting or not fitting of two games
that we play with ''not’” and ’'apple’’. The notion of a fitting is
wrong. To negate an apple sounds like doing something with it, like
eating it, whereas all that is done is to write two separate scratches,
“not’” and ‘‘apple’’, side by side. What corresponds to our idea of
negation is the use we make of it. If for the variables p and g of Rus-
sell’s calculus we substituted words like ‘‘apple’’, the result is some-
thing of which we do not make any use. Perhaps a use could be made
for it. In fact we do have a game in which ‘‘not an apple’’ is used
when we are refusing an apple. We might say that the gesture of re-
fusal or pushing away is the meaning of ‘‘negation’’. This is the kind
of use of ‘‘negation’’ which occurs in the primitive language between
the builder and his mate. ‘‘Not brick’’ would be translated into our
language as ‘‘don’t bring me a brick’’, and ‘‘Apple’’ into ‘‘Bring me
an apple’’. But not in the primitive language. In the game in which
one says ‘‘Not an apple’’ there is nothing which one could call a prop-
osition. There are two possible answers to the question why we should
be tempted to call ‘‘Apple’’, or ‘‘Not apple’’, propositions, (1) that
these are the sample propositions, which we could not say, and (2)
that we wish to show a family of transitions to these special cases. To
the question whether pv~p can be used in a game where ‘‘apple’’ is
substituted for p, my reply is that perhaps a game—a use—can be
found, i.e., if a man were so trained that ‘‘apple’’ functions to pro-
duce the reaction which ‘‘Bring me an apple’’ would, that is, that the
practice is the same. Note that the practice does not enter into the lan-
guage; it is not given by the rules of the language.
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A distinction is to be made between use and application, When 1
talked of ‘‘Apple’’ being used as an order, we understood this because
we have here a practical application, which is useful, Whether an
application has a use in practice depends on the kind of life we lead.
The pragmatic criterion of the truth of a proposition is its usefulness in
practice. But the person who says this has in mind one particular use
of *‘useful’’: its use in the lab, say, to predict the future. But if a mad
physicist were to offer a prize for a completely wrong hypothesis, then
a person whose hypothesis had a distribution of confirmations like this
“| 1. instead of along the curve, would find it useful al-
though it was useless for prediction.

In contrast to the traditional logic, Russell introduced symbols for
relations of two or more terms, with the idea of building up a logic to
apply to all eventualities. Now what sort of proposition is ‘’Love is a
2-termed relation? Obviously one has not said anything about love.
Suppose someone doubted whether there are 2-termed relations, and
someone replies, ‘‘I’ve found one, love’’. Has he made a discovery?
It sounds as though he had found a natural phenomenon that fitted this
schema, and that without it the schema would have been empty. If this
is the case, then it would seem that the use of expressions for 3-, 4-,
and S-termed relations depends on natural facts. But we must re-
member that two people not being in love is also a 2-termed relation.
If I came of a tribe where love was unknown and went to another tribe
where I found someone in love, would I have discovered a 2-termed
relation? One could say, ‘‘I have discovered a use for tke word
‘love’ *’. Here in this symbolism I have a use for “‘love”’ and need not
look further. We can discover a use for symbolism in the sense of
finding it useful (like the physicist and his wrong hypotheses), but
there is no such thing as discovering a use for it in the sense of dis-
covering a natural phenomenon which gives content to it where before
it was empty. It is absurd to look at a 13-termed relation as empty
until we have found a 13-termed phenomenon, for the calculus we
make with these words does not receive any content from what is
found; it remains a calculus.

Russell thought that in treating foundations he had to arrange for the
application of arithmetic, for example, to functions. One could not
talk about 3 apart from some type of function, so one would need to
classify functions. Number is a property of a function. Russell and
F. P. Ramsey thought that one could in some sense prepare logic for
the possible existence of certain entities, that one could construct a sys-
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tem for welcoming the results of analysis. Beginning with 2- and 3-
termed relations, of which one has instances, one could claim to have
prepared the calculus for 37-termed relations, of which there are no in-
stances. We tend to think that when we have found an example of aRb
we have found a phenomenon to which aRb is applicable. We have
only found a word in our language which behaves like aRb. Before an
instance of aRb is found there could be the word in the language. Con-

.- structing a relation does not depend on finding a phenomenon. Dis-

covering a word game is different from discovering a fact.*

In language as we use it there are not only words and their combina-
tions but also words which make reference to samples. The word
“’blue”’, for example, is correlated with a certain colored patch which
is a sample. Samples such as this are part of our language; the patch is
not one of the applications of the word ‘‘blue”’. The phenomenon of
love plays the same role as the patch in the use of the word ‘‘love’’.
Two people in love may serve as a sample, or paradigm. We might
say that it is the paradigm which has given the word “’love’’ content.
But for this purpose we need not discover two people in love, but
rather the paradigm, which belongs to the language. We can say the
paradigm gives the word meaning. But in what sense? In the sense of
enlarging the game. By bringing in a paradigm we have altered the
game. We have not found a phenomenon which gives the word sense;
we have made up a calculus. To say that the paradigm fits the symbol,
e.g., that the blue patch fits the word *‘blue’’, means nothing. It is
added to it. And the schema is now useful.

The attempt to build up a logic to cover all eventualities, e.g., Car-
nap’s construction of a system of relations while leaving it open
whether anything fits it so as to give it content, is an important absur-
dity. We must remember that if we feel the need of an instance of an
n-termed relation we still have the symbolism for n things not standing
in relation. The need is for a sample, a paradigm, which is again part
of the language, not part of the application. Samples play the role
played by the Greenwich foot, the existence of which does not prove
that anything is a foot long. The Greenwich foot itself is not a foot
long. To say *‘Here is an instance of people being in love’” is to take a
sample into our language. And to do this is to make a decision, not to
discover anything.t

*This paragraph is taken from the 1932-33 lectures entitled *‘Philosophy’,
(Editor)
T For discussion of this topic, see Philosophische Grammatik, pp. 309-14.
(Editor)
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Lecture X

Let us consider negation further, in particular, negation of '‘apple’’.
What is the criterion for having negated it? If the criterion is merely
writing ‘’not’’ before '’apple’’, then we have done it. If the criterion is
that the combination of signs be useful, then obviously it can be made
useful. If it is required that the phrase be accompanied by some feeling
or gesture, then why should this not happen? None of these criteria is
satisfactory. We want ''not’’ to be used in a certain way. You were
uncomfortable about my use of '’not’’ with *’apple’’; but this could
not have been because we do not use it thus, inasmuch as we some-
times do. What you must mean is that you do not want to use it in that
way. You want to say that the use of the word *’not’’ does not fit the
use of the word ‘apple’’.

The difficulty is that we are wavering between two different aspects:
(1) that apple is one thing or idea which is comparable to a definite
shape, whether or not it is prefaced by negation, and that negation is

like another shape which may or may not fit it: hJ

(2) that these words are characterized by their use, and that negation is
not completed until its use with ‘‘apple’’ is completed. We cannot ask
whether the uses of these two words fit, for their use is given only
when the use of the whole phrase ‘‘not apple’’ is given. For the use
they have they have together. The two ideas between which we are
wavering are two ideas about meaning, (1) that a meaning is somehow
present while the words are uttered, (2) that a meaning is not present
but is defined by the use of the sign. If the meanings of “‘not’’ and
“‘apple’’ are what is present when the words are uttered, we can ask if
the meanings of these two words fit; and that will be a matter of expe-
rience. But if negation is to be defined by its use, it makes no sense to
ask whether *‘not’’ fits ‘‘apple’’; the idea of fitting must vanish. For
the use it has is its use in the combination.

When we say it is impossible to negate a thing, that only a proposi-
tion can be negated, it seems (1) that it is not an experiential state-
ment, but (2) that we can describe what we cannot do. If, however,
one can describe this, then one can, except for human frailty, do it.
What cannot be described because it is forbidden by the rules, one
cannot do. But now by saying that we cannot use ‘‘not apple’’ as we
can ‘‘~ (apples are red)’’ we have not settled how we are to know
when to use ‘‘~’’ and ‘‘apple’’. Does the use of “‘apple’’ itself ex-
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ciude negation? We fix the grammar of '’apple’’ and *’not’’ by con-
sidering the rest of thelr uses. But the question remains how we are to
use them in a case where we have not used them. What we must do is
to lay down rules, and then it no longer would be a question of the
word '‘not’’ applying or not applying to **apple”’ but of there being a
use fixed beforehand.

Fixing the use of the sign of negation means settling what is to be
put inside the brackets: ~ ( ). If we say we do not want to substi-
tute the name of a fruit, then we have fixed that much. Suppose I drew
a circle and said there can be apples anywhere In the universe but not
in it. Could not this mean *’not apple’’? That will depend on how the
use is fixed. But we are not fitting together separate things like sepa-
rate solid bodies.

Does it determine the grammar of the word '’not’’ to say it can be
used in connection with the word “’apple’’? Suppose that instead of
using the word *'not’’ I use the word *'to’’, and that I said *'to”’ fits
'apple’’. What do you know? I have told you nothing at all, for you
do not know in what way it “fits”’ *’apple’’. I have only said that ’’to
apple’’ can be written in this game. If ‘‘to’’ means the same as
“sour’’, then it fits. In order to explain in what way It fits ‘‘apple”’, I
should have to explain the way the combination is used. The question
whether *‘to’’ fits *‘apple’’ suggests that ‘‘apple’’ already has a gram-
mar, and to tell what fits it is to tell what *‘to’’ is like. But this is not
the case. If one says ‘‘apple’’ means what it usually does, you can
reply: ‘‘Then ‘to’ says something about ‘apple’, but I do not know
what’’. In one sense I could say I have given you some information
about ‘‘to”’ fitting ‘‘apple’’ if I said ‘‘to’’ can be used with ‘‘apple’’
just as ‘‘not”’ may be. This comes to saying that *‘to’’ = *‘not’’. To
change the example, suppose I said ‘‘go is red”’. You will say that
“‘g0’’ must be the name of a particular or generic spatial object, or an
afterimage. But ‘‘go is red’’ might be ‘‘nothing is red”’. In a sense it
does give one some information about the use of *‘go’’ to say it fits
“‘is red’’. But one cannot lay it down that the use of a word is given
by telling what words fit it. Even ostensive definitions do not fix the
use.

The statement ‘‘This fits that’, asserted of two bodies

may be either of two different kinds, a geometrical one or an exgerien-
tial one. If the diameter of the tongue of the left-hand piece is 3 inches
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~only one thing satisfying f* ** is @x)fx. ~@x,y)fx.fy*. As an ab-
then to say they cannot be put together can mean either that the appli- k' breviation of this 1 write (E/x)fx. With the elimination of the identity
cation of physical strength or of a machine cannot force them to fit (a { sign, such expressions as ‘‘x = y’, “x=x", and “‘(3x)x =x"" will not
clear empirical statement), or that they cannot fit so long as the one I appear, )
remains 3 inches and the other 2 inches. The difference in the gram- The symbolism used by Russell in which the identity sign occurs is
mars of ‘‘They can't be fitted’’ in these two cases is like that between i puzzling because ‘“‘x =y’ and ‘‘x=x"’ seem to bring two objects, or
‘“This piece of chalk is longer than that’’ and ‘‘A 3-inch piece of chalk b - an object and itself, into relation. ‘‘(3x,y)fx.fy is a notation seemingly
is longer than a 2-inch piece’’. 1t is a rule about the use of ‘‘fitting”’ L ' about things, but in saying x and y are identical we do not say any-

and of the corresponding depression of the other piece is 2 inches,

that it makes no sense to say 3 inches fits 2 inches. The difficulty is in
using the word ‘‘can’’ in different ways, as ‘ ‘physically possible’” and
as ‘‘making no sense to say. . . .’ The logical impossibility of fitting
the two pieces seems of the same order as the physical impossibility,
only more impossible! If one fixes the use of ‘‘apple’’ so that it
excludes the use of “‘not’’ before it, then the impossibility of fitting
the two is not like the impossibility of a physical fitting.

Lecture XI

To turn now to the relation between mathematical equations and
tautologies. If mathematical equations are not tautologies, what is the
relation between the two? There are two reasons for saying that
2 +2 =4 is a tautology, (1) that it is not an experiential proposition,
(2) that there is a tautology with which this equation is often mistaken:
““If there are 2 things here and 2 things there, there are 4 things al-
together’’. In Russell’s notation this was expressed by using the iden-
tity sign. ‘

Russell’s notation gives rise to puzzlement because it makes identity
appear to be a relation between two things. His symbolism for ‘‘There
are 2 and only 2 things satisfying the function f*’ is: @x,y): fx.fy.x
#y. @) .Jz. D.z=x Vv z=Yy. We must distinguish the use of the sign of
equality here from its use in arithmetic, where we can look at the sign
ina +b =n as part of a rule of substitution to the effect that instead of
n we can write a +b. What is bad about Russell’s notation is that it
leads one to think there is such a proposition as x =y, or x =x. One
can introduce a notation in which the identity sign as Russell used it
can be abolished. Instead of writing ‘‘(3x,y)fx.fy’’, to which we have
the right to add ‘‘x =y’’, we can make it a rule not to write signs of
equality, but instead write one variable if one wants to talk of exactly
one thing, two if one talks of two things. My notation for ‘‘There is

' '«thing about x and y; we want to say they are one. One might say that it
i - simply means that the sign *‘x’’ means the same as the sign ‘‘y’’, but
i - why is it that we should suddenly talk of the signs? Russell’s notation

is about the things referred to. If ‘“x=y’’ can occur, so can
“(Ax,y)x=y'’. What does this mean? that there are two things that are

‘the same? In my notation this is not a proposition at all, nor is
. (3x)x=x. Why, if there is one thing, should this be expressed by say-

ing something about a thing? What tempts us to suppose that it is a

" fundamental truth that a thing is identical with itself (that this chair is
. identical with itself)?

1 have not really done justice to the law of identity.
1 shall now discuss the idea that “‘1+1=2"" is an abbreviation of
such statements as ‘*‘If 1 have one apple in one hand, and another in

'  the other, then 1 have two apples in both hands’’. In my notation this

Cis: (Elx)fx. (Elx)gx. ~ @x)fx.gx. D .(E2x)fx v gx. (Recall that (E2x)fx
is short for Qx.y)fx.fy:~@x,y.2)fx.fy.fz.) Now is it true that
“l14+1=2" is an abbreviation of the underlined? One thing to be
noted is that what it abbreviates, if it does this, is much shorter than
the corresponding expression in Russell’s notation.

Suppose that instead of writing (E15x)fx. (E27x)gx. ~ (3x)fx.gx.
O .(E42x)fx v gx, 1 wrote 56 in place of 42. Is this correct or incor-
rect? Suppose that among my rules of addition, some are definitions,
e.g., 1+1=2,1+1+1=3, and that others are deduced from them,
e.g.,2+3=>5. If 1 wrote 2 +3 =6, one might say this was not wrong,
that it was merely a rule about the signs “2+3’" and ‘6", so the
effect is that for 2 +3"" 1 can put *6’’. But if it is called wrong you
are already assuming a particular calculus; in another calculus it might
not be wrong. The claim that 15+27=156 is a contradiction may or
may not be correct. How are we to find out? Suppose 1 try to find out

*See Tracratus 5.53-5.534 (Editor)
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by putting it in the unabbreviated notation and determine by a calcula-
tion whether it is a tautology or a contradiction. To use a simple ex-

ample:
(E“x)fx.gE“'x)gx.~(3x)fx.ﬁx.D.(E'““x)fx Vv gx.

Whether this is a tautology or not I decide by adding. Now does it
correspond to 2+3=15? This implication says nothing (as it is
either a tautology or a contradiction). But it would correspond to
2+ 3 =5 if to the unabbreviated notation were added ‘‘=Taut’’. What
is queer about the functional notation (EI5x)fx.(E27x)gx.~ (x)fx.
gx. D .(E42x)fxvgx is that we never use it when we are asked to
reckon how many apples we have. One has to do an addition before
one knows what to write after the quantifier in the consequent.

This leads directly to examination of Russell’s and Frege’s theory of
cardinal numbers, of which the fundamental notion is correlation. Rus-
sell and Frege first introduced the idea of being equal in number. This
was done via the notion of similarity, or 1-1 correlation. We shall take
the commonsense point of view and call correlation anything like
drawing lines, tying strings, holding hands. Two classes were said to

be equal in number if they were correlated 1 — 1:2 i’g 3 was defined

as the class of all triads correlated to 0 0 0. Any triad could be taken
as the prototype, just as the Greenwich foot is taken as the prototype
of all lengths of one foot.

It is to be noted that Russell said that 2 is the class of all classes that

are 1-1 correlated to , not that it is the class that can be 1-1

correlated to the prototype. The latter is the amendment which every-
one wishes to make. Suppose I removed cups from saucers, so that
they were no longer correlated. Do they still have the same number?
We would ordinarily say Yes. But how do we know this? That they do
is now an hypothesis.

The question whether they have the same number if they are or if
they can be correlated is bound up with whether the class is given in
extension or not. Suppose I have two lists of letters A B8

ab ab
c cd

The following two statements are not the same: (1) abc can be 1-1
correlated with abcd, (2) The letters on list A can be 1-1 correlated
with those on B. For (2) can be decided by experiment, such as setting
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cups and saucers together, or drawing lines. This comes to a measure-
ment of the number. There are other ways than 1-1 correlation for
measuring the number, e.g., seeing that two geometrical shapes have

the same number of intersections: é@ @

or seeing patterns of dots and crosses which are visually grasped as
having the same number though no correlation is made: xx 00 00 .
(Beyond a certain small number this method is not available. If I saw
30 dots here and 30 dots there I might not be able to give their num-
ber, but I should be able to say whether one dot had vanished. This
would not be the case if there were two pairs of 1000 dots.) Each
method is a different way of determining whether two classes have the
same number.*

Consider the difference between the criteria ‘‘can be 1-1 corre-
lated’’ and “‘are 1-1 correlated’’. If the criterion is the possibility of
two classes being correlated, we need to specify what role this possi-
bility will play in determining whether they have the same number.
Are we to say two classes have the same number when they have not
been 1-1 correlated? or that two things have the same length when
they are no longer superimposed? Sometimes yes, sometimes no. If
we say they have the same number when they can be 1-1 correlated,
we must fix the criteria for none having vanished. When presented
with thousands of dots we do not know when some have vanished. But
if we say two classes have the same number when they are 1-1
correlated, we do not have the question as to what happens when they
are not correlated, nor do we need to take account of cases where we
are not able to correlate. We can say that classes are equal in number
if they can be correlated provided we give instructions for telling how
we find whether they can be.

The criterion for sameness of number, namely, that the classes con-
cerned are 1-1 correlated, is, however, peculiar. For no correlation
seems to be made. Russell had a way of getting round this difficulty.
No correlation need actually be made, since two things are always
correlated with two others by identity. For there are two functions, the
one satisfied only by a, b and the other only by c¢, d, namely,
x=a.V.x=bandy=c. Vv .y=d. By substituting a for x and ¢ fory
we have a=a.v.a=b and c=c.v.c=d. We can then construct a

* See Philosophische Grammatik, p. 354. (Editor)



150 WITTGENSTEIN’S LECTURES

function satisfied only by the pairs ac and bd, that is, a function corre-
lating one term of one group with one term of the other, namely,
x=a.y=c.V.x=b.y=d, or the function, x=a.v.y=d:x=b.v.y=
c. These correlate a with ¢ and b with d by mere identity when there
is no correlation by strings or other material correlation. But if ’=""
makes no sense, then it is no correlation. Why does this function seem
to correlate them? Because of the identity sign.*

Lecture XII

To return to Russell’s definition of a number as a class of all similar
classes. A class can be represented in either of two different ways, (1)
by a list, (2) by a common property. The class of men in this room,
for example, might be represented by a list of their names. But Russell
did not think of this class as represented by such a list, but by a prop-
erty, man in this room. When Russell talks of a class he really means
a property. He wanted to talk of a class in two ways. An existent class
he wanted to talk about as a list, but he also wanted to be able to
replace the list by a function. Frege had said a number is a property of
a class. But he, and Russell, also said it was a property of a property.
If there are five blue-eyed men in this room, 5 is a property of the
property of being a blue-eyed man in this room. This account is unsat-
isfactory, however, since Frege also wanted to be able to say that
Gans and Paul, for example, are two. And if 2 is the property of a
property, Gans and Paul would be two only if they had a property in
common, and one which nothing else had. There seems to be no
reason why there should be such a property. Frege, however, thought
he had found one, namely, x = Gans .v.x = Paul (the property of being
Gans or Paul). Frege and Russell thought they could manage classes
intensionally because they thought they could convert a list into a
property—a function. But if such a property, expressed by the identity
sign,qis objectionable, then what is meant by ‘‘Gans and Paul are
two’’?

Why were Frege and Russell so keen on defining number? In order
to define it we shall of course have to define it in terms of other things
we have not defined. Philosophers do not try to define everything, but
certain things they have tried many times to define. What is common
to those things for which they crave a definition? This craving arises
from a question which bothers one and yet seems unanswerable in a

* See Philosophische Grammatik, p. 356. (Edilor)

1934-35 151

straightforward way. *"What is a chair?’’, by comparison with **What
is 37", seems simple. For if one is asked what a chair is one can point

to something or give some sort of description; but if asked what the

number 3 is, one is at a loss. If one points to ’‘3”* and says that is
the number 3, the reply will be that ‘‘3’ is but a mark, of which the
number is the meaning. This question, **What is 3?"’, arises from a
jumble of misunderstandings, one of which is due to our having the
word *’meaning’’ in our language. ’Meaning’’ is thought to stand for

, (1) something to which one can point, or (2) something in the mind.

Suppose 1 ask whether the word 7"’ is meaningless in the sentence
““There are 7 men in the room’’. Although it does not stand for some-
thing which can be pointed to,* everyone would reply that it is not
meaningless, it is not superfluous. It has a function in the sentence. It
is not the same as clearing-the-throat sounds. Although *’function of a
word”’ is not a definition of ’meaning of a word”’, it is always useful
to replace ‘‘meaning’’ by *’function’’.

One great difficulty about numerals is due to the fact that they occur
in utterly different contexts, in sentences of ordinary life, such as
““There are seven men in the room’’, and in mathematical contexts
such as ’2+3=5" and “’7 is a prime number’’. When people are
asked, What is the number 32, they first feel they are being asked to
look about for something. Formalists, on finding nothing but the mark,
said the number 3 is the mark. Others, on finding nothing when they
looked about, said there must be something else than the mark. To
those who maintain that the number 3 is nothing but the sign *‘3’’, the
rejoinder is that one can have two shapes ‘‘3’’ and but one number. In
fact we can say things about the sign that we cannot say about the
number. Consider the number 3 and the sign ‘‘3’’. A person who says
the number 3 is nothing but the sign *‘3’’ seems to say the two itali-
cized expressions may replace each other. But they are not used in the
same way. We can say that the sign ‘‘3’’ is red or written crookedly,
but not that the number 3 is. Suppose I gave a name to the sign ‘3",
say ‘‘dash’’. In place of ‘‘Write down a 3"’ the formalist would say
“Write down ‘dash’ **. Now in answer to ‘“What is dash?’’ I would
point to the sign *‘3’’, but in answer to ‘‘What is 37 I would not
know what to point to. Here we see how the craving for a definition of

*Is it always the function of money thai I gel some maierial object for i1? 1
might get permission to sil in a theatre, or a ride in a 1axi, or exlra speed. In
each case [ get something for 3 shillings, but its function is not always 1o buy
an object.
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number arises. On seeing that defining the number 3 as the sign won'’t
do, we tend to say that since it is not the sign it is something else. The
attempt to define the number 3 is like the attempt to define time. When
we see that time cannot be defined as the movement of celestial bod-
ies, we seek for another definition. Similarly for the king of chess.
Sincc it cannot be defined as a piece of wood, we then ask, **What is
it?’’ The craving for a definition of number is also prompted by the
fact that in saying mathematics treats of numbers, and therefore of the
number 3, as contrasted with using numerals in such contexts as *'3
apples’’, the italicized expressions are substantives *.

Suppose 1 gave "'1+1+41=3" as the definition of '*3°’, and am
asked "What is 1 and what is + ?°’ The answer is that 1 can give their
use, their grammar. Some people think that they say something by
adding that *‘1”’ is not definable. But everything is definable, though
not every word is defined in every game. It is sensible to ask whether
it i§ defined in the game, and whether the definition is useful. 1 am not
saying that a mark is the number 3 or that something else is, but that
the explanation of the meaning of the word '*3" is given by the use of
the word *’1”’ in the grammatical rule "1 +1+1=3"",

'The question whether **3’’ has a meaning or is a meaningless mark
arises because ‘3’ has different uses in the sentences *“There are 3
men here’’ and "2+ 1=3"". Does ‘3"’ have a meaning in the first
sentence but not in the second? We must understand the relation be-
tween a mathematical proposition about 3 and an ordinary one in
which 3 occurs. The arithmetic sentence in which *‘3*’ occurs is a rule
about the use of the word ‘3"’ The relation of this sentence to a sen-
tence such as ‘‘There are 3 men here’’ is that between a rule of gram-
mar about the word ‘“3’’ and a sentence in which the word ‘3"’ is
used. The application of a mathematical sentence occurring in our lan-
guage is not to show us what is true or false but what is sense and
what is nonsense. This holds for all mathematics—arithmetic, geome-
try, etc. For example, there are mathematical propositions about el-
lipses which show that ‘‘I cut the elliptical cake in 8 equal parts’’ does
not make sense. And there are mathematical propositions about circles
which show that it does make sense to say ‘I cut the circular cake in 8
equal parts’’. The terms ‘‘sense’’ and ‘‘nonsense’’, rather than the
terms .“.true” and ‘‘false’’, bring out the relation of mathematical
propositions to nonmathematical propositions.

*See The Blue Book, p. 1: ‘. . a substantive makes us look i
corresponds to it'". (Editor) * s look for a thing that
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The question whether in "2+1=3"" 3" has a meaning can be

| dealt with by examining a similar question about “'~’' in

“'~~p=p'. 1 have said that *‘~~p =p'’ gives a rule for the use of

. the word "'not’’; it gives the meaning by stating how it functions. 1t is

not about the mark ‘‘not’’ in the sense in which the sentence ™ ‘not’ is
white”’ is about the mark. You might claim that it is about the mark in
the sense in which “'Mr. S is at liberty to use this mark in certain

1 ways’’ is about the mark. But a rule does not state that one is allowed
j to do certain things. If it did, one might ask who allows us, when are
. we allowed, etc. 1t is misleading to say that a rule is a statement, a

statement about a mark, for then there is a temptation to say it states
that we in our society use a sign in such-and-such a way. If you say it
is a statement about a mark,, be careful. 1t is a rule about how the mark

i s to be used. Rules play a different role than statements. And we do

not call a rule about ''not’’ a command, although it is so used as to

L relate to commands, as well as to questions and statements.

Lecture XIit

I have been asked to give an analysis of the notion of a rule. Utter-
ances might be divided into statements, commands, questions, excla-
mations, and perhaps instructions. Would rules fall under the latter
classification, or is rule an ultimate classification? I would say that al-
though in certain circumstances the above classification of utterances
is useful (and such a cross-classification as instruction and recipe
useless), it does not follow that classification is possible in other cir-
cumstances. Consider the blueprint which is produced in the drawing
office and handed to the man at the lathe. Is it an order? It depends on
its use. It could function as such, or might function as a statement, or
as a suggestion. If he wanted to know how something was con-
structed, he might be given the blueprint to study. I should say that
rule does not fit into any of the above classifications of utterances, that
it is not in the same ‘style’. The classification of utterauces might be
compared to the elementary classification of things in a child’s reader
into animals, human beings, foods, articles of furniture. If I were
asked to classify a spintheriscope under one of these headings 1
should say ‘‘Roughly, it is an article of furniture”’, but it really does
not fit any of these classifications at all; it is in a different style.
Similarly, if required to classify 2+2 =4 within the rather primitive
classification of utterances above I should say it is a statement, a state-
ment about numbers.
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What is peculiar about the classification into statements, questions,
etc. is that each such heading is connected with a tone of voice. But a
rule, as characterizing such things as 2 + 2 =4 as contrasted with rules
for common games, has no particular tone of voice associated with it.
We might say that rules could fall under all the divisions of this clas-
sification. Some might be commands, some statements, others instruc-
tions. But we would have to go on to specify under what conditions
these function as rules. And there might be cases where rules do not
fall within any of the divisions of the classification, any more than
spintheriscopes belong to the classification dress, food, furniture. To
call '2+2=4"" a statement about the use of signs tends to lead to
confusion. What I would call a statement about the use of signs would
be of the form had by ’’All Englishmen use these signs in this way ',
or ’All Chinese . . .”’, or ""Hindus use this sign for the sun’’. It is
confusing to regard rules as statements because this draws our atten-
tion to a different kind of question: Are they true or false? I emphasize
the word ‘’rule’’ when I wish to oppose rules to something else, e.g.,
when I wish to emphasize the difference between *’2+2=4"" and *’If
A gives me 2 apples and B gives me 2, then I have 4 apples in all”’. It
does not follow that I can give you an explanation of what is common
to all the things I do call rules. If inflection of voice is the basis for the
classification of utterances, then I have made it impossible to include
rules in it since’they have no special intonation. Distinguishing utter-
ances by tone of voice is a simple means in a language in which sen-
tences are all written in exactly the same form but are uttered with dif-
ferent intonations. But in a language where in addition something
might be a statement or a command according to the game it occurs in,
the distinction would not be clear, as there would be two ways of dis-
tinguishing them, by tone of voice or by game. And there would be
many more distinctions. If I made a classification which included rules
it would have to be much more complicated.

Consider a game in which a table correlates letters with arrows in-
dicating directions for walking,

{
)
—
-
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abbdccc would probably be called a rule, although the command to
walk in such ways would not be. Were this chart used to make a frieze
with a repeated design, one would be inclined to call it a rule. I should
say a rule is something applied in many cases. If you said you have a
rule when you have a certain kind of generality, I should say, Yes, so
long as you realize that you have not said very much. It might be
useful to say this in the case of a particular problem, e.g., when some-
one remarked that a rule that had been mentioned should be more gen-
eral. But if I am a professor of logic and say a rule is something gen-
eral or that for a rule generality is required, I am just making an ass of
myself. For do you know any better how to use a rule from this expla-
nation? It is quite useless; it tells you nothing.

The primitive classification into statements, questions, commands,
etc. is useful because of .certain obvious facts about human utterances,
just as the classification exemplified in a family tree is useful because
of the comparative simplicity of blood relationships. But. if people
were bom in all sorts of different ways the genealogical classification
would cease to be useful. Its usefulness depends on certain facts of
natural history, and so does the classification of utterances.

A rule is best described as being like a garden path in which you are
trained to walk, and which is convenient. You are taught arithmetic by
a process of training, and this becomes one of the paths in which you
walk. You are not compelled to do so, but you just do it.

Lecture XIV

Is 2 +2 =4 a proposition about 2 and about 4? Compare this proposi-
tion with ‘‘There are no other men in this room than Jack and John''.
What is this about? Most people would say it is about Jack and John
and the room. And of the proposition *‘‘There are no fairhaired people
other than the two people Jack and John'’, they might say it is about
fairhairedness, two, and negation. Compare this with ~~p =p. Most
people would say the latter is about negation, but if the sense in which
the propositions about Jack and John are the paradigm for being about,
then we would not say ~~p=p is about negation. Similarly, if
*‘There are two men here'’ is taken to be about 2, then it is misleading
to say 2 + 2 =4 is about 2; for it is ‘‘about’’ it in a different sense. We
have said that ~~p =p is a rule about negation, and have also called
2+2=4 a rule. The statement that I had two apples, that Johnson
gave me two more, and that I ate the four apples is in accordance with
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this rule. It makes sense; whereas in light of the rule 4 — 5 1, ‘I had
four apples of which I gave away five and had one left’’ does not
make sense.

If I told a mathematician that 2+2=4 was a rule for the use of
signs, he would feel uncomfortable. It has been said that 2+ 2 =4 is
not a rule but a position in a game. We can have a game transforming
2+2=4 into 2=4-2 and 0=4—(2+2), these transformations
being comparable to moving pieces on a chess board. Now why
shouldn’t we invent a game in which instead of using a chess board
and pieces we have equations which we transform according to certain
rules. The rules of this game might be the associative, distributive,
and commutative laws of algebra. Given an equation, a sample prob-
lem would be to transform it in as few steps as possible into another
form.

It has been said that 25 X 24 = 600 tells us a truth, given the mul-
tiplication rules, and therefore that we cannot say it is part of a game.
It is not like chess, which gives no truths. But why should it not be a
game? We could imagine a tribe which never made use of multiplica-
tion but played at multiplying huge figures, just as the Chinese never
used gunpowder except for fireworks. Don't they really multiply? It
might be said that what they do is not a real multiplication because
they do not multiply in the right spirit to get a truth. But if
25%24 =600 is a truth, would it be any less a truth because they were
playing a game?

It has been said that 2 +2 =4 is a rule for handling signs. But to say
something is a rule of grammar is not to say it is always so used. The
equation does stand to propositions using it in the relation of a rule to
its applications. If you look at the use of what appears to be a state-
ment you may find it is not a statement. Two statements, one of which
appears to be about a state of mind and the other about a physical ob-
ject, might be shown by their use to be entirely the same, e.g., the
psychological statement ‘‘I believe the earth moves’’ and the astro-
nomical one, ’‘The earth moves’’. We could imagine a language in
which every statement was preceded by *I believe’'—as the German
Swiss preface statements of fact by *’Ich glaube’’. To discover of what
sort a statement is we must examine how it is taught and learned, and
how it is used in ordinary life.

Suppose we called ‘‘2+2=4"" the expression of a convention. This
is misleading, though the equation might originally have been the
result of one. The situation with respect to it is comparable to the situ-
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ation supposed in the Social Contract theory. We know that there was
no actual contract, but it is as if such a contract had been made.
Similarly for 2 +2 =4: it is as if a convention had been made. And we
can imagine a tribe acting according to the table of letters and arrows
mentioned earlier without ever having been taught it. Like the table,
2+2=4is an instrument. The way in which it is taught us deprives it
of all character as an utterance; it becomes impersonal.

To return now to Russell’s definition of number. It has been said
that number is the property of a class the members of which can be 1-1
correlated with a prototype, and also that it is the property a class has
of being 1-1 correlated. The latter is not useless as a definition, as it
gives one a way of finding out whether any set of objects has the same
number as the paradigm. We might correlate objects by strings con-
necting them and the paradigm. One knows then what *’I have 3
apples’’ means. Now Russell did not say we have three apples if they
are correlatable to the paradigm, but that we have three if they are
correlated. For he had a notion according to which similar classes are
always correlated.

There is a tendency to say that when xxx can be correlated to the
paradigm they are correlated, the idea being that the possibility of
being correlated is like a thin thread joining the groups, and actual cor-
relation like a thick .one. A possibility is a shadow of reality. It is like
the geometrical straight line which is so ethereal that it cannot be
sensed. Russell’s correlation is of this kind. It is a logical or possible
correlation. And when it is said that a 1-1 correlation can be made
though no physical correlation in fact exists, Russell says that never-
theless the two groups are correlated, as though geometrical lines join
them. But a geometrical line is just the possibility of an actual line
being drawn.

Two different expressions of Euclid’s axiom, ‘‘A straight line, and
only one, can be drawn between two points’’, and *‘One and only one
straight line joins any two points’’, present the same question as do the
two accounts of number. Let us examine the objection that any two
points are not in fact joined by a line, and the reply that they are
joined by a geometrical line, one which in contrast to a drawn line has
no breadth. This sounds as though there is something there which
could be made thick and gross. We must look at the relation between
geometry and reality. If we say a geometrical line is drawn between
two points, this means that it makes sense to say a physical line joins
them, and that one and only one can be drawn means that it does not
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make sense to say two lines join them. The rule about what makes
sense is equivalent to Euclid’s axiom. The relation between the geo-
metrical axiom and the coarse drawn line is the relation between a rule
and its application.

To retum now to Russell’s ethereal correlation. To say two classes
are correlated means that it makes sense to say they are. The classes
abc and def are according to Russell logically correlated. (The word
"’logical’’ is like the word ‘’geometrical’’.) The correlation of @ and b
is expressed in the formula x =q.y =b, and the correlation of abc and
def by x=a.y=d.v.x=b.y=e.v.x=c.y=f But how does one
know they are correlated? One cannot know this, and thus whether
they have the same number, unless one makes the correlation, i.e., by
writing it down. Without doing this, to say the classes have the same
number is like saying the ghost Finella has found them to be corre-
lated.

Correlation by this relation serves nothing. We are cheated by the
sign of equality. What does this sign in Russell’s correlation formula
mean? Can 1 try to see which things are identical with this chair? A
form has been written down which sounds like a proposition. If g is
put for x and b for y in x=a.y=b, the result is a=a.b=b. Now
what does it mean to say a=a.b=b is true? We’ve no use for this.
By making such substitutions we have not shown anything about the
number of a class. 1t is cheating, excepr that writing these equalities
does make a correlation. What we have got is the result of a calcula-
tion.

Furthermore, the sign of équality when used in Russell’s sense can
be eliminated, in which case these equalities cannot be written down.

Note the difference between numerical equality between a class of
nuts and a class of chairs, and between the sum of 2 and 2 and the
number of roots of an equation of 4th degree, that is, between numeri-
cal equality outside mathematics and within mathematics. To one there
corresponds a measurement of number and to the other a calculation
of number. In the case of Russell’s correlations we have a calculation
and not a measurement.

Is there an experiment determining whether the two classes
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have the same number? There might or might not be an experiment in
the case of classes which could not be surveyed. But if asked whether
abc and def could have different numbers, the answer is No, since
these can be surveyed. Would you call it an experiment to correlate
abcd....w and ay8...w So as to see whether they have the same num-
ber? Would you say that you determine by experiment whether the
number of numbers between 4 and 16 is the same as the number of
those between 25 and 38? No, this is determined by a calculation,
using dashes or something similar.

It is a pernicious prejudice to think that using dashes is an experi-
ment and subtraction a calculation. This is comparable to supposing a
Euclidean proof by using drawings is inexact whereas by using words
it is not.

lecture XV

There is a great difference between correlation in Russell’s sense and
in its ordinary sense: (1) the sense in which classes are correlated by
means of identiry, (2) the sense in which cups and saucers are corre-
lated by placing one on the other. For in the latter case, to say they are
not 1-1 correlated in this way does not mean tbey cannot be correlated
in another way. But could one say the same thing about correlation in
Russell’s sense? Here correlation is such that if it does not hold, no
other correlation could hold. This is the peculiar property of Russell’s
correlation relation as compared with ordinary correlation relations. 1
am not here calling attention to a phenomenon of nature; rather, to a
matter of grammar. If correlation by identity does not hold, it does not
make sense to say any other holds.

Frege’s idea of correspondence does not necessarily imply any de-
terminate correlation such as ‘‘sitting on’’ which might hold between
three men and three chairs. One tends to say there is a correspondence
between men and chairs whatever the physical facts may be—whether
or not the men sit on the chairs. If there is a possibility of correlating
them, there is a kind of attenuated correlation. This notion of corre-
spondence, or correlation, is not taken from the physical world but
from mathematics. The difference between physical and mathematical
correlation is parallel to that between an experiment and a calculation.

To explain the difference between an experiment and a calculation let
us consider the use of an abacus as an illustration of a calculation.
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Keep in mind that calculation by an abacus is not less exact than one
with digits. Let us work with the abacus and numerals, marking off
one bead for 1, another for 2, and so on. Suppose that by moving the
beads we make the calculation 2 +3 = 5. Now is this in fact a calcula-
tion or an experiment? This depends on the way we use it. Note that
we need not get 5 beads, any more than that the specific weight of iron
need be 7.5. It is quite possible for a proposition of experience to
become a rule of grammar. Suppose experiment showed that some-
thing having all the other properties of iron had the specific weight
7.8. What would our attitude be to such a result? We might say it was
a mistake. If it happened very often we might assign a different value
to the specific weight of iron. Or we might hold that whatever the ex-
perimental results are, nothing is iron if it does not have the specific
weight 7.5. In this case it becomes a rule of our language, whereas the
proposition that the specific weight of iron is 7.5 was once an empiri-
cal proposition, confirmed at a given time and place. Similarly, if
whenever we counted 2 and 3 and the result of addition was 4, we
might say our rule must change. Or we might say that one of the beads
had vanished, i.e., we might never alter the calculation 2+3=5,
though it might be very inconvenient not to. When we say 2+ 3 must
be 5, this shows that we have determined what is to count as correct;
the must is a sign of a calculation. The difference between a calcula-
tion and an experiment is shown by our saying that a result of counting
other than 5 is incorrect. When on counting two rows of apples we do
not get the result calculated by adding their numbers, we can either
say our addition rule must.change or that the counting is incorrect. We
would most likely say the latter. Or we might say one apple had
vanished if the count was less than the calculated result. What is the
criterion of an apple’s vanishing? One criterion is seeing it vanish. But
if we had two boxes of 25 and 16 apples, respectively, and after
careful counting found only 40 apples even though we did not see one
vanish, we might nevertheless say that one must have vanished. In this
case we are taking 25+ 16 =41 as the criterion for one having van-
ished.

If we report that in counting with normal chalk 2 + 3 always equals
5 but with Dover chalk 8, it is clear that we are talking of an experi-
ment and are reporting a physical fact. But we could have started with
either as a standard for judging experiments. Or we might accept both
results and have different arithmetics. The facts do not compel us to
accept one of them, but suggest the one we adopt. The connection be-

1934-35 161

tween an empirical fact and whatever we lay down as a rule is that. the
proposition that conforms to fact is taken as the rule, other things
being equal. .

The fact that we can be mistaken in an arithmetic calculation is sup-
posed to bear on the question whether arithmetic is an experiential
science. But one is mistaken in a calculation for different reasons than
in experimental determinations. ‘‘Mistake’’ is used in different ways
in science and in arithmetic.

Lecture XVI

The requirement that if two classes are to have the same number an
actual correlation must be made between their members is troubling.
As a way out, let us construct a parallel to Russell’s account, using ?s
classes two sets of points in a plane. Let us say they are equal in
number if there exist geometrical straight lines connecting the points
1-1. This seems to solve the problem, since the question of their
number is now independent of whether lines are actually drawn. Geo-
metrical lines, Frege claimed, always exist. This, however, is only an
apparent way out of our trouble. For what is the criterion for there ex-
isting geometrical lines correlating the points? One might reply, If I
can draw connecting lines, then geometrical straight lines connecting
them exist’’. But if one can show a way of connecting them by mate-
rial lines, why say that geometrical straight lines exist? By saying that
geometrical straight lines connect them I have only altered my expres-
sion of the criterion for their being 1-1 correlated. We have given no
criterion for deciding whether the two classes are equal in number, for
we can translate ‘‘A geometrical line correlates two points’’ as ‘‘It
makes sense to say a real line is drawn between them’’. If the state-
ment *‘‘the number of A = the number of B’* means ‘‘It makes sense to
say a 1-1 correlation is made’’ the assertion of numerical equality is a
proposition of grammar, and says nothing about reality. To say that
10 X 10 =2 X 50 if the units are geometrically correlated is to assert a
proposition of grammar; it is not about the world.

The charm of saying that geometrical straight lines connect the
points is that we seem to say that a correlation exists. But the 'statc-
ment about geometrical lines does not say anything about reality. It
does not mean that there is a correlation, but rather that it nakes sense
to say a correlation exists. Russell’s theory, like this parallel account
of correlation by geometrical straight lines, also makes it appear that a
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correlation already exists, and that it exists before it is determined ex-
perimentally. 1t makes it seem that we have reduced the question of
numerical equality of classes to the question ’‘Are they correlated?’’,
before this question is settled experimentally.

Let us again look at the use of the word “’can’’ in *’can correlate”’’,
Suppose it is said that two points can be correlated by drawing lines
between them. Whether one can do this depends on certain condi-
tions—that one is not killed, that the surface does not vanish, etc. Cer-
tain conditions interest us and others do not. (Suppose the noses of all
Englishmen could be joined to those of all Germans. What if the Ger-
mans refused? This is a possibility that does not interest us.) Now
which is the interesting condition? Assuming that one will live and
that no one hinders one, what condition remains which will enable one
to draw the lines? No physical conditions seem to be of interest; for
we say that whatever the physical conditions are, it is possible to draw
a line between two points. By *‘possible’’ we mean logically possible.
Where is the phenomenon of possibility to be looked for? Only in the
symbolism we use. The essence of logical possibility is what is laid
down in language. What is laid down depends on facts, but is not
made true or false by them. What justifies a symbolism is its useful-
ness.

To talk about logical possibility is to talk about a rule for our
expressions. Suppose that on counting two sets of dots several times
over we get different numbers, and then that we 1-1 correlate them by
strings. To say that our supposition is impossible shows that it is a rule
that we are not to say both that they have different numbers and are
1-1 correlated. We are maintaining, at all costs, that if the two proce-
dures do not hang together there is a mistake. If our joining them by
lines were an experiment, what failed by one method might succeed
with another. In this case we might say it was very unlikely that one
should be able to join them by chalk lines and not by strings. But if we
say this is impossible, it makes no sense to talk about making an ex-
periment. The possibility of 1-1 correlation has to do with a symbol-
ism. When I count o e and *

and say, ‘‘Yes, they can be correlated”’, have I come to a conclusion?
No. I have said what is meant by connecting the dots of the two fig-
ures 1-1.

We have no need of a definition of number, and it was only thought
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that we do because *’number’’ is a substantive which wa§ regarded as;7
denoting a thing with which mathematics deals.. Russell’s gccount o
having the same number makes it appear to enta'II a corfelat}on, :1 lcor-
relation of classes by an ethereal relation. This relation is re rt)l; a
chimera, and to say that classes are so correlated gets us no fu er
than saying they have the same number. We canpot discover the :‘ogl-
cal correlation in any other way than by discovering whet'her' they a:;e
the same number. If one asks what is the fundamental criterion forbee;
possibility of 1-1 correlation, it is that they have the same number!
Russell’s definition of number is futile.
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by Wittgenstein

Lecture 1

Thel:e is certainly something tempting in Russell’s idea of number. But
the idea of defining number at all springs from a misunderstanding.
We do not need a definition of “‘number’’ any more than of *‘the king
of chess’’. All a definition can do is to reduce the idea to a set of inde-
ﬁ.nableg And this’ was not the reason for which the definition was
given; it would have been unimportant to do that. The reason was the
Insistent question, ‘‘What is a number?’’ We can get rid of the puzzle-
ment of this question in a different way: by getting clear about the
grammar of the word “‘number’’ and of the numerals. Don’t ask for a
definition; get clear about the grammar. By getting clear about the use
of the word ‘‘number’’ we cease to ask the question ‘‘What is num-
ber?”” Nor do we seek for something intangible which is, for example
tl'fe'number 3, as contrasted with the digit **3”’. To observe that the’
dfgn 3" is not the same as the number 3 only means that the itali-
cized expressions have different uses. But if we crave a definition
then the definition Russell and Frege gave has a certain charm and it is,
understandable why it was such a success.

We have seen that the gravest difficulty with their definition comes
out when one asks: Should we say we have 4 chairs if they are 1-1
f:orrelated to a paradigm class, or if they can be 1-1 correlated? There
1s no reason why any group should be materially correlated with any
other. B}lt if not correlated materially, Russell and Frege wanted to
say that.m some ethereal way they are correlated. If the correlation is a
firawn. line, one feels that before the correlation there was the possibil-
ity—like a very thin line which one traces in heavily when one draws,
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‘5 or like a poem muttered quickly when one is asked whether one knows
- it from memory, which is then traced in heavy lines by reciting it. The
i possibility of correlation seems to be some sort of correlation. Often
. its being possible to do something is like doing something similar.

We must distinguish physical possibility and impossibility from the
possibility and impossibility in which we are interested. The impossi-

bility of correlating™__ andg gbecause one becomes paralyzed while
drawing lines between the members of the two groups is very different

from the impossibility of correlating = and o o, where one member is

left over when connecting lines are drawn. The latter has nothing to do
with physical impossibility. What makes us call both of these impossi-
bilities? They differ in that in one case what one person does not
succeed in doing, another may. Here you might say, ‘‘My hand
cramps. You try’’. In the other case you say, *“‘Don’t try. It’s hope-
less’’. In what sense is it hopeless? Suppose we have a group of many
crosses which we begin correlating to a paradigm, neither of which we
can survey. If one cross is left over we say, ‘‘Therefore, they cannot
be correlated’’. What would we call trying to correlate them 1-1?
Perhaps tracing the lines between paradigm and group again and
again. Or someone might try, and claim to have succeeded in, corre-

X—0
lating like this: g:g. We would object that he is not playing the game,

and what we would mean is that it does not make sense to say that one
succeeds or can try, or that the x’s and o’s are connected or are not
connected.

It is queer that one should be able to say “It is hopeless to try’’.
This sounds like a prophecy, as does predicting that anyone who tries
to get a 4 when he divides 1 by 3 will fail. But if it is a prophecy, it
can be wrong. And it is a prophecy unless it has been decided, when
one x is left over in the correlation, that it is impossible. The impossi-
bility of correlating them 1-1, or of getting a 4 in the division, does
seem to be similar to anotber sort of impossibility—to a physical im-
possibility or an impossibility of remembering. I want to destroy this
seeming similarity. Compare the prophecy that it is hopeless for me to
win a fight against a heavyweight boxer with what seems to be a

prophecy of what will happen when I try to correlate gandg . How do

you know that I will fail? In the first case it is because the boxer is
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bigger than me. Note, however, that here 1 could give a description or
have a picture painted of such an imaginary fight in which 1 did (or did
not) win, as well as of a real fight. But can we describe what we can-

not do when we try to I-1 correlatesana' Sor get a 4 in the result of
dividing 1 by 3? Anything that can be described can happen. If we
describe correlatingg dwe can correlate them. There is nothing to
prevent our joining them in any way we wish, but we must fix what is
to be done. Instead of saying that’ican never be correlated 1-1 to o

one should say *’No correlation of these two groups will be called 1-1
correlation”’. 1t is a rule we give. «

Trying to catch one’s thumb is similar to trying to correlate xand o.
There is a conflict between the aim of a person who wants to catch his
thumb and the fact that he would not be satisfied had he done it. One
might deceive him by putting a replica in place of his thumb when his
hand moved, but on discovering the deception he would say this is not
what he was trying to catch. He is like the person who would not be
satisfied had he correlated x and o by some game of skill.

Let us compare ‘It is impossible to get from this room to the next
without going through the open door’’ with “It is impossible to catch
one’s own thumb’’. In the first case you can describe both beginning
and end and the condition without which the next room cannot be
reached. In the second case, you have not said what it is that is impos-
sible, i.e., what you are not going to succeed in doing, for there is no
describing catching one’s thumb. When you tell someone he is not
able to do a certain thing a muddle arises if he thinks that you have
told him whar he is incapable of doing. *‘1-1 correlating four crosses
with three circles”’ does not describe what it is impossible for him to
achieve.

To return to the identity relation which Russell said made the corre-
lation between classes. That any two things 4 and C are correlated 1-1
shows up by replacing x by 4 and y by C in the function x =4 ‘y=C.
“A=A.C=C" is supposed to assert the relation between A and C,
and we ought to be able to find out whether the two groups have the
same number by seeing whether this identity relation holds between
their members. Suppose the people in two rooms are named by the let-
ters of the Latin and Greek alphabets, respectively. It would seem that
by calculating we could get to know that the number of people in the
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two rooms is the same: A corresponds to o, B to 3, etc. Now on writ-
ing the formula x=4.y=a.v.x=B.y= B,V . . - etc. we have
only correlated the names. What we have really done is to find out that
the Greek and Latin alphabets have the same number of letters! 1s
there any other result? We might say that through the names we have
correlated the people; and if a Greek or Latin letter is pinned on ?ach
person we might be said to have done so. But if one .letter were given
to several people, if 4 were given to x and B were given to xxx, Rus-
sell’s formula would not show that the two groups of people have the
same number. We might say that by correlating the names one knows
how many entities there are; but what good is this if one does not
know what the entities are? If into the schema x = Y= M
= Y= N 1 write names, 1 shall have correlated the
same number of names with the x’s as with the y’s. If 1 then correlate
things with the names 1 can say that the things have tl?e same number as
the two groups of names. But this is a purely material correlation.

Lecture 11

’For every one here there is one there’’. These words say nothipg
about any actual relation between the two groups and seems to. be in-
dependent of any actual correlation between them. It is concelve.d. in
terms of checking one item against another. Were Russell’s definition
useful it would give a hint as to a method of discovering whether two
classes have the same number. We use the words "for this there is
this’’ when we deal with names of things, and do not make a real rela-
tion between the things. The things denoted by “ABC’’ and ‘‘DEF"’
are said to have the same number if they fall into couples, but. all the
couples are held to exist whether the pairing is done or not. It is when
we talk of the symbolism that there is a temptation to talk of a corre-
spondence which is not an actual correlation. To see w.hether the two
classes have the same number, put them in 1-1 correlation. An actual
correlation does not give us an indirect way of finding out whether
they have the same number, but tells us what we mean by classes hav-
ing the same number. .
Determining whether two classes have the same number may be ei-
ther an experiment or a calculation. Let us compare cases where we
can see immediately that the number is the same, or different, and
cases when the number is too large for this. In the case of 0%, deter-
mination of whether circles and crosses are numerically equal is not an
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experiment. It is a calculation, like finding out whether 5' is more than
ron . . .

4'9". For a greater number, where a visual criterion would not serve, it

would be an experiment. There would be no such thing as seeing the

numerical difference between 1000 and 1001. We can regard 8§in
X

two ways. (1) We can survey all of them here—look at the array as a
whole, as one picture—and see that the two groups are numerically
different, inasmuch as there is one isolated cross. (2) We can survey
them after making a correlation to see whether any element remains
over, say, by covering each row of circles and crosses successively, fi-
nally uncovering, as the last stage of an experiment, a row with a
cross left over. Here we have an experiment, not the ''result” of a
demonstration. The experiment shows one cross remaining. Only if
the two classes are looked at as a whole, and one cross is seen as

isolated (with no possibility of a cross having disappeared), would it
be a demonstration.

Lecture I

Russell’s relation *I am I"” and *‘he is he’’, which correlated / and he
when one substitutes in x =1.y =he, is popularly expressed by *’for
this there is this’’. Saying that for this there is this sounds very like
saying that they stand in a certain relation—such as ““This is the wife
of this man and this the wife of that man’’. “’For this there is this’’ re-
ally says nothing about the terms, or a relation. It has the form of a
proposition about things, and at the same time is not one.* Likewise to
say that two classes have the same number of members if the members
fall into pairs says nothing, but it sounds like a real statement such as
‘“These men fall into pairs’’, meaning that they walk together. Having
the form of a proposition about things and yet not being one gives rise
to muddle.

It is important to remember that when we talk of classes having the
same number of members we by no means always talk of the same
phenomenon. Compare saying that two coal scuttles have the same

number of pieces of coal with saying that the two rows gg have the

* # These words, together with geslures, are being used 10 put the members of
the classes into couples. And this is a way of finding whether they have 1he
same number.# (From Wittgenslein's preparatory notes. In fulure, supple-
ments from his notes will be indicaled by #. (Editor)
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same number of elements. You might say that we can ascertain
wbether the two scuttles have the same number of pieces by counting
them. But I might object that I want to know how many pieces there
are now, and that emptying the scuttles piece by piece does not tell me
that there will be the same number after counting as there were when I
asked. How does one know that some will not vanish while being
counted or that others will not break up? Similarly, suppose someone
asks me whether two pieces of wood are the same length, and I put
them together and say, Yes. Suppose he says that he wanted to know
whether they are the same as when he asked me, and questions
whether I know that nothing has happened to them while I measured
them which would make them a different length now than then. The
answer is that it means nothing to say they are the same if every
method of finding out is rejected. He should be asked what his crite-
rion is for their being the same length. There may be many criteria. To
say they have the same length is to say something about tbe method of
finding out. The same applies to numerical equality. A statement about
the number of terms means different things according to the criterion
for finding out what the number is.

Suppose [ take as criterion for the equality of numbers what our ex-
planation gives, namely 1-1 correlation. To say the numbers are the
same is to say something with many different grammars. Note how
different is 1-1 correlation of coals in the two scuttles and of the

. . X . .
crosses and circles in §§ In the latter case one has a visual criterion;

one sees them correlated. Where there is a visual paradigm one has a
method for determining whetber two classes have the same number. A
large paradigm cannot be surveyed, so that this method fails beyond a
certain number. The phenomenon of 1-1 correlation is entirely dif-
ferent in different cases. With the coals in the two scuttles we do not
have a visual criterion. Yet we call 1-1 correlation both visual correla-
tion, in the case where one does not ask whether the two groups have
the same number, and throwing coals out of the window in pairs,
where no visual correlation exists. In the case of the coal scuttles, we
use correlation to find out that they have the same number of coals.

But in the case of a visual paradigm like gg ,*which is a most special

case, we can both see the pairings and the number. Here correlation is
not a criterion for the two sides of the array having the same number.
Sometimes we cannot see either the correlation or that they have the
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same number. In the case of the coals thrown out in pairs, we can do
only one thing: use correlation. The idea of 1-1 correlation is an image
through which we look at a certain fact, and in some cases is most nat-
ural, namely those in which there is a possibility of joining terms into
couples. For some cases it is very suitable, and not at all for others.
Recognition of the same pattern is another criterion for numerical
equality. One can say that ‘‘There are four people in this room’’
means that the people can be put in the form of a square, and so on for
other numbers, as follows ® ® o
. oo o
[ ] [ ] o000
These schemata are natural but are very limited. We could not count
up to 100 by them. The grammar of ‘‘Two classes have the same
number’’ differs in different circumstances. And to say that two waves
have the same number of nodes when there is no way of correlating
them means nothing.
The pattern L R
X8
Xo
may be regarded as a demonstration of 3>2, one which is as good
as any geometical demonstration. (To recognize that this is so I should
have to give you a system of such demonstrations by which you would
see that what I did was an operation laid down beforehand, like that
for addition and subtraction.) However, if we look upon it as a pattern
on which we experiment, then it is not a mathematical proposition to
say there are more elements in R than in L. What one calls a demon-
stration does not have a proposition as a result, as does an experiment,
but instead a rule of grammar.

When I draw a circumscribed pentagram @

and find that the outer vertices are five, have I made an experiment? Is
determining that the number of outer vertices of the figure is the same
as the number of inner vertices an experiment? We must distinguish
here between *‘This figure has 10 vertices’’ and ‘‘The pentagram has
10 vertices®’. Of course drawing the lines of this figure, to get the
result that there are 10 vertices, is an experiment. Drawing the figure
takes place in time. But the demonstration about the pentagram is not
what I did at a particular time, in these five minutes of drawing; it is
not a process at all. It is just the figure. The proposition about the pen-
tagram is a rule of grammar about the word ‘‘pentagram’’.
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It is said that if one demonstrates something about this pentagram
one has demonstrated the same thing for all pentagrams. This is a con-
fusion. What is wrong here is the word “‘this’’. A demonstration is not
about this figure. Finding out something about this particular pen-
tagram is an experiment; whereas a demonstration shows something
about the use of the word ‘‘pentagram’’. It is nonsense that an experi-
ment with this figure should be used to demonstrate something about

this figure.
There seem to be three propositions which can be asserted about this
figure: b

(1) These sets of dots do not fall intc.> pairs. This is an empirical propo-
sition. (2) Three dots cannot fall into pairs with four dots. This is an
arithmetical proposition. The phrase ‘‘falling into pairs’’ is used in a
timeless way having nothing to do with a method of pairing. ‘‘4 dots
do not fall into pairs with 3 dots’’ is timeless. (3) Anything that looks
like this $ cannot fall into pairs with anything that looks like this 3
[ ] [ 4
[ ]

Here we seem to have proved something about reality.

Lecture IV

Existential statements about classes have very different grammars. For
example, ‘‘There is a 1-1 correlation between the members of 4 and
B*’. #We have said that what we described as ‘‘numerical equality’’,
“‘being 1-1 correlated”’, *‘having the number n’’ were widely different
phenomena. It is an illusion to think that “members of the classes fall
into pairs’’ is an analysis into simpler terms of what we call numerical
equality. We can if we like put ‘‘being numerically equal’’ = *‘falling
into pairs”’, but the use of the one expression just as of the other has
got to be explained in the particular case.# To say that two classes
have the same number and to say they can be -1 correlated are two
verbal forms and nothing else. We do not know how either expression
is to be used in a particular case. If there is a way of correlating the
classes, then in saying that ‘‘having the same number’’ means being 1-
1 correlated we refer to a process already used; and thus the definition
sounds illuminating. But unless there is a way, we would do better to
define “‘being 1-1 correlated” as having the same number. This might
be the case if we were in a position to count but not to 1-1 correlate.
Our definition gives a very convenient formulation, not for every case,
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but for those cases most likely to be thought of. Similarly, ‘4 is double
the length of B’’ defined as ‘‘B superimposed on 4 twice gives the
length of A”’ is convenient as applied to rods. But it would be sense-
less as applied to wave lengths of light. For it has not been said what it
would mean to put together two wave lengths and find that one is dou-
ble the other.

Let us compare ‘‘The pentagram has 5 outer vertices’’ and ‘‘My
hand has 5 fingers’’. These are enormously different, although they
sound alike. Their grammars differ in a way that could be described in
terms of ordinary English grammar: the first has no tenses, whereas
one can say of a hand that it has had 5 fingers. The proposition which
answers the question ‘‘How many?’’ is in the first case timeless,
though there is a great temptation to say that a pentagram always has 5
outer vertices. Apart from a context you might think the question
meant ‘‘How many does it have now?’’ as against ‘‘How many did it
have yesterday?’’ The question asked about the pentagram’s vertices is
not about a specific figure drawn on the blackboard.

Suppose the human hand were taken as the sample for 5. Then the
statement that the hand has 5 fingers would be like that about the pen-
tagram, or like the statement that there are 12 inches in a foot. It
would be of this timeless kind. When one asks in the mathematical
sense how many vertices the pentagram has, one has resolved that one
particular cardinal number be correlated with it. And it is not said
which pentagram this number is correlated with. This is not the case
with the fingers of a hand. We might, however, have different conven-
tions for counting. We might say the pentagram has six vertices be-
cause we had decided to count one vertex twice over. And we might
have different conventions for linear counting and for counting in a
circle. This would not make havoc in arithmetic. We should simply
have a different arithmetic. There is no abstract reason for correlating

_one particular number with the pentagram’s vertices. In fact we could
continue counting vertices as long as we wished, in which case it
would not make sense to ask how many vertices there were.

In saying the number of vertices is five we might think what we are
saying is in no way dependent on a convention, that we have said
something about the nature of the pentagram. People have thought that
although it is not in the nature of a hand to have five fingers, it is in
the nature of the pentagram to have five vertices. We are also inclined

to think that in a demonstration about @
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we have demonstrated something in its essence. This is a dangerous
trap. Consider

which shows that a rectangle can be divided into two right triangles (or
that two right triangles put together give a rectangle). There is some-
thing queer about saying that N gives

is a proof of this statement. You might say we could concentrate first
on one triangle, then on the other, and then on the rectangle, and see
that the two triangles give a rectangle. Would this be a proof ? No. It
is only a proof so long as it is one figure. What happens in time if we
draw

and then draw a diagonal does not come into the proof at all. All that
matters is what is embodied in the result.

If the diagonal suddenly becomes wavy, this makes no difference, as
what happens in time within the diagram is irrelevant. ‘‘This gives
that’’ is ambiguous. One diagram and another do not give a third in
the way in which hydrogen and oxygen give water. The diagram
showing that the two triangles give a rectangle, in being described by
the phrase ‘‘This.and this give that’’, is a standard for judging any
further experience.

Let us look at the simple demonstration that 2+ 2=4: (/D) Here
also it appears that two diagrams—this and this together—give 4. But
nothing is happening at all. There is just the figure. Suppose one said
of t111 that it is in its nature to be divided into two 2’s. The numerous
ways of dividing these strokes mislead us; they make us say that it is
in their nature to be capable of being divided. These strokes, 1111, the
image of 4, presents us with a queer case: it seemingly has something
in it from experience and something a priori. We seem to have dem-
onstrated that the visual 4 is capable of being divided into couples,
that U ! demonstrates that 1111 can be so divided. But which four
strokes consist of two 2’s? (111 or L/t!? You might say that the figure
consists of two 2’s when it is divided into two 2’s, but does not do so
until it is divided. And then what you see is the whole drawing, like
one whole experiment of which you see the beginning and end in one
figure. However, it is not this; it is a picture of what an experiment
would be if it gave this result. The picture of an experiment is not an
experiment at all. But this picture could be used for two entirely dif-
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ferent purposes, (1) to show what the experiment yields, i.e., to de-
o

scribe what actually happens. A film which shows UL shows three
L)

Ll

stages of what an experiment yields when strokes are grouped and an
arc added. (2) to serve as a standard for a normal experiment. For ex-
ample, if a picture was drawn of a flower and we said, ’'This is not
the picture of a real flower, but if a flower grows in this way we shall
say it grows normally’’, then we are using the picture as a standard.
The diagram {)supplies us with a standard: if two things put together
with two others give us four, then we shall say nothing has been added
and nothing has vanished.

In some cases it is not clear what is demonstration and what is ex-
-periment. Consider Pythagoras' theorem. It probably was -not a
theorem at first but a proposition of experience. By measurement it
was found that the sum of the squares on the sides was equal to the

square on the hypotenuse. %

Here one seems to have a proposition playing two different roles, (a)
found true in all cases, (b) demonstrated. And it is queer that what is
found true in particular cases should be demonstrated. 1t is as if the
table stood on more legs than is necessary.

What makes it difficult for us to understand (i ) as a demonstration
of 2+ 2=4is in the idea of the visual 4. We might say we see one
figure and the other figure and then both together, but that we do not
see a ‘‘must’’. What do we say the proof is about? Is it about 4, or

o
about three 4's.; about 1111 or about L't' ? (When 1 have written AA
L
on the board, have 1 written one letter or two? This depends on
whether 1 mean by ‘‘A’’ this peculiar shape or a collection of chalk
marks.)

Suppose 1 wish to lay boards 2 feet wide across a room 12 feet
wide. Arithmetic tells me 1 shall need six boards to cover it. 1 get six
such boards and say, ‘‘Therefore they will fill the room’’. But need
they? If they do not, 1 shall say they must have expanded or contrac-
ted. This means that arithmetic has told me nothing. And though it ap-
pears that arithmetic has told me something if 1 find on laying six
boards that they are each 2 feet wide, again it has not told me any-
thing. For now 1 call 2 feet what goes 6 times into 12.

This picture seems to demonstrate it

1934-35 175
Suppose 1 am doubtful whether three boards 2 feet wide fill 6 feet.

and 1 might say it shows something about the nature of 6, namely, that
it is 3 X 2. There is no experiment here, and nothing is shown about
the nature of 6. We must distinguish between ‘‘This space can be cov-
ered by three boards 2 feet wide'’ and ‘‘A space of 6 feet can be cov-

i ered by three boards 2 feet wide’’. The latter is not demonstrated by
i an experiment.

Lecture V
Suppose a space were fitted by three boards 2 feet wide. There is no

b difficulty in seeing that the mathematical proposition 2 X3 =6 says
' nothing about the boards or about their fitting the space. For if we
| filled the space with boards supposedly 2 feet wide and they did not

fit, we would say either that the boards had changed or that we had
measured wrongly. Mathematical propositions do not predict, not even
that they will fit if they do not change. For the criterion of the boards
having changed is that they were measured correctly but do not fit.

1 have been trying to deal with visual geometry where proofs consist
of looking at figures and seeing connections between them, what one
might call visual demonstrations. Consider (a),,_, | ,» and
(b), |1 . . Does (a) fit (b)? We place (b) under (a) and see
that they do fit. It seems that we can show this by something which is
like an experiment and yet not an experiment. 1t is something like a
demonstration about reality. The question about (a) and (b) is of the

same kind as the question whether Q fits e

By joining the vertices of a pentagon we get a pentagram, and show
how they fit. (1 take figures here which one can see as ornaments and
recognize. It won't do to take figures with 20—32 divisions.) Note

O\

Does a hexagon fit an equilateral triangle? Is it an experiment to
prolong the faces of a crystal so as to get a figure that surprises
one, e.g., to extend some faces of an octahedron and get a tetra-
hedron? All are the same sort of question. If one is an experiment,
the other is. There is one matter of experience, viz., that by drawing
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lines in such-and-such a way one gets a well-known figure, say the
pentagram. But it is not a matter of experience that the pentagram fits
the pentagon. There is a peculiarity about the word *‘fits’’ here; it is

tenseless. Whaty— ! i ! .—Shows is not that the figures (a) and

(b) fit, but what it looks like for these figures to fit. One might say that

the complete figure @

shows what one means by a pentagram fitting a pentagon.
I want to free you from the idea that this figure @

shows something about the essence of a pentagon and a pentagram,
that the demonstration is an experiment in another sphere, an experi-
ment at a higher level on a more ethereal object.

Suppose we had never seen a pentagram inscribed in a pentagon,
that it is a new experience. #We are tempted to say that the experi-
ence tcaches us that the pentagram fits the pentagon. It seems that we
are learning by experience a timeless truth.# At the same time we
tend to think the experience of inscribing the one within the other is an
experiment with sense data, and that it proves something about things
in our visual field. This is wrong. #What is important is that although
‘‘visual image p (the pentagram) fits visual image P (the pentagon)’’
seems to be proved by experience, it is used as a proposition of geom-
etry, i.e., of grammar.#

In what cases do we call a color a blend of two other colors? When
one mixes blue and white paint the result is pale blue. But what if
mixing them gave green? We would say that could not be, that a
chemical reaction had taken place. Consider mixing light, which does
not introduce the complications which paint does. Suppose mixing red
and blue gave yellow instead of purple, and that it did this even on the
color wheel. The color wheel can be used to experiment and also to
demonstrate. In some cases it is not used to make an experiment but to
show us when we are getting a real blend of colors, i.e., when they
are mixed normally. If something different happens from what we ex-
pect we say something must be wrong. We could say, ‘‘Whatever the
color wheel gives when red and blue are mixed, 1'l] call that the blend
of the two colors’’, but we do not in fact say this. As when the colors
of the rainbow are mixed and give grey instead of white, so if a color
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wheel gave an unexpected result we should say the colors mixed were
not quite pure. When we use the color wheel to make an experiment,
and say ‘‘Blue and white give pale blue’’, we can say it does this now,
and ‘‘give’’ is temporal. Otherwise used, ‘‘This is a blend of blue and
white”’ or ““This . . . gives this . . .”’ is not a temporal statement,
just as ““This . . . fits this . . ."’, similarly used, is not temporal.

Lecture VI

It is easy to see that statements of geometry and arithmetic are used as
statements of grammar, that they do not predict, for example, what
will happen when two rods 2 feet long are put together and set against
a third rod of 4 feet. .

t’

It does not follow at all that by putting the two-foot rods together one
will get 4 feet. If one says they must give us 4 feet, that does not say
anything about the actual result of measurements. One might
(wrongly) argue that all that need be done to show that the two rods
equal a rod of 4 feet is to divide the latter in this way:

4'| 2
al 2

and conclude that a must be 2 feet. This assumes too much, for how
do you know that if the lower right-hand rod is 2 feet the left-hand
length a must be 2 feet? The total length may well be 4 feet by con-
struction but not by measurement. Similarly, a construction by com-
passes of a regular pentagon in a circle may show the sides to be
equal, but measurement may not show this. If a is 2 feet by definition,
then the whole matter is different. That is, if the measurement is to be
confirmed by the calculation, then one can see that 2’ +2'=4"is a
grammatical proposition and not about actual lengths. There is the ap-
pearance, however, that a proposition of grammar is confirmed by ex-
perience, an experience, furthermore, of an internal relation.

Let us ask the following mathematical question: What sort of star do
the diagonals of a pentagon form? The answer is given by drawing a
pentagon and its diagonals, then isolating the inscribed figure. Here
we have a problem and also its solution. An exactly analogous ques-

4
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tion is the following: How much is 23 X 18? The calculation 23 is
as much a geometrical construction as 18

184

& - :

414
The multiplication table might be regarded as a means of construct-
ing the figure. The following is also a geometrical construction

, showing that 3x3=(4x2)+1. If I call drawing the
T g (4x2) g

star which is formed by the diagonals of a pentagon an illustration
of a geometrical construction, then the multiplication is also. But I
should prefer to say that if the latter is a calculation then so is the for-
mer.

It has been said that constructions with ruler and compasses are
always inaccurate since one can never draw a geometrical straight line,

and hence the drawing Q ﬁ

is not exact. This is not a proper objection, but if it were, the same
would apply to the multiplication: it could be objected that the shapes
of ‘‘4’’ were not exact, that we could never be sure we had written
‘‘the arithmetical 4°°.

If we say the construction shows us something about the essence of
pentagrams and pentagons, then we must say the multiplication shows
something about the essence of numbers. Would it be wise to say this?
Suppose we taught a man multiplication, giving him rules for multi-
plying decimal numbers. Suppose that besides these rules we assumed
a further, queer axiom: 23 x 18 =800. Is it wrong to assume this or
not? Is there a sense in which an arithmetic which had this is no arith-
metic? Some might say it would be uninteresting, because from a con-
tradiction together with the usual rules one could deduce anything. I say
this is wrong. Assuming the usual rules of arithmetic, was I bound to
get the result 414 from 23 X 18? The proposed axiom, 23 X 18 =800,
is uninteresting because there is no phenomenon for which an arithme-
tic including it is of any use. If any phenomenon arose, i.e., if 23, 18,
800 were constants relating to our space or to all natural phenomena, it
might be extremely useful to have an arithmetic in which one mul-
tiplication among all others had two results. What about the objection
that if we had this rule we should have to add others? If we taught a
man a rule by giving him instances up to 500, expecting him to add
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thereafter according to the rule of ‘‘Add 2, and if at 1000 instead of
adding 2 he did what we would call adding 3, what would we say if he
claimed to have followed the rule? We must not suppose that with the
rule we have given the infinite extension of its application. Every new
step in a calculation is a fresh step. In answer to the objection above,
the reply is that we need not give new rules. It is not in the nature of
23 and 18 to give 414 when multiplied, nor even in the nature of the
rules. We do it that way, that is all. This does not mean that any result
in arithmetic will be accepted.

Consider the following: ‘‘If you draw the diagonals of a pentagon
you get a pentagram, and “‘if you do this and this . . . you get

Napoleon.*’ @
\

What can’t be predicted when the operations are described is the char-
acter of the visual impression. An experimental factor is involved. We
ought to examine what is an experiment in these cases, and in such

analogous cases as %

containingd , and the puzzle picture of foliage in which the face of
& man is hidden. What sort of proposition is it to say %

containsﬂ? It may or may not be a proposition of experience. We
are inclined to say that when the face of the man is seen when the
foliage is looked at from a certain angle we have discovered something
internally related to the foliage. One cannot draw the foliage without
drawing the man'’s face, so that to say there is a face there is redun-
dant. It is a geometrical proposition that in the foliage there is a man’s
face. And yet it is a new experience when one sees the face. #Our vis-
ual impression has changed. But must one not say that the new expe-
rience would have been impossible if the old one had not been what it
was? We seem bound to say that the new experience was already
preformed in the old one, or that we had found something new which
was already in the essence of the first picture.#

What does one discover when one discovers the man’s face or

(ﬂ in % , or that two right isosceles triangles put together give
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a rectangle? A new experience is involved, an experience of a new
aspect. We say ’Oh, that has never struck me; but I now see it must
be so’’. We do not say this in the case of a genuine experiment.
Seeing a formula in a different aspect is sometimes regarded as a
mathematical discovery. Sheffer discovered that Russell’s two primi-
tive ideas ’or’’ and ’’not’’ could be defined in terms of one con-
stant ’neither . . . nor’’*. ~¢q was defined as g/qg and p v ¢ as
plq-/'plq. Imagine that Russell and Whitehead had written Principia
in such a way that *’~’ and >’’’ were always distributed in the order
~'~, as in ~p-~q. And suppose that Sheffer discovered what they
unwittingly did. One could say he was merely drawing attention to a
certain aspect of the formula which they wrote in this fashion, just as
the two triangles could be regarded as a new aspect of the rectangle.

Lecture VII

Let us look at the role which an aspect plays in mathematical demon-
stration, the aspect under which one sees figures, when something
timeless seems to have struck us.

Consider the statement that a certain object consists of parts, e.g.,
that a pentagram consists of a pentagon and five triangles, and that a
chair consists of back, legs, rungs, etc. The word ‘‘consists’’, which
means ‘‘made up of parts’’, is used in two different ways. To say a
chessboard consists of 32 white squares and 32 blacks gives informa-
tion which a man might not have had. With this meaning given to
“‘consists’’ he would be able to make a cbessboard.

The parts a thing has depend on the different ways of dividing it.
All sorts of things could be called dividing or putting together, one of
which is visual division. A figure can be divided differently by dif-
ferent acts of attention. Suppose we visually divide !!!1 into two
groups of two. One might say that this is seeing that 2+ 2 =4, But the
equation can’t be seen. There is no phenomenon of seeing that 2 +2
means the same as 4. But there is a phenomenon of seeing certain
aspects. Seeing the dashes in pairs suggests arule, 2+2=4. A certain
symbolism readily goes with a certain aspect which strikes us when we
look at a thing.

Suppose a tribe saw a square as two intersecting parallels, and that

another tribe always saw it as a double right angle: According to

*This is an alternative to the usual reading of Sheffer’s stroke. (Editor)
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i ‘the visual aspect they would very likely adopt a certain description,
 e.g., the use of "’double right angle”’ instead of ‘’square’’. But the
, description is not necessarily bound up with the aspect. And it is not
L the case that they must see it like this because they adopt the symbol-
' ism.

We can imagine a language which never used ’’4’’ but only
242", As long as we look at | 111 in “’the 2 and 2 way’’ our pic-

‘ture consists of a division into 2 and 2. The actual visual division is a
i .temporal process, and the figure will consist in division into two parts

as long as the phenomenon of division lasts. But the equation 2 +2 =4
is timeless. That 4 consists of 2 and 2 in the sense of *’2+2=4" can-
not be seen. There is no phenomenon of seeing that a proposition of

b grammar holds.

¢ ' Visual division is a phenomenon like any other. If one does not rec-
L ognize this one feels that by getting a new aspect one penetrates into
' the essence of the thing. When one’s attention is drawn to the fact that
¢ a pentagram consists of a pentagon and five triangles one seems to see

something which is there whether one’s attention is drawn to it or not.

L However, that the pentagram consists of these parts lasts as long as we

see it under this aspect. On the other hand, if we adopt the geometrical
expression, ‘’pentagram = pentagon plus five triangles’’, what this
refers to cannot be seen. It states a rule. And of course the rule may
have been suggested by seeing it thus. This shows what role may be
played in a demonstration by attending to an aspect. As mentioned
before, Sheffer might have called Russell‘s attention to the fact about
the formula ~[~p‘~ {~r+~q}]'~[~q'~r] that one logical constant
could be used instead of two. This is an aspect one might not see even
though the formulae of Principia always used ‘‘~’’ and ‘‘.”’ in this
kind of order. To see this is to see another aspect. And looking at a
symbolism under a different aspect comes to changing the symbolism.
But there is a great temptation to suppose that when one gets a new
experience that #this experience teaches one something about the es-
sence, the internal nature, of the formula. It seems to teach one a
mathematical (or logical) truth, and this does not seem to be a rule of
grammar but a truth about the nature of things.#

The statement that the picture puzzle consists of a man plus other
lines could be two different things, a description of what was actually
seen (where one’s activity of attention is on no different level from an
activity with chalk), or a statement that the picture was to be so used
as to mean ‘‘a man plus other lines’’. The great temptation is to say
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that if the puzzle were not of this kind it could not be divided into a
man plus other lines, or that 111111 could not be divided into 3 and 3
if it did not consist of these parts. This language suggests that there
is an obstacle preventing a division, say, into 3 and 4, that such a di-
vision would present an insuperable difficulty. But there is no in-
superable difficulty. It just means nothing to say it is divided into 3
and 4. The person who says I cannot divide it in this way must explain
what it is like to do it. But naturally he fails since he himself does not
admit of the description ‘‘dividing into 3 and 4’’ except in the case
where one starts with 7.

Suppose a person divides 1 by 3 to see whether 4 turns up in the de-
velopment. I tell him ‘“You will never get 4; it is hopeless’’, and draw
his attention to the fact that the dividend and remainder are the same.
This may never have struck him. Here it looks as though by drawing
attention to this fact we did not perform an operation but showed what
was already there. It also looks as though this is a quick way of show-
ing what could be shown by carrying on the division to an enormous
number of places and concluding that it it is hopeless to look for a 4.
The use of the rule to show by a short cut that a 4 cannot be found
looks very like giving up looking for a pine tree on being told that
pines never grow in the soil of that neighborhood. But there is a very
great difference. Nor is carrying on division to an enormous number of
places analogous to looking through a telescope and seeing a long row
of 3’s. Whatever the apparent analogy, it is mistaken. We do not have
here another method of seeing the same thing. However, there are two
ways of answering the question whether at the 50th place there is a 3:
by writing out S0 places, and by looking at the division li3, seeing

that dividend and remainder are the same, and thus anticipating the
long calculation.

#Imagine this operation: construction of a decimal by multiplying
again and again .25 .25: .625625625 . . . And consider the order:
Look for an 8 in it! What is it like to try to find an 8? What is it like to
find an 8? I can hope to find an 8 in the product 284 x 379, but not in
this decimal. To say it is hopeless to find a certain result really means:
our calculation has already shown it to be wrong or, our calculation
has already decided against it. #
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Lecture VII

Notes of this lecture and subsequent lectures by Margaret Mac-
donald, together with preparatory notes by Wittgenstein

We said that it could be shown that a 4 would never appear in the
division of 1 by 3, by calling attention to the fact that the remainder
was always 1, and therefore that the result would always be the same.
Consider the division of 1 by 7. #In 1:7 gibt es ein endliches Prob-
lem und ein unendliches.# Now it might not be noticed that there
comes a point in the division where the remainder is 1 and the digits of
the quotient repeat. 7) 1.g800000 (142857

20
“60

40
50

It seems as if we could make a i)(zophecy that since the series recurs it
is hopeless to look for a 6, that there could not be a 6. Similarly, sup-
pose someone were looking for a product whose middle digit was 4,
and I said, ‘‘Multiply 19 by 34’’.19 What would it be like to look for
34
76
57
646
a 5 in this result? I can imagine what it would be like to find a £5
note in a book, but can I imagine what it would be like to find a 5 in
the result of this multiplication? I could rub out 4 and write 5; but this
won’t do. You could object that I have written 5 but not found 5. To
find a 2 in the division of 1 by 7 you might say is easy: here it is. But
inasmuch as you know what it is like to find one 2, it looks as though
you also know what it is like to find two 2’s. ‘‘Finding’’, however,
should mean finding by correct calculation. A person who found an
object in a maze by climbing a tree and overlooking the maze would
be said not to be playing the game, that finding it means going into the
maze and searching for it. Similarly, by multiplying 19 X34 I have
shown you what it means to find a 4 in the product: finding it by a pro-
cess of multiplication, i.e., by a particular operation and in no other
way. To describe what it would be like to get two 2’s in the quotient
of 1:7 you must always describe a faulty calculation, so that it is not
finding a second 2. By ‘‘find” is meant, find by correct calculation.
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Suppose the problem was to find the number occurring at the 10'°th
place in the quotient of 1:7. One person might try to calculate the
number, another give the rule for finding it. #You can now say, it
seems, what the 10'°%th place will be. How can one calculation antici-
pgte the result of another? What does it mean: to prophesy what one
will correctly find?# Are we to say that the two calculations must lead
to the same result? What we do say is that if we do not arrive at the
same result in both cases a mistake has been made in one or the other.

What is the connection between the meaning of a statement and its
verification? Suppose I asked what it is like to find a man in the next
room. You might say it consists in going in and seeing him. You have
given a description of what it is like. This may mean that a definition
has been given of what it means to find him, or it may only be that a
connection has been made between one sentence you utter and an-
other. It is not a definition inasmuch as there may be other ways of
finding whether there is a man in the next room. What I am saying is
that I am describing what it is like for p to be true by giving a gram-
matical connection between p and other propositions. It is not neces-
sary for there to be such a connection, but if I give a connection I am
saying what it is like for p to be true. I am saying something about the
grammar of the proposition. To give the grammar of the proposition p
is to give the sentences with which ‘“‘p’’ hangs together and to say in
what way they are connected.

Lecture IX

We are constantly misled by having the same forms of expression for
mathematical and empirical facts. We say, for example, that one rod is
longer than another and also that 6 feet is longer than 5 feet. We talk
about finding out the same fact in different ways, and of finding the
same mathematical result in different ways. But these are utterly dif-
ferent. Matters of fact always involve time; mathematical facts or
propositions do not.

'\M.‘/’ In this diagram of 12 dashes it is shown that in

these three fours there are four threes, that two processes lead to the
same result. What would it be like not to get the same result? We say
that we cannot imagine any result except the correct one, nor that the
different ways should lead to different results, and this is not because

pf human incapacity. I could imagine a totally different result, but not
in the same game.
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We can see what it is like to get a 2 in the development of 1:7. Ina
sense we know what it is like not to get a 2—simply not writing it
down or not doing a calculation at all. But this is quite different from
getting a 6 instead. If I say I cannot imagine a 6 in the result, this
means that the calculation shows me what it means to imagine a 2 and
gives no sense to the statement ‘I imagine a 6 in the result’’. The
same thing applies to getting the same result by two calculations. That
I cannot imagine their not leading to the same result means that the
proof of their leading to the same result shows what it is like for them
to do so. The division into threes and fours does not show two proc-
esses leading to the same result but rather what the result of two
processes is like when they lead to the same result. I might say that the
following diagram shows what we call two things meeting; but it does
not show two things meeting: >

There are many ways by which it might be made possible for me to
look into the next room, by breaking the wall down, blasting it with
dynamite, making it transparent, unlocking the door. None of these
ways is part of what is meant by achieving the result. On the other
hand, 10% is defined as a number got at in a certain way. And there
might be other ways which lead to the same result. For example, a
slave might be got to write down 10*° digit by digit, and another man
might get it immediately by the formula. This looks like doing the
same thing a quick way and a long way. It looks as if it were in the
nature of the processes to lead to the same result. But the processes
themselves show nothing about a must.

The problem of finding different ways of reaching the same result in
mathematics may seem analogous to finding different ways of looking
into the next room. It might be said that any way of solving the
problem will do, so long as it is in accordance with the rules of arith-
metic. But the ways will differ according to the system of arithmetic.
What one calls mathematical problems may be utterly different. There
are the problems one gives a child, e.g., for which it gets an answer
according to the rules it has been taught. But there are also those to
which the mathematician tries to find an answer which are stated
without a method of solution. They are like the problem set by the
king in the fairy tale who told the princess to come neither naked nor
dressed, and she came wearing fish net. That might have been called
not naked and yet not dressed either. He did not really know what he
wanted her to do, but when she came thus he was forced to accept it.
The problem was of the form, Do something which I shall be inclined
to call neither naked nor dressed. It is the same with a mathematical
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Qroblem. Do something which I shall be inclined to accept as a solu-
tion, though I do not know now what it will be like.

Lecture X

It !ooks as if one calculation, by a given rule, tells one the result
which another calculation, the actual working out to a thousand
places, must have. Is there a difference between ''there must be’’ and
“‘there is’*? The *‘must’’ always refers to what may roughly be called
a meth9d and a calculation not yet made. This suggests that there is
something known beforehand. But you might say beforehenad that an
8 wou.ld appear in the sixth place and something else might result.
What 1s meant by the result of a process? Compare the result of heat-
Ing water vapor to a certain temperature with the result of moving a
piece of chalk until it ends up where one stops. In the first case the
process can be described without describing tbe experiential result of
splitting into hydrogen and oxygen. In the second, where the result of
the process, ending up here, is part of the process, describing the proc-
ess includes describing the result. “Result’’ is used in two different
ways.

A mathematical process is not such that it could be what it is and
the result be a different one. To say a process gives a certain result
means giving the result. #In one sense you can’t know the process
without knowing the result, as the result is the end of the process. A
calculation leads to a result mathematically apart from whether it has
actually been performed. In another sense you can know a process and
not know the result. ‘‘In what sense is it possible not to know where
a mathematical process leads? We could answer, It is possible not
to know where it will lead, but not possible not to know where it
leads’’. *# :

Suppose a man worked out a multiplication once and then when he
needed the product again, worked it out afresh. It might be said that he
had done it once and is bound to get the same result. Can you imagine
a man not seeing this and so having to get the result every time anew.
Suppose someone counts the five dashes | 11| first from one end and
then from the other. Must he always get the same result? There is an

Editor’s 'translallor_l of Witigenslein’s note: Inn welchem Sinne ist es maoglich
;ucht zu‘wuse:n[gv(’)zhm 71’" mathemalischer Vorgang fiihrt? Man kénnte antwor-
en, es Ist moglich nicht zu wissen wohin er fiihren wird j j

! _ ] aber nich
wissen wohin er fiihrt. si rets micht au
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empirical question involved here, but also something not empirical. In

| the visual five we correlated each dash with a numeral: 1, 2, 3, 4, 5.
I Must the series give the same number whichever way it is counted?
What sort of fact is it that the order does not change the result? How

could it make any difference if he began at the other end? He might
agree that it could not, or again, he might not agree. Suppose someone
asked, How do you know that you have not left out a digit when you
counted 1, 2, 3, 4, 5? You might reply, How could one discover such

| a mistake?

The first man who discovered periodicity in 1:7 found a way of dis-
covering in the first 1000 places whether there is a 6. Suppose that at
first he wished to go through the first 1000 places and then discovered

L periodicity, whereupon he changed his mind about the problem. Had
. his problem been to find out whether he would write a 6 in the first

1000 places, he could solve it only be seeing what he would in fact

] discover by calculating. The second method, involving the discovery

of periodicity, would not help him solve that problem. But it would
determine what it was correct for him to discover.

One might say that it can be proved by induction that the two
methods lead to the same result. A proof by induction is such that you
can always say, It must go on this way. We must distinguish between
seeing the calculations actually written down and seeing that it must
always go on this way. Must one recognize periodicity as a proof that
there will be no 6 in the development of 1:7? No. There is.no reason
why a person should see that it must go on that way. He may accept
this as a proof for future occasions, or he may not. We cannot make
him recognize a new proof. In a way it is a matter of experience that
everyone will find the same number by calculating 1:7, though it is an
important fact of experience. That in mathematics we have to recog-
nize that two methods must give the same result is not a fact of experi-
ence but a rule. But we accept the rule because we find that in all
calculations we do get the same result.

Can there be a 4 in the development of 1:3? The way to find out
would be to divide. But how long is one to go on? Without knowing
this, one has not been asked anything. It then looks as if by finding the
formula, and seeing that there could not be a 4, one has found a short-
cut to infinity. What happens is that one accepts the formula as an in-
terpretation of the question and of the answer. A proof is not found but
constructed. Periodicity does not mean the same as several repetitions
of the same number or numbers, but makes a new calculus between
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the dividend and certain remainders. Without this calculus division
was not in any way incomplete. When you accept periodicity you ac-
cept a new interpretation of your question and a new method of an-
swering it; but it looks as if you must accept the periodic result unless
you are a fool.

Lecture X1

Consider |HH|HH|H”| , and the question, '’How many times can
one count four dashes between the strokes?’’ The answer is three.
About this one can say two things: that one gets three and that one
must get three. There seem to be two independent processes which
lead to the same result, one that finds three, and the other that fixes
what the result must be. Finding three seems to be some kind of math-
ematical experience. If you put a bit of string between two poles and
say it fits, realize that it fits because you made it fit. We have here the
picture of what it is like for something to fit something. Similarly for a
hollow mould or cylinder for which one has a hard object made to fit
it, or a lump of clay which one could make fit it. In all cases in which
two proofs meet it looks as if one has two independent processes lead-
ing to the same result, and not as if one had made them do so. By one
process it looks as though we find an end and by the other reach it; and
it looks as though we ought to be surprised at reaching it.

In a chess game two players might be said not to see a simple truth
with regard to a move, say, that if a bishop is moved to a certain
square the result will be a checkmate. But what truth don’t they see?
Not a truth about pieces of wood; moves with these might be regarded
as experiments, in which case the result could not be predicted. The
pieces might break, burn, etc. What we mean is that they do not see
that the process must always lead to this result. There is a difference
between a process having a result and being its own result.

We might say that if two processes must lead to the same result,
showing that they do is a confirmation. But whether it is a confirma-
tion or not may be doubted. #After you have seen that 1000:3 must
lead to 333, is it a confirmation to calculate it and see that it does?
What does it mean to say that one calculation confirms the result of
another?#

In the division of 1 by 7 to thirty places, we get, say, five periods.
That one actually writes down a certain number of repetitions is a fact
of nature. But we also say that we must get five. Should we call it a
mathematical coincidence that when we write down the calculation
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five repetitions have occurred after thirty places?* Or that a 5 must
occur at the 17th place? The proof that 1:7 must lead to a 5 in the 17th
place can be put beside two different things (1) the actual written row
of digits, (2) what may be called the method for producing the 17th
digit. The latter can be interpreted in all sorts of ways, though we may
not as a matter of fact interpret it in all sorts of ways. To say of the
many methods which might be shown you as leading to the same
result, that they must lead to the same result, looks like a prophecy;
but really it is a resolution we have made. That they do lead to the
same result is a physical fact. The resolution did not prophesy it, but
we operated in accordance with the resolution we made.

If we were asked, we would probably all say that words like
“great’’, ’‘small”’, ‘‘hot>’, ’‘cold’’ are relative and not absolute
terms. But in ordinary life there is a use of such words which is
absolute. As sensations, hor is not a high degree of cold, nor cold a
low degree of hor. And it is the same with agreeable and disagreeable
and with grear and small. We always think of the infinite as something
very huge or very tiny. The idea of converging to a point is the idea of
convergence on something infinitely small. But the infinite has nothing
to do with size at all. There is a constant temptation to picture an enor-
mous extension when we find the remainder in a division equal to the
dividend. We take this to be the criterion for infinite periodicity, and
say the result can be infinitely repeated. And it looks as if some
superhuman being might survey the infinite extension even though we
cannot. The greatest puzzle is that in some queer way what has not
been done, say, division to the 17th place, seems as though it has been
done, as though the whole extension has been given.t We tend to
think of the development as an actual enumeration. If this picture of an

* #Gibt es einen Zufall in der Mathematik? # Taken from Willgenslein's noles
for 1his class lecture. (Edilor)

+The following, from The Yellow Book, reinforces Ihis poinl:

Given 1he series 1, 1 +a, 1 +2a, . . . , where ‘‘and so on’’ Irails off inlo
saying silenily four addilional numbers, whal one has in lhis case is a series
thal comes 10 an end: lhree numbers said aloud, followed by four numbers
rrailing off. This idea of ‘‘Irailing off’’ makes us fail Io realize 1he difference
in grammar for ‘‘and so on'’. II creales the illusion 1hal we have done lhe
counling and nol done iI. We behave as 1hough 1he numbers which Irailed off
were fixed, 1hal they were ineant 1hough unsaid. Bul have you meani them if
They are unsaid? I am only saying 1hal a number nol wrillen down is nol wril-
Ien down. We in facl have three numbers and ‘‘and so on’’, each wilh 1heir
own grammar.

For discussion of Ihe use of ‘‘and so on’’ 10 indicale endlessness, see Philo-
sophische Grammnatik, Par 11, Section II, 10. (Edilor)
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enormous extension is given up we see that the infinite is on a totally
different level [from the finite]. The difference is like that between a
race to a goal and an endurance race without a goal. I do not mean by
this that the infinite is ‘‘unreal’’. The word “‘infinite’’ has its uses. For
example, to say that there is no 6 in the infinite development of 1:7
means that it is not in the period, and that is all. It only makes sense in
this calculus. How is it that this has been so misunderstood?

Lecture XII

Are there three consecutive 7°s in the infinite development of 777 There
is in fact no means of showing that there must be or cannot be three
7’s in the infinite development. It is queer that we can ask this ques-
tion and have no means of discovering the answer.

In talking about the infinite development of 7+ we use the picture of
something developing, of its growing longer and longer, stretching out
ever so far. We talk of an unlimited choice, as compared with a huge
limited choice, as though it was something of the same kind, only
more huge. We think that thousands of millions is nearer to infinity
[than a thousand]. But infinity has nothing to do with size.

If I ask, Is there an 8 in the infinite development of 35:161?, you
will develop to a period and if 8 appears you will answer, Yes. What
you know is that it has appeared in the period, or has not, as the case
may be. This is different from asking the same question if you do not
calculate with periodicity. The question is then equivalent to: Find
some calculus which will lead you to say whether there is an 8 in the
infinite development. We might say the questions are the same, only
in one case you have the tool and in the other you have not—as if the
order were ‘‘Cut this book in half *’, when in the one case you have a
suitable knife and in the other you have not. But it is not quite the
same, for there is not a psychological question here corresponding to
the physical question connected with cutting the book. We must exam-
ine sentences in which we use the term ‘‘infinite development’’, to
find out what meaning we have given them. What we call the infinite
development is bound up with our method of producing it.

We could say that since we have made up 7r, we have made up all
its consequences. Similarly, we might say that after we have accepted
certain axioms logic compels us to go on in a certain way. Now what
sort of compulsion is this?

We use “2X2’" in such a way that it means the same as ‘4’
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Hence to say ‘‘He ate the number of apples which is the product of 2
and 2’ is just to say he ate 4 apples, and to say ‘‘He ate the square
root of 4 apples’’ is just to say he ate 2 apples. Compare these state-
ments about 4, 2x2, and 2, with ‘““Mr. Wisdom is sitting in this
chair’’ and ‘‘The Sidgwick Lecturer in Moral Science is sitting in this
chair’’. These two sentences do not have the same meaning, though
they happen to be about the same person. But 4 does not happen to be
the second place in the development of 7; 4 is the second place of 7.
There is no such thing in mathematics as a description of something
and its name. That is, there is no such thing as the product of 35 and
45 and the number 1575 which happens to be the number described;
they are the same number. In this example we have another way of
bringing out the fact that a process in mathematics contains its result.

Suppose someone asks, Is there a 9 in the infinite development of
7?, and we calculate and find a 9 in the fifth place. You might then
say that since there is a 9 in the fifth place there must be one in the in-
finite development. Now if you like to make that rule there is nothing
wrong with it. But what have you said? Does your saying that you are
justified in asserting there is a 9 in the infinite development of 7 entitle
you to say there is some specific number, say 8, in the infinite devel-
opment of 1:7? if you have given a meaning in the one context [to
‘‘an x in the infinite development’’], you have not necessarily given it
in all. You have not been asked anything until you have been told
what to do.

Lecture XIII

If one asks whether there is a 7 in the infinite development of a num-
ber, periodicity will give one an answer. Suppose you are calculating
with periods and define ‘‘There is a 7 in the infinite development’’ as
‘“‘there is a 7 in the period’’. That would be useful. But if you say
there is a 7 in the period and tberefore in the infinite development, you
are concluding from a useful phrase to a verbal phrase without mean-
ing. There are two criteria for there being a 7 in an infinite develop-
ment (1) finding a 7, (2) finding a 7 in the period. If the number is to
be compared [as to magnitude] with a rational number, one must also
have a criterion for showing where in the development of a rational
number the period will end. If there is no means of determining the
length of the period, then to say a number is periodic changes the
sense of ‘‘periodic’’ entirely. Suppose someone claimed to find a
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number periodic although he could not say when the repetition began.
He would say it must be a rational number. But which rational num-
ber?

Suppose we have been taught to develop root 2 so as to get a series
of decimals: 1.4, 1.41, 1.414, 1.4142... Would you in that case have
reason for calling the square root of 2 a number? You would be more
inclined to say it is a rule for developing these decimals, and you
could talk then of giving root 2 an index, say 5:5\/5. We talk of root 2

as a number because we can construct a method for finding whether it
is greater or smaller than any given rational number.

We talk as if we have a series of infinite length corresponding to the
numerical symbol V2. Now V2 is a symbol for which there are rules
for indefinite development. Suppose 1 give you a new irrational num-

ber, symbolized by 7\7_29, constructed by putting O whenever 7 is
reached in the development of root 2. Are there any objections to
calling this a real number? 1t might be said that 1 do not know whether

1 shall ever get a 7, or it might be proved that there is no 7, in which

case -2-\7-2=0 will be V2. There is the idea that there is a development
corresponding to V/2 even if we do not happen to know it. But before
/2 had been calculated we did not have a connection of V2 with
1.414. What we have are rules of such a sort that a calculus of greater
and smaller between irrational numbers can be made up. The order,
“‘Replace 7 by 0’’ has no sense except that it gives a rule. The rule
does not tell one how long to go on before replacing 7 by 0. There is
nothing to know about root 2 except what we have laid down. 1t is not
that there is something to know that we don’t know, but rather that
there is no calculus yet for it.

To say a certain rational number has a period that we do not know is
to use words in an entirely different way. 1t might be said that if we
have a proof that there is a period then there must be one. 1 want to
say that it is most misleading to say this. There is a very loose relation
between a mathematical proof and the words in which the result is
stated. The relation between the proof and the words which express
what the proof proves is widely different for different kinds of proof.
Proof that there is a 7 in the infinite development of 7+ may mean all
sorts of things. It is easy to succumb to the old simple absurdity that
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there is one development which is rhe infinite development of a num-
ber and that our problem is to find an indirect method of knowing
something which the infinite Being or God knows already in its entirety.
(Compare Russell’s misleading claim that we have no direct acquaint-
ance with an infinite series but have knowledge by description of it.)

The relation between the proof and the English (or German, etc.)
words in which the result of the calculation is expressed is very dif-
ferent for different proofs. We say there is a proof that 26 X 13 =338,
and a connection between this and the proof that m Xn =r, where m,
n, and r are replaced by any numbers. You know what this proof is,
viz., multiplication. But if you say that proof that the trisection of an
angle with ruler and compasses is impossible, you do not know what
that proof is, in the sense of knowing whether it belongs to a system of
proofs. You might say it belongs to the class of proofs of the impossi-
bility of so-and-so. But this is a very rough description and quite dif-
ferent from the multiplication proofs. If someone has proved that
26 x 13 =338, one knows what he has done. But if 1 say there is a
proof that a period exists but that 1 do not know where the period
begins, 1 do not know what sort of proof it is. In the case of a chemi-
cal process, to know what the process yields one does not look at the
process but at the result. But with a mathematical proof one must look
at the proof to know what it yields. The formula of the proof may or
may not give a catalogue of proofs. In the case of such things as mul-
tiplication and division it does.

You can imagine the result of a proof as being like the end surface
of a body. Suppose we had cylinders of a certain width and length, all
of them being of the same length and different widths. We could give
a catalogue of them by means of their end surfaces, and we could find
the volume of any one by looking at its end surface. But were the
lengths to vary we could not catalogue them by means of their end sur-
faces alone. If for a variation in width they varied an inch in length we
could again catalogue them by their end surfaces. We could call the
result the end surface of a proof, and the proof the body. All proofs
such as 26 x 13=338 could be classified by their end surfaces,
whereas the end surface, ‘1t is not possible to trisect an angle with
ruler and compasses’’, does not help to catalogue the proof at all. We
could classify this proof with other proofs such as the proof of the im-
possibility of constructing a heptagon. Then the result of the proof
may help us to say what the proof is. When this occurs I say that the
result of the proof is bound up in a mathematical way with the proof.
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Otherwise i1 is a prose senlence so loosely connecied with the proof
thar lois of other prose senlences mighi be connecied with il.

Certain verbal forms are misleading for a 1ime and 1hen cease 1o be
misleading, for example, symbols for imaginary numbers. There may
have been something misleading in the idea of imaginary numbers
when i1 was firsl introduced, bul now i1 is ullerly harmless. I1 does nol
mislead anyone. By conirasl, Io say the appellation *‘infinile develop-
menI’’ is misleading is correcl, though of course i1 does no1 mislead
anyone in his calculation. I1 misleads people inlo a wrong idea aboul
whal they have done. The idea of 1he infinile as someihing huge does
fascinale some people, and Iheir inleresi is due solely Io thal associa-
lion, though they probably would nol admit i1. Bui 1hal has nothing 1o
do with their calculations. I migh1 say Ihal chess would never have
been invenied apart from the board, figures, eic. and perhaps apart
from 1he connection with troops in battle. No one would have dreamed
of invenling the game as played with pencil and paper, by descriplion
of the moves, withoul the board and chess pieces. Siill, the game
could be played either way. I1 is the same with mathematrics. I1 is The
associations of the calculus which make 1he calculus seem worthwhile.
Bui 1hese are quile differeni from the calculus. Sometimes the associa-
tions are connecled with practical applications, sometimes nol. Bul
withour the associalions wilh the huge, no one would care a damn
aboul 1he infinile.

In a recen! article in Mind* 1he quesiion was raised whether if
someone had proved i1 is nol self-contradiciory Io assume Ihere are
three 7’s in 1he developmeni of 7+ we should say 1hal he has Ihereby
proved 1hal There are three 7’s, even though the proof gives us no
method of finding three 7°’s in 1he infinile developmeni. I was sug-
gesled 1hal one should distinguish beiween 1wo expressions, (1) (wril-
ten in Russell’s notalion) (3x)d.x, i.e., There is a place for which i1 is
Irue thal three 7’s begin there, and (2)~ (x)~dx, i.e., il is nol true
thai for all places there are nol three 7’s. The author suggesied Ihal
there are iwo methods of proof, (1) showing three 7’s beiween Iwo
places in 1he developmeni, (2) showing 1hal il is self-coniradiclory Thai
there nol be three 7’s. (3x)¢dx (where Three 7’s have been exhibiled)
should be given as The resuli of one proof, and ~ (x) ~ ¢x (meaning
thai i1 is self-coniradiclory thal there nol be three 7’s) as the resuli of

* *‘Finitism in Mathematics 1>, Mind, XLIV, no. 174, by Alice Ambrose.
(Editor)
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the other. Bul this is no solution. II is like saying 10 Iwo people who
are quarreling aboul a book, ‘‘See, 1his will sellle your quarrel: ler one
of you take the riile and 1he other 1he resi of 1he book.’’ Of course 1hal
would nol salisfy them, for the Iille jusi is part of the book, i1 belongs
1o The book. I1 makes a division where people would say there cannol
be a division. I do nol mean thal we cannol divide i1 like 1his; only if
we do so there is no earthly reason for assuming the ordinary notation
for (2). The 1wo are considered inseparable. If I say the one proof
proves (1), so does i1 prove (2). If I do nol wish Io say Ihey prove 1he
same 1hing, there is no use making the division there. To separaie the
wo in the suggesied way is like dividing a double house by giving one
house and the kiichen 10 one person and the dining room and the resi
of the house 1o Ihe other. This would be said 1o be inadmissible
because 1he kiichen and dining room go Iogether. There is no use in
separaling where normal language revolis againsi 1he separalion. If I
said, ‘‘Divide the double house so 1hal one person has one house and
the other has the other house’’, 1thal would be differen1. We mighi say
thal whoever possesses one of These expressions Ihereby possesses the
other, and 1hal the separarion mus! be in a differen1 way. We musi
then stale whal reason we have for saying thal one proof proves the
exisience of so-and-so.

Leciure XIV

From whal we have said i1 seems 1hal a mathematrical slalemenl has no
sense before being proved true or false. In the case of 1he stalemeni
thal 1here are three 7’s in 7r there is no proof 1hal il is self-coniradic-
Tory nor do we know Ihal 1here are three 7’s. I1 seems as though asking
the question is senseless since we have no means of answering il. Sup-
pose, however, thal we discover three 7’s or devise a proof Ihal iI is
self-contradiciory 1hal there should be three 7’s. The queslion seems
boih 10 have been answered and Io make sense. This accounI of 1he
possible answers is conirary 1o whal we ordinarily call a proposition.
For we say a proposilion musl make sense before we know wherher i1
is true, or false.

Proceeding from the analogy beiween a finile exiension and Ihe infi-
nile developmeni of 7r, we are lempled 1o go on Io say The same things
abour both, in this case thal There either are or are nol three 7’s in 7.
This is 1he sort of thing some logicians would say—1here either are or
are not. Bul why do Ihey repeal 1he law of excluded middle? What
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does it say? It is a tautology. Why do they stress this, and not, for ex-
ample, the law of contradiction? They do it in order to conjure up a
particular image—as it were, of something lost in infinity. Consider
the fact that in leading a dog, the longer the leash the more freedom
for the dog. Now suppose I say the lead is infinitely long. Then I
might as well say I do not lead him at all. Analogously, if I ask, *‘Are
there three 7°s in this infinite series?’’, I might as well say the question
cancels itself. Its grammar is such that it is not a question.

One can look at this question in two distinct ways. (1) If thought of
in terms of an extension, the question whether there are three 7’s in
the infinite development of 7 will be thought to make sense, because it
makes sense to ask whether there are three 7’s in any finite develop-
ment, the difference between the finite and the infinite being only a
matter of degree. Just as the third place of 7 is 4 whether we know it
or not, so some places of 7 are (or are not) 777 whether we know it or
not. Those who concentrate on the extension of 7 say the question
makes sense, whatever means we have of answering it, or even if we
have no means at all. They imagine a method which would give us the
result if only we could apply it. It does not matter that we have to
resort to a series of dodges to get some approximation to the result, for
this is only because we are finite creatures and the difficulty is purely
psychological.

There is another way of looking at the question, and this leads to a
different difficulty. According to this point of view, (2), it makes no
sense to say there are three 7’s in 77, or to behave as though there were
some method of finding out though it is impracticable. No method has
been fixed, just'as no goal has been fixed in an endurance race. There-
fore the only criterion for there being, or not being, three 7’s in 7 is
the proof after all. On the one view there is a way of finding out, only
it is utterly impracticable for us. But it exists, and gives the question
sense. It is only that we have an indirect way of getting at the same
result the Deity could get at directly. The other view says, No, this
claim about the Deity seeing the whole extension of 7 means nothing,
and the only criterion for there being, or not being, three 7’s in 7 is
the actual proof, if there is a proof. The intensional view (2) is that ei-
ther one has a proof that there exist three 7’s in 77 or one has a proof
that there cannot be three 7’s in 7. There seems to be still a third alter-
native, that one has no proof one way or the other. When Brouwer
says that the law of excluded middle does not always hold he is taking
the intensional point of view.
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But this view creates another difficulty. It now seems as though the
question had no sense. By contrast with the first view, which stresses
the point that what we call a proposition is something true or false re-
gardless of whether we know which it is, the second view is the dif-
ficult one that there seem to be propositions which have no sense until
we know whether they are true or false. The difficulty can be put in
this way: wherever there is a proposition, we say, there ought to be a
question, e.g., ‘“The man is black’’ and *‘Is the man black?’’ And in
‘“‘Are there three 7's in 77"’ we seem to have something we should
call a question. The difficulty is that this question must be answered in
order to be called a question. But is not this characteristic of all mathe-
matical propositions? It is, tor this reason: if one takes any proposition
at all, say that 26 X 13 =419, one can say that the result cannot be
imagined to be 419 if it is not 419 and that it cannot be imagined to be
other than 419 if it is 419. This shows straightaway that mathematical
propositions are different from what we ordinarily call propositions.

The trouble into which we fall on the intensional view is due to one
very simple matter of fact: that what we call a proposition in mathe-
matics, and what we call a question, can be all sorts of utterly dif-
ferent things. For example, the proposition 26 X 13 =419 is essentially
one of a system of propositions (the system given in the formula
a Xb=c), and the corresponding question one of a system of ques-
tions. The question whether 26 X 13 equals 419 is bound up with one
particular general method by means of which it is answered. Let us
compare the proposition which is its answer with one that is totally
different, the fundamental law of algebra, viz., that every equation has
a solution. This has the form of a proposition and is written as an ordi-
nary English sentence. But it is in a totally different position from the
multiplication proposition. It seems to be an isolated proposition, un-
like the latter. Also, it seems to get its sense from the proof, while the
propositions stating what the product in a multiplication is do not.
Whatever the answer to the question, ‘‘Has every equation a solu-
tion?”’, nothing more would be said by it than what the proof gives.
By means of what we call the proof of there being roots to an equation
we really know what proposition has been proved, and we know the
answer to the question. Would you understand me if I said that the an-
swer here has much more in it than the question did? Normally it is
not like this.

In the case of the question about the product of 26 and 13, there is
something about it which makes it look like an empirical question.
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Suppose I ask whether there is a man in the garden. I could describe
beforehand a complicated way of finding out whether there is or not.
There is a resemblance of the multiplication question to this one, in
that before you find out I could tell you how to find out. But when we
ask, Does every algebraic equation have a root?, the question has
hardly any content. It gives us a sort of hint as to what we are to do,
but the proof provides it with its content. So the proposition which is
its answer is of a totally different kind from a proposition of the form
a Xb =c. The reason I have brought up this comparison is to see what
sort of proposition ‘‘There are three 7’s in 7"’ is.

Suppose someone asks whether all algebraic equations have roots,
and defines a root as a real or complex number which when substituted
in a given equation makes the two sides equal. The question has obvi-
ous sense if you like to define it that way. Presumably all the numbers
are there and the Deity could try them all to see whether any of them
produced an identity. If the hypothesis of a mathematical Deity is dis-
carded, then we must answer the question, What is the criterion for
every equation having a root? Could we say what would be proved?
The difficulty here is the same as in the case of proving that there are,
or are not, three 7’s in . We do not know at all what the proof would
be like. In this respect the questions as to 7 and as to whether every
equation has roots are alike, and they are unlike such questions as
“‘What is the result of 26 x 13?"", “‘Is there a 4 in the product?”’, *‘Is
there a 7 in the period of 1:7?"", “‘Is there a 7 in 1:27?"", which can
be answered by Yes, or No. These latter belong to a whole system of
questions. We have a method of answering them, and the answers
within the system of answers are like ordinary empirical propositions
in the respect that one could give a method for deciding them. If we
had a method not merely for answering whether there are three 7’s in
7 but also whether and how often any given group, say 1,9,5,6, oc-
curred, then the question about 7+ would roughly be of the same kind
as the question about multiplication. The proposition would be more
or less like what we ordinarily call a proposition. On the other hand,
had we something which claimed to prove nothing more than that
there are three 7’s, without showing where they occur, we should not
have a proposition comparable with others of a system, and it is doubt-
ful whether we should call it a proof. One might say that the verbal
expressions in mathematics which we use to describe the results of
proofs are used highly metaphorically. They only get their strict sense
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i from a method, and when the method has been evolved, then ques-
l' tions in that system become very like ordinary empirical questions.

Compare the question *‘Is there a 4 in the product of 26 X 137"’ with

: the question *‘Is there a 4 in the first 100 digits of 77?"’ Here we have
{ two questions formally similar but at the same time different. Now
| suppose that we first develop 100 places of 7r and if after that we find
i three 7’s we replace the first digit of 7 by 4. Then ask, ‘‘Is there a 4 in
§ the first 100 places?’’ We now have no idea what to do to answer the
. question.

What we call a proposition is not one thing, aloof and isolated.

t. When people ask whether the question, ‘‘Are there three 7’s in 777"’ is
L sense or nonsense, they are up against the difficulty of saying under
'l'l{ what conditions we would call ‘‘There are three 7’s’’ a proposition.
How far is it like the multiplication case and how far like the fun-
damental law of algebra? What is in the normal sense a question, or
f  proposition, becomes bv isolation something which loses every char-
i acter which it appears to have as question or proposition. ‘‘Are there
| three 7's in 77"’ belongs to a huge system of questions, but only the

proof will show to what system it will belong. Only so far as the proof
is a2 member of a system of proofs is the English sentence expressing
the result of the proof justified.

Lecture XV

We said that if one took the intensional view, a question or proposition
does not make sense until a proof, or method of proof, is given. We
may say there is a contradiction between this use of ‘‘proposition’’ and
its use in ordinary life. Everyone talks more about eggs and bacon and
tables than about mathematics, and the use of the word *‘proposition’’
for statements about such things is the one to which we have been
trained and to which we are accustomed. Now some of the usages of
‘*proposition”’ in mathematics do not go against the most common
usage at all. We normally use the word in such a way that for any
proposition there is a question bound up with it. If the proof is what
gives sense to the question, this seems to contradict what we mean by
a proposition. _

The cases in which a mathematical question is similar to an ordinary
one are those in which we have a general method for answering it. For
example, since we have a general way of deciding whether m Xn =r,
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the question whether 26 X 13 = 1560 resembles an ordinary question,
although it does differ from an ordinary question since we cannot
imagine what it would be like for the answer to be true if it were false,
or false if it were true. One might say that in mathematics the idea of a
question is bound up with the idea of a mistake in calculation. Sup-
pose I asked, Is 26 X 13 =sine a? Is this a question or a mistake? As a
rule we should not call it a mistake, for we limit what we call mistakes
to a few things. We should be inclined to call it nonsense. Whether an
expression has sense depends upon the calculus. 1 can imagine the
kind of mistake which would lead one to say 26 x 13 = 1560, or that 4
is the first digit of 7, and thus I could say that the corresponding ques-
tions about them are genuine.

To say that it is the proof which gives sense to the question seems to
contradict what we ordinarily mean by a question. But note that after
discovery of the period in the development of 1:7, the question
whether there is a 4 in the infinite development no longer poses the
problem of how we are to develop it far enough to find out. The ques-
tion about the infinite development becomes utterly unimportant. It is
as though the stress of the question has moved away from the word
“‘infinite’. Periodicity is part of the method, and the period when
found is involved in the question as well as in the answer.

To say that it is the proof which gives sense to the question is ab-
surd because it misuses the word ‘‘question’’. But it is not absurd to
say that it is the proof which gives a method of answering the question
and in this way gives sense to the question. The question is thereby
embodied in a system of questions corresponding to which there is a
system of answers.

It is often said, Suppose there were a proof that so-and-so. This
kind of supposition says not one jot more than is said about the proof.
It is like saying, Suppose there were a system in which 26 x 13 = sine
a. In saying this I do not point to such a system; I merely write down
26 x 13 =sine a''. Mathematicians talk of the possibility of there
being a hidden contradiction in a proof. But in supposing it possible to
find a contradiction they have not supposed any more than they have
written down. Similarly with Ramsey’s supposing that there were a
universe which contained only three individuals. This is not at all like
imagining what the room would be like if it contained three chairs in-
stead of six, or what the earth would be like if there were only one
town on it. What 1s imagined is what he writes down and nothing
more. He has said nothing about what its use might be. One cannot
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conclude anything at all about what the world would be like if it con-
sisted of three individuals.

Consider now the supposition that there is a proof of three 7’s in the
infinite development of 7r. You might remark, Well, if there were, I
suppose it would be a proof like so-and-so. In reply I would say that
there was nothing behind the supposition, but only something before
it, namely, your use of it. It may be that psychologically we are more
ready to make one kind of connection than another, but until it is made
we are not driven to making a connection in any one particular way.
Words like *‘Suppose there were a proof that so-and-so’’ get their jus-
tification only in terms of what is done after they are said. Suppose I
claimed to imagine there were not three 7's in 77. You might say I was
imagining 7 divided into chunks of digits, with the proof proceeding
by induction. What have 1 imagined? I seem to say something about a
proof of there not being three 7's in 7, and that is queer because I
have not got a proof. 1 have done nothing but operate with the expres-
sion ‘‘proof that there are not three 7's’’.

To make a supposition would normally be to have some sort of pic-
ture of the kind of thing that is being supposed. If I suppose that this
room is higher than it is, I might have a picture that represents how the
room would look, and other things that are consequences of the sup-
position, e.g., that it would be more difficult to heat. But if I say,
“Suppose 1 have a proof . . ."", I have nothing but those words.
What comes after that, what I then say, is all that the supposition con-
sists of. The builder to whom I say, ‘‘Make me aroom one foot higher
than this’’, knows exactly what to do; and his knowing what is to be
done may consist in having a drawing of the room before him. With
the supposition about 77 1 have no drawing and cannot supply one.
And it is essential that I should not be able to supply one. This shows
that what we call a supposition in mathematics is entirely different
from what we call a supposition in ordinary life. There is the same
contradiction between the uses of ‘‘supposition’’ in the two contexts as
between the uses of the words ‘‘proposition’’ and “‘proof ™.

Suppose someone says he has found a proof that there cannot be
three 7’s in 7r, and that someone else claims he has found three 7’s. Is
the proof going to show the latter where he made a mistake? Or is it
not to make any difference at all? If you say it need not show him
where the mistake is, then it will be utterly different from anything we
call a proof in ordinary English.
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1 Is there a substratum on Which mathematics rests? Is logic the
foundation of mathematics? In my view mathematical logic is simply
part of mathematics. Russell’s calculus is not fundamental; it is just
another calculus. There is nothing wrong with a science before the
foundations are laid.

I shall exclude all questions that may be solved by luck or experi-
ence.

Consider the question, What is the number 2?, and the definition of
numbher as a predicate of a-predicate. Now there are all sorts of predi-
cates, and 2 is an attribute of a predicate, not of a physical complex.
What Russell has said about number is inadequate, first hecause cri-
teria for his use of identity are not mentioned in Principia, and sec-
ondly hecause the notation for generality is confusing. This notation is
built up after the analogy of subject-predicate propositions in ordinary
language, such as those describing physical objects. The ‘‘x’’ in
“(Ax)fx’’ stands for a thing, a substrate; and propositions having
different grammars, both mathematical and nonmathematical proposi-
tions, are dealt with in the same way, e.g., ‘‘All men are mortal,”’
*‘All men in this room have hats,”’ ‘‘All rational numhers are compa-
rable in respect of magnitude.’”

We use numbers in connection with many different predicates. Rus-
sell said 3 is the property common to all triads. What is meant by say-
ing number is a property of a class? Is it a property of ABC (the class),
or of the adjective characterizing the class? There is no sense in saying
ABC is three; this is a tautology and says nothing at all when the class
is given in extension. But there is sense in saying that there are three
people in the room. Number is an attribute of a function defining a
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class; it is not a property of the extension. A function and a list are to
be distinguished. Russell was desirous of getting another ‘‘entity’’ be-
sides the list, so he gave a function using identity to define it. Con-
sider the class [@8). Russell gave x =a, using identity, as the function
defining it. Ordinarily, the replacement of a function by a list (class) is
mistaken. We say something different when we talk about a class
given in extension and when we talk about a class given by a defining
property. Intension and extension are not interchangeable. For ex-
ample, it is not the same thing to say ‘‘l hate the man sitting in the
chair’’ and ‘‘] hate Mr. Smith.’’ But it is otherwise in mathematics. 1n
mathematics there is no difference between ‘‘the roots of the equation
x2+2x+1=0"" and the list E], or between ‘‘the number satisfying

x+2=4" and ‘*2.”’ The roots, and 2, are not described in the way
the person is who satisfies the description ‘‘the man sitting in the
chair.”’

2 A pernicious consequence of the attempt to interchange function
and list is in connection with infinite lists. What is the sense of talking
of an infinite list, e.g., the list of values of a function of two vari-
ables? The phrase ‘‘infinite list’’ has no meaning unless given a mean-
ing entirely different from the ordinary sense of ‘‘list.’’ This is not to
say some uses of ‘‘infinite’’ are not legitimate. Consider a pendulum
attracted to bodies according to a known law. One can calculate the
way it swings according as there is a finite, or an infinite, number of
attracting bodies. Meaning can thus be given to the statement that it is
attracted to an infinite number of bodies. Determining the number of
‘bodies by means of the law is entirely different from counting them.
An ‘‘infinite number’’ has an entirely different grammar from *‘finite
number.’”’ We need not define ‘‘infinite number’’; rather, we must say
how the term is used.

The difference between *‘finite number of numbers in the develop-
ment of 77’’ and ‘‘development of 7’’ is like that between a railway
train and a railway accident. The two expressions are obviously con-
nected, yet have entirely different meanings. How do we learn these
two phrases? To explain ‘‘the development of 7+’’ one need not write
down a single number, whereas to explain ‘‘the development of 7 to
seven places’’ one writes down the numbers. Law and extension are

utterly different. @ @
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These two spirals are related as larger and smaller bit. But the law for
a spiral and one of these are not so related. And to say the series of
cardinals is longer than 1,2,3,4 is to say something different from say-
ing 1,2,3,4,5 is longer than 1,2,3,4.

3 To retum to Russell’s definition of number, and the relation of
similarity, or 1-1 correlation, which figures in it. Just as one could
define the length one foot as the length which stands in a certain rela-
tion to the Greenwich foot, so Russell said every triad could be corre-

lated to ‘‘the Greenwich triad.’’ —>é E 5 éx

A difficulty in Russell’s definition is in the notion of 1-1 correlation.
This notion is vague. In his account, correlation is effected by use of
the idea of identity. The correlation of A with B is given by the func-
tion x =A -y =B, as the only things satisfying this logical product are
A for x and B for y. There are two meanings of identity in Principia
Mathematica. One use of the identity sign occurs in definitions, i.e.,
in a shorthand: 1+ 1=2 Df. 1 shall call a definition a primary equa-
tion, that is, an equation one starts with. If 3+4=4+3 and
3Xx4=4X3 occur in a calculus in which these commutative laws are
definitions*, one sign may be put in place of the other. But what is
meant by “‘1+1=141?"" 1t is part of the grammar of *‘=" that one
can write this formula. But how is it used? The formula ‘‘a =a’’ uses
the identity sign in a special way; for one would not say that a may be
substituted for a. Yet we do start in inductions with something like
a =a. Another use of the identity sign occurs in Principia in the nota-
tion for ‘‘There is only one thing which satisfies the function f':
@x):fx. (y).fy D(x=y). Does it follow from this use that it makes
sense to write “x=x""?

This use of ‘="' is confined to cases where an apparent variable oc-
curs, and it could be eliminated by using different symbols for dif-
ferent things. In place of (3x):fx.(y).fyD(x=y), write (Ix)fx:
~@3x,y).fx.fy, which says there is one thing and not two. Russell
would write *‘Only a satisfies f** as (2x)fx.x=a. 1 would write it as
fa.~@x,y).fx.fy. Russell’s use of the identity sign is the use it has
in the nonsensical expressions a =a, a=>b, (3x).x=x. These are
degenerate cases of the legitimate use of identity. It is true that a =a
and a =b are used at the start of proofs by induction. 1 suggest not

*Compare these definitions with 13 x 14 =14 13, where we have differeni
calculalions on each side of the equation.



208 WITTGENSTEIN'S LECTURES

using them in induction at all, or else allowing “1+1=1+1"" to
mean something in this particular game. As for Russell’s use of “‘="",
it occurs in the expression of There is only one man in this room,
which in ordinary English does not refer to a relation x =y.

Russell said @ and b are identical if they have all their properties in
common. It is as if this were a sort of physical law coupled with the
feeling that a and b never will have all properties in common. There is
a lack of clarity about properties. The properties of physical objects
have only an irrelevant similarity to the properties of numbers, straight
lines, etc. in mathematics. Property terms in ordinary contexts must
stand for qualities that it is sensible to say the substrate has, or hasn’t.
It is nonsense to attribute a property to a thing if the thing has been
defined to have it. Compare the answers to the question ‘‘What proper-
ties has the color red?’”: (1) it is a property of red that something has
it, (2) it is a property of red that it is darker than pink. There is no
such proposition as Red is darker than pink, because there is no propo-
sition that negates it. What meaning has ‘‘Red is not darker than
pink?’’ To say that red is darker than pink is not to talk of a property
of red but of the grammar of the word ‘‘red.’’ Similar considerations
apply to the statements, ‘It is a property of the number 1 that it is had
by a lecturer in this room’’ and “‘It is a property of 1 that 1<2’’. In
Principia Russell talks of individuals and properties after the model of
ordinary language.

4 The definition of class equality by means of 1-1 correlation raises
the question whether the classes must in fact be correlated with the
paradigm in order to have the same number, or whether this need only

" be possible. What is the criterion for there being a possibility of corre-
lating them? Is it that if you tried you would succeed? If so, then that
there are, for example, three crosses provided you can correlate them
with the paradigm, leaves the crosses hypothetically correlated. Hence
the criterion of the possibility of correlation is their actually being
correlated.

There is something queer about Dedekind’s definition of an infinite
class: a class is infinite if it can be correlated 1-1 with a proper sub-
class of itself, finite if it cannot be. Giving a criterion presupposes that
we can use it, and this implies that we can rry to use it. But what does
it mean to try to correlate a proper subclass to the class? Dedekind has
not given a criterion which one could use to distinguish finite from in-
finite. It seems nonsense to say that an infinite class is such that it
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could be 1-1 correlated to a proper subclass. We have not tried nor
could we try, to correlate in this sense. It makes no sense to try. We
mean something utterly different by ‘‘correlation’’ when we speak of
correlating the infinite class of cardinals with the odd numbers. *‘Cor-
relation”’ is being used in a new sense. The point may be put in this
way: the correlation of an infinite class with a part of itself, e.g.,
1,2,3,4.... with 1,3,5,7..., is a different correlation when the words
‘‘and so on’’ are added. We correlate 1,2,3 with 1,3,5 in the old way
and give a law besides. Similarity and equality both mean something
different here, though there are analogies. In fact, although the symbol
1,2,3,4... is entirely different from 1,2,3,4, there are analogies, as is
evidenced by the way of writing it. Some of the rules are common to
finite and infinite sets. And of course some are different:
1,2,3...=1,2,34... .

If we have a law holding for all cardinal numbers, and hence one
which cannot be tested by going through the entire series, our inability
to carry out the test is sometimes said to be due to human weakness. I
want to say that it has no meaning at all to assert that we are too weak
to go through the cardinals. In asserting this, what we are doing is
comparing writing down all the cardinals with writing down 1,000,000
of them on a small blank card. The two are impossible in two entirely
different senses, the former because we cannot perform something cor-
responding to nonsense. Now a series can be said to be of infinite
length if there is a method of measurement. The sense of this state-
ment, like that of ‘‘This rod is three yards long,’’ depends on how we
determine its length, and differs according to the method of measure-
ment. A method of measurement must be given before the statement
can make sense. Propositions which cannot be verified are not neces-
sarily useless, e.g., that a comet describes a parabola for 10,000
years. But it makes no sense to say that because people do not live
long enough there is no final test for ‘“The comet describes a parab-
ola.”’ No means of verifying the whole path has been provided. Note
how different is the statement ‘It describes a parabola for three
years’’ from the statement ‘It describes a parabola.”’

5 When we construct an arithmetic we have the idea that it will
include propositions involving the general concept of number and the
concepts of odd number and even number, and that an arithmetic mak-
ing no mention of these would be incomplete. In particular, that if we
had a calculus with the numerals and multiplication there would have
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to be a general law in order to proceed to a new case, and that the
general law would obviously contain the term ‘‘cardinal number.’’ But
an explanation of how to calculate does not require a general expres-
sion. Note that in teaching children arithmetic we need not mention
the general concept number. We teach with particular numbers, and in
our explanation of how to calculate we need not have any general
expression. A calculus without general expressions is not less com-
plete; it is just another game. (One could write a book of games in
which the word ‘‘game’’ did not occur.) Chess is complete without
any added complications. Added complications make a fresh game.

6 What is the meaning of sentences of the form *‘There is a number
satisfying so-and-so’’ or ‘‘There is a number with such-and-such a
property?’’ And in what sense is a proof by induction a proof of a gen-
eral proposition, e.g., ‘‘For all cardinal numbers such-and-such is the
case?’’ To consider questions of this sort it is not necessary to begin
with sentences using the notation (3x)fx and (x)fx. One notation is not
more exact than another. A notation may be more elegant but not more
exact. Knowing a notation is exact is knowing what it can do. In con-
sidering the question, What does the proof that 1:3=0.333... prove?,
we shall begin with the common notation for division of 1 by 3. One
answer to this question is that it proves that there will be an infinite
number of 3’s or no other numbers than 3. The proof is that remainder
= dividend. The recurrence of 1 in the division 3)1.8 (.3 shows that

1
the 3’s go on. Suppose this recurrence had not been noticed, and
someone asked, ‘‘Are there always to be 3’s, or will another number
appear sometime?’’ Without noticing the recurrence one would have
no way of answering this question. Now in what sense can discovery
of a recurrent dividend be an answer to the question whether there will
always be 3’s, which was concemed with an infinite extension? The
answer seems to say nothing about an infinite extension. In what way
will knowing the proof 13

put an end to the investigation? Must it

c_enfi? Of course one could go on dividing and get a 4 by mistake. Why
is it that we can prophesy that there will never be a 4, that any 4 we
get would be a mistake? And does the statement, ‘‘There will never be

a 4’ have a sense apart from the proof, or does the proof give it a
sense?
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Our present example resembles our getting the notion of odd num-
ber and even number on being taught specific numbers. By having our
attention directed to something not noticed before we get hold of
something new. Suppose we had been taught division without the no-
tion of periodicity. We would have a complete calculus without this
notion; but writing the symbol 3 for the law that remainder = dividend
awhen we notice the recurrence of 1’s, introduces something entirely

new. We actually have in 3 a new symbol.* is a new oOperation

and has a result in a different sense than % 0.333... seems to refer to

an extension (.3, .33, .333,...), while 0.3 does not. The latter is not
an extension, [nor is it an abbreviation].

Before there was a proof of the irrationality of =, the question
whether there is a recurrence in the expansion of 7 was not clear until
one had a method for determining it. In the case of people who had no
method at all, e.g., people who were even surprised that 1:3 continued

to repeat, the question whether % is periodic and the question whether

ar is periodic are alike. If one thinks of these questions as referring to
an extension, to scores of decimals, one would think the method of
continued calculation a good one. But it would not be a method for de-
termining whether there would always be recurrence. The question
whether there will always be recurrence derives its sense from the an-
swer toit. *‘Is 1:3 recurrent?’’ has an answer; but ‘‘Is the expansion of
ar recurrent?’’ has none so long as one’s method is to look for a recur-
rence in the infinite development. This method mixes up looking for a
recurrence with looking for one in a finite interval.

If it does not strike us as queer that proving 1:3 to be recurrent by
giving the law that the remainder equals the dividend as an answer to
the question, ‘‘Will the 3’s always continue?,’” which appears to con-
cem an infinite extension, the reason is this: that 1:3 is taken to be a
symptom of the recurrence of 3’s in the infinite extension, as jaundice
is taken to be a symptom of trouble in the liver. Are these analogous?

In what way can we say 11:1 is a symptom of continuing recurrence?
What would you say to a person who did not see immediately that ir

*See Philosophische Grammatik, p. 404. (Editor)
t1bid., p. 428. (Editor)
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was a symprom? The explanation would be: 1 divided by 3 leaves 1,
which being the same as the beginning number will when divided by 3
leave 1, and so on. The italicized phrase is the second part of the ex-

planation showing the connection between li3 and recurrence.* But

this explanation does not supply the extension. t

If we watch a man dividing 1 by 3, then the question whether he
will always write 3’s is like a question of physics—like asking
whether a comet will always describe a parabola. The mathematical
question whether 3 recurs, in contrast to the question about what the
right-hand side of the equation 1:3=0.33 .. will look like as he con-
tinues to divide, is a question about the whole equation. To say that
1:3 yields a recurrent 3 is not to say something about the fate of 0.33..

but about the calculation by which what .is meant by ‘‘recur-

rence’’ is defined. The result of a mathematical proof gets its meaning
from the proof.

It is useful to compare the proof that 1:3 is periodic with the proof
that V2 is irrational. The question about recurrence in the cases of 1:3
and 1:5 is the same, but in the case of V2'it is very different. Given
that V2=1.414..., if someone asks the question ‘‘Is 14 recurrent?”’,
you can ask in turn, ‘‘In what cases would you say it recurs?’’ Your
question will get from him what his question meant. If he replies, *‘I
shall say it doesn’t recur if the next figure is not 1°, then you get what
he means by his question. He should tell you how it is to be answered.
If the question is whether there will be any periodicity, there would be
no sense to it because it has not been given any sense. It is like asking
about the length of something when measured by a rod that changes
from O to an indefinite length—though this question does not even
have a false answer as does the question whether 14 recurs. Now in
the case of 0.33... you have given criteria for truth and falsity of the

statement that 3 recurs: (a) for truth, (though this is not really

a criterion for the answer to the question asked, ‘‘Will there always
be 3’s?""), (b) for falsity, the appearance of some other number, say
4. But if 4 occurred, you would not be satisfied and would question

*See Philosophische Grammatik, pp.- 283-4. (Editor)
+tbid., pp. 427-29. (Editor)
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whether the calculation had been done correctly. 4 must come by a
correct calculation. And to decide whether it is correct one must look

at the construction and not at 0.33...

If we fix the proof of the proposition that there will always be 3’s,
we must have come to a decision between two possibilities: our result,
““There will always be’’, and its negative ‘‘There will not be’’. The
answer to the one is that the first remainder = the dividend, and to the
other that it does not. We now cannot find an analogy between V2
and 1:3, for the calculations in the two cases are entirely different. The
only analogy is that the right-hand sides of the equations are somewhat
alike. If to the statement ‘‘1:3 yields a recurrent 3’’ one has given a
meaning, then prior to thé proof of the irrationality of V2 one has
given no meaning to the statement that V/2 does, or does not, yield a
recurrent 14. To define the meaning of a statement we must define its
negative. We tend to think that here we know what we mean by

nonrecurrence because we have a finite series in mind: gzggg‘% . In the

1 ) .
case of 3we have only a few figures, but recurrence is defined by 1 i3'

In the case of V2 = 1.414.., however, we have drawn no such dis-
tinction between recurrence and nonrecurrence as we have by the con-

struction .

7 A person who is taught to multiply can ascertain that
16 X 16 =256. Does he know that 256 + 16 = 16? He does not, unless

2_56_§ means just 16 X 16 =256. Suppose one is taught the multiplication
1

of two recurrent decimals, e.g., .424242.. X .3636... The answer will
be the result of the multiplications 0.42x0.36, 0.4242 X 0.36, etc.
The middle part of the periodic decimal does not change in the course
of these multiplications, although there is no periodicity in the end fig-
ures. Having been taught multiplication of recurrent decimals, suppose
the problem is reversed and one is asked whether division of 1 by 3
gives a recurrent decimal. The right-hand side of the equation
1:3=.... has not been given a sense, inasmuch as ‘‘recurrent deci-
mal’’ has a meaning only in the calculation 0.4242...x0.3636...,
where we multiplied these decimals. The latter multiplication of
decimals will not help at all.

The question has been raised whether 0.333.. X 3.0 would not be a
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proof that 1:3 is recurrent. (Assume that in being taught multiplication
of recurrent decimals you were taught that 0.333... X 3=1.0 and not
0.999...) If this is the sort of thing you would accept as an answer, it
is an answer. But this does not mean that a person can divide 1 by 3.
We have here two different calculi and hence two results. The point of
the question raised here is that if one could arrive at the result of peri-
odic division by multiplication, this contradicts my statement that the
result of periodic division is bound up with the process. We seemingly
have got the same result here in different ways. That is, the question,
“Is 1:3 periodic?”’, is seemingly answered in two ways. But I deny
that it is the answer to the same question. Consider an ana-
logue:14 X 15=210 and 210:14 = 15. The question to which division
is an answer is a different question. By teaching that the first can be
written as the second, we have not taught division nor have we taught
the answer resulting from division. ‘14X 15=210"" gets its sense
from the calculation. Demonstrations which are said to prove the same
thipg usually meet only in the result and have no rapport before that
point.

If 1:3 is all that has been taught, the question, ‘‘Does a:b give a pe-
riodic decimal?’’, has no sense except where a=1 and b= 3. Suppose
periodic division of 1 by 3 had been taught, then the following four
questions concerning it can all be answered, as there is a criterion for
each answer: (1) Is there a recurrent period?, (2) What is it?, (3), Is it
this period?, (4) Is it a disorderly decimal? Suppose one was given
merely that 1:7=0.14. You cannot ask question (1), as you have no
calculus, nor can you ask whether it is a disorderly decimal. We tend
to suppose the same questions can be asked sensibly in all cases. Here
we have a case where the calculus has not given sense to the answer.
You can’t ask “‘Is there a period?”’, but only ‘‘Will 14 recur?’’ This is
not due to a gap in your knowledge but to a gap in your calculus.
Whoever gets a method for looking for a period learns a new calculus.
In general one cannot ask whether 1:b gives a disorderly development
unless this is merely another way of asking whether it is periodic. The
fact that 1:3=0.3 answers all four questions shows the sense of the
questions. The sense is determined by the method of solving. To the
question there corresponds a general law for finding answers.

If you want to explain what you mean by measurement, tell me your
method of going about it. The construction of V2 by the following

A
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is a way of measuring a length on the base line. People have said that
they had found a point on the straight line which is not a rational dis-
tance from 0. The idea is that\V/2 is the result of the construction, i.e.,
is a certain length, whereas it is the construction. It is absurd to say
that\/2 is the length on the base, for the length is what it measures.
Hence accuracy does not come in, for that has to do with measuring
rods. Nor is it an approximation. A construction such as this is a
calculation, a symbolism.

8 Hardy begins his discussion of the general definition of a real
number with an account of the special case of defining V2, as fol-
lows:

The square of any rational number is either less than or greater than 2. We can
therefore divide 1he posilive ralional numbers . . . inlo 1wo Classes, one con-
1aining the numbers whose squares are less than 2, and 1he other whose
squares are greater than 2. We shall call these 1wo classes the class L, or the
lower class, oOr the left-hand class, and the class R, or the upper class, or the
right-hand class . . . Every member of R is grealer 1han every member of L,
we can find a member of L and a member of R whose square differs from 2 by
as linle as we please, and L has no grealest member and R no leasi member
. . . This mode of division of 1he posilive ralional numbers x inlo 1woO classes,
such thal x2 <2 for the members of one class and x2>2 for those of 1the other

. . is called a section . . . We denole 1he section or number 1hus defined by
the symbol\/f . . . A seclion of ralional numbers, in which both classes exist
and 1he lower class has no grealest member, is called a real number.*

Concerning the division of the infinity of rationals into two classes,
given a principle of division we can say the square (or cube, or fourth
power) of certain numbers is smaller than a given number. But has the
word ‘‘section’’ any meaning that passes beyond specific powers and
specific numbers, e.g., x3 <2? Are Hardy’s examples only for begin-
ners, so that we could have the general calculus without these? Are the
examples essential? [His general discussion of sections enumerates
three mutually exclusive possibilities, that R has a least r, L a greatest
1, neither section has a least or greatest member.] These general
terms, R, r, L. I, get their meaning only from such examples as are
given, viz., x2 <2, x2>2. All that has been explained to us as a sec-
tion is the numbers satisfying these functions. Also, what sense is

*G. H. Hardy, Pure Mathematics, Cambridge University Press, 5th ed. 1928,
pp. 7-19. This, or an excerpl of comparable delail, was read out in the lec-
ture. (Editor)



216 WITTGENSTEIN’S LECTURES

there to the symbol ‘‘P’’, which denotes a property belonging to all ra-
tional numbers, if no examples are given? Hardy gives one property,
x*>2, and then talks of ‘‘other properties’’, to which his calculus has
given no meaning, for example, ‘‘being rational’’. What is the prop-
erty of being rational—rational as opposed to what? Perhaps to cardi-
nal.

Mathematically, Hardy has done one of two things, either (1) he has
given “‘P’’ the meaning which the example gives it, in which case we
have only a less intelligible language, or (2) we have a brand new
calculus with these general terms P, Q, L, R. To begin as though the
examples were for the stupid and then to talk of proceeding generally,
dividing all rational numbers into the classes L and R, has no sense.
The general terms L and R do not extend the field one starts with;
they are a new type of term. We have a new calculus with these gen-
eral terms, and the new calculus does not represent the discovery of a
larger field. We have a new field. If examples are not essential we can
replace the words *‘property’’, “‘section’’, “‘upper’’, ‘‘lower’’ by new
words since we become muddled when we use familiar words. Then
we would have one calculus with the new words and another with
x2>2,x2<2.

When Hardy speaks of the three mutually exclusive possibilities,
one possibility being that neither section has a least or greatest mem-
ber, this leaves the impression that a definition of ‘‘real number’’
could be given by general considerations, with examples only for
beginners. But if we did not have the example V2 to explain one class
having no greatest member and the other no smallest, we could not
define *‘real number’’. Before introducing V/2, talk of such a class in
connection with cardinals would be nonsense.

A general approach can make it appear that the particular cases are
examples of an idea, whereas the examples are rigorously needed to
explain the idea. In the differential calculus examples would be needed
if one defined a function f(x) by teaching what sine x, cosine x, etc.
are, then saying that f(x) is one of these and perhaps others. f(x) is
then a shorthand for these. If examples are not needed, then f(x) can
be explained independently of any particular function, and must have
meaning to a person who had never heard of cosine x, etc.

Let us look at Hardy ’s statement that since any rational number is a
mode of division of the rational numbers we can substitute for it the
section. For example, %2 could be replaced by the section (pair of
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classes) produced by %. Now what does it mean to replace the nur}aber
by a section? For purposes of comparison consider only th.e cardinals
0,1,2,3,4..., and the section we shall call 3, viz., the section follo.w-
ing it (or including and following it). Suppose instead of 3 we in-
troduce a new sort of number for the section: the number together with
two others plus dots. 3=3,4,5... Calculation of 3 X 6 would be repre-
sented: 3,4,5...x6,7,8...=18, 19, 20... These new numbeTs would
then have the same calculus as the old. The numbers following 3, 6,
and 18 might just be considered otiose [so that th.ere has really beep no
replacement of 3, 6, etc. by new numbers; we simply ca_lculate with 3
and 6.] If Hardy says he could calculate with the classes just as well as
with the rationals, there has really been no substitution at all. C_alcula-
tion is simply with the rationals. But when he talks of sections to
which no rational number corresponds, we only have a generah;at‘non
of our system insofar as the notions of greater and smaller are similar
to these notions in our systems of rationals.

Consider the statement “‘A rational number is comparable to all
other rationsls’’. This means there is a way of finding out. Now exam-
ine ‘‘Consider anything that is comparable to a rational number’’. Thls
means nothing, for we have defined ‘‘comparable’’ only for the ration-
als, e.g., for 4 and 3 and the fractions % and 5. To say YZ is
smaller or greater than some rational requires a new definition of
‘“‘comparable”’. x¥3 <2 =x< \3/2_ is a new definition of ‘‘smaller’’. The
old notion of ‘‘smaller’’ comes in, but something different as well.

Hardy says of “%<%” that it is ambiguous in that it may be in-

terpreted as a statement of elementary arithmetic or as a statement
about sections of rationals. I want to say that what_mterprets t.he
formula ‘‘a>b’’ is the calculus surrounding it. To give a new in-
terpretation of ‘‘a’’ and ‘‘b"’ is to place them in new .surroundn.'ngs.
And to see whether in fact we are dealing with a new interpretation,
look at the calculus. If the calculus is the same, then we have no new
interpretation. (When we let 3=3,4,5..., inasmuch as the calculatxox:ns
with the two are the same, 3 and 3,4,5... do not differ.) Hardy said

TR RAd

that the context in which 5 occurs may be sufficient to fix the in-

[T R A Y3 FEX l
terpretation, that % in %< \/% must be the real number 2.I
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want to say that what has changed is the meaning of the sign ‘<.
My general definition of a new sign ‘‘<*’ shows its relation to *‘<’":

'1' Df, 1 T
x<\/—=x2<—. In the present example, 1 \/l— 112 1
a a P pe. 3< 37\3) <3
Suppose we wrote all rationals as infinite (recurrent) decimals, that

is replaced a rational by a process of approximation. %= .4999...

Have we replaced it by a different entiry? No. We have merely another

r}otatfor‘:. It has been asserted that the two lines bt 1,

S f 73 . the one with rational numbers and the

other vyith real numbers, are composed of different entities, the second
not being a mixture of the old and something new. The entities be-
tween O and 1 on the two lines are said to correspond but not to be the
same. Similarly, that among decimals some are terminating, some pe-
riodic, and the latter are of two sorts, e.g., 49 and 3. In re;;ly I want
t‘c‘> say _thgt .5 and the approximation .49 are not different’things
49" is just a different notation. In general proofs where we employ;

.5 and .49, a new general notation is required. %= .5 = .49 alludes to

a different idea, but we do not have here different things. Wherever in
a calculus one number can be replaced by another, as 2 by 24+ (0 X i)
they are the same. A proof mentioning ‘‘any decimal’’, while not a’
proof about .49 and .5, could be applied to both equally. A proof with
.5 must be the same as the proof with .49, since whatever approxi-

. 1 : . .
mation corresponds to 3 must have the arithmetic properties of %

But a proof about .49 may be different from on
two proofs allude to a different general notation? ebout -3 because the
Hardy applies to the aggregate of real numbers the method applied
to the rationals. [For sections of real numbers the ‘‘mode of division®’
must now be explained, and the question again arises whether ex-
amples are essential to the general calculus.] The mode of division can
be ex'plamed either (1) by taking an example, such as /2, as the sort
of 'thmg meant by a mode of division, or (2) by the explanation’s
b.emg contained in the general theory. Hardy explains ‘‘mode of divi-
sion of the real numbers’’ by the example of a real number, /2. P
and Q are mutually exclusive properties possessed by any real ’number
P might be x<2 and Q, x >2. Here L has a greatest member / or R a.
least member r, but both of these possibilities cannot occur, as they
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could with the sections of rationals. We have only the calculation

l+r

2

I am startled at the ease with which continuity is investigated. With
practically no reasoning or examples we arrive at the continuum.

In connection with the a priori enumeration of possibilities in the
course of defining a real number, namely that the L class has a greatest
member or the R class a least or that neither class has a greatest or a
least, it makes no sense to point out that certain possibilities are real-
ized. For we do not have here a case of possibilities which are realized
in particular instances. Only whenV/2 is introduced do we give sense
to the possibility of one class having no first member and the other no
last. That any rational number can be called a principle of division of
the rationals is clear. But division is a very different matter when L
has no greatest member and R no least. [When a real number is a prin-
ciple of division among classes], the a priori enumeration of possibil-
ities, with one possibility ruled out, has no meaning. The word ‘‘divi-
sion’* introduces a simile. Division is not like dividing a cake. How
far can it be used?

When Hardy says he will apply the same method of division to the
aggregate of real numbers as to the rationals, [thereby extending the
the concept of division of rational numbers to real numbers]. the pic-

ture used is I
[ ]

to show this*.

where | | are rationals, l

is division, and * * * are the real numbers which fill the gaps between

[*If L had a greaiest member / and R a leasi member r, then L ;’ would be

greater 1han all members of L and less than all members of R and so could not
belong to eilher class. Any section of real numbers, according to Hardy, will
correspond 10 a real number in the same sense 1hal a seclion of rationals some-
limes, though not always, corresponds 10 a ralional number. An important dif-
ference is 1hat the idea of a seclion of rationals led 10 a new idea of number,
that of a real number, more general 1han that of a ralional number, whereas 1he
idea of a section of real numbers does nol lead 10 a more general conception of
number. . . . The aggregate of real numbers is called the arilhmelical con-
tinuum.]—These remarks are from Hardy’s account of real numbers in Pure
Mathematics, in large part in his words, and are included so as 10 provide a
contex! for Willgenslein’s comments. (Edilor)
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the rationals. [‘‘Our common-sense notion of the attributes of a
straight line, the requirements of our elementary geometry and our ele-
mentary algebra, alike demand the existence of a number x greater
than all the members of L and less than all the members of R, and of a
corresponding point P on the line such that P divides the points which
correspond to members of L from those which correspond to members
of R.”’* One gets the idea that otherwise there must be a point left out
“on the.straight line.t] If people had always painted geometrical fig-
ures with a brush, so that the dividing line between colors was a line
and an intersection a point, they would never have got the notion of a

class of points. The figures mar—— I

would not have suggested a point belonging to one or the other
classes, whereas dots do. The simile of dividing classes of points is
connected with our peculiar way of drawing points and lines. Unless
we had the idea given by the first picture above we would not say it
is possible to apply the same method of division again to the real num-
bers as Hardy suggests.

? Supppse we divide a line AD in accordance with the rule of bisect-
ing the interval on the left if we throw tails and on the right if we
throw heads. For example: l ,

A Ll

{ IIII
ﬂere we believe ourselves to be determining a point by ever decreas-
ing intervals in which it lives by repeatedly throwing the coin and
thereby always diminishing the abode of the point. Also, we take it
that the point corresponds to an irregular infinite decimal. But by
throwing a coin so as to decrease the interval, we have not determined
a point endlessly approached by the cuts made in accordance with the
repeated tosses of the coin. We have really a series of intervals, which
yill always remain such. After every throw the point is still infinitely
indeterminant.$ The trouble is with our imagery.

*G. H. Hardy, Pure Mathematics, p. 9. (Editor)

tSee Remarks on the Foundations Math ] i
Mass.. 067 5.} (Editor)” ns of Mathematics, Oxford, and Cambridge,

}Philosophische Grammark, p. 477. (Editor)
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We should make a distinction between a class of tosses, or mere
choices, and a way, or rule, for making choices. The latter defines an
irrational number. An irrational number is a process, not a result. We
have a tendency to think that there is one result produced by V2, viz.,
an infinite decimal fraction. V2 produces a series of results, but no
single result. V/2 is a rule for producing a fraction, not an extension.
Now there is this difference between the rule for constructing a deci-
mal by repeated throws of a coin and the rule for working out places
of V2, namely, that we have a fixed method for deciding for any ra-
tional number whether it is larger or smaller than V2. V2, i.e., the
rule, is a point, but only because we have this method by which we
can calculate as with the rational numbers. *

10 Suppose a binary fraction is constructed by writing 1 whenever
x" +y* =z" and writing O otherwise, letting x, y, and z be within the
range 0—100. And suppose someone asked whether .11000... is
larger than or equal to .11. There is no answer, for we have arranged
no method of answering. The same situation obtains for the problem
of finding the distribution of primes. If a question is asked for which
there does not exist a method of solution, does the question have
meaning? 1 have said No, and have likened the conclusion of a mathe-
matical proof to the end surface of a cylinder. The proved proposition
is the end surface of the proof, a part of it. Similarly, the result of a
construction is not something by itself; the construction is essential to
it. For example, the construction of V2 as a measure of a length on

the base line:
)
VT

1
Without the constructionV/2 is not the length. This length is not an ap-
proximation. It has nothing to do with measurement by a foot rule.

In what sense can one say that a question in mathematics makes no
sense? It would seem that if it does not make sense, we could never
know where the answer lay. Ask yourself, What uses does one make
of the question? It does stand for a certain activity by the mathema-
tician, of trying, of messing about. If the question did not stand for
something, one would expect any sort of activity. The question has
then that meaning—as much meaning as the messing about has. The

*See Philosophische Grammarik, pp. 484-5, for fuller discussion of the
comparison. (Editor)
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mathematician’s activity is carried on in a particular sphere. A ques-
tion is part of a calculus. What does it prompt you to do? When a
question is asked for which there is no method of answering it, we do
know certain requirements the answer must fulfill. In one sense it is
true to say this, but it is misleading. When Hardy says he believes
Goldbach’s theorem, I would ask him what his belief in this theorem
led him to. What does he do? It may have led him to attempts to prove
it, which shows that some meaning attaches to the theorem inasmuch
as these activities would not have been caused by another theorem.

Suppose that two people who were set the same problem got dif-
ferent solutions. Then for one person to show the other that the two
proofs ought to come to the same result it would need to be shown
how the calculi meet, i.e., one calculus would need to be made. What
does it mean for two proofs to prove the same verbal form? You may
find on looking closely that they prove similar things, but not the same
thing. How is it to be decided whether they prove the same thing? You
must look at the proofs to decide.

What is the system in which we say that every equation has a root?
Is there a system where this might not be the case? The proof that
there are n roots. of an equation of degree n, that they exist even
though we have no method of finding them, is queer in the way a
proof of the construction of a pentagon would be queer if it did not tell
us how to construct a pentagon. The phrase ‘‘proof of existence’' has
a different sense here than it does where there is such a method. We
say we ‘‘think we know what we mean by ‘root of an equation of 10th
degree’.’’. But do we? ‘‘Root’’ has meaning in terms of a proof in
which it functions. [*‘. . . the proposition ‘This equation has n roots’
hasn’t the same meaning if I’ve proved it by enumerating the con-
structed roots as if I've proved it in a different way. If I find a formula
for the roots of an equation, I’ve constructed a new calculus . . ."’*]

It has been observed that the expression of the result of a proof is a
way of cataloguing the proof. The concluding prose sentence is in a
particular sense a short-hand of the proof. It would be like a title,
which has a definite relation to the text of a book. If a proof deserves
the title, i.e., the end result, then the result stands for the proof. When
it does, the final sentence of a demonstration is not like a proper name,
else it would be the name of the demonstration. It is part, namely the
end, of the proof, and the proof incorporates it into a new calculus.

* Philosophische Grammatik, p. 373. (Editor)
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Were the proof to stand in the same relation to the conclusion as veri-
fications do to the statement that Smith is in his room, then we could
call the proof a sort of symptom of the conclusion. But in mathematics
the proof is not a symptom, for the proved proposition is part of the
proof. The concluding prose sentence can serve t0 catalogue the proof
by being part of a system of language. If you want to know the func-
tion of what is called the result of a proof, see how far it catalogues
the proof, or whether it is only a name. [¢“The verbal expression of the
allegedly proved proposition is in most cases misleading, because it
conceals the real purport of the proof, which can be seen with full
clarity in the proof itself.’'*]

11 Let us look at considerations which led to Russell’s theory of
types.

Let f(a) =U'’s coat is red
F(a) =U’s coat is a color of the rainbow-
& (f) =Red is a color of the rainbow.

Now does ¢ (F) have meaning? Russell would say that *‘a color of the
rainbow has the property of being a color of the rainbow’’ does not
have meaning, and in general that ‘f(f)’’ does not. Now if we make a
rule of grammar excluding one substitution, which is what the theory
of types does so as to avoid contradiction, we must not make it depend
on a property of anything but symbols. We must give a formal crite-
rion forbidding it: that when we introduce ‘“f(x)’* we are not thereby
allowed meaning to ‘f(f)’’. Consider ~f(f)=F (f), and the expres-
sion got by replacing ‘f*’ by “‘F’’: the property of not having itself as
a property has itself as a property. From ~ f(f)=F(f) the contradiction
F(F)=~F(F) results. The root of the contradiction is in making a
function a function of itself. That the result is a contradiction means
that */f>’ cannot be used as an argument in ‘'f(x)"".¥ But why should
it not come out this way, inasmuch as what you started with is no
proposition? T It is not right to say the law of contradiction has been
violated, for this could only be the case if you were talking of proposi-
tions. We merely have a game here that leads to something that looks

*Philosophische Grammatik, p. 370. (Edilor)

+See Remarks on the Foundations of Mathematics, p. 178, and Zettel, Ludwig
Witlgenslein, Schriften 5, Suhrkamp, Frankfurt am Main, 1970, p. 424.
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like a contradiction. You can either say ‘‘f(f)’’ is meaningless, or that
“f*’ outside the bracket stands for a function of higher order.

Hardy said it would be intolerable to have real numbers of different
orders. See his discussion of the upper bound of a sequence of real
numbers as being of a different order because it is defined by reference
to a totality of which it is the bound. An analogous example is the
maximum of a curve, defined as the highest of all points on the curve.
The axiom of reducibility says that a number of higher order can be
calculated by processes which define numbers of lower order. This
axiom is like a proposition of physics; it seems to be true. Now we
cannot have an axiom which will have to be, or which can be, borne
out by a special case. A mathematical axiom about number is a postu-
late or rule according to which we proceed. The axiom of reducibility
states that there is a number of lower order even though there is no
way of calculating it, e.g., that an irrational that is a maximum of a
curve exists though there is no rule for constructing it. I ask, What is
the character of a real number? If it is a method of developing a deci-
mal fraction infinitely, there is no room for the idea of different or-
ders. Processes of developing a decimal fraction are of the first order.
Thus 7r and e might be considered to be numbers of the first order, and
¢ as a process of second order. (7 as a series of rationals, and 7¢ as a
series of irrationals). A series of irrationals is an irrational of the sec-
ond order, as a series of rationals is an irrational of the first order.
Now we have a process of developing #¢ just as for developing 7. And
it is in no way objectionable to have what one might call a process of
the second order, though one might as well call it a process of the first
order since one can write down the development of it. We have a proc-
ess of the first order wherever we can write down a development in
the decimal system. It is as though the difficulty comes in before the
process of development. The axiom of reducibility says that there is a
development, say, of an irrational, e€.g., the maximum of a curve,
though no process of development has as yet been found. A number
that we have no method of developing is a number in a different sense.
In the case of an irrational number without a development we sup-
posedly have a description corresponding to which there is a number
which can be found by looking for a method of development; and this
number will be the irrational number described. Discovery of this
number is treated analogously to making an expedition of discovery or
solving a problem in physical science by finding something corre-
sponding to a description. But the analogy is misleading.
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What counts in mathematics is what is written down. Symbols ob-
viously do interest even the intuitionist, who says that mathematics is
not a science about symbols but about meanings—ijust as a zoologist
might say, analogously, that zoology is not a science about the word
“lion’’ but about lions. But there is no analogy between mathematics
and zoology in this respect. The intuitionist should be asked to show
how ‘‘meaning’’ operates. In Chapter II of Grundlagen der Arithmetik
Frege attacks formalism. But there is this much correct about forma-
lism: if a mathematician exhibits a piece of reasoning one does not
inquire about a psychological process.

There is no retreat in mathematics except in the gaseous part. (You
may find that some of mathematics is uninteresting—that Cantor’s par-
adise is not a paradise.)

The talk of mathematicians becomes absurd when they leave mathe-
matics, for example, Hardy’s description of mathematics as not being
a creation of our minds. He conceived philosophy as a decoration, an
atmosphere, around the hard realities of mathematics and science.
These disciplines, on the one hand, and philosophy on the other, are
thought of as being like the necessities and decoration of a room.
Hardy is thinking of philosophical opinions. I conceive of philosophy
as an activity of clearing up thought.






