


The Misinformation Age



This page intentionally left blank 



The 
Misinformation 

Age
How False Beliefs Spread

Cailin O’Connor
James Owen Weatherall

New Haven & London



Published with assistance from the foundation established in memory of 
Calvin Chapin of the Class of 1788, Yale College.

Copyright © 2019 by Cailin O’Connor and James Owen Weatherall.
All rights reserved.

This book may not be reproduced, in whole or in part, including illustrations, 
in any form (beyond that copying permitted by Sections 107 and 108 of the 
U.S. Copyright Law and except by reviewers for the public press), without 

written permission from the publishers.

Yale University Press books may be purchased in quantity for educational, 
business, or promotional use. For information, please e-mail  

sales.press@yale.edu (U.S. office) or sales@yaleup.co.uk (U.K. office).

Set in Janson Roman type by Integrated Publishing Solutions.
Printed in the United States of America.

Library of Congress Control Number: 2018940288
ISBN 978-0-300-23401-5 (hardcover : alk. paper)

A catalogue record for this book is available from the British Library.

This paper meets the requirements of ANSI/NISO Z39.48-1992 
(Permanence of Paper).

10  9  8  7  6  5  4  3  2  1

mailto:sales.press@yale.edu
mailto:sales@yaleup.co.uk


To Eve and Vera



This page intentionally left blank 



Note to Reader  ix

Introduction
The Vegetable Lamb of Tartary  1

ONE
What Is Truth?  19

TWO
Polarization and Conformity  46

THREE
The Evangelization of Peoples  93

FOUR
The Social Network  147

Contents



Contents

viii

Notes  187
Bibliography  215

Acknowledgments  251
Index  253



ix

Throughout the text, we use the plural pronouns “they” and “them” 
to refer to individual (i.e., singular) “agents” in mathematical and 
computational models of social learning. This usage follows the 
practice in the relevant academic literature. Although it may seem 
strange to some readers, the idea is to both (1) avoid assigning a 
gender to an abstract entity and (2) preserve the sense of “agency” 
of those entities, which would be lost if one were to use the singu-
lar “it.”
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In the middle part of the fourteenth century, a text purporting to be 
the travel memoirs of an English knight named Sir John Mande
ville began to circulate among the learned of Europe.1 Mandeville, 
the text claimed, had traveled through Asia Minor, northern Af-
rica, and into India and had experienced many things unknown in 
Western Europe. Among these wonders was an Indian tree bearing 
gourdlike fruit, within which could be found tiny lambs, complete 
with flesh and blood. Mandeville claimed to have eaten this fruit 
and to have found it “wondirfulle.”
	 He was not the only writer of the period to comment on these 
strange plants. An Italian friar named Odoric, who had also traveled 
through the East, wrote of a similar experience about thirty years 
before Mandeville.2 He did not claim to have eaten the fruits but 
had learned of them on his travels from “persons worthy of credit.”3

	 These reports of lamb-plants, which came to be known as the 
Vegetable Lamb of Tartary, captured the medieval imagination. 
The Vegetable Lamb was reported as fact by leading naturalists and 

I n t r o d u c t i o n
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botanical scholars, several of whom claimed to have studied it and 
to have seen its wool. These claims persisted into the seventeenth 
century, and books reported studies of plant-animal and animal-
animal hybrids of which the Vegetable Lamb was merely one famous 
example. (Another example of a nonexistent beast that appeared 
in scientific texts was a horned hare that looked strikingly like a 
jackalope—the mythical creature of the American Southwest said 
to be fond of whiskey and able to imitate the voices of cowboys.)4

	 Even during its heyday, the Vegetable Lamb had its skeptics. 
Baron von Herberstein, a sixteenth-century ambassador to Russia 
from the Holy Roman Empire, reported that the Vegetable Lamb 
initially struck him as fabulous.5 But as he looked into the matter, 
he gradually became a believer, particularly after so many “people 
of credence” described their direct experiences with the delicious 
flesh and downy snow-white wool of these lamb-pods. The various 
stories he heard “differed so little” that he came to believe “that there 
was more truthfulness in this matter than he had supposed.”
	 Of course, there is no such plant and never was. Nor are there 
other such hybrids. But it took nearly four centuries after Mandeville’s 
writings appeared for European botanists and biologists to recog-
nize the Vegetable Lamb for a myth. In 1683, a Swedish naturalist 
named Engelbert Kaempfer, on direct order from King Charles XI, 
undertook a systematic search in Asia Minor and established con-
clusively that there simply are no Vegetable Lambs in the world.
	 How could it happen that, for centuries, European scholars could 
assert—with apparent certainty and seriousness—that lambs grew on 
trees? How could a belief with no supporting evidence, a belief that 
should have appeared—given all available experience concerning 
both plants and animals, and, indeed, regular exposure to lambs—
simply absurd, nonetheless persist for centuries?
	 More important, are the mechanisms by which such beliefs were 
formed and spread, even among so-called experts, still present? 
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What are today’s Vegetable Lambs, and how many of us believe in 
them?

On September 26, 2016, about six weeks before Donald Trump was 
elected president of the United States, a website calling itself ETF 
News (endingthefed.com) posted a story with the headline “Pope 
Francis Shocks World, Endorses Donald Trump for President, Re-
leases Statement.” The story included a statement allegedly from 
the Pope, asserting that he had decided to endorse Trump because 
the FBI had not pursued criminal charges against his opponent, 
Hillary Clinton.6 (FBI director James B. Comey had announced on 
July 5, 2016, that the FBI had concluded an investigation of Clin-
ton’s use of a personal email server while secretary of state. Because 
the investigators found no evidence of intent to violate any law, 
they did not recommend prosecution.)7

	 “The FBI . . . has exposed itself as corrupted by political forces 
that have become far too powerful,” said the Pope, according to 
ETF News. “Though I don’t agree with Mr. Trump on some issues, 
I feel that voting against the powerful political forces that have cor-
rupted the entire American federal government is the only option 
for a nation that desires a government that is truly for the people 
and by the people.” The article was shared or liked on Facebook 
960,000 times between when it was posted and the election. (The 
total number of users who saw the article, and even clicked on it, is 
perhaps ten times higher.)8 It was the single most-shared elec-
tion-related news item on Facebook in the three months leading up 
to the election.9 By contrast, the most-shared article from a reputa-
ble news source during the same period was a Washington Post opin-
ion piece titled “Trump’s History of Corruption Is Mind-Boggling. 
So Why Is Clinton Supposedly the Corrupt One?” It was shared 
849,000 times. (Of course, this piece, too, was nakedly partisan and 

http://endingthefed.com
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hardly “news” in the standard sense—though the reporting in the 
article met much higher journalistic standards than the ETF News 
fabrication.) Also by way of contrast: Clinton lost eighteen US states 
by fewer than 250,000 votes—and she lost Wisconsin, Michigan, 
and Pennsylvania by fewer than 50,000 votes each. Had these three 
states flipped, Clinton would have won the election.10

	 Had the Pope endorsed Trump, it would have been major news, 
covered widely by many news organizations and surely deserving of 
attention. But it never happened. The entire story was fabricated.
	 The papal endorsement was the biggest “fake news” story of the 
election cycle, but it was hardly an outlier. An analysis by Craig 
Silverman at BuzzFeed News found that the top twenty fake news 
stories in the three months before the election were shared or liked 
a total of 8.7 million times on Facebook. Over the same period, the 
top twenty news stories from reputable sources got only 7.3 million 
Facebook shares or likes. In another study, economists Hunt All-
cott at New York University and Matthew Gentzkow at Stanford 
compiled a database of 115 pro-Trump and 41 pro-Clinton fake 
news stories that, together, were shared 38 million times in the 
weeks before the election. These shares, they estimated, led to hun-
dreds of millions of click-throughs. They also produced a list of 
fake news sites that, together, had 159 million visits between Octo-
ber 8 and November 8.11

	 ETF News was particularly successful: five of its stories made 
the top twenty list, and together those stories were responsible for 
3.5 million shares or likes during this period.12 ETF was arguably 
the most popular “news” source on the internet during the months 
before the election. Its stories included accusations that Clinton 
had sold weapons directly to the Islamic State, that US federal law 
disqualified her from holding office, that former FBI director James 
Comey had received millions of dollars from the Clinton Founda-
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tion, and that President Barack Obama had cut the pay of US mil-
itary personnel.
	 In one noteworthy case, an ETF News story about the television 
host Megyn Kelly became a “trending topic” on Facebook and was 
actively promoted by the site. The article claimed that Kelly had 
been exposed as “a traitor” and fired from Fox News for supporting 
Hillary Clinton.13 (A feud between Trump and Kelly had begun at 
a Republican primary debate on August 6, 2015, when Kelly asked 
Trump a pointed question about his past derogatory statements 
about women. Trump later made remarks that were widely inter-
preted as suggesting that Kelly’s criticisms were due to her men-
strual cycle.)
	 None of these stories was true. Many were not even original but 
were lifted directly from other fake news websites. The papal en-
dorsement story, for instance, was originally posted on a site called 
WTOE 5 News, part of a network of fake news sites that drove 
traffic by claiming that celebrities were planning to move to various 
small towns in the United States.14 (This site no longer exists.) 
Other articles were lifted, verbatim and without attribution, from 
such sites as supremepatriot.com and proudcons.com. Somehow, 
though, the versions posted on ETF News were shared far more on 
social media than the originals.
	 The persistence and spread of belief in the Vegetable Lamb was 
ultimately a harmless historical curiosity. But today’s Vegetable 
Lambs have become a major political force not only in the US but 
also in the UK and in Europe.15 Nearly a billion people live in the 
United States and the European Union (EU), and billions more are 
affected by the military, trade, and immigration policies of those 
nations. Whatever one thinks about the merits of Trump’s election, 
or of the UK’s exit from the EU (“Brexit”), it is profoundly trou-
bling to think that these momentous political events were under-

http://supremepatriot.com
http://proudcons.com
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written by falsehoods. And it raises a deep and unsettling question: 
Can democracy survive in an age of fake news?16

This is a book about belief. It is a book about truth and knowledge, 
science and evidence. But most of all, it is a book about false be-
liefs.17 How do we form beliefs—especially false ones? How do they 
persist? Why do they spread? Why are false beliefs so intransigent, 
even in the face of overwhelming evidence to the contrary? And, 
perhaps most important, what can we do to change them?
	 This may sound like a truism, but it is worth saying: Our beliefs 
about the world matter. They matter to decisions we make every 
day. Do you eat sushi while pregnant? Well, that depends: Do you 
believe that the omega-3 fatty acids in fish will promote your baby’s 
brain development? Do you believe that mercury in the fish will 
harm it? How likely is it that this particular restaurant harbors 
Listeria?
	 Beliefs also matter to decisions we make as a society—decisions 
concerning economic policy, public health, and the environment, 
among other topics. Do we restrict automobile emissions? This de-
pends on our beliefs about how these emissions will affect public 
health and how restrictions will affect economic growth. Do we limit 
government debt? It depends on what we believe about whether 
that debt will affect our future well-being.
	 These sorts of beliefs are not idle, precisely because the deci-
sions we make on their basis have real consequences. If you believe 
false things about the world, and you make decisions on the basis of 
those beliefs, then those decisions are unlikely to yield the outcomes 
you expect and desire. The world pushes back. If you do not believe 
that large ocean fish contain much mercury, or do not believe that 
mercury is harmful, then you may eat sushi while pregnant—and 
perhaps increase the chance of fetal mercury poisoning. If you be-
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lieve that high government debt is a drain on the economy, even 
when interest rates are low, you will vote for policies that reduce 
debt, even at the cost of government services or stimulus spending.
	 That beliefs matter in this way means that holding false beliefs can 
hurt us. And that makes their staying power all the more startling.
	 To understand why false beliefs persist and spread, we need to 
understand where beliefs come from in the first place. Some come 
from our personal experience with the world. We have eaten toma-
toes many times before, without apparent ill effects, so we believe 
they are not dangerous. (This, incidentally, is something Europeans 
did not discover for themselves for more than two hundred years; 
these “poison apples” were long considered dangerous to eat.)18 
We believe that regular exercise and consistent sleep will help our 
moods, that cold will cause chapped lips, and that gophers can be 
destructive pests in a garden. All these beliefs are based on direct 
prior experience with the world around us.
	 You might think that when we hold false beliefs—beliefs that are 
inconsistent with the available evidence, and which are even widely 
known to be inconsistent with that evidence—it is because of some 
failure to properly process the information we receive from the 
world.19 Perhaps false beliefs are the result of cognitive biases or 
blind spots, quirks of human psychology that prevent us from 
drawing reliable inferences from our experience. Or else perhaps 
they come from a lack of experience or poor education. Or maybe 
people with false beliefs are simply too stupid to see the truth, even 
with the evidence right before their eyes. We often think of intel-
ligence as a measure of just this: How effective is a person at draw-
ing reliable inferences under various circumstances? False beliefs 
presumably indicate that a person is not drawing the right sorts of 
inferences.
	 Surely factors of this sort play a role in explaining how false be-
liefs form. But to focus on individual psychology, or intelligence, is 
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to badly misdiagnose how false beliefs persist and spread. It leads 
us to the wrong remedies. Many of our beliefs—perhaps most of 
them—have a more complex origin: we form them on the basis of 
what other people tell us. We trust and learn from one another. Is 
there mercury in large fish after all? Most of us haven’t the slightest 
idea how to test mercury levels. We must rely on information from 
others.
	 This is true of virtually every scientific belief we hold. If you ask 
most people in the United States whether the earth goes around 
the sun or vice versa, they will reply that it is the earth that moves. 
(At least, 74 percent will do so, according to a poll conducted by 
the National Science Foundation in 2012.)20 They are (more or 
less) right. But they know this only because it is what someone told 
them. Even professional scientists tend to work on specific research 
topics addressing a miniscule subset of human knowledge and so 
are deeply dependent on others for the vast majority of their scien-
tific beliefs. This means that even our society’s most elite experts 
are susceptible to false belief based on the testimony of others. It 
was the scientists and thinkers of medieval Europe, remember, who 
were so knowledgeable about the Vegetable Lamb and its “wondir-
fulle flesh.”
	 The ability to share information and influence one another’s be-
liefs is part of what makes humans special. It allows for science and 
art—indeed, culture of any sort. But it leads to a conundrum. How 
do we know whether to trust what people tell us? If someone “of 
credence” tells you that indubitably the Vegetable Lamb is real—or 
that the Pope endorsed Donald Trump—do you believe that per-
son? What if every smart, well-educated person you know believes 
in the Vegetable Lamb? What if your friends post articles about the 
Vegetable Lamb on social media and loudly joke about the igno-
rance of Vegetable Lamb Deniers? For most people, most of the 
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time, this will be enough to convince them that, yes, there is prob-
ably more truth in the matter than they supposed.
	 When we open channels for social communication, we imme
diately face a trade-off. If we want to have as many true beliefs as 
possible, we should trust everything we hear. This way, every true 
belief passing through our social network also becomes part of our 
belief system. And if we want to minimize the number of false be-
liefs we have, we should not believe anything. That way we never 
fall for Vegetable Lambs. Of course, it would be best to believe only 
true things and never false ones, but for someone trying to adjudi-
cate only on the basis of what he or she hears from others, it is hard 
to separate the true from the false. Most of us get our false beliefs 
from the same places we get our true ones, and if we want the good 
stuff, we risk getting the bad as well.21

	 Ultimately, what explains the persistence of the Vegetable Lamb 
in medieval texts has nothing to do with botany or the natural world. 
It was a purely social phenomenon. In thinking about Vegetable 
Lambs and fake news, we need to understand the social character of 
belief—and recognize that widespread falsehood is a necessary, but 
harmful, corollary to our most powerful tools for learning truths.

We live in an age of misinformation—an age of spin, marketing, 
and downright lies. Of course, lying is hardly new, but the deliber-
ate propagation of false or misleading information has exploded in 
the past century, driven both by new technologies for disseminating 
information—radio, television, the internet—and by the increased 
sophistication of those who would mislead us.22

	 Much of this misinformation takes the form of propaganda. This 
is material produced, often by a government or political organi
zation, to promote a particular viewpoint—or to challenge one. 
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Mass-media propaganda has long been a tool of governments to 
control their own citizens and to influence the political fortunes of 
their competitors, both domestically and abroad. American and Eu-
ropean media consumers are regularly exposed to propaganda in-
struments produced by foreign adversaries such as the Russian-
government-funded, English-language RT media organization and 
Sputnik News, which regularly reports on political events in the 
US and UK.23 (They are also exposed to domestic government-
sponsored media, such as the BBC in the UK.) And politically mo-
tivated media, ranging from news sources with a left or right “lean” 
to sources trading in conspiracy theories, rumors, and fake news, 
play a role much like that of state-run propaganda services.
	 Political propaganda, however, is just part of the problem. Often 
more dangerous—because we are less attuned to it—is industrial 
propaganda. This runs the gamut from advertising, which is ex-
plicitly intended to influence beliefs, to concerted misinformation 
campaigns designed to undermine reliable evidence.
	 A classic example of the latter is the campaign by tobacco com-
panies during the second half of the twentieth century to disrupt 
and undermine research demonstrating the link between smoking 
and lung cancer. (We discuss this example in detail in Chapter 3.) 
Tobacco firms paid “experts” to create the impression that there 
was far more uncertainty and far less consensus than there actually 
was. This campaign successfully delayed, for a generation or more, 
regulation and public health initiatives to reduce smoking. As his-
torians of science Naomi Oreskes and Erik Conway exhaustively 
document in their book Merchants of Doubt, the methods pioneered 
by cigarette makers have been emulated by the energy industry and 
allied scientists and politicians to create an impression of uncer-
tainty concerning the severity and causes of climate change.24

	 All of these sources of deliberately partial, misleading, and inac-
curate information—from political propaganda, to politically moti-
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vated media, to scientific research shaped by industrial interests—
play an important role in the origins and spread of false beliefs. Just 
as it was Mandeville’s fake memoirs that led to the widespread ac-
ceptance of the Vegetable Lamb, fake news and fake science remain 
crucial sources of false beliefs.
	 But the mere introduction of misinformation cannot explain its 
widespread acceptance. Unlike belief in the Vegetable Lamb, hold-
ing false beliefs about the health risks of smoking has serious con-
sequences. And while a definitive case for a link between cancer and 
smoking requires large-scale epidemiological evidence and careful 
experiments, many, many people over the past century have watched 
loved ones—smokers—die premature, painful deaths. This is pre-
cisely the sort of direct experience that should bear on belief, unless 
other factors override it.
	 So how can propagandists override the weight of evidence from 
both direct experience and careful scientific inquiry to shape our 
beliefs?
	 We argue that propaganda often works by co-opting the same 
social factors that allowed the Vegetable Lamb—and the Pope’s pres-
idential endorsement—to persist and spread. In the case of ciga-
rette smoking, those who wished to generate uncertainty could take 
advantage of the ways beliefs spread in a social network, and the 
human tendencies that regulate this process. The result was that mil-
lions of people suffered deaths that should have been preventable.

In this book we argue that social factors are essential to under-
standing the spread of beliefs, including—especially—false beliefs. 
We describe important mechanisms by which false beliefs spread 
and discuss why, perhaps counterintuitively, these very same mech-
anisms are often invaluable to us in our attempts to reach the truth. 
It is only through a proper understanding of these social effects that 
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one can fully understand how false beliefs with significant, real-
world consequences persist, even in the face of evidence of their 
falsehood. And during an era when fake news can dominate real 
news and influence elections and policy, this sort of understanding 
is a necessary step toward crafting a successful response.
	 In part, our argument draws on historical (and recent) examples 
of false beliefs that have spread through communities of people 
trying to learn about the world. Most of these examples, at least 
in the first chapters, come from science. We discuss how groups 
of scientists have come to hold false beliefs, and how those beliefs 
have persisted even as compelling evidence of their falsehood has 
appeared. We also discuss cases in which scientists have come to 
reject as false a belief they previously held. As we argue, scientists, 
just like the rest of us, are strongly influenced by their networks of 
social connections.25

	 But the fact that most of our examples come from science does 
not mean that our focus is limited to beliefs held by scientists. To 
the contrary: we wish to argue that the sorts of social considera-
tions that we discuss here are crucial to understanding the persis-
tence and spread of virtually all false beliefs. We focus on scien-
tists because most scientists, most of the time, are doing their best 
to learn about the world, using the best methods available and pay-
ing careful attention to the available evidence. They are trained to 
gather and analyze evidence and they are generally well-informed 
about the issues they study. In other words, scientists are the closest 
we have to ideal inquirers. For these reasons, the fact that even 
communities of scientists can persist in false beliefs is striking—and 
if even scientists are influenced by social factors, surely the rest of 
us are as well.
	 There is another reason to focus on scientists. Ultimately, all of 
us, individually and collectively, need to act in the world, and the 
success of those actions depends on facts about how the world ac-
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tually is. If we want to correctly anticipate what the consequences 
of our actions will be—which, surely, we do—then we want to care-
fully attend to the body of available evidence. When we do this, we 
often act like scientists: we try to learn what has happened in the 
past, to understand why things happen the way they do, and to pre-
dict what will happen in the future if we make various choices. We 
all have experiences, remember them, and change our beliefs in light 
of those experiences. Scientists, when doing science at least, merely 
try to be more systematic about this process. So we look to science 
as an extreme version of what all of us are doing much of the time 
as we try to make our way in the world.
	 Analyzing particular examples is only part of our strategy, how-
ever. The other part draws on methods from science itself: com-
puter simulations and mathematical modeling. Over the past two 
decades, philosophers of science have taken models and ideas from 
fields such as economics and evolutionary biology and applied them 
to understand “epistemic communities”—that is, communities of 
people trying to gain knowledge about the world. Philosophers of 
science working with these models have tended to take communi-
ties of scientists to be their primary target, but as we argue later in 
the book, the models they have developed have much broader ap-
plication: they can help us understand any community of people 
gathering evidence and sharing belief.
	 Why use mathematical models to understand something com-
plex like human learning? Large-scale social effects can be very dif-
ficult to study using observational or experimental methods. This is 
because the processes at work are widely distributed through time 
and space and often involve hundreds or thousands of people. It is 
hard to intervene or to ask questions about how things would have 
turned out under slightly different circumstances in the way scien-
tists usually do. This is one reason that simulations and modeling 
can help: by building simple computer programs that can mimic 
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groups of people sharing ideas, it is possible to test hypotheses about 
what sorts of factors can matter to how such groups of people learn. 
This can then guide efforts to interpret what we see in the real 
world—and even suggest new ways of seeing the full complexities 
of human interaction.
	 Analysis of these models can change our basic conception of our-
selves. There is a pervasive idea in Western culture that humans are 
essentially rational, deftly sorting fact from fiction, and, ultimately, 
arriving at timeless truths about the world. This line of thinking 
holds that humans follow the rules of logic, calculate probabilities 
accurately, and make decisions about the world that are perfectly 
informed by all available information. Conversely, failures to make 
effective and well-informed decisions are often chalked up to fail-
ures of human reasoning—resulting, say, from psychological tics or 
cognitive biases.26 In this picture, whether we succeed or fail turns 
out to be a matter of whether individual humans are rational and 
intelligent. And so, if we want to achieve better outcomes—truer 
beliefs, better decisions—we need to focus on improving individual 
human reasoning.
	 Models of social learning help us see that this picture of human 
learning and rationality is dangerously distorted.27 What we see in 
these models is that even perfectly rational—albeit simple—agents 
who learn from others in their social network can fail to form true 
beliefs about the world, even when more than adequate evidence 
is available. In other words, individually rational agents can form 
groups that are not rational at all.28

	 This sort of disconnect between individual and group-level ra-
tionality holds important morals for our understanding of human 
beliefs. Humans are animals that evolved to have the abilities they 
needed to thrive in their evolutionary environments. Most impor-
tant, we are social animals. We have evolved to live in social groups, 
and to use these groups to share and create knowledge and under-
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standing about the world. Our ability to successfully evaluate evi-
dence and form true beliefs has as much to do with our social con-
ditions as our individual psychology.
	 Taken together, these models, supplemented with evidence from 
other disciplines, provide a startling picture of our (in)ability to pro-
cess information and make decisions. They help explain the Vege-
table Lamb—but also explain how far more dangerous beliefs can 
take hold and spread.

In the 1964 political satire Dr. Strangelove, US Air Force general 
Jack Ripper unilaterally launches a nuclear strike on the USSR. His 
motive is to protect our “precious bodily fluids” from Soviet attack—
an apparent reference to the belief, promulgated by the far-right 
John Birch Society during the 1950s and 1960s, that water fluori-
dation was a communist plot against America.29 This sort of knee-
jerk rejection, on the basis of pure speculation, of evidence-based 
public health interventions has long been a part of American public 
life. And yet, while the John Birch Society and their kin were cer-
tainly sincere in their opposition to water fluoridation (and many 
other government activities), they remained firmly on the fringes 
during the twentieth century.
	 Today, however, the situation appears to be different. Evidence-
poor arguments about public-health issues such as global climate 
change, vaccination, and genetically modified foods are not only 
widely discussed and credited in mainstream political discussions, 
but in many cases they are actively supported by members of the 
current US administration, members of Congress, and some lead-
ing politicians in the UK, EU, and elsewhere. And as we have al-
ready noted, fake news and widespread false beliefs seem to have 
played significant roles in the 2016 US election, the UK Brexit vote, 
and other recent elections in Europe.



Introduction

16

	 Of course, as we have already argued, to some degree the per-
sistence of false beliefs is simply part of the human condition. The 
core structures of human knowledge and belief are such that social 
effects can lead to the spread of falsity, even in cases where the 
world pushes back.
	 And yet, there can be no doubt that the situation is changing. 
Over the past two decades, influential figures in American and Brit-
ish public life have adopted an ever-more-tenuous connection to 
the truth—and a complete disregard for evidence, expert knowl-
edge, or logical coherence—with no political consequences. This 
leads to two urgent questions: What has changed? And how can we 
fix it?
	 One of our key arguments in this book is that we cannot under-
stand changes in our political situation by focusing only on indi-
viduals. We also need to understand how our networks of social 
interaction have changed, and why those changes have affected our 
ability, as a group, to form reliable beliefs.
	 Since the early 1990s, our social structures have shifted dramat-
ically away from community-level, face-to-face interactions and to-
ward online interactions. Online social media such as Facebook and 
Twitter dramatically increase the amount of social information we 
receive and the rapidity with which we receive it, giving social ef-
fects an extra edge over other sources of knowledge. Social media 
also allows us to construct and prune our social networks, to sur-
round ourselves with others who share our views and biases, and to 
refuse to interact with those who do not. This, in turn, filters the 
ways in which the world can push back, by limiting the facts to 
which we are exposed.30

	 Propagandistic tools are especially effective in this environment. 
Social commentators have long noted the emergence of online 
“echo chambers” in political discourse; models of social learning 
allow us to say why these changes matter so much.31 People like to 
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conform with those around them, and when we are surrounded by 
peers who hold identical beliefs, the forces of conformity become 
extremely strong. And as we argue, this tendency to conform can be 
weaponized—as evidenced by Russian interventions in the US and 
UK in 2016.
	 Likewise, the spread of ideas from scientists and other experts to 
the public and to politicians is deeply influenced by social factors—
and for this reason, is readily manipulated. One of the most surpris-
ing conclusions from the models we study in this book is that it is 
not necessary for propagandists to produce fraudulent results to in-
fluence belief. Instead, by exerting influence on how legitimate, in-
dependent scientific results are shared with the public, the would-be 
propagandist can substantially affect the public’s beliefs about sci-
entific facts. This makes responding to propaganda particularly dif-
ficult. Merely sussing out industrial or political funding or influence 
in the production of science is not sufficient. We also need to be 
attuned to how science is publicized and shared.
	 Building on this understanding of the subtle and pernicious ways 
in which propaganda works, we go on to argue that the effects of 
propaganda can occur even in the absence of a propagandist. If 
journalists make efforts to be “fair” by presenting results from two 
sides of a scientific debate, they can bias what results the public sees 
in deeply misleading ways.32

	 We also show why some of the most obvious interventions to 
reduce the spread of propaganda and fake news, such as breaking 
down barriers that prevent the spread of reliable information be-
tween different communities, are unlikely to succeed. To learn from 
people whose views differ from ours, we need to be connected to 
them, but we also need to trust them enough to believe what they 
share. In a polarized political environment, that sort of trust is hard 
to come by.
	 There is, of course, no silver bullet for preventing the spread of 
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lies and misinformation. We think the interventions most likely to 
succeed involve radical and unlikely changes, such as the develop-
ment of new regulatory frameworks to penalize the intentional cre-
ation and distribution of fake news, similar to laws recently adopted 
in Germany to control hate speech on social media.33 And perhaps 
even more is needed—up to and including a reengineering of our 
basic democratic institutions. Given the scant possibility (and the 
risks) of such changes, we point to ways in which journalists and 
social media firms—and each of us individually—can limit the 
spread of misinformation without needing to limit speech. We all 
want to avoid becoming unwitting propagandists for someone else’s 
interests.
	 But as important as it is to identify particular interventions, it is 
equally important to understand the systems in which we are inter-
vening. The models of social learning we present here give us a 
powerful framework for studying the consequences of possible in-
terventions, and to predict, at least in a qualitative way, how specific 
changes to social networks might help or hurt. This sort of analysis 
goes far beyond hand-wringing about cultural trends to strike at 
the heart of how changing social dynamics can affect our beliefs.
	 It is crucial that we get a firmer grasp on this problem. Increas-
ingly in the West—including both the United States and much of 
Europe—decisions are being made on the basis of lies and false-
hoods. While it might seem that the solution is more information, 
this view is too limited. We have more information than ever be-
fore. Arguably, it is the abundance of information, shared in novel 
social contexts, that underlies the problems we face.
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In May 1985, Joe Farman, Brian Gardiner, and Jonathan Shank-
lin, all scientists working for the British Antarctic Survey (BAS), 
reported a startling discovery.1 According to their measurements, 
over the previous four years the quantity of ozone—a molecule 
made of three oxygen atoms—in the upper atmosphere over Ant-
arctica had dropped precipitously when compared with measure-
ments made by the same survey during the period 1957–1973. The 
change was most pronounced during the Antarctic spring, begin-
ning around October. It seemed that as the continent warmed each 
year, a hole now formed in the layer of ozone covering the southern 
part of the globe.
	 This was a troubling discovery. The earth is constantly bom-
barded by radiation from space, including large amounts produced 
by the sun. Some of this radiation is energetic enough to destroy 
DNA and other cellular structures. But as was first recognized in 
the late nineteenth century, much of this high-energy radiation 
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never reaches the surface of the planet.2 Light—which is compar-
atively harmless—gets in, but anything much more dangerous gets 
absorbed in the upper atmosphere. By 1881, it was understood that 
ozone was responsible for this absorption; and by the late 1920s it 
was known that the entire earth is wrapped in a protective layer of 
atmospheric ozone, between ten and fifteen miles above ground, 
that shields us from being constantly irradiated by our own sun. 
This ozone layer is essential to life on earth. And now, it seemed, it 
was disappearing.
	 The BAS data were met with shock—but also skepticism. In 
addition to the land-based measurement devices that the BAS sci-
entists used, the National Aeronautics and Space Administration 
(NASA) had a satellite in orbit monitoring global ozone levels. If 
this hole were real, it should have been glaringly obvious in the 
satellite data. But the satellite team had detected no significant 
changes.3 The BAS data were flatly contradicted by this arguably 
more reliable data.
	 Besides, the BAS team’s observations were theoretically impos-
sible. Scientists had been studying ozone depletion mechanisms 
intensely for the previous fifteen years, ever since a Dutch atmo
spheric chemist named Paul Crutzen had shown that nitrous oxide, 
a component in many fertilizers, could reach the upper atmosphere 
and interact with ozone.4 The most worrying mechanism for ozone 
depletion was discovered by Sherwood Rowland and Mario Mo-
lina in 1974, in work that would ultimately earn them, along with 
Crutzen, a Nobel Prize for Chemistry.
	 Rowland and Molina were chemists at the University of Califor-
nia, Irvine. Their big discovery was that ozone depletion could come 
from a quotidian source: a class of chemicals known as chlorofluo
rocarbons (CFCs) found in household products such as refrigera-
tors, air conditioners, and virtually all aerosols, from spray paint to 
underarm deodorant.5 First synthesized in the late nineteenth cen-
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tury as a fire suppressant, CFCs were a marvel of modern chemis-
try: highly stable, nontoxic, and broadly useful.
	 But some of the same properties that make CFCs so wondrous 
also make them dangerous—in unanticipated ways. Their stability 
means that they do not break down after they are released into the 
environment. Instead, they diffuse through the atmosphere and 
slowly creep above the ozone layer. Once there, they are exposed to 
high-energy radiation from the sun, which does finally break them 
down. And in breaking down they release other chemicals—most 
importantly, chlorine—that interact with ozone, removing it from 
the atmosphere.
	 Millions of tons of CFCs had been produced and freely released 
each year through much of the twentieth century. According to 
Molina and Rowland’s estimates, much of it was still in the atmo
sphere, slowly creeping toward the ozone layer.
	 Molina and Rowland’s work opened the research floodgates, lead-
ing to hundreds of studies examining ozone depletion from CFCs 
and other sources.6 The results of these studies were clear: human 
activity could affect ozone levels in the upper atmosphere, with po-
tentially disastrous consequences for life on Earth. In 1975, the US 
government formed a task force on Inadvertent Modification of 
the Stratosphere (IMOS) to study whether new regulations were 
needed. The task force announced later that year that, yes, heavily 
restricting the use of CFCs was imperative. The following year, the 
National Academy of Sciences produced two reports confirming 
the IMOS task force’s basic findings. In 1977 the Food and Drug 
Administration announced a general ban on CFCs in a range of 
applications in the United States, to take effect beginning in 1979.
	 So by the time the BAS team released its findings, it was well-
established that ozone was being depleted—and a regulatory frame-
work was already in place, at least in the United States, to curb 
emissions of the chemicals thought to be responsible. International 
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negotiations were under way to implement a worldwide ban. The 
response to Molina and Rowland’s work had been fast and decisive. 
But for just this reason, it was widely believed that the problem of 
ozone depletion was well in hand. No one, including Molina and 
Rowland, believed that there was any immediate risk of holes open-
ing in the ozone layer. There was no known chemical process by 
which ozone could deplete so rapidly.
	 This made the BAS findings all the more shocking. If they were 
correct, they showed that the possible risks of an abstract future 
were already upon us. But how could they be correct?

When the BAS study appeared, most people in the know thought 
it was wrong—and that the satellite data, which had not detected 
an ozone hole, were probably correct.7 But it never hurts to double 
check, especially when two studies seem to disagree. So Richard 
Stolarski, a physicist working at NASA’s Goddard Space Flight 
Center in Maryland, decided to revisit the satellite data for ozone 
levels over Antarctica.
	 Stolarski had done some of the earliest work on ozone depletion 
in the upper atmosphere. In the early 1970s, in collaboration with 
Ralph Cicerone, he had conducted a study for NASA in which he 
evaluated the likely effect of the space shuttle program on ozone 
levels. He and Cicerone were among the first people to focus on 
chlorine as a probable destroyer of ozone, a crucial step in later 
work on CFCs. Stolarski was thus in a particularly strong position 
to evaluate both the BAS and satellite data.
	 On careful reevaluation, he was surprised to find that the satellite 
had detected the ozone hole. But no one had noticed. The reason 
was that the measured levels were so low that the data-processing 
software had thrown them out as outliers—“bad” data points that 
were probably some sort of instrument glitch.
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	 How could this happen? Any time scientists run an experiment 
involving complex electronic equipment that produces a lot of raw 
data, they need to design computer systems to help them process 
and analyze that data. This often involves “cleaning” the data to 
correct for known systematic errors and running statistical tests 
to extract the quantities the researchers are actually interested in. 
To borrow from the title of Nate Silver’s recent book The Signal 
and the Noise (2012), they need to separate the signal from the noise. 
Designing software to do this requires a certain artfulness—and a 
lot of knowledge about the thing you are trying to measure. In this 
case, ozone concentrations had never been known to fall below a 
certain level, and there was no known process by which they could 
get that low. So the satellite team had designed its data-processing 
system to assume that any such data points were unreliable.
	 It turned out, then, that the satellite data were consistent with the 
BAS data after all—and that NASA had missed the ozone hole pre-
cisely because it was so far outside the range of what anyone believed 
possible. The ozone hole appeared to be real, and ozone depletion 
was not under control as everyone had thought. But there was still a 
puzzle: How could the theoretical expectations have been so far off?
	 NASA and the US National Oceanic and Atmospheric Admin-
istration rapidly organized two major expeditions to Antarctica, in 
1986 and 1987, to measure the levels of possible culprits and to try to 
identify the processes that were producing such dramatic ozone loss.
	 The Antarctic expeditions revealed that the ozone hole resulted 
from a confluence of several factors—including some that no one 
had foreseen. One of the main contributors was the fact that the air 
above Antarctica is so cold that clouds there are composed of ice 
particles rather than water vapor. It turned out that these ice parti-
cles remove nitric acid from the air, which in turn allows the chlo-
rine released by CFCs to persist longer, increasing ozone depletion.
	 Meanwhile, the continent’s weather patterns have a distinctive 
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character: powerful, frigid winds circle the South Pole, forming 
what is known as a polar vortex. This vortex traps the air over Ant-
arctica so that ozone from other regions of the atmosphere cannot 
easily mix in, and the chlorine present there cannot easily disperse. 
This led to chlorine levels much higher than anyone predicted, with 
little chance for the ozone to be replenished from elsewhere.
	 The two Antarctic expeditions also resolved another issue: the 
ozone hole had indeed been caused by excess chlorine in the upper 
atmosphere—chlorine that could be traced directly back to CFCs. 
There could now be little doubt that human activity was capable 
of altering our environment at a massive scale, and so quickly that 
within decades we had substantially eroded our natural protection 
against harmful radiation from the sun, at least in one part of the 
world. The complex systems that enable life on our planet turned 
out to be perilously fragile.
	 In September 1987, before the second Antarctic expedition had 
even occurred, an international treaty known as the Montreal Pro-
tocol on Substances That Deplete the Ozone Level was established; 
it went into force on January 1, 1989, and was soon ratified by all 
members of the United Nations. The original Montreal Protocol 
called for production cuts of 50 percent by all nations producing 
CFCs.8 Two years later, at a meeting in London, the protocol was 
revised to include a complete ban on CFCs and other chemicals 
known to release chlorine.
	 The nations of the world had acted definitively and with convic-
tion. And they had done so on the basis of sound and exhaustive 
science. In the end, our scientific process did the best thing we could 
ask of it: it saved us all from space radiation.

The Gospel of John tells us that Jesus was brought before the 
Roman prefect of Judea, Pontius Pilate, after the Jewish leaders of 
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Jerusalem accused him of attempting to usurp Roman power and 
declare himself a king.9 But when Pilate questioned him, Jesus de-
murred. He did not proclaim himself king but merely a witness to 
the truth.
	 Pilate’s rejoinder: “What is truth?”
	 Pilate’s response dismisses the very idea of “truth” as some ideal 
concerning the reliability and accuracy of our beliefs. His skepti-
cism—not about any particular matters of fact but about the idea 
of “truth” itself—places him in a long tradition in Western thought, 
going back at least to the ancient Greek Skeptics, of questioning 
not only whether we can ever truly know anything about the world, 
but whether there are even “truths” out there to know.
	 But his response is equally part of a long history of those in power 
using this very philosophical tradition to undermine their critics. 
It was this tradition that George W. Bush’s political advisor Karl 
Rove invoked when he said to New York Times reporter Ron Sus
kind, “We’re an empire now [meaning the United States], and when 
we act, we create our own reality.” Whether she knew it or not, 
Trump counselor Kellyanne Conway also invoked this tradition 
when she famously referred to the “alternative facts” that then–Press 
Secretary Sean Spicer had offered in a recent press conference.10 
And, lest anyone imagine “alternative facts” to be the exclusive do-
main of recent Republican administrations: recall that it was the 
Democrat Lyndon Johnson who, along with Secretary of Defense 
Robert McNamara, launched a massive escalation of the war in Viet
nam in 1965 on the basis of outright lies about the status and pros-
pects of the ongoing conflict.11

	 The idea of truth presents many old, difficult philosophical prob-
lems.12 Can we uncover truths about the natural world? Are there 
reliable methods for doing so? Can we ever really know anything?
	 These might seem like questions for philosophers to worry about, 
hardly demanding of our attention. But in fact they are as central to 



What Is Truth?

26

everyday politics, business, and even life and death as any question 
one might ask. And as the imperial tradition running from Pilate 
to Trump suggests, those in power have long understood their im-
portance.
	 As a scientific consensus emerged during the middle part of the 
1970s that CFCs posed a serious risk to ozone levels, and US policy 
makers began to implement regulatory responses, the chemical in-
dustry pushed back. Led by DuPont, the massive American chemi-
cal manufacturer, industry representatives argued against doing any- 
thing. They sang a common refrain: it was too soon to act, because 
there was still too much uncertainty. DuPont placed ads in news
papers and magazines across the country, arguing that “there is no 
persuasive evidence” in favor of the Rowland-Molina claims that 
CFCs contributed to ozone depletion and asking, “Should an in-
dustry be prejudged and useful fluorocarbon products be destroyed 
before any answers are found?” Likewise, a 1975 op-ed piece in the 
industry magazine Chemical Week claimed, of the role of CFCs in 
ozone depletion, that “we’re talking about a basically unknown ef-
fect on a little-understood phenomenon brought on by a debatable 
cause,” and went on to conclude: “One fact is clear: We don’t have 
the facts. We don’t even know for sure whether there is a problem.”13

	 This wait-and-see approach may seem judicious.14 In 1975, al-
though the evidence was sufficiently strong to persuade the IMOS 
task force that CFCs posed an imminent threat, many questions 
remained. Gathering more evidence was surely a good idea. Indeed, 
as we have seen, the 1980s would reveal that the scientific consen-
sus of the 1970s had been deeply flawed: the danger was far greater 
than anyone had understood!
	 The problem was that the industry continued to call for more 
research, and for delayed action, irrespective of how much evidence 
came in. As late as March 1988, after the BAS findings showed the 
presence of the ozone hole, after Stolarski’s review of the NASA 
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satellite data confirmed the BAS data, and after the 1986 and 1987 
Antarctic expeditions provided direct detections of by-products of 
CFC interactions with ozone, the CEO of DuPont wrote to the US 
Senate to declare that there was no need for drastic reductions.15 By 
this point, it was hard to imagine what further evidence you could 
ask for. And yet the industry kept asking for more—for certainty.
	 DuPont’s stance is reminiscent of an argument most famously 
associated with the eighteenth-century Scottish philosopher David 
Hume—though similar arguments were made by the ancient Greeks.16 
Suppose that, having observed some kind of regularity in the world, 
you would like to draw a general inference about it. For concrete-
ness: Suppose you observe that the sun has risen every morning of 
your life. Can you infer that the sun always rises? Or, from the fact 
that you (growing up in the Northern Hemisphere, say) have only 
ever seen white swans, that every swan is white?
	 Hume’s answer was an emphatic “no.” No number of individual 
instances of a regularity can underwrite a general inference of that 
sort. This might sound like an absurd position, but the examples 
just offered illustrate the problem. There are black swans in Aus-
tralia, after all, and there is no way to secure oneself against that 
possibility by checking more and more swans in Britain. The sun 
will eventually run out of hydrogen and expand to become a red 
giant, likely engulfing the earth. No matter how many days you have 
seen the sun rise, tomorrow could be the day it explodes.
	 This has become known as the “Problem of Induction.”17 Hume 
concluded that we cannot know anything about the world with cer-
tainty, because all inferences from experience fall prey to the Prob-
lem of Induction. The fact is that science can always be wrong.

Industry advocates urging a wait-and-see approach to CFCs into 
the late 1980s and beyond were right that the evidence linking CFCs 
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to ozone depletion was not definitive. It still isn’t. We cannot be 
absolutely certain about the existence of an ozone hole, about 
whether CFCs caused it, or even about whether ozone is essential 
for protecting human health. The reason we cannot be certain is 
that all of the evidence we have for this claim is ultimately induc-
tive—and as Hume taught us, inductive evidence cannot produce 
certainty.
	 And it is not merely that we cannot be certain. Scientists have 
often been wrong in the past. The history of science is littered with 
crumpled-up theories that scientists once believed, on the basis of 
a great deal of evidence, but which they now reject. For nearly two 
thousand years, scientists believed bad air, or “miasma,” emanating 
from rotting organic matter was the chief cause of disease—until 
the nineteenth century, when they came to believe that the diseases 
previously attributed to miasma are caused by microorganisms (i.e., 
germs). A thousand years of precision measurements and careful 
mathematical arguments had established, beyond a shadow of doubt, 
that the earth stands still and that the sun, planets, and stars all 
move around the stationary earth—until a series of scientists, from 
Copernicus to Newton, questioned and then overturned this the-
ory. And then for centuries after that, Newton’s theory of gravita-
tion was accepted as the true explanation of the motions of the 
moon around the earth and the earth around the sun. But today 
even Newton’s theory has been left behind for Einstein’s theory of 
relativity.18

	 Philosophers of science, such as Larry Laudan and P. Kyle Stan-
ford, have argued that these past failures of science should make us 
very cautious in accepting current scientific theories as true. Their 
argument is sometimes called the “pessimistic meta-induction”: a 
careful look at the long history of scientific error should make us 
confident that current theories are also erroneous.19
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	 Does this mean that industry critics of the scientific consensus 
on CFCs and ozone had a point? Scientists did not (could not) have 
enough evidence to be certain—and science has had such a dismal 
track record of discovering lasting truths that we can hardly take 
the scientists’ word if they say they have gotten it right this time. 
Surely caution about accepting new scientific findings is always in 
order.
	 Not quite. Perhaps we can never be certain about anything, but 
that does not mean we cannot be more or less confident—or that 
we cannot gather evidence and use it to make informed decisions. 
We might, for instance, become very, very confident that CFCs are 
creating a hole in our ozone layer. With the right sorts of evidence 
we might become so confident that the line between this sort of 
evidentially grounded belief and absolute certainty is, for our pur-
poses, meaningless.
	 Ultimately, we care about truth (at least scientific truth) inas-
much as true beliefs allow us to act successfully in the world. We 
care about knowledge because of the role that what we know—or at 
least, what we strongly believe to be true—plays in the choices we 
make, either individually or collectively. And recognizing this rela-
tionship between our beliefs and our choices is the key, not to solv-
ing the Problem of Induction, but to setting it aside.
	 When it comes to CFCs and the ozone layer, the worry that we 
can never gain complete certainty about matters of fact is irrelevant. 
What we want is enough confidence to avoid getting fried by radi-
ation from space. When it comes to the question of what we should 
do, we need to set general skepticism aside and act on the basis of 
the evidence we have. We ignore demands for certainty from in-
dustry, and regulate. As Hume himself put it, “A wise man . . . pro-
portions his belief to the evidence.”20

	 These philosophical challenges to science can be reapplied to 
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everyday life. There, too, we can never be certain. But the possibil-
ity does not paralyze us, nor should it. We do not wait on absolute 
certainty—and we cannot, as it is certainly not forthcoming. We 
have little choice but to act. And when we do, our actions are in-
formed by what we happen to believe—which is why we should en-
deavor to have beliefs that are as well-supported as possible.
	 And on reflection, although scientists have come to reject many 
past theories, it remains true that those theories were often highly 
effective within the contexts that they had been developed and tested. 
The old earth-centered model of the solar system was supremely 
accurate for predicting the locations of stars and planets. We still 
use Newton’s law of gravity to calculate satellite trajectories—and 
Newton’s theory sufficed to get us to the moon. In other words, we 
make our beliefs as good as we can on the basis of the evidence we 
have, and, often enough, things work out.
	 Philosophers and statisticians over the past century and a half 
have developed ways of thinking about the relationship between 
belief, action, and evidence that captures this pragmatism.21 The 
basic idea is that beliefs come in degrees, which measure, roughly, 
how likely we think something is to be true. And the evidence we 
gather can and should influence these degrees of belief. The charac-
ter of that evidence can make us more or less confident. And when 
we make decisions based on our beliefs, we need to take those levels 
of confidence into account.
	 In fact, we can use a branch of probability theory to map out a 
precise relationship between what we observe and what we ought 
to believe. There is a formula, known as Bayes’ rule, that allows you 
to calculate what your degree of belief, or credence, should be after 
learning of some evidence, taking into account what you believed 
before you saw the evidence and how likely the evidence was.22 Bayes’ 
rule is the unique, rational way to update your beliefs, in the sense 
that if someone does not use it, there will always be some series of 
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bets that you could offer them, all of which they would want to take, 
but which they are certain to lose.
	 The formula itself does not matter for what follows. But the basic 
idea—that we can think of ourselves, and of scientists, as gathering 
evidence and updating our degrees of belief in light of it—will be 
very important later in this book.

Critics of the CFC ban had another argument against accepting the 
scientific consensus on ozone: the scientists who defended it were 
politically motivated. Sherwood Rowland was criticized particularly 
harshly. He and others like him were not “true, objective scientists,” 
in the words of L. Craig Skaggs, DuPont’s public affairs manager in 
the late 1970s, because they did not merely collect and report data: 
they also advocated for policy changes on the basis of that data.23 
Another industry executive put it more colorfully: criticism of CFCs 
was “orchestrated by the Ministry of Disinformation of the KGB.” 
In other words, industry advocates argued, scientists whose work 
bears on political and industrial interests must be treated with ex-
treme caution, since it is highly likely that their own political, eco-
nomic, and even moral views will be reflected in the work that they 
do and the positions they adopt.
	 These arguments, much like industry’s demand for certainty, re-
flect an important tradition of philosophy of science arguing that 
the work of scientists is shaped by sociological considerations, in-
cluding their culture, their politics, and their values.24 To under-
stand this tradition, we need to turn to its roots, in the early 1960s.
	 In 1962, Thomas Kuhn, a physicist-turned-historian, published 
a book called The Structure of Scientific Revolutions.25 Drawing on a 
litany of case studies in the history of physics, he described a pat-
tern in scientific practice. Scientists would identify problems, apply 
well-known methods to solve them, run experiments to test their 
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solutions, and gradually build their repertoire of bits of nature tamed 
by their work. Kuhn used the term “normal science” to describe this 
gradual progress.
	 Normal science may sound a lot like, well, science. But Kuhn’s big 
insight was that it was only part of the story. Every so often, some-
thing else would happen: there would be a revolution. And when a 
revolution took place, Kuhn argued, the attendant changes in scien-
tific practice were so dramatic that essentially none of the hard-won 
victories of the previous period of normal science would survive.
	 All normal science, Kuhn argued, occurs within some paradigm, 
with its own rules for identifying and solving problems and its own 
standards of evidence. As an example, today when we see a glass fall 
to the floor and shatter, we see an object pulled down by the force 
of gravity.26 Before the paradigm of Newtonian gravitation, we did 
not see any such thing. We saw the glass as something made of earth, 
which therefore tended to move toward the earth, returning to its 
own level in a strict hierarchy of elements.
	 A scientific revolution is a change of paradigm: a radical discon-
tinuity, not only in background theory, but in scientists’ whole way 
of seeing the world. Changes of paradigm could change not only 
theory, but also what counts as evidence—and in some cases, Kuhn 
argued, even the results of experiments changed when paradigms 
changed.27

	 If taken to the extreme, Kuhn’s ideas have some radical conse-
quences.28 Most work in philosophy of science before Kuhn viewed 
science as dispassionate and objective inquiry into the world.29 But 
if Kuhn was right that paradigms structure scientists’ worldviews 
and if all of our usual evidence gathering and analysis happens, by 
necessity, within a paradigm, then this picture was fatally flawed.30 
The “evidence” alone could not lead us to scientific theories. There 
was apparently another ingredient to science—one that ultimately 
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had more to do with the scientists than with the world they were 
supposedly trying to understand.
	 Kuhn’s work raised the possibility that to understand science, 
we had to recognize it as a human enterprise, with a complex his-
tory and rich sociological features that could affect the ideas scien-
tists developed and defended. Scientists, from this perspective, were 
members of a society, and their behaviors were determined by that 
society’s rites and rituals. More, their society was embedded in a 
larger cultural context. Understanding science would mean under-
standing this strange and novel culture, using the tools of fields such 
as sociology and anthropology.
	 Reconsidering science as embedded in a broader cultural and po-
litical context that could influence scientific thought led to some 
troubling realizations. Contemporary science had been produced 
and shaped by a largely male, white, and Western European cul-
ture that had committed atrocities around the world. And scientific 
ideas, it turned out, were implicated. For instance, historian Ruth 
Schwartz Cowan and sociologist Donald McKenzie outline how the 
whole field of statistics emerged when Karl Pearson and Francis Gal-
ton (Charles Darwin’s cousin) attempted to quantify various mark-
ers of racial superiority.31 (In fact, Galton coined the term “eugen-
ics.”) The French philosopher and historian Michel Foucault argued 
that modern psychiatry was an instrument of subjugation, a way of 
segregating “problematic” members of society from the rest of the 
population.32 The modern clinic, he argued, was descended from 
the medieval leper colony and played a similar role in society.
	 Science was also implicated in colonialism, which had often been 
justified by “scientific” arguments about racial superiority and by 
the assumption that non-Western cultures could not have relia-
ble knowledge about their own environmental and economic well-
being.33 In her 1986 book The Science Question in Feminism, Sandra 
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Harding, a prominent American feminist theorist, pointed to the 
proliferation of rape metaphors—with the scientist forcing an un-
willing Mother Nature to submit—in the writings of early scien-
tists, including the British empiricist Francis Bacon, who strongly 
influenced Newton (and Hume). And so on.
	 The 1970s and 1980s were a golden age for this tradition of work 
on science, politics, and culture, which came to be known as “sci-
ence studies.” And it was in this intellectual context that industry 
advocates raised the concern that scientists researching the ozone 
hole were themselves political agents, influenced by their back-
ground views about environmentalism, government regulation, and 
the value of industry. And for this reason, the criticism had some 
initial plausibility: after all, many scholars had argued that precisely 
this sort of cultural context did matter to science; if, in this particu-
lar case, a group of scientists seemed to be endorsing political views, 
might not those views have influenced their scientific work, in just 
the way that Galton’s racism influenced the problems in statistics 
that he worked on?
	 It is true that, like all of us, scientists cannot isolate themselves 
from their cultural contexts. These contexts can surely lead to bi-
ases and blind spots. Sometimes the conclusions scientists draw in 
the grips of their own biases have been socially unacceptable, mor-
ally bankrupt, or just wrong, and yet were widely accepted none-
theless.34 So it is true that we need to be aware of and sophisticated 
about how social and political factors may influence science—and 
it is for this reason that the sorts of cultural critiques of science 
emerging from science studies can and have been deeply valuable.
	 But the mere observation that a scientist or group of scientists 
holds certain cultural or political views does not undermine the 
evidence and arguments they produce to support those views. This 
is true even when those views have influenced the scientific prob-
lems the scientists work on or the methods they adopt. After all, 
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despite its objectionable origins, the field of statistics is not inher-
ently bankrupt because it was developed with particular goals in 
mind. The insights of Galton and Pearson have been developed 
into a large and invaluable set of tools for analyzing and interpret-
ing data—even if the misuse of statistics remains commonplace.35 
Likewise, the hundreds of scientific articles written during the 1970s 
and 1980s providing careful evidence of the role of CFCs in ozone 
depletion, and the conclusion that CFCs posed an imminent threat 
to human health, are not washed away if some or even all of the 
authors of those articles happen to think that preserving the envi-
ronment is an admirable goal in itself.
	 More, it is very important to distinguish between two ways in 
which politics might affect science. One consists in the sorts of sub-
tle influences we have been considering here, wherein background 
cultural views affect the assumptions scientists make and the prob-
lems they consider. These sorts of influences can have negative ef-
fects, but they can also be identified and addressed through careful 
analysis, criticism, and debate. But there is another way in which 
politics and science can mix—one that has a strikingly different, and 
far more nefarious, character.

On Pentecost Sunday in 1783, a sixteen-mile-long volcanic fissure 
opened on the side of Laki, a mountain in southern Iceland.36 Over 
the next eight months, tens of billions of tons of lava flowed out, 
engulfing twenty towns and villages. Lava fountains spouted molten 
rock nearly a mile into the air. Jón Steingrímsson, a local Lutheran 
priest who recorded the eruption, wrote that the “flood of fire 
flowed with the speed of a great river swollen with meltwater on a 
spring day.”37

	 Along with the fast and destructive lava flows, the Laki eruption 
released enormous amounts of gas—including more than one hun-
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dred million tons of sulfur dioxide and nearly ten million tons of 
fluorine gas.38 The gases reacted with atmospheric water vapor to 
form sulfuric and hydrofluoric acids—which quickly fell back to 
earth as rain. The rain was so acidic that it melted the skin and bones 
of local livestock, killing half of the island’s horses and cows and 
three-quarters of its sheep. Barley and rye withered on their stalks. 
A quarter of Iceland’s human population died in the resulting famine.
	 The expression “acid rain” was first coined in 1859 by Robert 
Angus, a British pharmacist working in Manchester.39 Angus, who 
was studying sources of air pollution, found that the rain near in-
dustrial sites tended to be more acidic than that near the coasts, 
where there was less pollution. He attributed this effect to an early 
industrial technique known as the Leblanc soda process, which was 
known to release hydrochloric acid. Angus’s research showed that 
rather than merely dissipate in the atmosphere, that acid tended to 
fall back to earth as acid rain.
	 As the Laki eruption demonstrates, the basic phenomenon of 
acid rain had already been rather dramatically observed. Angus’s 
work showed that acid rain could also be a by-product of human 
activity. The British Parliament reacted quickly, implementing the 
Alkali Act in 1864, which required Leblanc process plants to pre-
vent the acid from being released into the atmosphere. It was a re-
markable early act of environmental regulation. And while acid rain 
did not go away after the Alkali Act passed, it did fade from public 
consciousness over the following century, perhaps because it seemed 
like a local problem for industrial regions to worry about.40

	 This all changed in 1974—the same year that Rowland and Mo-
lina discovered that CFCs deplete ozone. That year, Gene Likens, 
a professor at Cornell, and F. Herbert Bormann, a professor at Yale, 
published a research article in the scientific journal Science in which 
they defended a startling conclusion: the rain and snow falling on 
virtually the entire northeastern United States had become acidic—
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much more acidic than elsewhere in the country, and more acidic 
than in the same region twenty years previously. Likens and Bor-
mann reached this conclusion after carefully analyzing eleven years 
of data collected at the Hubbard Brook Experimental Forest in 
north-central New Hampshire and then comparing it with snow 
and rainwater samples from around the region.41

	 Likens and Bormann’s conclusions were startling because they 
showed that even remote areas, far from industrial centers, were 
deeply affected by human activity and pollution. It seemed that sul-
fur and other chemicals released by power plants in the Ohio Valley 
were drifting over the entire Northeast before falling to the ground 
as acid rain. These findings were consonant with similar results in 
southern Sweden and in Norway, where acid rain was likewise ob-
served far from industrial settings. (In this case, it seemed the pol-
lution was coming from England and Germany.) Acid rain due to 
sources in the United States was soon detected in Canada. Long-
distance pollution and acid rain were rapidly becoming not just an 
environmental problem, but a matter of international relations.
	 By the early 1980s, the science on acid rain was, in the words of 
one Environmental Protection Agency (EPA) spokesperson, “un-
impeachable.” This opinion was shared by virtually every major 
scientific organization tasked with reviewing the by-then enormous 
literature on the topic. In 1981, the National Academy of Sciences, 
the most prestigious group of scientists in the United States, found 
“clear evidence of serious hazard to human health” as well as “over-
whelming” evidence that acid rain was caused by power-plant emis-
sions. A 1982 report by the EPA concurred,42 as did another Na-
tional Academy report and a review by the Royal Society of Canada 
in 1983.43 And so on.
	 This broad scientific consensus should have led to new limits on 
power-plant emissions. And in Europe, it did: in 1979, the United 
Nations Economic Commission for Europe passed a new conven-
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tion to limit transnational pollution. That July, the United States 
and Canada began negotiating a similar agreement, leading to a 
Memorandum of Intent to address transnational air pollution.
	 But while these initiatives were started under the Carter Admin-
istration, the job of developing a full regulatory framework fell to 
Ronald Reagan, who became president of the United States on Jan-
uary 20, 1981. And despite the large body of evidence concerning 
the causes and harms of acid rain, the Reagan Administration did 
everything it could to prevent action—up to and including tamper-
ing with the scientific record.44

In 1982, George Keyworth, the White House science advisor, com-
missioned yet another report on acid rain. The purpose of the re-
port was ostensibly to assess previous studies conducted under the 
Carter Administration.45 The Reagan panel was called the Acid Rain 
Peer Review Panel and was headed by William Nierenberg, a dis-
tinguished physicist who had been director of the Scripps Institute 
of Oceanography, in San Diego.
	 Nierenberg’s scientific credentials were beyond reproach—but 
he was also overtly partisan. Two years after taking on the Acid Rain 
Peer Review Panel, Nierenberg joined two other distinguished 
physicists—Frederick Seitz, the former president of both Rockefel-
ler University and the National Academy of Sciences, and Robert 
Jastrow, founder of NASA’s Goddard Institute for Space Studies at 
Columbia University—to start up a conservative think tank known 
as the George C. Marshall Institute.
	 Political alliances surely played a role in Nierenberg’s appoint-
ment as head of the Reagan panel, but despite his political leanings, 
he took the role seriously. He hand-picked a team of distinguished 
experts on atmospheric science to join the panel—including Sher-
wood Rowland and Gene Likens. Six of the nine panel members 
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were members of the National Academies of Sciences or of Engi-
neering—and all but one of them was an expert on the relevant 
science. The final member was a physicist named Fred Singer.
	 According to Oreskes and Conway in their book Merchants of 
Doubt, when Nierenberg submitted a draft list of potential panel 
members to the White House, Singer’s name was not on it. But 
when the White House sent the list back, it had crossed off several 
candidates—and added Singer. At the time, he held a tenured fac-
ulty position at the University of Virginia, but his primary affilia-
tion seems to have been with the Heritage Foundation, a conserv-
ative think tank.46 We could find no record of any research articles 
authored by Singer addressing acid rain before he was placed on the 
panel.47

	 By March 1983, the panel had produced a complete draft of its 
report, which was circulated among the members. Its findings con-
curred with those of every other serious group that had addressed 
the subject: acid rain was a real threat, it was caused by human ac-
tivity, and drastic reductions in power-plant emissions were neces-
sary to stop further damage. The draft also included a chapter writ-
ten by Singer—in which he came to startlingly different conclusions. 
He argued that every course of action bore unacceptable costs, ex-
cept doing nothing. The other members rejected this finding and 
refused to sign off on any version of the report that included Singer’s 
chapter. The disagreement led to months of delays—during which 
time it appeared that Singer was trying to undermine the panel’s 
main findings in other ways. In September 1983, for instance, the 
vice chair of the panel presented its consensus to Congress; Singer 
protested the testimony in a letter to Congress arguing that there 
was insufficient evidence to support the vice chair’s claims. 
	 The panel finally approved a version of the report in March 1984, 
a year after it was first produced. The final draft included Singer’s 
chapter as a signed appendix without an endorsement from the 
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panel. Even then it was not released but instead sent to the White 
House for further review; Keyworth’s office then proposed further 
revisions to the Executive Summary portion of the document, which 
Nierenberg made without consulting with the rest of the panel. 
According to Kenneth Rahn, an atmospheric scientist at the Uni-
versity of Rhode Island and a panel member, these changes weak-
ened “the panel’s message that the federal government should take 
action now.”48

	 The final report did not accurately reflect the panel’s recommen-
dations—and it was released, with panel members’ names, in a form 
that those members had not reviewed or approved. This was a sig-
nificant and controversial breach of protocol. Science magazine pub-
lished an article charging that the White House had manipulated 
the report. Members of Congress released statements accusing the 
White House of suppressing the study, and several major newspa-
pers covered the story.49

	 But the damage had already been done. In addition to watering 
down the report, Singer and Keyworth, with aid from Nierenberg, 
had delayed its release by more than a year. In the meantime, several 
bills had been introduced in Congress that would have addressed 
acidifying pollutants, but none of them had been taken up because 
the science of acid rain was, allegedly, still uncertain, pending the 
White House report.50

	 In the end, no legislation on acid rain was seriously considered 
for five more years, until after Reagan had left the White House.

When Sherwood Rowland won the Nobel Prize in 1995 for his 
work on CFCs and ozone, Fred Singer wrote an op-ed piece criti-
cizing the Nobel committee: “In awarding the 1995 Nobel Prize 
in Chemistry to the originators of the stratospheric ozone depletion 
hypothesis, the Swedish Academy has chosen to make a political 
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statement.”51 This critique echoed the earlier industry arguments 
that, by advocating for new regulations on the basis of his work on 
CFCs, Rowland had become a political agent rather than a “true 
scientist.”
	 The irony here is deep. Even if we grant—as we surely must—
that Rowland’s work was influenced in various ways by his political 
and cultural contexts, there is a huge difference between speaking 
out about the socially relevant consequences of one’s own scientific 
research, as Rowland did following his 1974 paper, and working in 
direct consultation with the White House to undermine a scientific 
panel’s findings. The argument here is not tu quoque: it is not that 
Singer, too, was influenced by political considerations, just as Row-
land surely was. Nor is it that generally right-leaning interference, 
of the sort exemplified by the Acid Rain Peer Review Panel, is at 
least as bad as potential left-leaning interference. Rather, the argu-
ment is that there is a kind of political interference in science that is 
apparent in the case of the Acid Rain Peer Review Panel, and which 
seems importantly different in kind from anything that advocates 
of CFC regulation were ever accused of: explicit and intentional 
manipulation of scientific reports.
	 There is a second irony here, as well, regarding social and histor-
ical studies of science. By the early 1990s there was a broad percep-
tion among many scientists, and also some philosophers, politicians, 
and journalists, that academics in the humanities were agitating to 
undermine science. These scientists began to push back. The result 
was a confrontation, ostensibly over the legitimacy of scientific 
knowledge, that came to be known as the “science wars.”52

	 Perhaps the first volley in the science wars came in the form of a 
1994 book called Higher Superstition: The Academic Left and Its Quar-
rels with Science. Written by biologist Paul Gross and mathematician 
Norman Levitt, Higher Superstition argued that the sociologists and 
philosophers who purported to analyze science were generally in-
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competent to evaluate the work they were responding to. The au-
thors argued that many of the arguments in the science studies lit-
erature were not just ill-informed but downright incoherent.
	 One of the major themes of the science wars was an accusation 
that humanists writing on science were pseudointellectual poseurs.53 
But we want to focus on a second theme, which is suggested by the 
term “academic left” in the subtitle of Gross and Levitt’s book. 
Their arguments suggested a deep intellectual connection between, 
on one hand, a certain kind of left-wing politics that emphasized 
diversity and multiculturalism, and on the other hand, a broadly 
antiscientific stance.54 As the Harvard biologist Richard Lewontin 
put it in a letter to the New York Review of Books in 1998, Levitt and 
Gross appeared to hold the “curious belief . . . that any claim of so-
cial and ideological influence on the process and content of science 
is a form of Marxist madness.”55 This political message was ampli-
fied by prominent conservative commentators, so that the science 
wars soon came to look like a skirmish in a much larger culture war. 
Science was just one facet of a Western culture under siege by 
Marxists and, worse, in need of defense along with Christianity, fig-
urative painting, and the collected works of Aristotle.
	 One of the ideologies that Gross and Levitt associated with the 
academic left—and criticized harshly—was what they called “radi-
cal environmentalism,” personified by Jeremy Rifkin, an American 
author and activist who was famous for drawing attention to ozone 
depletion, acid rain, and global warming in the 1970s and 1980s.56 
Radical environmentalists, Gross and Levitt argued, were scare-
mongering pseudoscientists using the threat of environmental ca-
tastrophe to promote a (mostly leftist) political ideology. 
	 And yet, in Rowland’s case, it was the distinguished scientist and 
future Nobel laureate who, in speaking out about his own highly 
influential and widely cited research, was tarred as an activist and 
ideologue. Opposed to Rowland was not an apolitical and dispas-
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sionate scientific establishment, frowning on the activism of one of 
its members; it was a multibillion dollar industry with an army of 
lobbyists fighting regulation that had a direct impact on that indus-
try’s bottom line.
	 At the peak of the science wars, the claim that science had a po-
litical or cultural component was often presented as a radical assault 
on scientific authority. Reflection on the acid rain example suggests 
a very different moral. Yes, science is subject to political influence, 
both subtle and overt. But in a world where political appointees can 
rewrite scientific documents, without the knowledge and consent of 
the authors of those documents, fear that the public will stop trust-
ing scientists because some historians or sociologists have pointed 
to problematic episodes in history seems wildly off the mark.
	 To the contrary, it was two historians, Oreskes and Conway, who 
carefully documented the Reagan Administration’s interventions in 
the case of acid rain. Scholars working in disciplines caricatured as 
“antiscience” during the science wars have very often provided the 
critical analysis needed to set the record straight and improve both 
the methods and public understanding of science.57

	 And it was a Nobel Prize–winning “radical environmentalist” 
who led the charge against CFCs.

The picture of “truth” and “falsity” that we have sketched in this 
chapter is one according to which our beliefs play a particular role 
in guiding action.58 We seek to hold beliefs that are “true” in the 
sense of serving as guides for making successful choices in the fu-
ture; we generally expect such beliefs to conform with and be sup-
ported by the available evidence. We want to know that a layer of 
ozone in the stratosphere protects us from solar radiation, that ozone 
can be depleted by CFCs, and that that depletion has occurred so 
quickly in some places that a hole has opened in the ozone layer so 
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that we are able to adopt regulatory frameworks to slow or reverse 
ozone depletion. Similarly for acid rain. (When we say, in what fol-
lows, that a belief is “true,” this is all we mean; likewise, a “false” 
belief is one that does not bear this relationship to evidence and 
successful action.)
	 This picture is important to understanding how to think of sci-
entific authority in the context of political debates. The real trouble 
is that most of us are not in a position to independently evaluate, 
much less collect and analyze, the full set of data that a given com-
munity of scientists can bring to bear on any particular problem. 
For that matter, most individual scientists are not in this position 
either! This means that if scientists claim they are gathering evi-
dence and that evidence is convincing, we have little choice but to 
take their word for it. And whether we accept what scientists tell us 
depends on the degree to which we trust scientists to accurately 
gather and report their evidence, and to responsibly update their 
beliefs in light of it.
	 Ultimately, the reason to rely on scientific knowledge when we 
make decisions is not that scientists form a priesthood, uttering 
eternal truths from the mountaintop of rationality. Rather, it is that 
scientists are usually in the best position to systematically gather 
and evaluate whatever evidence is available. The views of scientists 
on issues of public interest—from questions concerning the envi-
ronment, to the safety and efficacy of drugs and other pharmaceu-
ticals, to the risks associated with new technology—have a special 
status not because of the authority of the people who hold them, 
but because the views themselves are informed by the best evidence 
we have.
	 We can see this clearly in the cases of both the ozone hole and 
acid rain. The reason to believe that there was a hole in the ozone 
layer was not because scientists said there was such a hole; it was 
because multiple devices, designed and carefully calibrated to mea-
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sure ozone levels in the upper atmosphere, located in different 
places and making their measurements in different ways, detected 
substantially reduced ozone levels. And the reason to believe that 
CFCs had produced that ozone hole was because a carefully tested 
theory was available according to which CFCs could deplete ozone—
and the predicted by-products of that process were detected in the 
atmosphere over Antarctica. Likewise for sulfur produced by coal-
fired power plants and acid rain in distant regions.
	 All of this remains true even if we accept that science is deeply 
entwined with culture and politics—and that scientists have often 
gotten things wrong in the past. Seeking out the ways in which 
current science is flawed is a natural part of science itself. If we take 
seriously the possibility that we are wrong—a stance that is central 
to the whole scientific enterprise—then we should be eager to give 
weight to criticism, particularly of a sort that scientists themselves 
may miss. The upshot of this criticism will be better science: more-
convincing arguments, fewer distortions, and better guidance to 
action. It is the hard work of serious sociologists, anthropologists, 
historians, and philosophers of science—and scientists themselves—
that has helped us better understand how science works, and why it 
should play a central role in our decision making.
	 From this perspective, the real threat to science is not from the 
ways in which it is influenced by its cultural context, nor the philo-
sophical and social critiques that draw those influences out. Rather, 
the real threat is from those people who would manipulate scien-
tific knowledge for their own interests or obscure it from the policy 
makers who might act on it. We are good at dismissing philosoph-
ical worries and acting when necessary. We are much less good at 
protecting ourselves from those who peddle misinformation.
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Elemental mercury is the only metal that is liquid at room tem
perature. Aristotle called it “quicksilver,” a term that captures its 
strange beauty. But this particular beauty is also deadly. Exposure to 
mercury can lead to a host of symptoms: sensations of bugs crawl-
ing under the skin, extreme muscle weakness, hair loss, paranoia, 
mental instability, and, for high exposure levels, death.1

	 The history of mercury use is riddled with such poisonings. Qin 
Shi Huang, the first emperor of a unified China, is reported to have 
died in 210 BCE after taking mercury pills that ironically were in-
tended to make him immortal.2 Isaac Newton sank into paranoia 
and insanity at the end of his brilliant life—likely a result of his ex-
periments with mercury. (Posthumous hair samples revealed highly 
elevated levels of it.)3

	 By the end of the twentieth century, the dangers of mercury were 
well established, and its use was heavily regulated in the United 
States, Europe, Japan, China, and elsewhere.4 Mercury poisoning 
should have been under control.

T W O

Polarization and Conformity
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	 And yet beginning around 2000, an American physician named 
Jane Hightower began to notice a distinctive cluster of symptoms 
in her patients: hair loss, nausea, weakness, brain fog. These are all 
associated with mercury poisoning—but these patients did not have 
lifestyles that should have brought them into contact with heavy 
metals, and so the diagnosis did not occur to her. Until, that is, a 
colleague heard a story on public radio about a town where locals 
suffered hair loss and other ailments of mercury poisoning after 
eating contaminated fish.5 On a hunch, this colleague ordered a 
mercury test for one of Hightower’s patients.
	 Sure enough, the patient’s mercury levels were elevated.
	 The patient also ate a lot of fish. Armed with a new hypothesis, 
that the strange symptoms were linked to mercury and perhaps to 
fish, Hightower went back to her other mystery patients with a new 
question. How often did they eat fish? As it turned out, those pa-
tients tended to be wealthy and health-conscious and chose to eat 
fish very often—including many fish high on the food chain, such 
as shark, swordfish, and tuna.
	 Over the next few years, Hightower systematically recorded her 
observations and shared her suspicions with colleagues, including 
some EPA officials who worked on mercury contamination in sea-
food. Some of the doctors she spoke with began to look for evidence 
of mercury poisoning in their own patients. Obstetricians in her 
hospital warned pregnant women off certain fish, since fetal brains 
are particularly susceptible to the effects of mercury.6 Some doctor 
friends quit eating predatory fish. The hospital cafeteria stopped 
serving canned tuna.
	 A local news station ran a story on Hightower’s suspicions.7 Then 
20/20, a national television news program, ran a segment on mer-
cury poisoning and fish.8 Television crews performed tests of the 
mercury levels in fish at local supermarkets and discovered that 
some of them, especially shark and swordfish, were well above levels 
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deemed safe by the US Food and Drug Administration (FDA). Their 
coverage of Hightower’s claims reached a wide audience—and soon 
more doctors were monitoring their patients for fish-related mer-
cury poisoning, gradually accumulating a larger and larger body of 
evidence supporting Hightower’s hypothesis.
	 We often associate scientific discovery with lone geniuses—mer-
curial madman Isaac Newton, Charles Darwin, Albert Einstein—
who, in a moment of revelation, conceive of some new theory fully 
formed. But real discoveries are far more complicated and almost 
invariably involve many people.9 Most scientific advances result from 
the slow accumulation of knowledge in a community. Guesses and 
observations come from many directions. These insights gradually 
spread and accumulate, leading to yet more hypotheses and new 
ideas for how to gather evidence. Only after a long and collabora-
tive process can we say that scientists have achieved a new discovery. 
Crucial to this process is the network of human interaction linking 
scientists to one another.
	 Although Jane Hightower led the effort to link mercury poi
soning with overconsumption of contaminated fish, she did not act 
alone. It was a colleague who first connected hair loss in High
tower’s patient with mercury poisoning. It was a contact at the EPA 
who, upon hearing about her work, shared recent government stud-
ies on mercury in fish. Other doctors informed her of patients with 
similar symptoms, improving her understanding of the syndrome. 
Hightower’s thinking was informed at every step by evidence from 
outside her own experience.
	 Conversely, Hightower’s insights helped others make even more 
progress. As soon as she started to gather evidence, her work began 
influencing the beliefs and behaviors of those around her—obste-
tricians, other clinicians, medical associations—who went on to find 
more evidence and further links. Ultimately, the discovery of a new 
link between mercury poisoning and seafood consumption occurred 
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when a community, or network, of scientists and doctors, all sharing 
ideas and evidence, adopted a new consensus.
	 In this way, those responsible for scientific discovery are bol-
stered by those around them. Bolstered—but also, sometimes, sty-
mied. Hightower’s evidence did not convince everyone she shared 
it with. To many colleagues, she seemed like an activist with some 
kind of environmentalist axe to grind, or perhaps just a quack. In 
fact, there seemed to be good reasons to think that the symptoms 
Hightower observed could not be from mercury.
	 In the early 2000s, it was already widely known that some fish 
contained mercury. Coal-fired power plants emitted a form of in
organic mercury into the air, where it would gradually fall back 
to earth, mix into ocean water, and be ingested by microbes, which 
converted it to highly toxic methylmercury. These microbes would 
then be consumed by small fish, which would be consumed by larger 
fish, and so on up the food chain. Methylmercury tends to accumu-
late in animal tissue, so large fish were building up high levels of the 
toxin. This was why the FDA already had guidelines regulating the 
level of methylmercury in fish sold commercially—levels that, it 
turned out, were exceeded by some supermarket supplies.
	 So the idea that fish contained toxic mercury was not controver-
sial. But precisely because the whole process seemed well-under-
stood, regulators, including the FDA, thought they knew what the 
dangers were. When presented with Hightower’s work, the FDA 
responded that no one was actually eating enough fish to be poi-
soned. Many of her colleagues seemed to agree.
	 Still, Hightower pushed forward with a year-long survey docu-
menting the fish intake, symptoms, and blood mercury levels of a 
group of patients. She published these results and shared them with 
a contact at the EPA, who invited her to present her work at a meet-
ing of mercury experts. At the suggestion of another colleague she 
wrote a resolution about the dangers of methylmercury and how to 
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tackle them, which was passed by the California Medical Associa-
tion and San Francisco Medical Society.
	 With time and ever more evidence, she gradually convinced more 
and more of her colleagues. Today, government agencies around the 
world are more savvy about the risks of methylmercury poisoning 
from fish and have issued guidelines to better control exposure.

On February 28, 1953, around lunchtime, the English biologist 
Francis Crick called for the attention of his fellow diners at the 
Eagle Pub, in Cambridge, UK.10 He had an important announce-
ment to make: he and an American geneticist named James Watson 
had “discovered the secret of life.” That secret, according to Wat-
son and Crick, was the physical structure of a complex molecule, 
DNA, that contains the basic genetic material for virtually all life 
on earth.
	 On the road to discovering the structure of DNA, Watson and 
Crick drew on many tools.11 Perhaps the most iconic of these was a 
set of glorified Tinkertoys they used to represent various atoms and 
the electrical bonds between them.12 These building blocks allowed 
Watson and Crick to test hypotheses about the feasibility of diverse 
molecular structures.
	 In most ways, the structures they built were nothing like mole-
cules. The pieces were hundreds of millions times bigger than atoms, 
and they were painted various colors, which atoms decidedly are 
not. Electron structure was represented by sticks poking out of balls 
at different angles. And yet, by experimenting with these blocks, 
Watson and Crick managed to extract crucial insights into the real 
structure of DNA.
	 The kind of reasoning Watson and Crick did with their building 
blocks is ubiquitous in the sciences. They built a model as an aid to 
understanding and inference. Models can take many different forms: 
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physical structures developed in labs, computer programs, mathe-
matical constructions of various sorts. Usually, a model is some sort 
of simplified or otherwise tractable system that scientists can ma-
nipulate and intervene on, to better learn about a messier or more 
complex system that we ultimately care about.13 Watson and Crick 
could not play with the actual structures of molecules, but they could 
manipulate their building blocks instead and use the resulting struc-
tures to learn about the real system.
	 In fact, we introduced an example of this kind of model in the 
last chapter—though we did not explicitly label it as such. Bayes’ 
rule, remember, is a formula for how people ought to change their 
beliefs in light of new evidence. To apply Bayes’ rule, we first need 
to think of our confidence concerning our various beliefs as repre-
sented by probabilities—basically, numbers between 0 and 1 that 
have to satisfy some further conditions. This whole picture, where 
degrees of belief are numbers that can change via Bayes’ rule as we 
collect evidence, can be thought of as a simplified mathematical 
model of how humans might really change their minds.
	 Of course, this model will not capture most real cases of infer-
ence perfectly. But it can nonetheless provide insights into what is 
going on when our beliefs evolve as we learn about the world. It 
captures the idea that beliefs come in degrees, and it sets out con-
ditions under which those beliefs should change. For instance, if 
the evidence we have is very likely to occur if our belief is true, we 
should become more confident in that belief. If our evidence is 
unlikely when the belief if true, we should become less confident. 
As we argued in Chapter 1, this insight alone is useful for thinking 
about issues regarding whether science can ever deliver certainty 
about anything—and whether we should care.
	 Bayesian belief updating gives us a model of how individual be-
liefs change. But as we have just seen in the case of methylmercury, 
science often needs to be understood on the level of a community, 
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not an individual. How do groups of scientists—such as the one 
Jane Hightower was part of—share knowledge, evidence, and be-
lief? How do they reach consensus? What do these processes tell us 
about science?
	 These questions, too, can be studied by developing and exam
ining models. There are many ways to do this, but here, to keep 
things simple, we focus on just one framework.14 Where there are 
other important models to discuss, we do so in the endnotes.
	 The framework we focus on was introduced in 1998 by econo-
mists Venkatesh Bala and Sanjeev Goyal. It is a mathematical model 
in which individuals learn about their world both by observing it 
and by listening to their neighbors. About a decade after Bala and 
Goyal introduced their model, the philosopher of science Kevin 
Zollman, now at Carnegie Mellon University, used it to represent 
scientists and their networks of interaction.15 We use the model, and 
variations based on it, much as Zollman did.
	 Why might models be useful here? Communities of scientists 
are vastly complex. We can investigate them using experiments 
and case studies, but there are some things that even these powerful 
methods cannot do for us. For example, we could never track the 
full progress of an idea, such as that methylmercury was poisoning 
fish eaters, through an entire scientific network. Where did each sci-
entist first hear of it? When did he or she become convinced it was 
correct? Who did that scientist share it with? This is especially true 
of scientific insights that happened in the deep past, and ones that 
involved large networks of researchers. Models can help fill the gaps 
in our understanding of how beliefs spread in communities of sci-
entists, and knowledge seekers more generally.
	 Of course, a model of scientists gathering evidence and commu-
nicating with one another cannot capture every detail of how sci-
entific ideas develop and spread. For example, we will not attempt 
to model the “Eureka moment”—the dawning of that brilliant idea 
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that moves a field forward. (Though, again, we are skeptical that 
such moments play the significant role history tends to grant them.) 
Nor will we model power dynamics between scientists, or the role 
that prestige and timing play in the uptake of scientific ideas.16 We 
focus just on the dynamics of belief and evidence.
	 Even this very simplified model can give us surprising informa-
tion that we could get no other way. It provides a new way of think-
ing about how beliefs spread in a community—and a way to ask how 
those dynamics would change under various conditions.

The basic setup of Bala and Goyal’s model is that there is a group 
of simple agents—highly idealized representations of scientists, or 
knowledge seekers—who are trying to choose between two actions 
and who use information gathered by themselves and by others to 
make this choice. The two actions are assumed to differ in how 
likely they are to yield a desired outcome. This could represent the 
choice between eating fish or not and so increasing or decreasing 
one’s risk of mercury poisoning; or it could be regulating smoke-
stack emissions and so increasing or decreasing the risks of acid rain. 
For a very simple example, imagine someone faced with two slot 
machines, trying to figure out which one pays out more often.17

	 Over a series of rounds, each scientist in the model chooses one 
action or the other. They make their choices on the basis of what 
they currently believe about the problem, and they record the re-
sults of their actions. To begin with, the scientists are not sure about 
which action is more likely to yield the desired outcome. But as they 
make their choices, they gradually see what sorts of outcomes each 
action yields. These outcomes are the evidence they use to update 
their beliefs. Importantly, each scientist develops beliefs based not 
only on the outcomes of their own actions, but also on those of 
their colleagues and friends.
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	 A clinician like Hightower, for example, might observe what hap-
pens to her own patients and also hear about her colleagues’ pa-
tients. She will use all of these observations in deciding whether she 
thinks her patients’ symptoms are due to mercury poisoning. Sim-
ilarly, while at the casino you might favor one slot machine, but 
after hearing from all your friends that they hit jackpots on another, 
you might change your mind.
	 In the model, one of the two actions—call it action B—is, in fact, 
better than action A. (To keep this straight, remember that A is for 
“All right,” but B is for “Better.”) But figuring out which action is 
superior is not necessarily easy. A crucial assumption in this model 
is that evidence is probabilistic, meaning that when the scientists 
investigate the world—test a slot machine or warn a sick patient off 
fish—the results are not always the same. Action B is better than 
action A because, on average, it yields better results. But there can 
be many individual instances when action A happens to yield a bet-
ter result.
	 In this way, we can think of action B as similar to a biased coin. 
It may land heads up more often than an ordinary coin—but that 
does not mean that it never lands tails up. And if you flip a biased 
coin and an unbiased coin some number of times, there is no guar-
antee that the biased one will land heads up more often. It is merely 
likely that it will do so.
	 Not all science looks like this. If you were investigating the laws 
of gravity, for instance, and you dropped a bowling ball off the top 
of the Empire State Building again and again, very carefully timing 
it on each attempt, the results would be remarkably consistent. 
Likewise for mixing natural gas, oxygen, and a flame: we know what 
will happen.
	 But in many types of science, evidence is not so dependable. 
Again, think of methylmercury. Individual sensitivity to the toxin 
varies widely, meaning that two people eating the same amounts of 
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swordfish might show very different symptoms. To make matters 
worse, the symptoms take time to develop. In retrospect, it is easy 
to look back on Chinese emperors taking mercury tablets to be-
come immortal and think, “How stupid! How did they miss that 
the stuff is toxic?” But mercury has historically been used again and 
again in medicine, because without statistical methods it is actually 
quite difficult to definitively link its use to its harms. The effects are 
too variable. In cases like this, scientific consensus is hard to reach, 
and models like the one we are describing can help us understand 
how that consensus comes about.
	 We should also emphasize that, although our examples come 
from science and we are calling the agents in our model “scientists,” 
these models can represent any group of people who are trying to 
make their way in an unpredictable world. All of us act as scientists 
sometimes, when we make decisions based on our own experiences 
and those of our friends. Ever buy a car? There is a good chance 
that you took it for a test drive and asked the dealer some questions. 
You were gathering evidence before making a decision. Did you 
also ask your friends or relatives for advice? Or look at online re-
views? If so, you consulted a network of other agents who likewise 
had gathered evidence, and you used their experiences to influence 
your beliefs—and ultimately your actions. So these models can apply 
very broadly. (We will return to this point in Chapter 4.)
	 We described Bala and Goyal’s models as mathematical. At this 
point, you might wonder where the math comes in. Let us dive 
into the details a bit more. We have been using anthropomorphic 
language, talking about “scientists” who “decide” to “act” on the 
basis of their “beliefs.” But in fact we are talking about computer 
simulations—there are no real decisions here, no physical actions, 
and no minds that could hold beliefs. Instead, we have an abstract 
network consisting of a collection of “nodes,” each of which may or 
may not be connected to other nodes by what is called an “edge.” 
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Each node represents a scientist, and each edge connects two scien-
tists who have access to each other’s results.
	 These networks can take different shapes. Figure 1 shows some 
examples of what the communication networks of scientists might 
look like. Some of these follow patterns: the cycle is a ring with 
each individual connected to two others; the complete network di-
rectly connects all agents to all other agents; and both the star and 
the wheel have one central node, with the rest of the individuals 
in the wheel loosely connected and in the star not connected at all. 
Real human networks are not so neat. They often have substruc-
tures that mimic the more regular ones, but they are also “clumpy,” 
with random links between well-connected cliques.18 As we will see, 

Figure 1. A collection of communication networks. In each network, the nodes 
represent individuals, or agents, and the connections between them, called edges, 

represent social ties. Some networks, like the complete, are more densely con- 
nected, and others, like the cycle, are more sparse. The clumpy network involves 
cliques. In the star and wheel networks, some individuals are more central than 

others. These structures influence how beliefs spread through the network.
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these structures are often important in determining how informa-
tion and ideas flow through a group.
	 How does a node make decisions or take actions? In the model, 
each node—each scientist—is associated with a number between 0 
and 1. This number represents the scientist’s level of certainty, or 
credence, that action B is better than action A. An assignment of .7 
would mean that particular scientist thinks there is a 70 percent 
chance that action B is better than action A. Which action the sci-
entist takes is wholly determined by this number. If it is greater 
than .5, the scientist performs action B—by which we mean that we 
simulate pulling a slot machine some number of times and count-
ing the number of times it pays off. Then we use Bayes’ rule to 
update the scientist’s credence in light of this result, and likewise 
update the credences of all of the other neighboring scientists on 
the network.
	 If the scientist’s belief is less than .5, he or she performs action 
A. In the simplest version of the model, we assume that everyone 
knows that this action works exactly half the time.19 You can think 
of this as a situation in which, say, a new medical treatment (action 
B) has been introduced to a market where another well-studied and 
well-understood treatment (action A) is already available.20 Doctors 
are interested only in whether the new treatment is better than the 
old one; they already know how well the old one works. The fact 
that we have a network of scientists, however, means that any par-
ticular scientist can get evidence of the new treatment’s efficacy 
from their neighbors, even if they do not perform that action them-
selves. This is like the other physicians who learned of Dr. Hightow-
er’s results, even though it never occurred to them to test their own 
patients’ mercury levels.
	 Figure 2 shows an example of what this process might look like. 
First, in (a) we see a network of six nodes (scientists) and edges 
(their connections). Each scientist has a credence ranging from 0 to 
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1 that action B is better. We can also see that on the basis of their 
credences in this particular network, four scientists will perform A 
(the light nodes) and two will perform B (the dark ones). Say they 
each perform their action ten times. In (b) we can see an example of 
results they might have obtained (2, 5, 7, etc.) Then in (c) we see 
how each scientist changes credences using Bayes’ rule on the basis 
of the outcomes observed by themselves and their neighbors. Any-
one connected to someone who tried action B—the new, unknown 
treatment—will update their beliefs. (The scientist with credence 
.02 does not update since that scientist is not connected to anyone 
trying action B.) In this case all but one scientist increased their 
confidence in B, since, as expected, it tended to succeed more often 
than A. In fact, we can see that when they act next, five scientists 
will try B instead of A.21

	 This process continues stepwise (try actions, update credences, 
try actions, update credences) until the scientists have converged on 
a consensus. This can happen if all of the scientists have sufficiently 
high credence—greater than .99—that action B is better; or all of 

Figure 2. An example of updating and experimentation in a Bala and Goyal–style 
model. Scientists start with initial credences (a) and use these to decide how 

they will test the world (b). Light nodes represent those taking action A,  
and dark nodes, B. In (c) we see that scientists who observe tests  

of action B update their credences.
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them have sufficiently low credence, less than .5, so that no one in 
the network ever performs action B, in which case they will not 
learn anything further about it. In the first case, we say the network 
has converged to the true belief. In the second, we say it has con-
verged to the false one. In general, these models tend to converge 
to the true consensus—that is, the whole network comes to believe 
that action B is better. But, as we will see, they sometimes go to the 
false one.22

	 What we want to understand is this: Under what circumstances 
do networks of scientists converge to false beliefs?

Stomach ulcers are painful sores in the lining of the stomach. It 
turns out that they are caused by a kind of bacteria known as H. 
pylori.23 Decisively showing that bacteria cause ulcers ultimately 
earned the 2005 Nobel Prize for two Australian medical research-
ers, Robin Warren and Barry Marshall, who managed to convince 
their fellow scientists of this relationship during the 1980s. But it 
is a bit strange to say that Warren and Marshall discovered the link. 
In fact, the theory that ulcers were caused by bacteria dates back to 
1874, when a German bacteriologist by the name of Böttcher and a 
French collaborator, Letulle, isolated bacterial colonies in an ulcer 
and argued that the bacteria were the ulcer’s cause.24 During the 
following decades, evidence slowly accumulated that bacteria were, 
indeed, responsible for ulcers.
	 But the bacterial theory was not the only one available. The 
other possibility, also accepted by many doctors and scientists, was 
that stomach acid was the culprit. In the early twentieth century, 
scientists investigated both theories and found evidence in favor of 
each. But then, in 1954, the bacterial theory suffered a devastating 
setback. Gastroenterologist E. D. Palmer biopsied the stomachs of 
more than one thousand patients and found no evidence of bacteria 
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at all.25 The conclusion seemed to be that bacteria could not live 
in the human stomach, meaning that they could not possibly cause 
ulcers.
	 Palmer’s results essentially ended attempts to confirm the bacte-
rial theory—aside from a few isolated doctors who continued to 
successfully treat ulcer patients with antibiotics. (Inhibiting gastric 
acid also helped—though ulcers treated in this way tended to re-
turn.) It was not until almost thirty years after Palmer published his 
results, when Warren observed a new strain of bacteria in stomach 
biopsies taken near tissue with ulcers, that serious research on the 
bacterial theory picked up steam again. Later, Marshall managed to 
isolate and cultivate the new strain, showing definitively that bacte-
ria could live in the human stomach after all.
	 Even with these strong results, Warren and Marshall faced sig-
nificant skepticism. The acid theory was widely held and deeply 
ingrained. The resistance was so strong that Marshall resorted to 
dramatic stunts to attract attention—and adherents—to their the-
ory. In a fit of pique, he apparently drank a petri dish full of H. pylori 
himself and then successfully treated the ensuing ulcer with antibi-
otics.26 Ultimately, Warren and Marshall managed to persuade their 
colleagues that the bacterial theory was right. But this episode could 
very well have gone differently. Had there not been a few scientists 
willing to give the bacterial theory a chance, we might still be using 
antacids to treat recurring ulcers.
	 How could this happen? One of the most startling findings from 
the Bala-Goyal models is just how strongly people’s beliefs can in-
fluence one another. If we imagined a group of agents with no net-
work connections gathering probabilistic evidence (and not sharing 
it), we would expect some of them to end up with the right theory 
and some with the wrong one. For instance, scientists who play the 
better slot machine and happen to lose all their money may give up 
on that machine for good. But with no communication, we should 
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not expect much correlation between the various scientists’ beliefs. 
Some scientists would have good luck and stick with the better ma-
chine; others would not. Each conclusion would be independent 
from all the others.
	 Once scientists start to share evidence, however, it becomes ex-
tremely likely that they will all come to believe the same thing, for 
better or worse.27 Notice that this happens in the models only be-
cause the scientists share evidence. There is no psychology here. No 
one is imitating anyone else, no one is trying to conform, no one is 
smarter or dumber than the others. There are no thought leaders 
or sheeple.
	 Why does it happen? Imagine a group of scientists gathering and 
sharing data. Suppose a few of them try the better action—reducing 
fish consumption, say, on the hypothesis that eating too much fish 
can cause mercury poisoning. As they continue to gather evidence, 
it starts to influence their colleagues and neighbors, just as we saw 
in the Hightower case. Some of these come to believe the right the-
ory and now start to gather evidence about it themselves. They, in 
turn, can persuade new colleagues and neighbors. The belief spreads 
throughout the network until everyone agrees.
	 Notably, this means that a successful new belief can spread in a 
way that would not have been very likely without the ability to share 
evidence. Suppose that almost every scientist starts with an extant 
belief (say, the mercury in fish is not poisoning people). We do not 
expect them to gather evidence about mercury and fish—why would 
they? Without data sharing, the chance that each independently 
decides to test this new possibility is miniscule. With data sharing, 
however, it takes just one scientist to start testing a new hypothesis 
for it to start catching hold throughout the scientific network (if 
the scientist gets positive results).
	 Figure 3 shows what this might look like. It is a simplified image 
(showing just the updating of credences, but not the successes) of 
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the process like that shown in figure 2. In each subsequent round, 
more scientists are persuaded by the results of their neighbors to try 
the better action, and eventually it spreads throughout the network.
	 This is the optimistic outcome. As we argued in the Introduction, 
the social spread of knowledge is a double-edged sword. It gives us 
remarkable capabilities, as a species, to develop sophisticated knowl-
edge about the world, but it also opens the door to the spread of 
false belief. We see this in the models as well: especially when scien-
tists tackle hard problems, they can all come to agree on the wrong 
thing. This happens when a few scientists get a string of misleading 
results and share them with their colleagues. Scientists who might 
have been on track to believe the true thing can be derailed by their 

Figure 3. An example of a network that achieves convergence on true beliefs. 
Light nodes represent belief in A and dark nodes belief in B. In each time step 

agents are testing their beliefs and updating their credences on the basis of their 
results and their neighbors’ results. As time goes on, more agents have high 

credences in the true belief until the entire network becomes essentially 
certain that action B is better.
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peers’ misleading evidence. When this happens, the scientists would 
have been better off not getting input from others.
	 It is worth taking a moment to let this sink in. Usually, when 
scientists behave rationally but gather uncertain data, sharing evi-
dence helps the whole group get to the right belief, even persuad-
ing those who were initially skeptical. But sometimes this process 
backfires, and communication between scientists actually leads to 
a consensus around the false belief. Remember the Vegetable Lamb. 
Without communication among learned scholars, this bizarre be-
lief would never have gone anywhere. The sharing of evidence (“I 
tasted its wondirfulle flesh!”) convinced many with correct beliefs 
that the wrong thing was true.
	 This trade-off, where connections propagate true beliefs but 
also open channels for the spread of misleading evidence, means 
that sometimes it is actually better for a group of scientists to com-
municate less, especially when they work on a hard problem. This 
phenomenon, in which scientists improve their beliefs by failing to 
communicate, is known as the “Zollman effect,” after Kevin Zoll-
man, who discovered it.28 If everybody shares evidence, a chance 
string of bad data can persuade the entire group to abandon the 
correct theory. But in a group where not everyone listens to every-
one else, pockets of scientists can be protected from misleading 
data and continue to gather evidence on the true belief that even-
tually persuades the rest of the community.29

	 Another way to put this is that some temporary diversity of be-
liefs is crucial for a scientific community. If everyone starts out 
believing the same thing, they can fail to try out better options. It 
is important for at least a few people to test different possibilities 
so that the group will eventually find the best one. One way to 
maintain this diversity of beliefs for a long enough time is to limit 
communication, so that researchers’ beliefs do not influence one 
another too much while they test different theories.30
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	 As Zollman himself points out, the Zollman effect can help ex-
plain how Palmer’s results finding no bacteria in the stomach had 
such a dramatic effect—and why the medical establishment held 
fast to a false theory for so long.31 Physicians were tightly connected 
to one another, so a single result—even though it turned out to 
be misleading—convinced nearly all of the gastroenterologists in 
the world that they should abandon what turned out to be the true 
theory of ulcers. Taking the actions they did was very likely the ra-
tional thing to do given Palmer’s evidence, which seems to have 
been very strong. But the structure of the community meant that 
rational actions by every individual actually made the false belief 
persist. Had fewer scientists known about Palmer’s results, the bac-
terial theory might have won out sooner.
	 Of course, Warren and Marshall did, eventually, return to the 
bacterial theory. If we add to the model the fact that scientists some-
times test the alternative theory—they sporadically or accidentally 
perform action B, even though they generally do not expect it to be 
better—they can overcome the Zollman effect, much as they would 
if they were less tightly connected with one another. But it can be 
a slow process and relies on luck. On the other hand, it works pre-
cisely because of evidence sharing: if strong evidence for a surpris-
ing new theory appears in this random way, the connections be-
tween scientists will allow the better theory to eventually take hold 
and spread.32

Polly Murray was suffering from fatigue, terrible headaches, and 
joint pain so severe that she struggled to move.33 She had seen 
doctors, but none of them had managed to help her. Many, in fact, 
hinted that her symptoms might by psychosomatic—or to put it 
more bluntly, they thought she was a nut. But as Murray meticu-
lously documented, she was not the only one with these symptoms. 
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Many of her friends and their children, all living in the small town 
of Lyme, Connecticut, suffered from the same strange cluster of 
ailments. Two of her children had been diagnosed with juvenile 
rheumatoid arthritis. This is a rare disease and it is not infectious—
it seemed exceedingly unlikely that there could be an epidemic of it.
	 In 1975, Connecticut health officials took Murray’s case to Allen 
Steere, a rheumatologist working on a fellowship at Yale. Steere 
met with Murray, and she showed him her list of neighbors with the 
same symptoms.34

	 Steere’s extensive investigation into the possible causes of the 
ailment eventually yielded a diagnosis: a new tick-borne illness later 
named Lyme disease, after the town where Murray and her friends 
lived.35 A few years later, the strain of bacteria responsible was iso-
lated and named Borrelia burgdorferi (after Willy Burgdorfer, who 
did the isolating).36 This discovery had a massive impact on pa-
tients like Polly Murray. After treatment with antibiotics, many of 
them regained lives previously lost to debilitating pain. September 
24 was declared “Allen Steere Day” in Connecticut to celebrate his 
findings.
	 Fast forward twenty-five years. Allen Steere was receiving death 
threats and hate mail from Lyme patients across the country. Se-
curity guards had to be hired to protect him at public appearances. 
The New England Medical Center, where he was now chief of 
rheumatology, employed an expert who spent hours each week 
monitoring the public threat to his safety.
	 What had happened?
	 Lyme disease is caused by a spirochete—a type of bacteria shaped 
like a spiral or helix, like those that cause syphilis. And like syphi-
lis,  the disease proceeds in stages. Initial infection causes flulike 
symptoms: fever, headache, joint aches, and often, but not always, 
a distinctive rash in the shape of a bull’s-eye.37 As the spirochetes 
spread throughout the body, some patients develop more alarming 
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symptoms: meningitis, encephalitis, facial paralysis, and mental dis-
turbances.38

	 As with any infection, the human immune system responds by 
attacking the invader, producing antibodies that help it identify and 
root out the Lyme spirochete. In many cases, though, this is not 
enough to totally suppress the infection. Borrelia uses its distinctive 
shape to wriggle into tissues throughout the body, and it employs 
a host of nasty tricks to hide from the immune system. When left 
untreated, late-stage Lyme causes the sorts of symptoms that first 
brought Polly Murray to see Allen Steere: crippling joint pain, 
numbness and pain in the extremities, brain fog, insomnia, extreme 
fatigue, and maladies such as serious cognitive impairments.39

	 This much, at least, is relatively uncontroversial. But what hap-
pens after Lyme is treated by antibiotics? This question is at the 
heart of what has become known as the “Lyme wars.” It is the Lyme 
wars that put Allen Steere’s safety at risk.
	 On one side are those who hold the view, widespread within 
the medical establishment and endorsed by groups such as the US 
Centers for Disease Control and Prevention (CDC), that a single 
round of treatment with antibiotics is generally enough to eliminate 
the Lyme spirochete, and so to cure a patient of the disease.40 On 
the other side are a large number of Lyme disease patients who have 
already undergone antibiotic treatment but who continue to expe-
rience debilitating symptoms typical of the disease. On the basis 
of their experiences, some “Lyme-literate” doctors have developed 
treatment programs for “chronic Lyme disease,” usually involving 
repeated rounds of heavy antibiotic use.
	 In the early 1990s, observing the emergence of the Lyme-literate 
doctor movement, Steere grew concerned that the diagnosis of 
Lyme disease had become a catchall for other diseases such as fi-
bromyalgia and chronic fatigue syndrome (themselves both poorly 
understood and controversial). After investigating patients referred 
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to him for Lyme, he formed the opinion that many did not have the 
disease. Knowing that long-term antibiotic use has serious side ef-
fects, he began to publicly advocate for greater caution in Lyme 
diagnosis and treatment.
	 Thus began a decades-long battle (which is still raging) over 
chronic Lyme disease. Steere, and most professional doctors’ groups 
and disease control centers, contend that chronic Lyme is actually 
a combination of other diseases, plus, perhaps, a mysterious post-
Lyme syndrome that might involve a continued immune response 
to Lyme after it has already been treated. They argue that long-
term antibiotic treatments do serious harm to sick patients, with-
out any benefits.41 Most chronic Lyme patients, they point out, do 
not test positive for the Lyme spirochete, and four large studies 
conducted by the National Institutes of Health have each shown 
that long-term antibiotic treatments do not improve these patients’ 
symptoms.42

	 On the other side of the debate are the patients, Lyme-literate 
physicians, and various advocacy organizations. They contend that 
Lyme spirochetes often hide in the body, avoiding total eradication 
by standard antibiotic treatments, and that long-term antibiotics 
are an effective treatment.43 The doctors involved claim to have suc-
cessfully treated thousands of patients. They refer to evidence show-
ing that Lyme can survive aggressive antibiotic treatment in dogs, 
mice, and monkeys44 and can subsequently reinfect ticks and other 
hosts with live spirochetes despite sometimes failing to show up in 
standard tests.45 Disaffected by what they see as a wall of opposition 
from mainstream researchers, the Lyme Disease Foundation even 
started its own publication—the Journal of Spirochetal and Tick-Borne 
Diseases—to publish results defending the existence of chronic Lyme.
	 At stake in this debate is the well-being of thousands of suffering 
patients. They vilify Steere and others who maintain that those with 
chronic Lyme should not be treated indefinitely. Some argue that 
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these doctors are conspiring to hide the truth about chronic Lyme—
possibly because they are in cahoots with insurance companies that 
do not want to pay for long-term treatment.46

	 If threats of violence against doctors seem extreme, note that the 
medical establishment has its own weapons. Patients are denied 
insurance coverage for expensive treatments that they claim reduce 
their symptoms. Doctors willing to prescribe long-term antibiotic 
treatments are often regarded as quacks and pariahs by their col-
leagues and by medical licensing boards. Some of the most promi-
nent of these doctors, such as the beloved Charles Ray Jones, who 
has treated thousands of children for chronic Lyme, have been dis-
ciplined by licensing boards or had their licenses suspended.47

	 On both sides, the Lyme wars have extended far beyond discus-
sions over coffee at academic conferences and in the pages of med-
ical journals. And one side is putting people’s lives at risk. The only 
question is which.

On June 14, 2017, in Alexandria, Virginia, a group of Republican 
congressional representatives met to practice for the Congressional 
Baseball Game for Charity, which was scheduled for the following 
day.48 Suddenly, mid-practice, shots rang out from near the third-
base dugout. Congressman Steve Scalise was hit in the hip; a lobby-
ist, a congressional aide, and a police officer assigned to protect 
Scalise were also shot and injured. The gunman was shot and died 
of his wounds.
	 The shots were fired by a left-wing extremist named James 
Thomas Hodgkinson. Hodgkinson reportedly belonged to Face-
book groups with names like “The Road to Hell Is Paved with Re-
publicans,” where he posted vitriolic anti-Trump comments daily.49

	 Two months later, white supremacists, neo-Nazis, and other na-
tionalist and nativist extremists marched through Charlottesville, 
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Virginia, carrying torches and chanting anti-Semitic, racist, and 
pro-Trump slogans.50 Violence broke out between the “Unite the 
Right” crowd and counterprotesters, injuring fourteen people. The 
following day, a twenty-year-old white supremacist named James 
Alex Fields Jr. drove his car into a counterprotest. He injured nine-
teen people and killed a thirty-two-year-old woman named Heather 
Heyer. In the month before the attack he reportedly had posted 
photos of Nazis, swastikas, and pro-Trump memes on his Facebook 
page, as well as pictures of alt-right icons such as Pepe the Frog.51

	 The term “polarization” originated in physics to describe the way 
some electromagnetic waves propagate in two oppositely oriented 
ways. By the mid-nineteenth century, political pundits had embraced 
this metaphor, of two opposite ways of being, to describe disagree-
ments in a state dominated by two parties. Today it captures the 
broad sense that Democrats and Republicans, Labour and Tories, 
left-wing and right-wing, are increasingly divided in their beliefs 
and moral stances.
	 Hallmarks of polarization include individuals on two sides of an 
issue who tend to move farther from consensus, rather than closer 
to it, as debate progresses. In some instances of political polariza-
tion, moral mistrust breeds between those who disagree, sometimes 
leading to violence, as in the shooting of Steve Scalise and the kill-
ing of Heather Heyer.
	 In the case of chronic Lyme disease, we see a situation where a 
scientific community has polarized over a set of scientific beliefs in 
much the way that some communities polarize over political be-
liefs. Here, too, the situation has progressed to threats of violence.
	 This situation may seem surprising. We tend to think of politi-
cal stances and scientific beliefs as importantly different. Political 
stances are motivated by social values: moral norms, religious be-
liefs, and beliefs about social and economic justice. We adopt polit-
ical positions because we want to promote something we value in 
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our country and our lives. Scientific beliefs, on the other hand, are 
supposed to be value-free (arguments from Chapter 1 notwith-
standing). In an ideal science, thinkers adopt beliefs that are sup-
ported by evidence, regardless of their social consequences.
	 In fact, this is not how science works. Scientists are people; like 
anyone else, they care about their communities, their friends, and 
their country. They have religious and political beliefs. They value 
their jobs, their economic standing, and their professional status. 
And these values come into play in determining which beliefs they 
support and which theories they adopt.52

	 That said, it is not clear, in the case of the polarization over Lyme 
disease, that differing values play much of a role. The physicians on 
both sides of the debate seem to have the same values. Allen Steere 
has devoted his professional life to studying and treating the dis-
ease. His objections to patients taking heavy doses of antibiotics 
seem to be genuinely motivated by concern for their health and 
safety. At the same time, doctors such as Charles Ray Jones are try-
ing to treat patients who are truly suffering, and, on their own re-
ports, they are succeeding in doing so. Everybody involved wants to 
protect and cure the afflicted.53

	 Besides having the same values, the two sides in the chronic 
Lyme case have access, for the most part, to the same evidence. 
They can, and often do, read the same journal articles about Lyme 
disease. They see patients with similar symptoms. Inasmuch as 
Lyme-literate physicians prescribe long-term antibiotics and most 
other physicians do not, these groups will not always observe pa-
tients undergoing the same sorts of treatments, but all of them read 
the same reports of randomized controlled trials on the effects of 
antibiotic treatments, and they can discuss other doctors’ clinical 
observations.
	 So how have things gotten so polarized? The models of scientific 
networks we have described in this chapter suggest that scientific 
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communities should tend strongly toward consensus as they gather 
and share evidence. Eventually, influence and data flowing between 
researchers should sway the whole group one way or another.
	 Or perhaps not. The models we have considered so far assume 
that all scientists treat all evidence the same way, irrespective of the 
source. But is that reasonable? Do all scientists trust one another 
equally? Do they consider all other researchers equally reliable?
	 Consider a small alteration to the model we introduced earlier. 
Suppose scientists in a network do not treat all the evidence the 
same way but instead take into account how much they trust the 
colleague who is sharing research with them. This is hardly an un-
reasonable thing to do. It is, in fact, an essential part of science—
and scientific training—to evaluate the quality of the evidence one 
encounters, and to exercise judgment in reacting to putative evi-
dence. Taking into account the source of reported data is surely 
a natural way to do this. Scientists who rely on studies written by 
known quacks are arguably abdicating their responsibilities.
	 How can we include this sort of “trust” in the Bala-Goyal model? 
Here is one suggestion. Suppose scientists tend to place greater 
trust in colleagues who have reached the same conclusions they 
have reached, and less in those who hold radically different beliefs. 
Again, this is not so unreasonable. We all tend to think we are good 
at evaluating evidence; it is only reasonable to think that those in-
vestigating similar problems, who have reached different conclu-
sions, must not be doing it very well.54

	 We can thus change how the scientists in our model update their 
beliefs in light of new evidence. The rule we have used so far, Bayes’ 
rule, takes for granted that we are certain that the evidence we are 
considering was really observed: there were no errors, no subter-
fuge, no miscommunications. This is a highly idealized case. Usu-
ally, when we encounter evidence, it is not perfectly certain. In such 
cases, there is a different rule that can be used to update your be-
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liefs, called “Jeffrey’s rule,” after Princeton philosopher Dick Jef-
frey, who proposed it. Jeffrey’s rule takes into account an agent’s 
degree of uncertainty about some piece of evidence when determin-
ing what the agent’s new credence should be.55

	 But how much uncertainty should the scientists assign to any 
particular piece of evidence? Suppose they do this by looking at 
how far the other scientists’ beliefs are from their own, and letting 
that distance determine their degree of uncertainty. Reading Allen 
Steere’s newest article, a Lyme-literate physician does not fully 
trust the reported results. Hearing about the clinical experiences of 
Charles Ray Jones, an establishment researcher is skeptical. In one 
version of this model, the scientists simply stop listening at some 
point and do not update their beliefs at all on the basis of evidence 
produced by someone who disagrees with them too much. In an-
other version, the scientists could think that the scientists who dis-
agree too much are corrupt or otherwise trying to mislead them 
and therefore assume that the evidence they have shared is actively 
fabricated. In this case, they would update their beliefs in the other 
direction.56

	 This small change to the model radically alters the outcomes. 
Now, instead of steadily trending toward a consensus, either right 
or wrong, scientists regularly split into polarized groups holding 
different beliefs, with each side trusting the evidence of only those 
who already agree with them.57 Initially, scientists’ beliefs are ran-
domly distributed throughout the network. Most scientists begin 
by listening to, and updating on the basis of, the evidence produced 
by most other scientists. But over time, groups of scientists begin to 
pull apart until eventually you have two groups with opposite be-
liefs who do not listen to each other at all.
	 Such a model does not capture the moral anger we see in the case 
of chronic Lyme, or in political polarization. But we do see that 
under fairly minimal assumptions, entire scientific communities can 
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split into two groups with opposite beliefs. Even worse, this sort of 
polarization is stable: no amount of evidence from the scientists who 
have adopted the correct belief will be enough to convince those 
who adopted the wrong belief. And the polarization does not de-
pend on individuals not seeing the evidence of those with different 
beliefs. They receive this evidence just as before. They simply do 
not believe it.
	 Figure 4 shows a network in which all people see each other’s 
evidence (a complete network) but that has moved toward polari-
zation. The shade of the nodes represents which belief each indi-
vidual espouses (light for A and dark for B), and the weight of each 
connection represents the degree of trust the agents give to each 
other’s evidence. As you can see, there are two groups with oppos-
ing beliefs who do not listen to each other.
	 We also find that the greater the distrust between those with 
different beliefs, the larger the fraction of the scientific community 

Figure 4. A complete, that is, fully connected, network in which agents are 
polarized in that they have stable, opposing beliefs. Light nodes represent those 
taking action A, and dark nodes, B. The weights of the connections between the 

nodes represent trust between agents—which translates into belief that other 
agents share real data. Within each group, agents trust others’ data, but they 

do not trust data from the other group.
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that eventually ends up with false beliefs. This happens because those 
who are skeptical of the better theory are precisely those who do 
not trust those who test it. As this skepticism increases, more agents 
will fail to update their beliefs in light of new studies pointing to-
ward more accurate beliefs. We can think of this sort of polariza-
tion as a way that communication closes down between opposed 
groups over time. The group holding false beliefs thus becomes 
insensitive to results pointing to better ones.
	 These results follow from one way of thinking about how scien-
tists might distrust each other. But there are other possibilities. In a 
less dramatic version of the model, scientists would listen to every-
one but discount the evidence of those who disagree with them 
rather than ignoring it completely. In models with this assumption, 
we find that all scientific communities eventually do reach a con-
sensus, just as in the original Bala-Goyal models. But mutual mis-
trust slows the process dramatically. Even in cases where scientists 
listen to each other enough that they do not reach stable, polarized 
outcomes, mistrust among those with different beliefs can produce 
transient polarization—long periods during which some scientists 
prefer the worse theory and mostly discount the evidence of those 
who prefer the better one.
	 One of the more surprising aspects of this transient polarization 
is that people who start off holding similar positions can end up on 
opposite sides of a debate. Imagine, for example, that Sally and Joe 
are scientists, and Sally is initially a bit more skeptical than Joe about 
a new theory. If Joe gathers evidence supporting the theory, his cre-
dence will increase. Sally’s credence will also go up, but not as much, 
because she trusts Joe’s data less than Joe does. This means that 
both their credences are higher than before, but also farther apart. 
Now Joe gathers more evidence, and his beliefs again jump up. 
Sally is also more convinced, but since the distance between her 
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and Joe is even greater now, her credence changes even less than 
the first time.
	 Eventually, Sally may conclude that Joe’s theory is better, but she 
will take a long time to get there. Or else Joe may approach cer-
tainty so much faster than Sally that he leaves her behind. From her 
perspective, it will look like he is going down a rabbit hole, and she 
will conclude that he is too radical to trust.
	 Of course, even transient polarization can be a damaging out-
come. In cases like Lyme disease, dire consequences are associated 
with the wrong belief: either overtreatment with antibiotics or ig-
noring a dangerous chronic infection. A significant slowing of the 
emergence of scientific consensus can seriously affect the lives of 
those with the disease.

Polarization has been studied in many disciplines. There is a large 
literature, for instance, looking for explanations of polarization in 
individual psychology. But researchers in this field tend to assume 
that when two actors look at the same evidence, if they fail to change 
their beliefs in the same way, then at least one of them must be ir-
rational.58 After all, you might think, the evidence either supports a 
given belief or it does not.
	 For example, many psychologists have shown that people tend 
to search out and pay attention to only the evidence that accords 
with their current beliefs. This is known as “confirmation bias”—
reasoning by which we tend to confirm our current beliefs—and it 
is a variety of what is sometimes called “motivated reasoning.” A 
typical psychological experiment on polarization might give partic-
ipants two sets of evidence, or arguments, for and against an issue, 
and see how they change their beliefs. Political scientists Charles 
Taber, Damon Cann, and Simona Kucsova, for example, presented 
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subjects with conflicting evidence on issues ranging from the legal-
ization of marijuana to the Electoral College. They found that those 
who started with strong beliefs about these issues became only more 
entrenched during the study—irrespective of what their starting 
beliefs were or what evidence they were given.59 The proposed ex-
planation is that the subjects paid attention only to evidence sup-
porting the view they already held.
	 We are not suggesting that this psychological effect does not 
occur. It seems it does—and it is very likely a factor in real-world 
polarization. But the models of polarization based on Jeffrey’s rule 
that we have described strongly suggest that psychological biases 
are not necessary for polarization to result. Notice that our agents 
do not engage in confirmation bias at all—they update on any evi-
dence that comes from a trusted source. Even if people behave very 
reasonably upon receiving evidence from their peers, they can still 
end up at odds.
	 These models can inform our understanding of political polari-
zation as well as the polarization of a scientific group. Sometimes, 
polarization happens over a moral/social position. The abortion de-
bate, for instance, is obviously extremely contentious, and most of 
the debate is not over facts but over whether it is inexcusably wrong 
to abort unwanted fetuses.
	 But in other cases, we see political polarization arise over mat-
ters of scientific fact. When it comes to climate change, for instance, 
the debate is not primarily about whether something is morally 
right or wrong, or whether an economic policy is just or not. Rather, 
the disagreement seems to be about whether carbon emissions from 
human sources actually contribute to changes in weather patterns. 
This is not a matter of morality or values: either greenhouse gases 
are affecting the climate, or they are not.
	 Of course, there is little question that industrial interests have 
obscured the scientific consensus on the causes of climate change, 
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by spreading misinformation and creating a sense of controversy. 
But the models we have discussed suggest that even without indus-
trial interference, a community of people trying to choose scientific 
beliefs to guide their votes or policy choices can end up with this 
sort of disagreement.
	 The take-away is that if we want to develop successful scientific 
theories to help us anticipate the consequences of our choices, mis-
trusting those with different beliefs is toxic. It can create polarized 
camps that fail to listen to the real, trustworthy evidence coming 
from the opposite side. In general, it means that a smaller propor-
tion of the community ultimately arrives at true beliefs.
	 Of course, the opposite can also happen: sometimes, too much 
trust can lead you astray, especially when agents in a community 
have strong incentives to convince you of a particular view. The 
models we have considered so far assume that all scientists accu-
rately report their results. In this sort of case, it makes little sense to 
discount the results of those you disagree with. But this is not the 
universal case. In fact, in the next chapter, drawing on the model
ing work of philosopher Bennett Holman at Yonsei University and 
philosopher and political scientist Justin Bruner at the Australian 
National University, we discuss how important discounting the ev-
idence of others can be when industry attempts to influence science.
	 Ultimately, as we will see, when assessing evidence from others, 
it is best to judge it on its own merits, rather than on the beliefs of 
those who present it.

In 1846 Ignaz Semmelweis, a Hungarian physician, took a post in 
the first obstetrical clinic of the Vienna General Hospital. He soon 
noticed a troubling pattern. The hospital’s two clinics provided free 
care for poor women if they were willing to be treated by students—
doctors in the first clinic, where Semmelweis was stationed, and 
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midwives in the second. But things were not going well in the first 
clinic.60

	 Puerperal, or “childbed” fever, was rampant, killing 10 percent 
of patients on average. Meanwhile, in the second clinic, the presum-
ably less knowledgeable midwives were losing only 3–4 percent of 
their patients. Even more surprising, the death rate for women who 
had so-called street births on the way to the hospital was much lower 
than for women who received the dubious help of the doctors-in-
training. During Semmelweis’s first year, the first clinic’s reputation 
was so bad that his patients literally begged on their knees to be 
transferred to the second.
	 Dismayed by their record, and horrified by the terrible deaths 
his patients were enduring, Semmelweis set out to find the cause of 
the clinic’s high fever rates. In March 1847, he had a breakthrough. 
A colleague died of symptoms very similar to childbed fever after 
receiving a small accidental cut during an autopsy. Semmelweis con-
nected this incident with the fact that obstetricians in the first clinic 
regularly attended patients immediately after conducting autopsies 
on diseased corpses. Childbed fever, he concluded, was a result 
of “cadaverous particles” transferred via the student doctors’ hands. 
After he started requiring regular hand-washing with a chlorinated 
solution, the clinic’s death rate plummeted.
	 Toward the end of 1847, Semmelweis and his students published 
their findings in several prominent medical journals.61 He believed his 
innovation would revolutionize medical practice and save the lives of 
countless women. But instead, his fellow physicians—principally 
upper-class gentlemen—were offended by the implication that their 
hands were unclean, and they questioned the scientific basis of his 
“cadaverous particles,” which did not accord with their theories of 
disease. Shortly thereafter Semmelweis was replaced at the Vienna 
General Hospital. In his new position, at a small hospital in Buda-
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pest, his methods brought the death rate from childbed fever down 
to less than 1 percent.
	 Over the remaining eighteen years of his life, Semmelweis’s rev-
olutionary techniques languished. He grew increasingly frustrated 
with the medical establishment and eventually suffered a nervous 
breakdown. He was beaten by guards at a Viennese mental hospital 
and died of blood poisoning two weeks later, at the age of forty-two.
	 Semmelweis was right about the connection between autopsies 
and puerperal fever, and the decisions he made on this basis had 
meaningful consequences. He saved the lives of thousands of in-
fants and women. But his ideas could have saved many more lives 
if he had been able to convince others of what he knew. In this case, 
although he communicated his beliefs to other scientists and pro-
vided as much evidence as they could possibly desire, his ideas were 
still rejected, at great cost. The warrantless belief persisted that gen-
tlemen could not communicate disease via contact.
	 The puzzling thing about the Semmelweis case is that the evi-
dence was very strong. In this way, the case was not like the Vege-
table Lamb—or even like Lyme disease, mercury poisoning, or the 
other relatively difficult cases we have discussed. The message from 
the world was loud and clear: hand-washing dramatically reduces 
death by puerperal fever. What went wrong?

On January 21, 2017, Donald Trump was inaugurated as the forty-
fifth president of the United States. Within hours, his new admin-
istration was engulfed in a bizarre media storm. The subject had 
nothing to do with policy or foreign affairs. The brouhaha was over 
the size of Trump’s inauguration crowd.
	 In his first White House press conference, Sean Spicer, then the 
Trump Administration press secretary, declared that Trump had had 
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the “largest audience to ever witness an inauguration.” But counts 
of Washington, D.C., Metro ridership and crowd estimates based 
on overhead photographs seemed to definitively show that Spicer’s 
claim was bogus.62 Several media outlets reported that the attend-
ance was underwhelming compared with the previous two inaugu-
rations of Barack Obama, let alone the massive Women’s March in 
Washington protesting the administration, which occurred the fol-
lowing day. Very quickly the White House’s denial of basic facts 
became the story.63

	 Political scientist Brian Schaffner and pollster Samantha Luks 
conducted a study of this incident.64 They showed almost fourteen 
hundred American adults photos of two inauguration crowds side 
by side. They then asked half of the survey participants which photo 
was from Trump’s inauguration and which from Obama’s. Perhaps 
unsurprisingly, more Trump supporters than Hillary Clinton sup-
porters falsely identified the more crowded photo as from the Trump 
inauguration.
	 The other half of study participants were asked a different, pre-
sumably easier question: which photo had more people? The shock-
ing result was that 15 percent of Trump supporters chose the photo 
with the clearly smaller crowd. They ignored the stark evidence in 
front of them and agreed with Spicer. Schaffner and Luks inter-
preted these results as evidence that the respondents wished to sig-
nal their strong support for their candidate. But there is another 
explanation that draws on a large literature in psychology, concern-
ing a phenomenon known as “conformity bias.”
	 In 1951, a psychologist at Swarthmore College named Solomon 
Asch devised a now-classic experiment.65 He showed groups of eight 
participants a card with one line on the left and three lines of vary-
ing length on the right (figure 5). Their task was to identify which 
line on the right was as long as the line on the left. Unbeknownst 
to his subjects, seven members of the group were confederates who 
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were all instructed to choose the same wrong line. For example, in 
figure 5, they might all, incorrectly, choose c instead of a. The sub-
ject, made to answer last, then had a choice: he or she could either 
agree with the rest of the group and pick c, or pick the correct line 
a. More than a third of study participants agreed with the others 
in the group. They chose to go against the evidence of their own 
senses in order to conform with what the others in the group did.
	 While conformity seems to vary across cultures and over time, it 
reflects two truths about human psychology: we do not like to dis-
agree with others, and we often trust the judgments of others over 
our own.66

	 Notice that sometimes, the latter is a reasonable strategy. No one 

Figure 5. The prompt for Solomon Asch’s conformity experiment. Even though 
(a) matches the length of the line on the left, confederates would all choose the 
same, incorrect line (b or c). Subjects then had to choose whether to conform 

or to choose the correct line (a).
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is perfect, and so it can be a good idea to doubt ourselves in the face 
of disagreement, especially if many others seem to independently 
agree. In fact, a classic mathematical theorem, due to the eighteenth-
century French mathematician Marquis de Condorcet, covers a 
case very close to this.67 Suppose you have a group of people who 
are trying to make a judgment about something where there are two 
possible answers and only one of them is correct. If each person is 
individually more likely than not to get the correct answer, the 
probability that the whole group will get the right answer by voting 
increases as you add more and more voters. This suggests that there 
are cases when it is actually a good idea to accept your own fallibil-
ity and go with the majority opinion: by aggregating many fallible 
voices, you increase the chances of getting the right answer.68 Those 
who have watched the game show Who Wants to Be a Millionaire? 
will be familiar with this effect. Contestants who poll the audience 
for the answer to a question can expect correct feedback 91 percent 
of the time, compared with those who ask a single friend and get 
the right answer 65 percent of the time.69

	 But trusting the judgments of others does not always work so 
neatly when these judgments are not actually independent of each 
other. UCLA economists Sushil Bikhchandani, David Hirshleifer, 
and Ivo Welch, for instance, have described a phenomenon known 
as an “information cascade,” by which a belief can spread through a 
group despite the presence of strong evidence to the contrary.70 In 
these cases, incorrect statements of belief can snowball as people’s 
judgments are influenced by others in their social environment.
	 To see how this works, imagine a group in which every member 
has private information, just as in the Condorcet case, that they can 
use to make a judgment call. Suppose, for instance, that each person 
has a tip—usually dependable, but sometimes wrong—about which 
of two stocks will perform better during the next month. Say that 
in a group of fifty people, forty-eight have secret information sug-
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gesting that Nissan will perform best, and just two have informa-
tion suggesting that General Motors stock will outperform Nissan. 
Suppose that those two people publicly buy GM stock. The next 
investor sees this and, perfectly reasonably, infers that the first two 
people had private reasons to think GM was preferable. On these 
grounds, that investor might conclude that his or her own private 
evidence for Nissan is not as strong as the overall evidence for GM. 
So that investor decides to buy GM.
	 Now any other investor will see that three people have pur-
chased GM stock, presumably on the basis of their private informa-
tion. This will give them an even stronger reason to think that GM 
is preferable to Nissan, contrary to their own private information. 
Soon everyone is buying GM, even though almost no one inde-
pendently would think it was a good idea.
	 Like other models we have looked at, models of information 
cascades reveal that individuals acting rationally—making the best 
judgments they can on the basis of the available evidence and their 
inferences about others’ beliefs based on behavior—can fall into a 
trap. A group in which almost every member individually would be 
inclined to make the right judgment might end up agreeing collec-
tively on the wrong one.
	 Information cascades are not the same as conformity bias; the 
individuals in the stock-trading case are not trying to fit in with the 
group. They are making rational decisions on the basis of the evi-
dence available to them, which includes both their own private in-
formation and the actions of others. We do not actually think infor-
mation cascading explains the behaviors of Trump supporters, or of 
the doctors who ignored Semmelweis. The point is simply that even 
in a case where conforming might seem like a generally good thing—
because others might have information we lack—the whole group 
can end up behaving in a highly irrational way when our actions or 
statements of belief come under social influence.
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	 Conformity bias, meanwhile, reflects the fact that completely sep-
arately from our rational judgments, we simply do not like to stick 
out from a pack. It makes us feel bad. The transcripts of the Asch 
experiment are telling. Even subjects who went against the grain 
and trusted their own judgment expressed discomfort with doing 
so. Here is how Asch described a subject who bucked the trend and 
chose the correct line: “His later answers came in a whispered 
voice, accompanied by a deprecating smile. At one point he grinned 
embarrassedly, and whispered explosively to his neighbor: ‘I always 
disagree—darn it!’”71

	 Conformity bias can help explain what happened when Semmel-
weis showed that hand-washing could prevent puerperal fever. His 
peers—none of whom were washing their hands—ignored him 
because they all agreed it was absurd to suppose that gentlemen’s 
hands could transmit disease. Bolstered by their fellows, they were 
unwilling to countenance evidence to the contrary—even though 
the evidence was powerful and immediate. Likewise, Trump sup-
porters’ claims that a relatively empty picture has more people in it 
may stem from their desire to agree with those they associate with.72

In the model developed by Bala and Goyal, we saw that social ties 
can have a remarkable influence on how communities of scientists 
come to believe things. But the variations we have discussed so far 
have been based on the assumption that what each individual cares 
about is the truth—or at least, trying to take the best action. The 
research on conformity bias suggests that we care about more than 
just the best action. At least in some settings, it seems we also care 
about agreeing with other people. In fact, in some cases we are pre-
pared to deny our beliefs, or the evidence of our senses, to better fit 
in with those around us.
	 How might an effect like conformity bias influence communities 
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of scientists?73 Suppose we begin with the basic Bala-Goyal model 
that we have already described. The scientists in the model update 
their beliefs in light of the results of their own actions and those of 
others, just as before. But now suppose that when the scientists in 
our models choose how to act, they do so in part on the basis of 
what those around them do.74 We might suppose that they derive 
some payoff from agreeing with others and that this influences their 
decisions about which action to take, but that they also update their 
beliefs about the world on the basis of what they and their neigh-
bors observe. We can imagine different scenarios—in some cases, 
or for some scientists, conformity might be very important, so that 
it heavily influences their choices. In other cases, they care more 
about the benefits of the better action, or prescribing a better drug, 
and so pay less attention to what their colleagues are doing.
	 In the extreme case, we can consider what happens when the only 
thing that scientists care about is conforming their actions to those 
of others—or at least, when the payoff from conforming is much 
larger than that from performing the better action. Under these 
conditions, the models predict that groups of scientists are just as 
likely to end up at a bad consensus as a good one. A group investi-
gating puerperal fever is just as likely to settle on hand-washing as 
not. After all, if they only care about matching each other, the feed-
back they get from the world makes no difference at all. In this 
extreme case, social connections have a severe dampening effect on 
scientists’ ability to reach true beliefs.
	 Worse, once they find an action they all agree on, they will keep 
performing that action regardless of any new evidence. They will 
do this even if all the scientists come to believe something else is 
actually better, because no one is willing to buck the consensus. 
Those without peers to worry about, on the other hand, are un-
hampered by a desire to conform and are willing to try out a new, 
promising theory.75
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	 Of course, the assumption that scientists care only about conform-
ing is too strong. As the Asch experiment shows, people care about 
conformity but also about truth. What about models in which we 
combine the two elements? Even for these partially truth-seeking 
scientists, conformity makes groups of scientists worse at figuring 
out what is true.
	 First, the greater scientists’ desire to conform, the more cases 
there are in which some of them hold correct beliefs but do not act 
on them. In other words, it is entirely possible that some of Sem-
melweis’s peers believed that hand-washing worked but decided 
not to adopt it for fear of censure. In a network in which scientists 
share knowledge, this is especially bad. Each doctor who decided 
not to try hand-washing himself deprived all of his friends and col-
leagues of evidence about its efficacy. Conformity nips the spread 
of good new ideas in the bud.
	 Of course, conformity can also nip the spread of bad ideas in the 
bud, but we find that, on average, the greater their tendencies to 
conform, the more often a group of scientists will take the worse 
action. When they care only about performing the best action, they 
converge to the truth most of the time. In other words, they are 
pretty good at figuring out that, yes, hand-washing is better. But 
the more they conform, the closer we get to the case in which sci-
entists end up at either theory completely randomly, because they 
do not care about the payoff differences between them. Pressures 
from their social realm swamp any pressures from the world.
	 Adding conformity to the model also creates the possibility of 
stable, persistent disagreement about which theory to adopt. Re-
member that in the Bala-Goyal base model, scientists always reach 
consensus, either correct or not. But now imagine a scenario in 
which scientists are clustered in small, tight-knit groups that are 
weakly connected to each other.
	 This is not such an unusual arrangement. Philosopher of science 
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Mike Schneider points out that in many cases, scientists are closely 
connected to those in their own country, or who are part of their 
racial or ethnic group. He shows that when scientists care about 
conformity, these kinds of groups can be a barrier to the spread of 
new ideas.76

	 Our results support this. When we have cliques of scientists, we 
see scenarios in which one group takes the worse action (no hand-
washing) and the other takes the better action (hand-washing), but 
since the groups are weakly connected, conformity within each 
group keeps them from ever reaching a common consensus. In 
such a case, there are members of the non-hand-washers who know 
the truth—the ones who get information from the other group—
but they never act on it and so never spread it to their compatriots.
	 Figure 6 shows a picture of this. One group takes action B, and 
the other takes action A. Some in the A group think B is better, 
including those connected to the B group, but their actions are 
fixed by their desire to conform with the group they are most con-
nected to.

Figure 6. A cliquish arrangement of scientists with stable, opposing beliefs due to 
conformity. Light nodes represent individuals taking action A, and dark nodes, B. 

Within the A group, some individuals have accurate credences, that is, they 
believe B is better. Because they conform with the actions of their clique, 

this accurate belief is not transmitted to colleagues in that clique.
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	 We can even find networks in which everyone holds the true 
belief—there is a real consensus in belief—but nonetheless, a large 
portion of scientists perform the worse action as a result of con-
formist tendencies.77 Consider the partial network shown in fig-
ure 7. While the people in the central cluster all get good evidence 
about the benefits of hand-washing from those around them, be-
cause they are closely connected to each other, they are unwilling 
to change their practice. The light nodes all choose action A be-
cause of conformity, even though their connections to the rest of 
the network have led them to believe that B is better.
	 So, we see that the desire to conform can seriously affect the 
ability of scientists, or other people gathering knowledge, to arrive 
at good beliefs. Worse, as philosopher Aydin Mohseni and econo-
mist Cole Williams argue, knowing about conformity can also hurt 

Figure 7. A network in which all agents have correct beliefs, but one clique takes 
the worse action because of conformity bias. Although individuals get information 

about the success of B from other colleagues, this is not enough for them to 
overcome their desire to conform with their group. Light nodes represent 

individuals taking action A, and dark nodes, B.
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scientists’ ability to trust each other’s statements.78 If physicians say 
they are completely certain their hands do not carry cadaverous par-
ticles, it is hard to know whether they are convinced of this because 
of good evidence or because they are simply following the crowd.
	 Thus far, we have been thinking of “desire to conform” as the 
main variable in these models. But really, we should be looking at 
the trade-off between the desire to conform and the benefits of 
successful actions. In some situations the world pushes back so hard 
that it is nearly impossible to ignore, even when conformity is tempt-
ing. Suppose that, in our models, action B is much better than A. It 
pays off almost all the time, while A does so only rarely. In this sort 
of case, we find that agents in the models are more likely to disre-
gard their desire to conform and instead make choices based on the 
best evidence available to them.
	 This can help explain why the Vegetable Lamb persisted for so 
long. There was almost no cost to believing the wrong thing. This 
means that any desire to conform could swamp the costs of holding 
a false belief. The wise medieval thinkers who waxed poetic about 
how delicious the Vegetable Lamb was derived social benefits from 
agreeing with their fellow literati. And the world never punished 
them for it.79

	 The Semmelweis case is different. There is no doubt that Sem-
melweis’s hand-washing practice had dramatic real-world conse-
quences—so it might seem surprising that physicians nonetheless 
conformed rather than try the promising new practice. But notice 
that the physicians themselves were not the ones at risk of death. 
Neither were their friends, relatives, or members of their social 
circles, as the patients in their clinics were generally poor. If the 
consequences of their choices were more personal, they might 
have ignored the reputational risks of admitting that their hands 
were unclean and listened to Semmelweis. Likewise, if we offered 
Trump supporters one thousand dollars to choose the photo with 
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more people in it, more of them might get it right. (Relatedly, social 
psychologists have shown that when monetary incentives are of-
fered to those who get the correct answer in the Asch test, conform-
ity is less prevalent.)80

	 The difference between cases in which beliefs really matter and 
in which they are more abstract can help us understand some mod-
ern instances of false belief as well. When beliefs are not very im-
portant to action, they can come to take the role of a kind of social 
signal. They tell people what group you belong to—and help you 
get whatever benefits might accrue from membership in that group.
	 For example, an enormous body of evidence supports the idea 
that the biological species in our world today evolved via natural se-
lection. This is the cornerstone of modern biology, and yet whether 
or not we accept evolution—irrespective of the evidence available—
has essentially no practical consequences for most of us. On the 
other hand, espousing one view or the other can have significant 
social benefits, depending on whom we wish to conform with.
	 Likewise, there are a number of widely held, pseudoscientific 
beliefs about food and health that tend to have few negative conse-
quences for those who hold them. Consider the beliefs that irradi-
ated food is dangerous, fears of genetically modified foods, and 
beliefs that organic foods have special health benefits (beyond the 
lack of contamination from pesticides).81 In each of these cases, 
there may be inconveniences and costs for consumers who avoid 
irradiated, genetically modified, or nonorganic foods, but these are 
relatively minor. At the same time, these eating practices can signal 
membership among new-age, elite, or left-wing social groups, and 
thus bring social benefits. These same communities sometimes pro-
mote wackier ideas—such as the recent fad of “grounding,” based 
on claims that literally touching the ground provides health bene-
fits as a result of electron transfer between the body and earth. Again, 
people are not going to be hurt by putting their feet on the ground 
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(in fact walking barefoot is often relaxing and pleasant), and so such 
a belief should be easily stabilized by social influences.82

	 Thinking of false beliefs as social signals makes the most sense 
when we have cliquish networks like those in figure 6. When two 
cliques settle on two different beliefs, those beliefs come to signal 
group membership. A man who says he does not believe in evolu-
tion tells you something not just about his beliefs but about where 
he comes from and whom he identifies with.
	 Notice that the resulting arrangement can look an awful lot like 
polarization: there are two (or more) groups performing different 
actions (and perhaps with different beliefs), neither of which listens 
to the other. In both cases, there is no social influence between the 
groups. But perhaps surprisingly, the reasons are very different. In 
our polarization models, social influence fails because individuals 
stop trusting each other. In the conformity models, we see an out-
come that, practically speaking, looks the same as polarization be-
cause everyone tries to conform with everyone else, but some peo-
ple just do not interact very often. A glimpse back at figures 4 and 6 
will make clear just how different these two outcomes really are.
	 The fact that polarization-like behavior can arise for very differ-
ent reasons makes it especially hard to evaluate possible interven-
tions. In the conformity case, disturbing people’s social networks 
and connecting them with different groups should help rehabilitate 
those with false beliefs. But when people polarize because of mis-
trust, such an intervention would generally fail—and it might make 
polarization worse. In the real world, both effects seem to be at 
work, in which case interventions will need to be sensitive to both 
explanations for false belief.

We have seen in this chapter that the effects of social engagement 
on our beliefs and behaviors are myriad and complex. Our social 
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networks are our best sources of new evidence and beliefs. But they 
also open us up to negative social effects. Friends and colleagues can 
help us learn about the health risks of eating fish and the best way to 
treat ulcers—but they leave us susceptible to Vegetable Lambs.
	 As we have argued, these social effects are often independent of, 
though sometimes exacerbated by, individual psychological ten-
dencies. When we use the beliefs of others to ground our judgment 
of the evidence they share, we can learn to ignore those who might 
provide us with crucial information. When we try to conform to 
others in our social networks, we sometimes ignore our best judg-
ment when making decisions, and, in doing so, halt the spread of 
true belief.
	 Things are about to get worse, however. So far, we have assumed 
that all of the scientists in our models share real results, and that they 
are all motivated by the goal of establishing truth. But the history 
of science—and politics—reveals that this is often a bad assumption. 
There are powerful forces in the world whose interests depend on 
public opinion and who manipulate the social mechanisms we have 
just described to further their own agendas.



93

In December 1952, Reader’s Digest published an article titled “Can-
cer by the Carton,” which presented the growing evidence of a link 
between cigarette smoking and lung cancer.1 The article pulled no 
punches: it asserted that deaths from lung cancer had increased by 
a factor of 10 from 1920 to 1948 and that the risk of lung cancer in 
smokers older than forty-five increased in direct proportion to the 
number of cigarettes smoked. It quoted a medical researcher who 
speculated that lung cancer would soon become the most common 
form of human cancer—precisely because of the “enormous in-
crease” in smoking rates per capita in the United States and else-
where. Perhaps most important of all—at least from the perspective 
of the tobacco industry—the article called the increase in lung can-
cer “preventable” and suggested that the public needed to be warned 
of the dangers of smoking.
	 The article was a public relations doomsday scenario for the to-
bacco industry. At the time, Reader’s Digest had a circulation of tens of 
millions of copies and was one of the most widely read publications 
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in the world.2 The dramatic headline, clear and concise prose, and 
unambiguous assessment of the scientific evidence made a greater 
impact than any public health campaign could have done. The arti-
cle left no uncertainty: smokers were slowly killing themselves.
	 Soon more evidence came in. During the summer of 1953, a 
group of doctors at Sloan Kettering Memorial Hospital completed 
a study in which they painted mice with cigarette tar. The mice 
reliably developed malignant carcinomas.3 Their paper provided a 
direct and visceral causal link between a known by-product of smok-
ing and fatal cancer, where previous studies had shown only statis-
tical relationships. It produced a media frenzy, with articles appear-
ing in national and international newspapers and magazines. (Time 
magazine ran the story under the title “Beyond Any Doubt.”)4 That 
December, four more studies bolstering the case were presented at 
a research meeting in New York; one doctor told the New York Times 
that “the male population of the United States will be decimated 
by cancer of the lung in another fifty years if cigarette smoking 
increases as it has in the past.”5

	 The bad press had immediate consequences. The day after it 
reported on the December research meeting, the Times ran an ar-
ticle contending that a massive sell-off in tobacco stocks could be 
traced to the recent coverage. The industry saw three consecutive 
quarters of decline in cigarette purchases, beginning shortly after 
the Reader’s Digest article.6 (This decline had followed nineteen con-
secutive quarters of record sales.) As National Institutes of Health 
statistician Harold Dorn would write in 1954, “Two years ago can-
cer of the lung was an unfamiliar and little discussed disease outside 
the pages of medical journals. Today it is a common topic of discus-
sion, apparently throughout the entire world.”7

	 The tobacco industry panicked. Recognizing an existential threat, 
the major US firms banded together to launch a public relations 
campaign to counteract the growing—correct—perception that their 
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product was killing their customers. Over the two weeks following 
the market sell-off, tobacco executives held a series of meetings at 
New York’s Plaza Hotel with John Hill, cofounder of the famed 
public relations outfit Hill & Knowlton, to develop a media strat-
egy that could counter a steady march of hard facts and scientific 
results.
	 As Oreskes and Conway document in Merchants of Doubt, the key 
idea behind the revolutionary new strategy—which they call the 
“Tobacco Strategy”—was that the best way to fight science was with 
more science.8

	 Of course, smoking does cause lung cancer—and also cancers 
of the mouth and throat, heart disease, emphysema, and dozens of 
other serious illnesses. It would be impossible, using any legitimate 
scientific method, to generate a robust and convincing body of 
evidence demonstrating that smoking is safe. But that was not the 
goal. The goal was rather to create the appearance of uncertainty: 
to find, fund, and promote research that muddied the waters, made 
the existing evidence seems less definitive, and gave policy makers 
and tobacco users just enough cover to ignore the scientific consen-
sus. As a tobacco company executive put it in an unsigned memo 
fifteen years later: “Doubt is our product since it is the best means 
of competing with the ‘body of fact’ that exists in the mind of the 
public.”9

	 At the core of the new strategy was the Tobacco Industry Re-
search Committee (TIRC), ostensibly formed to support and pro-
mote research on the health effects of tobacco. In fact it was a prop-
aganda machine. One of its first actions was to produce, in January 
1954, a document titled “A Frank Statement to Cigarette Smokers.”10 
Signed by the presidents and chairmen of fourteen tobacco com-
panies, the “Frank Statement” ran as an advertisement in four hun-
dred newspapers across the United States. It responded to general 
allegations that tobacco was unsafe—and explicitly commented on 
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the Sloan Kettering report that tobacco tar caused cancer in mice. 
The executives asserted that this widely reported study was “not re-
garded as conclusive in the field of cancer research” and that “there 
is no proof that cigarette smoking is one of the causes” of lung 
cancer. But they also claimed to “accept an interest in people’s 
health as a basic responsibility, paramount to every other consid-
eration” in their business. The new committee would provide “aid 
and assistance to the research efforts into all phases of tobacco use 
and health.”
	 The TIRC did support research into the health effects of to-
bacco, but its activities were highly misleading. Its main goal was to 
promote scientific research that contradicted the growing consen-
sus that smoking kills.11 The TIRC sought out and publicized the 
research of scientists whose work was likely to be useful to them—
for instance, those studying the links between lung cancer and other 
environmental factors, such as asbestos.12 It produced pamphlets 
such as “Smoking and Health,” which in 1957 was distributed to 
hundreds of thousands of doctors and dentists and which described 
a very biased sample of the available research on smoking. It con-
sistently pointed to its own research as evidence of an ongoing con-
troversy over the health effects of tobacco and used that putative 
controversy to demand equal time and attention for the industry’s 
views in media coverage.
	 This strategy meant that even as the scientific community reached 
consensus on the relationship between cigarettes and cancer—
including, as early as 1953, the tobacco industry’s own scientists—
public opinion remained torn.13 After significant drops in 1953 and 
into 1954, cigarette sales began rising again and did so steadily for 
more than two decades—until long after the science on the health 
risks of tobacco was completely settled.14

	 In other words, the Tobacco Strategy worked.

•
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The term “propaganda” originated in the early seventeenth cen-
tury, when Pope Gregory XV established the Sacra Congregatio de 
Propaganda Fide—the Sacred Congregation for the Propagation 
of the Faith. The Congregation was charged with spreading Roman 
Catholicism through missionary work across the world and, closer 
to home, in heavily Protestant regions of Europe. (Today the same 
body is called the Congregation for the Evangelization of Peoples.) 
Politics and religion were deeply intertwined in seventeenth-century 
Europe, with major alliances and even empires structured around 
theological divides between Catholics and Protestants.15 The Con-
gregation’s activities within Europe were more than religious evan-
gelization: they amounted to political subversion, promoting the in-
terests of France, Spain, and the southern states of the Holy Roman 
Empire in the Protestant strongholds of northern Europe and Great 
Britain.
	 It was this political aspect of the Catholic Church’s activities that 
led to the current meaning of propaganda as the systematic, often 
biased, spread of information for political ends. This was the sense 
in which Marx and Engels used the term in the Communist Mani-
festo, when they said that the founders of socialism and communism 
sought to create class consciousness “by our propaganda.”16 Joseph 
Goebbels’s title as “propaganda minister” under the German Third 
Reich also invokes this meaning. The Cold War battles between the 
United States and the Soviet Union over “hearts and minds” are 
aptly described as propaganda wars.
	 Many of the methods of modern propaganda were developed by 
the United States during World War I. From April 1917 until Au-
gust 1919, the Committee on Public Information (CPI) conducted 
a systematic campaign to sell US participation in the war to the 
American public.17 The CPI produced films, posters, and printed 
publications, and it had offices in ten countries, including the United 
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States. In some cases it fed newspapers outright lies about Ameri-
can activities in Europe—and occasionally got caught, leading the 
New York Times to run an editorial calling it the Committee on Pub-
lic Misinformation. One member of the group later described its 
activities as “psychological warfare.”18

	 After the war, the weapons of psychological warfare were turned 
on US and Western European consumers. In a series of books in 
the 1920s, including Crystallizing Public Opinion (1923) and Propa-
ganda (1928), CPI veteran Edward Bernays synthesized results from 
the social sciences and psychology to develop a general theory of 
mass manipulation of public opinion—for political purposes, but 
also for commerce.
	 Bernays’s postwar work scarcely distinguished between the po-
litical and commercial. One of his most famous campaigns was to 
rebrand cigarettes as “torches of freedom,” a symbol of women’s 
liberation, with the goal of breaking down social taboos against 
women’s smoking and thus doubling the market for tobacco prod-
ucts. In 1929, under contract with the American Tobacco Company, 
makers of Lucky Strike cigarettes, he paid women to smoke while 
marching in the Easter Sunday Parade in New York.
	 The idea that industry—including tobacco, sugar, corn, health-
care, energy, pest control, firearms, and many others—is engaged 
in propaganda, far beyond advertising and including influence and 
information campaigns addressed at manipulating scientific research, 
legislation, political discourse, and public understanding, can be 
startling and deeply troubling. Yet the consequences of these activ-
ities are all around us.
	 Did (or do) you believe that fat is unhealthy—and the main con-
tributor to obesity and heart disease? The sugar industry invested 
heavily in supporting and promoting research on the health risks 
of fat, to deflect attention from the greater risks of sugar.19 Who is 
behind the long-term resistance to legalizing marijuana for recrea-
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tional use? Many interests are involved, but alcohol trade groups 
have taken a particularly strong and effective stand.20 There are 
many examples of such industry-sponsored beliefs, from the notion 
that opioids prescribed for acute pain are not addictive to the idea 
that gun owners are safer than people who do not own guns.21

	 Bernays himself took a rosy view of the role that propaganda, 
understood to include commercial and industrial information cam-
paigns, could play in a democratic society. In his eyes it was a tool 
for beneficial social change: a way of promoting a more free, equal, 
and just society. He particularly focused on how propaganda could 
aid the causes of racial and gender equality and education reform. 
Its usefulness for lining the pockets of Bernays and his clients was 
simply another point in its favor. After all, he was writing in the 
United States at the peak of the Roaring Twenties; he had no rea-
son to shy away from capitalism. Propaganda was the key to a suc-
cessful democracy.
	 Today it is hard not to read Bernays’s books through the lens of 
their own recommendations, as the work of a public relations spokes-
man for the public relations industry. And despite his reassurances, 
a darker side lurks in his pages. He writes, for instance, that “those 
who manipulate this unseen mechanism of society constitute an 
invisible government which is the true ruling power of our country. 
We are governed, our minds molded, our tastes formed, our ideas 
suggested, largely by men we have never heard of.”22 This might 
sound like the ramblings of a conspiracy theorist, but in fact it is far 
more nefarious: it is an invitation to the conspiracy, drafted by one 
of its founding fathers, and targeted to would-be titans of industry 
who would like to have a seat on his shadow council of thought 
leaders.
	 Perhaps Bernays overstated his case, but his ideas have deeply 
troubling consequences. If he is right, then the very idea of a dem-
ocratic society is a chimera: the will of the people is something to 
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be shaped by hidden powers, making representative government 
meaningless. Our only hope is to identify the tools by which our 
beliefs, opinions, and preferences are shaped, and look for ways to 
re-exert control—but the success of the Tobacco Strategy shows just 
how difficult this will be.

The Tobacco Strategy was wildly successful in slowing regulation 
and obscuring the health risks of smoking. Despite strong evidence 
of the link between smoking and cancer by the early 1950s, the Sur-
geon General did not issue a statement linking smoking to health 
risks until 1964—a decade after the TIRC was formed.23 The fol-
lowing year, Congress passed a bill requiring a health warning on 
tobacco products. But it was not until 1970 that cigarette advertis-
ing was curtailed at the federal level, and not until 1992 that the 
sale of tobacco products to minors was prohibited.24

	 All of this shows that the industry had clear goals, it adopted a 
well-thought-out strategy to accomplish them, and the goals were 
ultimately reached. What is much harder to establish by looking at 
the history alone is the degree to which the Tobacco Strategy con-
tributed to those goals. Did industry propaganda make a difference? 
If so, which aspects of its strategy were most effective?
	 There were many reasons why individuals and policy makers 
might prefer to delay regulation and disregard the evidence about 
links between cancer and smoking. Was anyone ever as cool as Hum
phrey Bogart with a cigarette hanging from his lips? Or Audrey 
Hepburn with an arm-length cigarette holder? Smoking was cultur-
ally ubiquitous during the 1950s and 1960s, and it was difficult to 
imagine changing this aspect of American society by government 
order. Worse, many would-be regulators of the tobacco industry 
were smokers themselves. Clear conflicts of interest arise, indepen
dently of any industry intervention, when the users of an addictive 
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product attempt to regulate the industry that produces it. And in 
addition to funding research, the tobacco industry poured millions 
of dollars into funding political campaigns and lobbying efforts.
	 Subtle sociological factors can also influence smoking habits in 
ways that are largely independent of the Tobacco Strategy. In a re-
markable 2008 study, Harvard public health expert Nicholas Chris-
takis and UC San Diego political scientist James Fowler looked at 
a social network of several thousand subjects to see how social ties 
influenced their smoking behavior.25 They found that smokers often 
cluster socially: those with smoking friends were more likely to be 
smokers and vice versa. They also found that individuals who stopped 
smoking had a big effect on their friends, on friends of friends, and 
even on friends of friends of friends. Clusters of individuals tended 
to stop smoking together. Of course, the converse is that groups 
who keep smoking tend to do so together as well.26 When the can-
cer risks of cigarettes were first becoming clear, roughly 45 percent 
of US adults were smokers. Who wants to be the first to stop?27

	 To explore in more detail how propagandists can manipulate 
public belief, we turn once again to the models we looked at in the 
last chapter. We can adapt them to ask: Should we expect the To-
bacco Strategy and similar propaganda efforts to make a significant 
difference in public opinion? Which features of the Tobacco Strat-
egy are most effective, and why do they work? How can propaganda 
combat an overwhelming body of scientific work? Working with 
Justin Bruner, a philosopher and political scientist at the Australian 
National University, and building on his work with philosopher of 
science Bennett Holman (which we discuss later), we have devel-
oped a model that addresses these questions.28

	 We begin with the basic Bala-Goyal model we described in the 
last chapter. This, remember, involves a group of scientists who 
communicate with those in their social network. They are all trying 
to figure out whether one of two actions—A or B—will yield better 
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results on average. And while they know exactly how often A leads 
to good outcomes, they are unsure about whether B is better or 
worse than A. The scientists who think A is better perform that 
action, while those who lean toward B test it out. They use Bayes’ 
rule to update their beliefs on the basis of the experiments they and 
their colleagues perform. As we saw, the most common outcome in 
this basic model is that the scientific community converges on the 
better theory, but the desire to conform and the mistrust of those 
with different beliefs can disrupt this optimistic picture.
	 In the last chapter, we used this model and variations on it to 
understand social effects in scientific communities. But we can vary 
the model to examine how ideas and evidence can flow from a sci-
entific community to a community of nonscientists, such as policy 
makers or the public, and how tobacco strategists can interfere with 
this process.
	 We do this by adding a new group of agents to the model, whom 
we call policy makers. Like scientists, policy makers have beliefs, 
and they use Bayes’ rule to update them in light of the evidence 
they see. But unlike scientists, they do not produce evidence them-
selves and so must depend on the scientific network to learn about 
the world. Some policy makers might listen to just one scientist, 
others to all of them or to some number in between.
	 Figure 8 shows this addition to the model. On the right we have 
our community of scientists as before, this time arranged in a cycle. 
As before, some of them favor theory A (the light nodes) and others 
B (the dark ones). On the left, we add policy makers (squares in-
stead of circles), each with their own belief about whether theory B 
is better than A. The dotted lines indicate that while they have con-
nections with scientists, these are one-sided. This figure shows one 
policy maker who listens to a single scientist, one who listens to 
two, and one who listens to three.
	 With just this modification to the framework, we find that policy 
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makers’ beliefs generally track scientific consensus. Where scien-
tists come to favor action B, policy makers do as well. This occurs 
even if the policy makers are initially skeptical, in the sense that 
they start with credences that favor A (less than .5). When policy 
makers are connected to only a small number of scientists, they 
may approach the true belief more slowly, but they always get there 
eventually (as long as the scientists do).
	 Now consider what happens when we add a propagandist to the 
mix. The propagandist is another agent who, like the scientists, 
can share results with the policy makers. But unlike the scientists, 
this agent is not interested in identifying the better of two actions. 
This agent aims only to persuade the policy makers that action A 
is preferable—even though, in fact, action B is. Figure 9 shows the 
model with this agent. Propagandists do not update their beliefs, 
and they communicate with every policy maker.

The Tobacco Strategy was many faceted, but there are a handful of 
specific ways in which the TIRC and similar groups used science to 

Figure 8. An epistemic network with policy makers and scientists. Although both 
groups have beliefs about whether action A (light nodes) or action B (dark nodes) 
is better, only scientists actually test these actions. Policy makers observe results 

from some set of scientists and update their beliefs. Dotted lines between 
scientists and policy makers reflect this one-sided relationship.
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fight science.29 The first is a tactic that we call “biased production.” 
This strategy, which may seem obvious, involves directly funding, 
and in some cases performing, industry-sponsored research. If in-
dustrial forces control the production of research, they can select 
what gets published and what gets discarded or ignored. The result 
is a stream of results that are biased in the industry’s favor.
	 The tobacco companies invested heavily in such research fol-
lowing the establishment of the TIRC. By 1986, according to their 
own estimates, they had spent more than $130 million on spon-
sored research, resulting in twenty-six hundred published articles.30 
Awards were granted to researchers and projects that the tobacco 
industry expected to produce results beneficial to them. This re-
search was then shared, along with selected independent research, 
in industry newsletters and pamphlets; in press releases sent to 
journalists, politicians, and medical professionals; and even in testi-
mony to Congress.
	 Funding research benefited the industry in several ways. It pro-
vided concrete (if misleading) support for tobacco executives’ claims 
that they cared about smokers’ health. It gave the industry access to 

Figure 9. An epistemic network with scientists, policy makers, and a propagandist. 
The propagandist does not hold beliefs of their own. Instead, their goal is to 
communicate only misleading results to all the policy makers. Light nodes 

represent individuals who prefer action A, and dark nodes, B.
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doctors who could then appear in legal proceedings or as industry-
friendly experts for journalists to consult. And it produced data that 
could be used to fight regulatory efforts.
	 It is hard to know what sorts of pressure the tobacco industry 
placed on the researchers it funded. Certainly the promise of fu-
ture funding was an incentive for those researchers to generate 
work that would please the TIRC. But there is strong evidence that 
the tobacco industry itself produced research showing a strong link 
between smoking and lung cancer that it did not publish. Indeed, 
as we noted, the industry’s own scientists appear to have been con
vinced that smoking causes cancer as early as the 1950s—and yet 
the results of those studies remained hidden for decades, until they 
were revealed through legal action in the 1990s. In other words, 
industry scientists were not only producing studies showing that 
smoking was safe, but when their studies linked tobacco and cancer, 
they buried them.
	 Let us add this sort of biased production to our model. In each 
round, we suppose the propagandist always performs action B but 
then shares only those outcomes that happen to suggest action A is 
better. Suppose that in each study, the propagandist takes action B 
ten times. Whenever this action is successful four times or fewer, 
they share the results. Otherwise not. This makes it look like action 
B is, on average, worse than A (which tends to work five times out 
of ten). The policy makers then update their beliefs on this evi-
dence using Bayes’ rule. (The policy makers also update their be-
liefs on any results shared by the scientists they are connected to, 
just as before.)31

	 Figure 10 gives an example of what this might look like. In (a) 
we see that the policy makers have different credences (scientist 
credences are omitted from the figure for simplicity’s sake). In (b) 
both the propagandist and the scientists test their beliefs. Scientists 
“flip the coin” ten times each. The propagandist, in this example, 
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has enough funding to run five studies, each with ten test subjects, 
and so sees five results. Then, the scientists share their results, and 
the propagandist shares just the two bolded results, that is, the ones 
in which B was not very successful. In (c) the policy makers have 
updated their beliefs.
	 We find that this strategy can drastically influence policy makers’ 
beliefs. Often, in fact, as the community of scientists reaches con-
sensus on the correct action, the policy makers approach certainty 
that the wrong action is better. Their credence goes in precisely the 
wrong direction. Worse, this behavior is often stable, in the sense 
that no matter how much evidence the scientific community pro-
duces, as long as the propagandist remains active, the policy makers 
will never be convinced of the truth.

Figure 10. An example of policy-maker belief updating in a model in which a 
propagandist engages in biased production. In (a) we see the initial credences of 

the policy makers. In (b) the scientists test their beliefs, and the propagandist tests 
theory B. The propagandist chooses to share only those trials (bolded) that 

spuriously support A as the better theory. In (c) we see how policy makers update 
their credences in light of this evidence. Light nodes represent individuals who 

prefer action A, and dark nodes, B.
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	 Notice that in this model, the propagandist does not fabricate 
any data. They are performing real science, at least in the sense that 
they actually perform the experiments they report, and they do so 
using the same standards and methods as the scientists. They just 
publish the results selectively.
	 Even if it is not explicit fraud, this sort of selective publication 
certainly seems fishy—as it should, since it is designed to mislead. 
But it is important to emphasize that selective publication is com-
mon in science even without industrial interference. Experiments 
that do not yield exciting results often go unpublished, or are rel-
egated to minor journals where they are rarely read.32 Results that 
are ambiguous or unclear get left out of papers altogether. The up-
shot is that what gets published is never a perfect reflection of the 
experiments that were done. (This practice is sometimes referred 
to as “publication bias” or the “file drawer effect,” and it causes its 
own problems for scientific understanding.)33 This observation is 
not meant to excuse the motivated cherry-picking at work in the 
biased production strategy. Rather, it is to emphasize that, for bet-
ter or worse, it is continuous with ordinary scientific practice.34

	 One way to think about what is happening in these models is 
that there is a tug-of-war between scientists and the propagandist 
for the hearts and minds of policy makers. Over time, the scientists’ 
evidence will tend to recommend the true belief: more studies will 
support action B because it yields better results on average. So the 
results the scientists share will, on average, lead the policy makers 
to the true belief.
	 On the other hand, since the propagandist shares only those re-
sults that support the worse theory, their influence will always push 
policy makers’ beliefs the other way. This effect always slows the 
policy makers’ march toward truth, and if the propagandist man-
ages to pull hard enough, they can reverse the direction in which 
the policy makers’ credences move. Which side can pull harder de-
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pends on the details of the scientific community and the problem 
that scientists tackle.
	 For instance, it is perhaps unsurprising that industrial propa-
gandists are less effective when policy makers are otherwise well-
informed. The more scientists the policy makers are connected to, 
the greater the chance that they get enough evidence to lead them 
to the true theory. If we imagine a community of doctors who scour 
the medical literature for the dangers of tobacco smoke, we might 
expect them to be relatively unmoved by the TIRC’s work. On the 
other hand, when policy makers have few independent connections 
to the scientific community, they are highly vulnerable to outside 
influence.
	 Likewise, the propagandist does better if they have more fund-
ing. More funding means that they can run more experiments, 
which are likely to generate more spurious results that the propa-
gandist can then report.
	 Perhaps less obvious is that given some fixed amount of funding, 
how the propagandist chooses to allocate the funds to individual 
studies can affect their success. Suppose the propagandist has enough 
money to gather sixty data points—say, to test sixty smokers for 
cancer. They might allocate these resources to running one study 
with sixty subjects. Or they might run six studies with ten subjects 
each, or thirty studies, each with only two data points. Surprisingly, 
the propagandist will be most effective if they run and publicize the 
most studies with as few data points as possible.
	 Why would this be the case? Imagine flipping a coin that comes 
up heads 70 percent of the time, and you want to figure out whether 
it is weighted toward heads or toward tails. (This, of course, is anal-
ogous to the problem faced by scientists in our models.) If you flip 
this coin sixty times, the chances are very high that there will be 
more heads overall. Your study is quite likely to point you in the 
right direction. But if you flip the coin just once, there is a 30 per-
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cent chance that your study will mislead you into thinking the coin 
is weighted toward tails. In other words, the more data points you 
gather, the higher the chances that they will reflect the true effect.
	 Figure 11 shows an example of this. It represents possible out-
comes for one study with sixty subjects and for six studies with ten 
subjects each. In both cases, we assume that the samples exactly 
represent the real distribution of results for action B, meaning that 
the action worked 70 percent of the time. In other words, the re-
sults are the same, but they are broken up differently. While the 
sixty-subject study clearly points toward the efficacy of B, three of 
the smaller studies point toward A. The propagandist can share just 
these three and make it look as if the total data collected involved 
nineteen failures of B and only eleven successes.
	 Likewise, in an extreme case the propagandist could use their 
money to run sixty studies, each with only one data point. They 

Figure 11. Breaking one large study into many smaller ones can provide fodder 
for propagandists. On the left we see a trial with sixty data points, which reflects 
the underlying superiority of action B (dark). On the right, we see the same data 
points separated into six trials. Three of these spuriously support action A (light). 

A propagandist can share only these studies and mislead policy makers, which 
would not be possible with the larger study.
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would then have the option to report all and only the studies in which 
action B failed—without indicating how many times they flipped 
the coin and got the other result. An observer applying Bayes’ rule 
with just this biased sample of the data would come away thinking 
that action A is much better, even though it is actually worse. In 
other words, the less data they have, the better the chances that each 
result is spurious—leading to more results that the propagandist 
can share.

Biased production is in many ways a crude tool—less crude, per-
haps, than outright fraud, but not by much. It is also risky. A strat-
egy like this, if exposed, makes it look as if the propagandist has 
something to hide. (And indeed, they do—all the studies tucked away 
in their file drawers.) But it turns out that the propagandist can use 
more subtle tools that are both cheaper and, all things considered, 
more effective. One is what we call “selective sharing.” Selective 
sharing involves searching for and promoting research that is con-
ducted by independent scientists, with no direct intervention by the 
propagandist, that happens to support the propagandist’s interests.
	 As Oreskes and Conway show, selective sharing was a crucial 
component of the Tobacco Strategy. During the 1950s, when a 
growing number of studies had begun to link smoking with lung 
cancer, a group called the Tobacco Institute published a regular 
newsletter called Tobacco and Health that presented research suggest-
ing there was no link.35 This newsletter often reported independent 
results, but in a misleadingly selective way—with the express pur-
pose of undermining other widely discussed results in the scientific 
literature.
	 For instance, in response to the Sloan Kettering study showing 
that cigarette tar produced skin cancer in mice, Tobacco and Health 
pointed to later studies by the same group that yielded lower cancer 
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incidences, implying that the first study was flawed but not giving 
a complete account of the available data. The newsletter ran head-
lines such as “Five Tobacco-Animal Studies Report No Cancers 
Induced” without mentioning how many studies did report induced 
cancers. This strategy makes use of a fundamental public misun-
derstanding of how science works. Many people think of individual 
scientific studies as providing proof, or confirmation, of a hypothe-
sis. But the probabilistic nature of evidence means that real science 
is far from this ideal. Any one study can go wrong, a fact Big To-
bacco used to its advantage.
	 Tobacco and Health also reported on links between lung cancer and 
other substances, such as asbestos, automobile exhaust, coal smoke, 
and even early marriage, implying that the recent decades’ rise in 
lung cancer rates could have been caused by any or all of these 
other factors.
	 A closely related strategy involved extracting and publishing quo-
tations from research papers and books that, on their face, seemed 
to express uncertainty or caution about the results. Scientists are 
sometimes modest about the significance of their studies, even when 
their research demonstrates strong links. For instance, Richard Doll, 
a British epidemiologist who conducted one of the earliest studies 
establishing that smoking causes cancer, was quoted in Tobacco and 
Health as writing, “Experiments in which animals were exposed to 
the tar or smoke from tobacco have uniformly failed to produce 
any pulmonary tumors comparable to the bronchial carcinoma of 
man.”36 The newsletter did not mention that these experiments had 
shown that animals exposed to tar and smoke would get carcinomas 
elsewhere. Doll was in fact drawing precise distinctions, but indus-
try painted him as expressing uncertainty.37

	 In our model, the propagandist implements selective sharing by 
searching through the results produced by the scientific community 
and then passing along all and only those that happen to support 
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their agenda. In many ways this ends up looking like biased produc-
tion, in that the propagandist is sharing only favorable results, but 
with a big difference. The only results that get shared in this model 
are produced by independent researchers. The propagandist does 
not do science. They just take advantage of the fact that the data 
produced by scientists have a statistical distribution, and there will 
generally be some results suggesting that the wrong action is better.
	 Figure 12 shows an example of what happens to policy-maker 
beliefs under selective sharing by the propagandist.38 (We reduce the 
number of scientists and policy makers in this figure to keep things 
legible.) Notice here that the propagandist is now observing the 
beliefs of all the scientists as well as communicating with the policy 
makers. In (a) we see their initial credences. In (b) the scientists test 
only their preferred actions, with three of them trying B. Two sci-
entists happen to observe only four successes in this case, which 
each make it look like B is worse than A. The propagandist shares 
only these two results. In (c) we can see that, as a result, the policy 
makers now have less accurate beliefs.
	 In this strategy, the propagandist does absolutely nothing to in-
terfere with the scientific process. They do not buy off scientists or 
fund their own research. They simply take real studies, produced 
independently, that by chance suggest the wrong answer. And they 
forward these and only these studies to policy makers.
	 It turns out that selective sharing can be extremely effective. As 
with biased production, we find that in a large range of cases, a 
propagandist using only selective sharing can lead policy makers 
to converge to the false belief even as the scientific community 
converges to the true one. This may occur even though the policy 
makers are also updating their beliefs in light of evidence shared by 
the scientists themselves.
	 The basic mechanism behind selective sharing is similar to that 
behind biased production: there is a tug-of-war. Results shared by 



The Evangelization of Peoples

113

scientists tend to pull in the direction of the true belief, and results 
shared by the propagandist pull in the other direction. The differ-
ence is that how hard the propagandist pulls no longer depends on 
how much money they can devote to running their own studies, but 
only on the rate at which spurious results appear in the scientific 
community.
	 For this reason, the effectiveness of selective sharing depends on 

Figure 12. An example of policy-maker belief updating under selective sharing by 
a propagandist. In (a) we see the initial credences of the policy makers. In (b) 

scientists test their preferred actions. (Light nodes represent individuals taking 
action A, dark ones, B.) Some of these tests happen to spuriously support theory 
A, and the propagandist chooses only these (bolded) to share with policy makers. 

In (c) we see that policy makers have updated their beliefs on the basis of both the 
evidence directly from scientists and the spurious results from the propagandist.
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the details of the problem in question. If scientists are gathering 
data on something where the evidence is equivocal—say, a disease in 
which patients’ symptoms vary widely—there will tend to be more 
results suggesting that the wrong action is better. And the more 
misleading studies are available, the more material the propagan-
dist has to publicize. If every person who smoked had gotten lung 
cancer, the Tobacco Strategy would have gone nowhere. But be-
cause the connections between lung cancer and smoking are murk-
ier, tobacco companies had something to work with. (Something 
similar is true in the biased production case: generally, to produce 
the same number of spurious results, the propagandist needs to per-
form more studies—that is, spend more money—as evidence gets 
less equivocal.)
	 The practices of the scientific community can also influence 
how effective selective sharing will be—even if industry in no way 
interferes with the scientific process. The propagandist does espe-
cially well when scientists produce many studies, each with rela-
tively little data. How much data is needed to publish a paper varies 
dramatically from field to field. Some fields, such as particle phys-
ics, demand extremely high thresholds of data quantity and quality 
for publication of experimental results, while other fields, such as 
neuroscience and psychology, have been criticized for having lower 
standards.39

	 Why would sparse data gathering help the propagandist? The 
answer is closely connected to why studies with fewer participants 
are better for the propagandist in the biased production strategy. If 
every scientist “flips their coin” one hundred times for each study, 
the propagandist will have very few studies to publicize, compared 
with a situation in which each scientist flips their coin, say, five 
times. The lower the scientific community’s standards, the easier it 
is for the propagandist in the tug-of-war for public opinion.40

	 Of course, the more data you demand, the more expensive each 
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study becomes, and this sometimes makes doing studies with more 
data prohibitive. But consider the difference between a case in which 
one scientist flips the coin one hundred times, and the propagandist 
can choose whether to share the result or not; and a case in which 
twenty scientists flip the coin five times each, and the propagandist 
can pick and choose among the studies. In the latter case, the prop-
agandist’s odds of finding something to share are much higher—
even though the entire group of scientists in both cases performed 
the same total number of flips. Mathematically, this is the same as 
what we saw in figure 11, but for an independent community.
	 This observation leads to a surprising lesson for how we should 
fund and report science. You might think it is generally better to 
have more scientists work on a problem, as this will generate more 
ideas and greater independence. But under real-world circum-
stances, where a funding agency has a fixed pot of money to devote 
to a scientific field, funding more scientists is not always best. Our 
models suggest that it is better to give large pots of money to a few 
groups, which can use the money to run studies with more data, than 
to give small pots of money to many people who can each gather 
only a few data points. The latter distribution is much more likely 
to generate spurious results for the propagandist.
	 Of course, this reasoning can go too far. Funding just one scien-
tist raises the risk of choosing someone with an ultimately incorrect 
hypothesis. Furthermore, there are many benefits to a more demo-
cratically structured scientific community, including the presence of 
a diversity of opinions, beliefs, and methodologies. The point here 
is that simply adding more scientists to a problem can have down-
sides when a propagandist is at work. Perhaps the best option is to 
fund many scientists, but to publish their work only in aggregation, 
along with an assessment of the total body of evidence.
	 Most disciplines recognize the importance of studies in which 
more data are gathered. (All else being equal, studies with more data 
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are said to have higher statistical power, which is widely recognized 
as essential to rigorous science.)41 Despite this, low-powered studies 
seem to be a continuing problem.42 The prevalence of such studies 
is related to the so-called replication crisis facing the behavioral and 
medical sciences. In a widely reported 2010 study, a group of psy-
chologists were able to reproduce only thirty-six of one hundred 
published results from their field.43 In a 2016 poll run by the jour-
nal Nature, 70 percent of scientists across disciplines said they had 
failed to reproduce another scientist’s result (and 50 percent said 
they had failed to reproduce a result of their own).44 Since replica-
bility is supposed to be a hallmark of science, these failures to rep-
licate are alarming.
	 Part of the problem is that papers showing a novel effect are eas-
ier to publish than those showing no effect. Thus there are strong 
personal incentives to adopt standards that sometimes lead to spu-
rious, but surprising, results. Worse, since, as discussed, studies that 
show no effect often never get published at all, it can be difficult 
to recognize which published results are spurious. Another part of 
the problem is that many journals accept underpowered studies in 
which spurious results are more likely to arise. This is why an inter-
disciplinary research team has recently advocated tighter minimal 
standards of publishability.45

	 Given this background, the possibility that studies with less data 
are fodder for the Tobacco Strategy is worrying. It goes without 
saying that we want our scientific communities to follow the prac-
tices most likely to generate accurate conclusions. That demand-
ing experimental studies with high statistical power makes life diffi-
cult for propagandists only adds to the argument for more rigorous 
standards.
	 The success of selective sharing is striking because, given that it 
is such a minimal intervention into the scientific process, arguably 
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it is not an intervention at all. In fact, in some ways it is even more 
effective than biased production, for two reasons. One is that it is 
much cheaper: the industry does not need to fund science, just pub-
licize it. It is also less risky, because propagandists who share selec-
tively do not hide or suppress any results. Furthermore, the rate at 
which the community of scientists will produce spurious results 
will tend to scale with the size of the community, which means that 
as more scientists work on a problem, the more spurious results 
they will produce, even if they generally produce more evidence for 
the true belief. Biased production, on the other hand, quickly be-
comes prohibitively expensive as more scientists join the fray.
	 Given the advantages to selective sharing, why does industry 
bother funding researchers at all? It turns out that funding science 
can have more subtle effects that shift the balance within the scien-
tific community, and ultimately make selective sharing more effec-
tive as well.

In the summer of 2003, the American Medical Association (AMA) 
was scheduled to vote on a resolution, drafted by Jane Hightower, 
that called for national action on methylmercury levels in fish. The 
resolution would have demanded large-scale tests of mercury levels 
and a public relations campaign to communicate the results to the 
public. But the vote never took place.
	 As Hightower reports in her book Diagnosis Mercury, the day the 
resolution was set to be heard, the California delegate responsible 
for presenting it received word of a “new directive” stating that 
mercury in fish was not harmful to people. This new directive never 
actually materialized—but somehow the mere rumor of new evi-
dence was enough to derail the hearing. Rather than vote on the 
resolution, the committee responsible passed it along to the AMA’s 
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Council for Scientific Affairs for further investigation, meaning at 
least a year’s wait before the resolution could be brought to the floor 
again.46

	 A year later, at the AMA’s 2004 meeting, the council reported 
back. After extensive study, it concurred with the original resolu-
tion, recommending that fish be tested for methylmercury and the 
results publicly reported, and then went further—resolving that 
the FDA require the results of this testing to be posted wherever 
fish is sold.
	 But how did a rumor derail the presentation of the resolution in 
the first place? Where had the rumor come from?
	 This mystery is apparently unsolved, but in trying to understand 
what had happened, Hightower began to dig deeper into the hand-
ful of scientific results purporting to show that methylmercury in 
fish was not harmful after all. One research group in particular stood 
out. Based at the University of Rochester, this group had run a lon-
gitudinal study on a population with high fish consumption in the 
African nation of Seychelles. The researchers were investigating 
the possible effects of methylmercury on child development by com-
paring maternal mercury levels with child development markers.47 
They had published several papers showing no effect of methyl-
mercury on the children involved—even as another large longitu-
dinal study in the Faroe Islands reported the opposite result.48

	 Not long after the AMA meeting at which the resolution was 
originally scheduled to be discussed, a member of the Rochester 
group named Philip Davidson gave a presentation on the group’s 
research. A friend of Hightower’s faxed her a copy of the presenta-
tion, noting that the acknowledgments thanked the Electric Power 
Research Institute (EPRI)—a lobbying entity for the power indus-
try, including the coal power industry responsible for the methyl-
mercury in fish.49

	 Hightower discovered that the EPRI had given a $486,000 grant 
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to a collaborative research project on methylmercury that included 
the Seychelles study. The same project had received $10,000 from 
the National Tuna Foundation and $5,000 from the National Fish-
eries Institute.50 And while Davidson had thanked the EPRI in 
his presentation, he and his collaborators had not mentioned this 
funding in several of their published papers on children and methyl
mercury.
	 Hightower writes that she turned this information over to the 
Natural Resources Defense Council (NRDC) in Washington, D.C. 
After further investigation, the NRDC wrote to several journals 
that had published the Seychelles research, noting the authors’ fail-
ure to reveal potential conflicts of interest. Gary Myers, another 
member of the Rochester group, drafted a response arguing that 
although the EPRI had funded the group, the papers in question 
were supported by other sources. The EPRI and fisheries interests, 
he wrote, “played no role in this study nor did they have any influ-
ence upon data collection, interpretation, analysis or writing of the 
manuscript.”51

	 One might be skeptical that a significant grant from the coal in-
dustry would not influence research into whether the by-products 
of coal power plants affect child development. But we have no rea-
son to think that the Rochester group did not act in good faith. So 
let us assume that the researchers were, at every stage, able to per-
form their work exactly as they would have without any industrial 
influence. Might industry funding have still had an effect? Philoso-
phers of science Bennett Holman and Justin Bruner have recently 
argued that the answer is “yes”: the mere fact that certain scientists 
received industry funding can dramatically corrupt the scientific 
process.
	 Holman and Bruner contend that industry can influence science 
without biasing scientists themselves by engaging in what they call 
“industrial selection.” Imagine a community of scientists working 
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on a single problem where they are trying to decide which of two 
actions is preferable. (They work in the same Bala-Goyal modeling 
framework we have already described; once again, assume that ac-
tion A is worse than action B.) One might expect these scientists, at 
least initially, to hold different beliefs and hypotheses, and even to 
perform different sorts of tests on the world. Suppose further that 
some scientists use methods and hold background beliefs that are 
more likely to erroneously favor action A over action B.
	 To study this possibility, Holman and Bruner use a model in 
which each scientist “flips a coin” with a different level of bias. Most 
coins correctly favor action B, but some happen to favor A. The idea 
is that one could adopt methodologies in science that are not par-
ticularly well-tuned to the world, even if, on balance, most methods 
are. (Which methods are best is itself a subtle question in science.) 
In addition, Holman and Bruner assume that different practices 
mean that some scientists will be more productive than others. Over 
time, some scientists leave the network and are replaced—a regular 
occurrence when scientists retire or move on to other things. And 
it is more likely, in their models, that the replacement scientists will 
imitate the methods of the most productive scientists already in the 
network.
	 This sort of replacement dynamic is not a feature of the other 
models we have discussed. But the extra complication makes the 
models in some ways more realistic. The community of scientists 
in this model is a bit like a biological population undergoing natu-
ral selection: scientists who are more “fit” (in this case, producing 
more results) are also better at reproducing—that is, replicating 
themselves in the population by training successful students and 
influencing early-career researchers.52

	 Holman and Bruner also add a propagandist to the model. This 
time, however, the propagandist can do only one thing: dole out re-
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search money. The propagandist finds the scientist whose methods 
are most favorable for the theory they wish to promote and gives 
that scientist enough money to increase his or her productivity. This 
does two things. It floods the scientific community with results fa-
vorable to action A, changing the minds of many other scientists. 
And it also makes it more likely that new labs use the methods that 
are more likely to favor action A, which is better for industry inter-
ests. This is because researchers who are receiving lots of funding 
and producing lots of papers will tend to place more students in 
positions of influence. Over time, more and more scientists end up 
favoring action A over action B, even though action B is objectively 
superior.
	 In this way, industrial groups can exert pressure on the com
munity of scientists to produce more results favorable to industry. 
And they do it simply by increasing the amount of work produced 
by well-intentioned scientists who happen to be wrong. This oc-
curs even though the idealized scientists in the Holman-Bruner 
model are not people but just lines of computer code and so cannot 
possibly be biased or corrupted by industry lucre.
	 As Holman and Bruner point out, the normal processes of sci-
ence then exacerbate this process. Once scientists have produced a 
set of impressive results, they are more likely to get funding from 
governmental sources such as the National Science Foundation. 
(This is an academic version of the “Matthew effect.”)53 If industry 
is putting a finger on the scales by funding researchers it likes, and 
those researchers are thus more likely to gain funding from unbiased 
sources, the result is yet more science favoring industry interests.
	 Notice also that if industrial propagandists are present and using 
selective sharing, they will disproportionately share the results of 
those scientists whose methods favor action A. In this sense, selec-
tive sharing and industrial selection can produce a powerful synergy. 
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Industry artificially increases the productivity of researchers who 
happen to favor A, and then widely shares their results. They do 
this, again, without fraud or biased production.
	 The upshot is that when it comes to methylmercury, even though 
we have no reason to think the researchers from the University of 
Rochester were corrupted by coal industry funding, the EPRI likely 
still got its money’s worth. Uncorrupt scientists can still be unwitting 
participants in a process that subverts science for industry interests.
	 Holman and Bruner describe another case in which the conse-
quences of industrial selection were even more dire. In 1979, Har-
vard researcher Bernard Lown proposed the “arrhythmic suppres-
sion hypothesis”—the idea that the way to prevent deaths from 
heart attack was to suppress the heart arrhythmias known to precede 
heart attacks.54 He pointed out, though, that it was by no means 
clear that arrhythmia suppression would have the desired effect, and 
when it came to medical therapies, he advocated studies that would 
use patient death rates as the tested variable, rather than simply the 
suppression of arrhythmia, for this reason.
	 But not all medical researchers agreed with Lown’s cautious ap-
proach. Both the University of Pennsylvania’s Joel Morganroth and 
Stanford’s Robert Winkle instead used the suppression of arrhyth-
mia as a trial endpoint to test the efficacy of drugs aimed at pre-
venting heart attacks.55 This was a particularly convenient measure, 
since it would take only a short time to assess whether a new drug 
was suppressing arrhythmia, compared with the years necessary 
to  test a drug’s efficacy in preventing heart attack deaths. These 
researchers and others received funding from pharmaceutical com-
panies to study antiarrhythmic drugs, with much success. Their 
studies formed the basis for a new medical practice of prescribing 
antiarrhythmic drugs for people at risk of heart attack.
	 The problem was that far from preventing heart attack death, 
antiarrhythmics had the opposite effect. It has since been estimated 
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that their usage may have caused hundreds of thousands of prema-
ture deaths.56 The Cardiac Arrhythmia Suppression Trial, conducted 
by the National Heart, Lung, and Blood Institute, began in 1986 
and, unlike previous studies, used premature death as the endpoint. 
The testing of antiarrhythmics in this trial actually had to be dis-
continued ahead of schedule because of the significant increase in 
the death rate among participants assigned to take them.57

	 This case is a situation in which pharmaceutical companies were 
able to shape medical research to their own ends—the production 
and sale of antiarrhythmic drugs—without having to bias research-
ers. Instead, they simply funded the researchers whose methods 
worked in their favor. When Robert Winkle, who originally favored 
arrhythmia suppression as a trial endpoint, began to study anti
arrhythmic drugs’ effects on heart attack deaths, his funding was 
cut off.58

	 Notice that, unlike the Tobacco Strategy, industrial selection does 
not simply interfere with the public’s understanding of science. In-
stead, industrial selection disrupts the workings of the scientific 
community itself. This is especially worrying, because when indus-
try succeeds in this sort of propaganda, there is no bastion of cor-
rect belief.
	 While industrial selection is a particularly subtle and effective 
way to intervene directly on scientific communities, Holman and 
Bruner point out in an earlier article that industry can also success-
fully manipulate beliefs within a scientific community if it manages 
to buy off researchers who are willing to produce straightforwardly 
biased science.59 In these models, one member of the scientific 
network is a propagandist in disguise whose results are themselves 
biased. For example, the probability that action B succeeds might 
be .7 for real scientists but only .4 for the propagandist. Figure 13 
shows the structure of this sort of community.
	 An embedded propagandist of this sort can permanently prevent 
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scientists from ever reaching a correct consensus. They do so by 
taking advantage of precisely the network structure that, as we saw 
in Chapter 2, can under many circumstances help a community of 
scientists converge to a true consensus. When the propagandist con-
sistently shares misleading data, they bias the sample that generic 
scientists in the network update on. Although unbiased scientists’ 
results favoring B tend to drive their credences up, the propagan-
dist’s results favoring A simultaneously drive them down, leading to 
indefinite uncertainty about the truth. In a case like this, there is 
no need for industry to distort the way results are transmitted to 
the public because scientists themselves remain deeply confused.
	 One important issue that Holman and Bruner discuss is how 
other scientists in the network can come to recognize a propagan-
dist at work. They find that by looking at the distributions of their 
own results and those of their neighbors, scientists can under some 
circumstances identify agents whose results are consistently out
liers and begin to discount those agents’ results. Unfortunately, this 
is a difficult and time-consuming process—and it takes for granted 
that there are not too many propagandists in one’s network. On the 

Figure 13. The structure of a model in which the propagandist directly shares 
biased research with scientists. Notice that unlike the network structures in 

figures 9, 10, and 12, the propagandist here does not focus on policy-maker belief, 
but poses as a scientist to directly sway consensus within the scientific community.
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other hand, it highlights an important moral. In Chapter 2, we con-
sidered a model in which scientists chose whom to trust on the basis 
of their beliefs, under the assumption that successful scientists would 
share their own beliefs. But Holman and Bruner’s work suggests 
that a different approach, though more difficult to implement in 
practice, might be more effective: namely, choose whom to trust on 
the basis of the evidence they produce.

The propaganda strategies we have discussed so far all involve the 
manipulation of evidence. Either a propagandist biases the total 
evidence on which we make judgments by amplifying and promot-
ing results that support their agenda; or they do so by funding sci-
entists whose methods have been found to produce industry-friendly 
results—which ultimately amounts to the same thing. In the most 
extreme case, propagandists can bias the available evidence by pro-
ducing their own research and then suppressing results that are un-
favorable to their position. In all of these cases, the propagandist 
is effective precisely because they can shape the evidence we use to 
form our beliefs—and thus manipulate our actions.
	 It is perhaps surprising how effective these strategies can be. 
They can succeed without manipulating any individual scientist’s 
methods or results, by biasing the way evidence is shared with the 
public, biasing the distribution of scientists in the network, or bias-
ing the evidence seen by scientists. This subtle manipulation works 
because in cases where the problem we are trying to solve is diffi-
cult, individual studies, no matter how well-conducted, tend to sup-
port both sides, and it is the overall body of evidence that ultimately 
matters.
	 But manipulating the evidence we use is not the only way to ma-
nipulate our behavior. For instance, propagandists can play on our 
emotions, as advertising often does. Poignancy, nostalgia, joy, guilt, 



The Evangelization of Peoples

126

and even patriotism are all tools for manipulation that have noth-
ing to do with evidence.
	 The famous Marlboro Man advertising campaign, for instance, 
involved dramatic images of cowboys wrangling cattle and staring 
off into the wide open spaces of the American West. The images 
make a certain kind of man want to buy Marlboro cigarettes on 
emotional grounds. The television show Mad Men explored these 
emotional pleas and the way they created contemporary Western 
culture. Still, these sorts of tools lie very close to the surface. While 
it may be hard to avoid emotional manipulation, there is no great 
mystery to how it works. Rather than discuss these sorts of effects, 
we want to draw attention to a more insidious set of tools available 
to the propagandist.
	 One of Bernays’s principal insights, both in his books and in his 
own advertising and public relations campaigns, was that trust and 
authority play crucial roles in shaping consumers’ actions and be-
liefs. This means that members of society whose positions grant 
them special authority—scientists, physicians, clergy—can be par-
ticularly influential. Bernays argued that one can and should capi-
talize on this influence.
	 During the 1920s, Bernays ran a campaign for the Beech-Nut 
Packing Company, which wanted to increase its sales of bacon. Ac-
cording to Bernays, Americans had tended to eat light breakfasts—
coffee, a pastry or roll, perhaps some juice. In seeking to change this, 
he invented the notion of the “American breakfast” as bacon and 
eggs. As he writes in Propaganda:

The newer salesmanship, understanding the group structure 
of society and principles of mass psychology, would first ask: 
“Who is it that influences the eating habits of the world?” The 
answer, obviously, is: “The physicians.” The new salesman will 
then suggest to physicians to say publicly that it is wholesome 
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to eat bacon. He knows as a mathematical certainty, that large 
numbers of persons will follow the advice of their doctors.60 

Bernays reports that he found a physician who was prepared to say 
that a “hearty” breakfast, including bacon, was healthier than a light 
breakfast. He persuaded this physician to sign a letter sent to thou-
sands of other physicians, asking them whether they concurred with 
his judgment. Most did—a fact Bernays then shared with newspa-
pers around the country.
	 There was no evidence to support the claim that bacon is in fact 
beneficial—and it is not clear that the survey Bernays conducted 
was in any way scientific. We do not even know what percentage of 
the physicians he contacted actually agreed with the assertion. But 
that was of no concern: what mattered was that the strategy moved 
rashers. Many tobacco firms ran similar campaigns through the 
1940s and into the 1950s, claiming that some cigarettes were health-
ier than others or that physicians preferred one brand over others. 
There was no evidence to support these claims either.
	 Of course, the influence of scientific and medical authority cuts 
both ways. If the right scientific claims can help sales, the wrong 
ones can decimate an industry—as we saw earlier when the appear-
ance of the ozone hole soon led to a global ban on CFCs. In such 
cases, a public relations campaign has little choice but to undermine 
the authority of scientists or doctors—either by invoking other re-
search, real or imaginary, that creates a sense of controversy or by 
directly assaulting the scientists via accusations of bias or illegitimacy.
	 We emphasized in Chapter 1 that the perception of authority 
is not the right reason to pay attention to the best available sci-
ence. Ultimately, what we care about is taking action, both individ-
ual or collective, that is informed by the best available evidence and 
therefore most likely to realize our desired ends. Under ideal cir-
cumstances, invoking—or undermining—the authority of science 



The Evangelization of Peoples

128

or medicine should not make any difference. What should matter is 
the evidence.
	 Of course, our circumstances are nowhere near ideal. Most of us 
are underinformed and would struggle to understand any given sci-
entific study in full detail. And as we pointed out in the last chapter, 
there are many cases in which even scientists should evaluate evi-
dence with careful attention to its source. We are forced to rely on 
experts.
	 But this role of judgment and authority in evaluating evidence 
has a dark side. The harder it becomes for us to identify reliable 
sources of evidence, the more likely we are to form beliefs on spu-
rious grounds. For precisely this reason, the authority of science 
and the reputations both of individual scientists and of science as an 
enterprise are prime targets for propagandists.

Roger Revelle was one of the most distinguished oceanographers 
of the twentieth century.61 During World War II, he served in the 
Navy, eventually rising to the rank of commander and director of 
the Office of Naval Research—a scientific arm of the Navy that 
Revelle helped create. He oversaw the first tests of atomic bombs 
following the end of World War II, at Bikini Atoll in 1946. In 1950, 
Revelle became director of the Scripps Institute of Oceanography.
	 In 1957, he and his Scripps colleague Hans Suess published 
what was probably the most influential article of their careers.62 It 
concerned the rate at which carbon dioxide is absorbed into the 
ocean.
	 Physicists had recognized since the mid-nineteenth century that 
carbon dioxide is what we now call a “greenhouse gas”: it absorbs 
infrared light. This means it can trap heat near the earth’s surface, 
which in turn raises surface temperatures. You have likely experi-
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enced precisely this effect firsthand, if you have ever compared the 
experience of spending an evening in a dry, desert environment with 
an evening in a humid environment. In dry places, the temperature 
drops quickly when the sun goes down, but not in areas of high 
humidity. Likewise, without greenhouse gases in our atmosphere, 
the earth would be far colder, with average surface temperatures 
of about 0 degrees Fahrenheit (or −18 degrees Celsius).
	 When Revelle and Suess were writing, there had already been 
half a century of work on the hypothesis—originating with the 
Swedish Nobel laureate Svante Arrhenius and the American geol-
ogist T. C. Chamberlin63—that the amount of carbon dioxide in the 
atmosphere was directly correlated with global temperature and 
that variations in atmospheric carbon dioxide explained climactic 
shifts such as ice ages. A British steam engineer named Guy Cal-
lendar had even proposed that carbon dioxide produced by human 
activity, emitted in large and exponentially growing quantities since 
the mid-nineteenth century, was contributing to an increase in the 
earth’s surface temperature.
	 But in 1957 most scientists were not worried about global warm-
ing. It was widely believed that the carbon dioxide introduced by 
human activity would be absorbed by the ocean, minimizing the 
change in atmospheric carbon dioxide—and global temperature. It 
was this claim that Revelle and Suess refuted in their article.
	 Using new methods for measuring the amounts of different kinds 
of carbon in different materials, Revelle and Suess estimated how 
long it took for carbon dioxide to be absorbed by the oceans. They 
found that the gas would persist in the atmosphere longer than 
most other scientists had calculated. They also found that as the 
ocean absorbed more carbon dioxide, its ability to hold the carbon 
dioxide would degrade, causing it to evaporate out at higher rates. 
When they combined these results, they realized that carbon diox-
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ide levels would steadily rise over time, even if rates of emissions 
stayed constant. Things would only get worse if emissions rates con-
tinued to increase—as indeed they have done over the sixty years 
since the Revelle and Suess article appeared.
	 This work gave scientists good reasons to doubt their compla-
cency about greenhouse gases. But just as important was Revelle’s 
activism, beginning around the time he wrote the article. He helped 
create a program on Atmospheric Carbon Dioxide at Scripps and 
hired a chemist named Charles David Keeling to lead it. Later, 
Revelle helped Keeling get funding to collect systematic data con-
cerning atmospheric carbon dioxide levels. Keeling showed that av-
erage carbon dioxide levels were steadily increasing—just as Revelle 
and Suess had predicted—and that the rate of increase was strongly 
correlated with the rate at which carbon dioxide was being released 
into the atmosphere by human activity.
	 In 1965, Revelle moved to Harvard. There he encountered a 
young undergraduate named Al Gore, who took a course from Rev-
elle during his senior year and was inspired to take action on cli-
mate change. Gore went on to become a US congressman and later 
a senator. Following an unsuccessful presidential run in 1988, he 
wrote a book, Earth in the Balance, in which he attributed to Revelle 
his conviction that the global climate was deeply sensitive to human 
activity. The book was published in 1992, a few weeks before Gore 
accepted the Democratic nomination for vice president.
	 Gore’s book helped make environmental issues central to the 
election. And he distinguished himself as an effective and outspo-
ken advocate for better environmental policy. Those who wished to 
combat Gore’s message could hardly hope to change Gore’s mind, 
and as a vice presidential candidate, he could not be silenced. Instead, 
they adopted a different strategy—one that went through Revelle.
	 In February 1990, Revelle gave a lecture at the annual meeting 
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of the American Association for the Advancement of Science, the 
world’s largest general scientific society. The session in which he 
spoke was specifically devoted to policy issues related to climate 
change, and Revelle’s talk was about how the effects of global warm-
ing might be mitigated.64 Afterward, it seems that Fred Singer, whose 
service on the Acid Rain Review Panel we described in Chapter 1, 
approached Revelle and asked whether he would be interested in 
coauthoring an article based on the talk.
	 The details of what happened next are controversial and have 
been the subject of numerous contradictory op-eds and articles, and 
at least one libel suit.65 But this much is clear. In 1991, an article 
appeared in the inaugural issue of a journal called Cosmos, listing 
Singer as first author and Revelle as a coauthor. The article asserted 
(with original emphasis), “We can sum up our conclusions in a sim-
ple message: The scientific base for a greenhouse warming is too uncer-
tain to justify drastic action at this time.”66 (If this sounds identical to 
Singer’s message on acid rain, that is because it was.)
	 What was much less clear was whether Revelle truly endorsed 
this claim, which in many ways contradicted his life’s work. (Revelle 
never had a chance to set the record straight: he died on July 15, 
1991, shortly after the article appeared in print.)
	 It is certainly true that Revelle did not write the quoted sen-
tence. What Cosmos published was an expanded version of a paper 
Singer had previously published, as sole author, in the journal En-
vironmental Science and Technology; whole sentences and paragraphs 
of the Cosmos article were reproduced nearly word for word from 
the earlier piece. Among the passages that were lifted verbatim was 
the one quoted above.
	 Singer claimed that Revelle had been a full coauthor, contribut-
ing ideas to the final manuscript and endorsing the message. But 
others disagreed. Both Revelle’s personal secretary and his long-
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term research assistant claimed that Revelle had been reluctant to 
be involved and that he contributed almost nothing to the text. And 
they argued that when the article was finalized, Revelle was weak 
following a recent heart surgery—implying that Singer had taken 
advantage of him.67 (Singer sued Revelle’s research assistant, Justin 
Lancaster, for libel over these statements. The suit was settled in 
1994, with Lancaster forced to retract his claim that Revelle was 
not a coauthor. In 2006, after a ten-year period during which he 
was not permitted to comment under the settlement, Lancaster 
retracted his retraction and issued a statement on his personal 
website in which he “fully rescind[ed] and repudiate[d] [his] 1994 
retraction.” Singer told his own version of the story, which disa-
greed with Lancaster’s in crucial respects, in a 2003 essay titled “The 
Revelle-Gore Story.”)
	 Ultimately, though, what Revelle believed did not matter. The 
fact that his name appeared on the article was enough to under-
mine Gore’s environmental agenda. In July 1992, New Republic jour-
nalist Gregg Easterbrook cited the Cosmos article, writing, “Earth 
in the Balance does not mention that before his death last year, 
Revelle published a paper that concludes: ‘The scientific base for a 
greenhouse warming is too uncertain to justify drastic action at this 
time.’”68 A few months later, the conservative commentator George 
Will wrote essentially the same thing in the Washington Post.
	 It was a devastating objection: it seemed that Revelle, Gore’s 
own expert of choice, explicitly disavowed Gore’s position.
	 Admiral James Stockdale—running mate of Reform Party can-
didate Ross Perot—later took up the issue during the vice presi-
dential debate. “I read where Senator Gore’s mentor had disagreed 
with some of the scientific data that is in his book. How do you 
respond to those criticisms of that sort?” he asked Gore.69 Gore 
tried to respond—first over laughter from the audience, but then, 
when he claimed Revelle had “had his remarks taken completely 
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out of context just before he died,” to boos and jeers. He was made 
to look foolish, and his environmental activism naïve.

What happened to Gore was a weaponization of reputation. The 
real reason to be concerned about greenhouse gases has nothing 
to do with Roger Revelle or his opinion. One should be concerned 
because there is strong evidence that carbon dioxide levels are rap-
idly rising in the atmosphere, because increased carbon dioxide 
leads to dramatic changes in global climate, and because there will 
be (indeed there already are) enormous human costs if greenhouse 
gas emissions continue. There is still uncertainty about the details 
of what will happen or when—but that uncertainty goes in both 
directions. The chance is just as good that we have grossly underes-
timated the costs of global warming as that we have overestimated 
them. (Recall how scientists underestimated the dangers of CFCs.)
	 More, although the conclusion of the Cosmos article was regu-
larly quoted, no evidence to support that conclusion was discussed 
by Easterbrook or Will in their articles. Indeed, the article offered 
no novel arguments at all. If Revelle had devastating new evidence 
that led him to change his mind about global warming, surely that 
should have been presented. But it was not.
	 But Gore himself had elevated Revelle’s status by basing his 
environmentalism on Revelle’s authority. This gave Singer—along 
with Will, Stockdale, and the many others who subsequently quoted 
the Cosmos article—new grounds for attacking Gore. Indeed, any-
one who tended to agree with Gore was particularly vulnerable to 
this sort of argument, since it is precisely them who would have 
given special credibility to Revelle’s opinion.
	 The details of how Singer and others used Revelle’s reputation 
to amplify their message may seem like a special case. But this ex-
treme case shows most clearly a pattern that has played a persistent 
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role in the history of industrial propaganda in science.70 It shows 
that how we change our beliefs in light of evidence depends on the 
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efforts surely mislead some people—including journalists who are 
looking for the “other side” of a story about a politically sensitive 
topic.
	 It is not hard to see through something as blatant as the NIPCC. 
On the other hand, when truly distinguished scientists turn to po-
litical advocacy, their reputations give them great power. Recall, for 
instance, that the founders of the Marshall Institute—mentioned in 
Chapter 1—included Nierenberg, who had taken over as director 
of the Scripps Institute after Revelle moved to Harvard; Robert 
Jastrow, the founding director of NASA’s Goddard Institute for 
Space Studies; and Frederick Seitz, the former president of both 
the National Academy of Sciences and Rockefeller University, the 
premier biomedical research institution in the United States.
	 These scientists truly had made major contributions to their re-
spective fields, and their reputations rightly put them in positions 
to exert influence even in areas where they had far less expertise. It 
was Nierenberg’s status as former director of Scripps and a member 
of the National Academy of Sciences, as we saw in Chapter 1, that 
qualified him to serve as chair of the Acid Rain Peer Review Panel—
and then gave him the opportunity to modify its executive statement.
	 These men’s reputations also put them in a special position to 
criticize other scientists.72 Perhaps the most striking example came 
in the aftermath of the second Assessment Report of the IPCC (not 
the NIPCC!), published in 1995.73 This report included, for the 
first time, a chapter devoted to what is known as “fingerprinting,” a 
set of methods for distinguishing climate change caused by human 
activity from that produced by sources such as sun cycles or volcanic 
activity. The chapter on this topic was written by a collaboration of 
distinguished scientists, but the “convening lead author,” responsi-
ble for collecting the material together and orchestrating the whole 
chapter, was an American climate scientist named Ben Santer.
	 Santer was relatively junior when he took on this position—
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though he had already made major contributions to fingerprinting 
methods and in many ways was ideally situated to convene that 
chapter. After the report was published, however, Seitz and others 
went on the attack. In an editorial published in the Wall Street Jour-
nal, Seitz accused Santer of violating scientific protocol by chang-
ing the final report to “deceive policy makers.” But while it is true 
that Santer orchestrated late revisions to the chapter, they were 
made at the direction of IPCC chairman Bert Bolin, in response to 
comments from peer reviewers. Rather than a violation, they were 
in fact mandated by scientific protocol.
	 The Seitz letter reads as what it was: one of the most distin-
guished physicists in the United States publicly taking a much more 
junior scholar to task for impropriety: “The report’s lead author, 
Benjamin D. Santer,” Seitz writes, “must presumably take the major 
responsibility.”74 Bolin and forty other scientists signed a letter re-
futing Seitz’s claims and asserting that Santer’s work had been ap-
propriate, to which Seitz and Singer both replied by more or less 
repeating the original accusations, but now with the implication that 
the whole IPCC was in on it.
	 Perhaps the group of forty internationally recognized climate 
scientists who signed the Bolin response defending Santer were 
enough to bolster Santer’s reputation. But even if that is right, the 
end result is a display of authority on both sides, suggesting that 
there was a real controversy—not only on the facts, but on the sci-
entific method itself—when in fact there was none. As the tobacco 
industry has shown, merely creating the appearance of controversy 
is often all the propagandist needs to do.

The weaponization of reputation is deeply connected to the polar-
ization models we discussed in the last chapter. Recall that in those 
models, the key factor was trust. It was the people whose opinions 
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we trusted who could exert the most influence over us; and as we 
came to trust some people more and others less, groups began to 
diverge, leading to polarized outcomes.
	 The proxy we used for trust was difference in belief on the mat-
ter at hand. This captures an important part of how polarization 
comes about—and it also explains some aspects of how reputation 
can be useful to the propagandist. After all, Revelle was admired by 
many people precisely because of his influential work on climate 
change. And it was at least in part because those people tended to 
agree with him on that topic that they were prepared to take any 
evidence he offered very seriously. (At least, the fact that Gore agreed 
with him suggests that Gore himself should take Revelle’s opinion 
seriously.) When Easterbrook and Will implied that new evidence 
had influenced Revelle, that suggested it should also influence those 
who agreed with him.
	 But trust based on agreement about the topic at hand does not 
capture some of the other ways reputation can be weaponized. Trust 
often depends on other qualities—such as past behavior, personal 
connections, or professional training. Surely a lot of individual psy-
chology is involved, too, in whom we trust and why. Even so, we 
can use our models to capture some interesting and important as-
pects of the weaponization of reputation by looking at the relation-
ship between trust, belief, and scientific success.
	 In the models of polarization from the last chapter, everyone is 
trying to solve one problem and using credences about that prob-
lem to decide whom to trust. But in most real-world cases, we have 
more to go on than just the problem at hand. Suppose we have a 
network of scientists who are trying to solve two problems, instead 
of just one. For one of these problems, they are trying to choose 
between actions A and B; for the other, unrelated problem, they 
need to choose between actions Y and Z. Now suppose that for each 
problem, when deciding whom to trust, they consider their beliefs 
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about both problems. The basic dynamics of the model are the same 
as before: each scientist uses Jeffrey’s rule, which, remember, spec-
ifies how to update beliefs when you are not certain about evidence, 
but now the uncertainty they assign to a person’s evidence depends 
on the distance between their beliefs on both topics.
	 In this model, we find that groups polarize, just as they do when 
only one problem is at stake. But now, perhaps surprisingly, when 
they polarize, they tend to form subcommunities whose beliefs on 
both problems are highly correlated. One finds, say, a subcommu-
nity whose members all hold A and Z and another whose members 
all hold B and Y.75 Note that the true beliefs do not necessarily cor-
relate with one another: the model often yields cases in which the 
two communities each hold one true and one false belief.
	 These models suggest that one way to influence the opinions 
of members of a group is to find someone who already agrees with 
them on other topics and have that person share evidence that sup-
ports your preferred position. The idea is that people are relying on 
scientists’ success on other problems to judge their general reliabil-
ity. In other words, a scientist might think: “I am not so sure about 
actions A and B, but I am certain that action Z is better than Y. If 
another scientist shares my opinion on action Z, I will also trust 
that person’s evidence on actions A and B.”76

	 These sorts of effects can help to explain how weaponized repu-
tation sometimes works. We look to people who have been success-
ful in solving other problems and trust them more when evaluating 
their evidence. Established scientists with distinguished careers can 
presumably point to many past successes in correctly evaluating 
evidence. More, their peers—other scientists—have evaluated their 
past work and deemed it strong and reliable. When the established 
scientists present new evidence and arguments—even on topics that 
are completely unrelated to the field in which they established their 
reputations—you have good reason to trust them. In fact, philoso-
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phers of science Jeffrey Barrett, Brian Skyrms, and Aydin Mohseni 
have used network epistemology models to show that paying atten-
tion to this sort of past reliability can drastically improve the accu-
racy of a community’s beliefs, on the assumption, of course, that no 
one is using reputation as a weapon.77 These sorts of results can also 
help explain why someone like Seitz can be influential on a range 
of issues, including climate change, that are quite far from that per-
son’s previous research.
	 These issues of trust, on the problem at hand and more generally, 
surely play an important role in explaining how reputation gives 
some people outsized influence—at least within parts of a commu-
nity. But as we will see, it is not the whole story. Conformity and 
network structure are also critical to understanding the social role 
of reputation in propaganda.

Lady Mary Wortley Montagu, born into the British aristocracy in 
1689, was known for her brilliance and beauty.78 (The London Kit-
Cat Club, whose membership included the philosopher John Locke, 
once named her their beauty of the season.)79 At the age of twenty-
five, though, she suffered a bout of smallpox. She was lucky to live 
through it: at the time, smallpox killed 20–60 percent of those who 
were infected—including Lady Mary’s brother, just two years be-
fore.80 But the scarring ruined her legendary beauty.
	 Shortly thereafter, Lady Mary traveled to Turkey when her hus-
band, Edward Wortley Montagu, was appointed as the British am-
bassador. She found herself delighted by the Turks’ cultural prac-
tices: elaborate shopping centers, rooms spread wall to wall with 
Persian carpets, bathhouses where naked women drank coffee and 
juice. None of this could be found in Britain.
	 During her travels, Lady Mary encountered another strange prac-
tice: smallpox variolation. A version of modern-day inoculation, 
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this typically involved scratching a person’s arm and rubbing a scab, 
or fluid, from a smallpox pustule into the wound. Although a small 
percentage of people died from the resulting infection, the vast ma-
jority experienced a very mild form of smallpox and subsequently 
developed immunity.
	 Her enchantment with Turkish culture combined with her per-
sonal experience of smallpox made Lady Mary especially receptive 
to the practice. With the help of an English surgeon, Charles Mait-
land, and an old Turkish nurse, she successfully variolated her own 
young son. Upon returning home, in 1721 she began to advocate 
variolation in Britain. But she encountered a great deal of resist-
ance from doctors. To many, the practice seemed strange, even bar-
baric. Perhaps just as bad was the fact that a woman was advocating 
a treatment developed by other women, and foreigners no less. Even 
Maitland, who had been happy to help perform the treatment in 
Turkey, was nervous to do so under the eyes of his English physi-
cian peers.81 A debate raged in the London papers over whether 
variolation was safe and effective. The stakes were very high. At 
that very moment, a smallpox outbreak was claiming lives all over 
England.
	 The solution devised by Lady Mary was brilliant—and succeeded 
precisely because it appealed to the same conformist tendencies 
that had made physicians suspicious of variolation in the first place. 
She aimed to show that one of the most revered people in England 
was willing to have the practice performed on her own children. In 
1722, at Lady Mary’s behest, Caroline of Ansbach—then Princess 
of Wales, married to the Crown Prince of England—had her two 
daughters variolated. This demonstration provided direct evidence 
of the safety of variolation, but perhaps more important, it showed 
the citizenry of England that they would be in good company should 
they adopt it. The practice spread quickly among the English no-
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bility, especially those with personal connections to Lady Mary or 
Princess Caroline.
	 The spread of variolation had little to do with new knowledge 
about its success or safety. Instead, it was shunned and then adopted 
because of social pressures. It was social pressures among doctors 
that at first prevented people from adopting it, and later, it was so-
cial pressures among nobility to share the beliefs and practices of 
the princess and her friends that accelerated its spread.
	 Although in this episode, social pressures propagated a true be-
lief, the mechanisms by which Lady Mary persuaded her compa-
triots reflects an important way in which propagandists can take 
advantage of social networks. Remember the role of conformity in 
belief and behavior that we described in the last chapter. People 
generally prefer to conform their beliefs and actions to those around 
them—and this tendency can radically change the way information 
flows through communities. Those who hold true beliefs but who, 
from fear of social censure, do not share evidence supporting those 
beliefs, stop the spread of good ideas. This is what happened with 
Semmelweis, and it is what initially slowed variolation among the 
English.
	 We also argued in Chapter 2, however, that the influence of con-
formity on communities of scientists depends on the structure of 
the network of connections among those scientists. One such net-
work structure was the wheel, wherein one individual is connected 
to many others, who in turn connect back to that central person. 
Real social networks do not exactly resemble wheels, but they often 
have substructures that look like the star in the wheel’s center. Some 
individuals are connected to disproportionately many people and 
therefore have outsized social influence. Their actions tend to af-
fect what the many people will do.
	 There is also a close connection here to some of the examples of 
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the manipulation of reputation we described above. Princess Caro-
line was not a distinguished scientist, but she lived in a time when 
the inherent superiority of nobles, especially royalty, was taken as 
a given. It was precisely because of her reputation as a woman of 
great social standing that so many other members of the British 
nobility sought to be connected to her, and to conform their ac-
tions to hers.
	 A similar kind of conformity is at work in at least some of the 
cases of scientific reputation described above. It was on the basis of 
their reputations that figures such as Seitz were in a position to 
write articles and editorials that other people would read and listen 
to, and thus to reach many people who were relatively disconnected 
from one another. Although Seitz did not have a personal connec-
tion to all of his readers, the role of an opinion piece in a major 
paper is to place someone at the center of a star, at least briefly.
	 Likewise, Revelle had developed a large following, with many 
acolytes, including the future vice president of the United States, 
paying careful attention to his opinions. In part his reputation was 
based on his scholarly work and his demonstrated ability to gather 
and evaluate evidence. But surely the desire to be like him, to have 
an influence on the development of environmental science and pol-
icy, also played a role.
	 Propagandists who target those at the center of social stars can 
exploit our human tendencies to conform. Each time they persuade 
one major influencer to adopt a belief or practice, they can depend 
on them to persuade others who seek to emulate them. The genius 
behind Lady Mary’s strategy was that she did not run around En
gland indiscriminately telling every Martha and George about va-
riolation. Instead, she targeted the wealthiest, most influential, and 
best-connected. She found the centers of the stars and got those 
people to adopt the new practice, wisely thinking that once that 
happened, variolation would spread on its own.
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	 Figure 14 shows, in a highly simplified way, how something like 
this might unfold. In a network with uniform beliefs, if a central 
individual changes belief, that person exerts strong conformist in-
fluence on peripheral individuals, who will likely also change their 
beliefs.82

	 Targeting influential people to spread a new practice or belief is 
just one way propagandists take advantage of our conformist ten-
dencies. The modern-day analogue to variolation—vaccination—
remains a paradigmatic case in which conformist influences are at 
play. As in Lady Mary’s day, there continue to be people—“anti-
vaxxers”—who question the safety and wisdom of inoculating their 
children against disease. Strikingly, these people tend to cluster in 
neighborhoods, both physical and social, in which the discomforts 
of disagreement over a controversial topic can be avoided.83 In 
some wealthy California neighborhoods, for example, vaccination 
rates have fallen as low as 20 percent, even though the state average 
is more than 85 percent.84

	 In 2017, a tight-knit Somali-American community in Minnesota 
experienced the state’s worst measles outbreak since the 1980s.85 
After learning that rates of severe autism were particularly high in 
this group, anti-vaccine advocates posted fliers and ads throughout 

Figure 14. The spread of a belief in a star network. Dark nodes represent one 
action, and light nodes, another. Notice that the central individual is connected 

to many agents who are not connected to each other. This central individual 
thus holds special social influence over the rest of the network.
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the Somali community center cautioning against vaccination. They 
also distributed pamphlets at community health meetings. Andrew 
Wakefield, the scientist who infamously, and falsely, first reported a 
link between vaccines and autism, visited Minneapolis repeatedly in 
2010 and 2011 to talk with Somali parents of autistic children.86

	 As a result of these efforts, vaccination rates in the community 
dropped from 92 percent in 2004 to 42 percent in 2014, precipi
tating the measles outbreak. Even after the outbreak, the Vaccine 
Safety Council of Minnesota, an anti-vaccine organization, doubled 
down, hosting events and spreading misinformation about MMR 
vaccines and autism. There have even been reports of anti-vaxxers 
going door to door to try to persuade people that the measles out-
break was actually caused by the Health Department, whose goal 
was to pressure Somalis into vaccinating their children!
	 What we see here is anti-vaxxers peddling their beliefs—beliefs 
completely unsupported by evidence—to a close-knit group par-
ticularly susceptible to their message. In doing so, they take advan-
tage of conformity effects. The Somali community in Minnesota 
is a classic case of a highly connected clique embedded in a larger 
group. By spreading the same information to peers who are espe-
cially likely to then discuss the matter and reinforce the messages 
they are getting, anti-vaxxers tap into this social network structure. 
If multiple members of a peer group can be brought around to a 
new way of thinking at once, conformity’s usual resistance to change 
is instead co-opted to encourage the new practice. And once many 
members of the group decide not to vaccinate, the social effects 
within the group make it much more stable than one bold person 
bucking a trend.87

	 Figure 15 shows what this might look like. If a few members of 
the group change practices, there is pressure on the rest to change, 
and once they all agree, conformity should keep the whole group 
there.
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In this chapter, we have looked at various ways in which propagan-
dists can exploit how we share information and learn from one an-
other to manipulate our beliefs and actions. The very same mecha-
nisms that we saw in Chapter 2, which, remember, could both help 
us discover truth but also sometimes lead us astray, turn out to be 
levers for influencing our beliefs.
	 We have argued that there are multiple ways in which propagan-
dists can succeed in this sort of manipulation. These can be as crude 
as producing scientific results that show precisely what you would 
like them to, or subtle, such as taking advantage of a scientific 
community’s tendency to occasionally produce spurious results, 
and then sharing those results—or selecting those scientists who 
are most likely to produce spurious results and favoring them with 
extra funding.
	 We also argued that the propagandist can exert influence by tar-
geting members of a community who, for one reason or another, 
have special influence. In the cases of Roger Revelle, Ben Santer, 
and others, part of this method involved identifying figures who 
were especially trusted by the community. For instance, scientists 
whose record of success on other problems has been very high may 

Figure 15. The spread of belief in a complete, that is, fully connected, network 
with conformity. Dark nodes represent one action, and light nodes, another. 

When multiple individuals in this network change actions, there is pressure on 
the rest of the group to change as well because of their desire to conform with 

neighbors. Once changed, the group is relatively stable.
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persuade others who have been influenced by these scientists’ ear-
lier work. A related method is to use conformity as a weapon by 
targeting individuals with particularly connected positions in the 
social network, or targeting cliques.
	 So far we have focused (mostly) on scientific communities and 
on the spread of information from scientists to others. But the same 
effects that influence scientists’ beliefs also operate, often in dra-
matic ways, in society at large. In the next chapter we expand the 
picture we have been presenting to try to understand the influence 
of social factors on day-to-day beliefs.
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On Sunday, December 4, 2016, a twenty-eight-year-old man named 
Edgar Maddison Welch told his wife and two daughters that he had 
some business to attend to and left the house.1 He got into his car 
and drove about six hours from his home in Salisbury, North Car-
olina, to a pizzeria in Washington, D.C. He carried with him an 
AR-15 semiautomatic rifle, a handgun, and a shotgun, all loaded. 
When he arrived at the restaurant at about 3 p.m., he entered car-
rying the AR-15 and opened fire, unloading multiple rounds into a 
locked door inside the establishment.
	 Welch thought he was a hero. He believed that the pizzeria, 
known as Comet Ping Pong, was the staging ground for an inter-
national child prostitution ring headed by none other than Hillary 
Clinton, the former Democratic nominee for president. Welch 
was there to investigate the pizza parlor—and if possible, save the 
children.
	 A little over a month earlier, shortly before the 2016 election, 
FBI director James Comey had announced that he was reopening 
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an investigation into Hillary Clinton’s use of a private email server 
while secretary of state. (Recall that it was the fact that Comey had 
previously closed this investigation, without recommending prose-
cution, that, according to ETF News, had prompted Pope Francis 
to endorse Donald Trump for president.) The reason for Comey’s 
announcement was the presence of an unknown number of pos
sibly new emails on a computer that had been confiscated from 
the home of a top Clinton aide. The circumstances were sordid: 
the computer belonged to disgraced former congressman Anthony 
Weiner, who had recently been accused of sending nude pictures of 
himself to a fifteen-year-old girl. (Weiner eventually pleaded guilty 
to transferring obscene material to a minor.) Weiner’s wife, Huma 
Abedin, was a top Clinton aide.
	 Two days later, a post on the social media site Twitter alleged 
that the emails in fact revealed something far worse than the origi-
nal allegation that classified material had passed through Clinton’s 
server. Citing “NYPD [New York Police Department] sources,” the 
tweet claimed that the emails implicated Hillary Clinton as the 
kingpin of “an international child enslavement and sex ring.”
	 This tweet was shared more than six thousand times during the 
next week.2 The following day, an article appeared on the website 
YourNewsWire.com claiming that an “FBI insider” had confirmed 
allegations of a pedophile sex ring linked to many people in the US 
government, including several sitting members of Congress and, 
of course, Hillary Clinton. The story, quickly shared on other blogs 
and news aggregators, became the topic of multiple new fake news 
stories. Some of these were verbatim reproductions of the YourNews 
Wire.com article, while others included new text, new allegations, 
and new claims of inside sources. One website, called Subject: Pol-
itics, claimed that the NYPD had “raided” a Clinton property and 
found further damaging material. (No such raid occurred.)
	 On the heels of these articles, online sleuths began investigating 

http://YourNewsWire.com
http://Wire.com
http://YourNewsWire.com
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other publicly available materials—including a slew of emails that 
were apparently stolen from Clinton campaign chair (and former 
Bill Clinton chief of staff) John Podesta and released on the website 
of the organization WikiLeaks.3 These amateur investigators soon 
came to believe that they had detected a code hidden in Podesta’s 
lunch orders. Starting from “cheese pizza,” which has the same ini-
tials as “child prostitution,” they created a translation manual: “hot-
dog” meant “boy,” “pasta” meant “little boy,” “sauce” meant “orgy,” 
and so on.4 A discussion board soon appeared on the website Reddit 
with the title “Pizzagate,” where these allegations were discussed 
and new “evidence” was brought to bear; other discussions contin-
ued on websites popular with right-wing youths, such as 4chan.
	 In a particularly baffling inference, this community somehow 
reasoned that since pizza-related terms were involved in their “code,” 
the prostitution ring must be run out of a pizzeria. (Yes, a real 
pizzeria—that one was not code!) Soon they identified a location: 
D.C.’s Comet Ping Pong, which was owned by a man with links to 
the Clintons (he had previously dated the CEO of pro-Clinton 
media watchdog Media Matters for America) and which Podesta 
was known to frequent. (Their investigation also determined that 
Podesta practiced witchcraft and drank the blood of his human 
victims.)
	 These bizarre and evidence-free allegations soon spread beyond 
the dark underbelly of the internet to relatively mainstream right-
wing media such as the Drudge Report and Infowars. Infowars is 
far from a reliable source of information, but it has an enormous 
following. Alex Jones, its creator and principal voice, has more than 
2 million follows on YouTube and 730,000 followers on Twitter; by 
spreading the rumors, Jones vastly increased their reach. (He later 
apologized for his role in the whole affair.)5 Soon the pizzeria was 
flooded with phone calls threatening violence, and hundreds of ob-
scene restaurant “reviews” appeared online, echoing the allegations.
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	 By the end of November, the story had gotten so much attention 
that mainstream news sources, including the New York Times and 
the Washington Post, ran articles debunking the claims—which, pre-
dictably, only led to more attention for the conspiracy theory, along 
with articles and videos attempting to refute the debunkers.6

	 Welch became aware of the theories around this time. He had 
first been told the stories by friends in North Carolina; but in the 
days before he drove to D.C., he had had an internet service in-
stalled in his house—at which point he was able to read about the 
Pizzagate allegations for himself. What he found was deeply con-
cerning to him. He got the “impression something nefarious was 
happening”—and that no one else was doing anything about it.7 He 
decided to take matters into his own hands.

Our focus in the previous three chapters has been on science. As we 
explain in the Introduction, the reason for this is that it is relatively 
clear that in scientific communities some or all of the actors in-
volved are trying to learn about the world in what they take to be 
the most reliable and effective ways possible. They want to discover 
the truth, in the sense discussed in Chapter 1. They want to dis-
cover what events actually happened and their physical causes. The 
members of these communities can certainly be wrong, and often 
are. But there is no doubt that they are in the business of gathering 
and evaluating evidence. This makes it particularly clear how our 
models apply—and all the more significant that there are so many 
ways for these communities to end up mistaken.
	 But as we also argued in the Introduction, science can be thought 
of as an extreme case of something we are all trying to do in our 
daily lives. Most of us are not trained as scientists, and even fewer 
have jobs in which they are paid to do research. But we are often 
trying to figure stuff out about the world—and to do this, we use the 
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same basic kinds of reasoning that scientists do. We learn from our 
experience—and, crucially, we learn from the experiences of others.
	 Inasmuch as all of us are learning from the world and from one 
another, our models of communities of scientists apply just as well 
to groups of ordinary people. The mechanisms we have identified 
for the spread of specific beliefs operate in the population at large 
in similar ways. And understanding these mechanisms and how they 
can be subverted to other people’s ends tells us a great deal about 
the political situation today in the United States, the United King-
dom, and much of Western Europe.
	 The American public, for example, is deeply divided on many is-
sues. They include some of the topics discussed in this book, such as 
global climate change. But Americans are also polarized on whether 
the Affordable Care Act—aka Obamacare—should be the basis for 
future healthcare policy or repealed and replaced by a completely 
different policy; whether the multilateral treaty through which Iran 
has agreed to give up its nuclear weapons program should be aban-
doned; whether free-trade agreements ultimately improve the 
country’s economic conditions; how tightly the government should 
(or legally may) regulate guns; and whether lowering corporate tax 
rates and tax rates on high earners will stimulate middle-class wage 
growth.
	 Virtually all of these cases feature disagreements about basic 
matters of fact that contribute to the disagreements about policy. 
These disagreements themselves arise because people tend to trust 
different information sources: some rely on MSNBC, the New York 
Times, or the Washington Post, whereas others look to Fox News, the 
Wall Street Journal, and the Washington Times. Some point to stud-
ies produced by the Heritage Foundation, the Cato Institute, or the 
Heartland Institute, whereas others look to the Southern Poverty 
Law Center, the Brookings Institution, or the Center for American 
Progress. Some point to less dependable sources such as Breitbart 
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News, Infowars, AlterNet, and the Palmer Report—or even worse, 
RT or Sputnik.
	 When friends, family members, colleagues, and especially strang
ers disagree with our views, it is easy to attribute this disagreement 
to the failures of those people: they are ignorant of the facts, too 
emotional to properly evaluate the situation, or too stupid. But what 
if that is not what’s going on? Or at least, what if ignorance and 
emotion are only part of the story—and perhaps not the most im-
portant part?
	 Emotion plays no role in our models. Neither does intelligence 
nor political ideology. We have only very simple, highly idealized 
agents trying to learn about their worlds using (mostly) rational 
methods. And they often fail. Moreover, they can be readily ma-
nipulated to fail, simply by an agent taking advantage of the same 
social mechanisms that, in other contexts, help them to succeed.
	 What if these sorts of social factors lie behind the spread of “fake 
news” and even the bleeding of conspiracy theories into mainstream 
sources such as the Washington Post and Fox News?

“Fake news” has a long history, particularly in the United States. In 
the decades immediately before and after the American Revolution, 
for instance, partisans on all sides attacked their opponents through 
vicious pamphlets that were often filled with highly questionable ac-
cusations and downright lies. Likewise, fake news arguably launched 
the Spanish American War.8 After the USS Maine—a US warship 
sent to Havana in 1898 to protect American interests while Cuba 
revolted against Spain—mysteriously exploded in Havana Harbor, 
several US newspapers, most notably the New York World and New 
York Journal, began to run sensational articles blaming Spain for 
the explosion and demanding a war of revenge.9 (The actual cause 
of the explosion was and remains controversial, but concrete evi-
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dence has never been produced that Spain was involved.)10 Ulti-
mately, spurred in part by pressure from the news media, the US 
government gave Spain an ultimatum that it surrender Cuba or 
face war—to which the Spanish responded by declaring war on the 
United States.11 (Spain sued for peace fewer than three months later.)
	 In 1835, the New York Sun, a politically conservative but gener-
ally reputable newspaper, published a series of six articles asserting 
that the English astronomer John Herschel had discovered life on 
the moon.12 The articles claimed to have been reprinted from an 
Edinburgh newspaper and contained a number of alleged quotes 
from Herschel. They even included illustrations of winged homi-
nids Herschel was said to have seen. Needless to say, there is no life 
on the moon—and Herschel never claimed to have found it. The 
articles were never retracted. (Compare these claims to ones made 
by a guest on Alex Jones’s Infowars radio show in June 2017 to the 
effect that NASA is running a child slave colony on Mars.)13

	 Nine years later, Edgar Allan Poe published a story in the Sun in 
which he described (as factual) a trans-Atlantic hot-air balloon jour-
ney by a famous balloonist named Monck Mason.14 This, too, never 
occurred. (The article was retracted two days later.)
	 So fake news has been with us for a long time. And yet something 
has changed—gradually over the past decade, and then suddenly 
during the lead-up to the 2016 UK Brexit vote and US election.
	 In 1898, when the New York World and New York Journal began 
agitating for war, they had large circulations. The New York Journal 
claimed 1.25 million readers per day, allegedly the largest in the 
world.15 (New York City then had a population of about 3.4 million; 
the Journal figures are surely inflated, but perhaps not by much: the 
aggregate circulation for New York dailies in 1900, according to 
the U.S. Census that year, was more than 2.7 million.) But their 
audiences consisted almost exclusively of New Yorkers—and not 
even all New Yorkers, as the better-respected Times, Herald Tribune, 
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and Sun also had wide readerships. Regional newspapers outside 
New York generally did not pick up the World and Journal articles 
calling for war with Spain. Although the stories surely influenced 
public opinion and likely contributed to the march toward war, their 
impact was limited by Gilded Age media technology.
	 In the past decade, these limitations have vanished. In February 
2016, Facebook reported that the 1.59 billion people active on its 
website are, on average, connected to one another by 3.59 degrees 
of separation. Moreover, this number is shrinking: in 2011, it was 
3.74.16 And the distribution is skewed, so that more people are more 
closely connected than the average value suggests. According to the 
Pew Research Center, 68 percent of American adults use Facebook 
(out of 79 percent of American adults who use the internet at all).17 
Twitter, meanwhile, has about 70 million users each month in the 
United States—a bit under 30 percent of American adults—and 
about 330 million users worldwide.18 Information posted and widely 
shared on Facebook and Twitter has the capacity to reach huge 
proportions of the voting public in the United States and other 
Western democracies.
	 Even if fake news is not new, it can now spread as never before. 
This makes it far more dangerous. But does anyone actually believe 
the outrageous stories that get posted, shared, and liked on social 
media?
	 These stories’ persistence could have other explanations. Perhaps 
some people find them funny or unbelievable, or share them ironi-
cally. Others may share them because, even though they know the 
content is false, the stories reflect their feelings about a topic. Many 
internet “memes”—digital artifacts that are widely shared on the 
internet—have the character of elaborate jokes, which often signal 
some sort of social status or engagement.19 Is fake news the same?
	 Perhaps. But some people do believe fake news. Clearly Edgar 
Welch, for instance, believed that the Comet Ping Pong pizzeria 
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harbored trafficked children. And he is not alone. In a survey con-
ducted by the polling firm Ipsos Public Affairs for BuzzFeed News, 
3,015 US adults were shown six headlines, three of which were real 
news and three of which were fake.20 The headlines were drawn 
from a list of the most-shared news items in the months before the 
election, and in total, they had been shared a similar number of 
times. Respondents were asked whether they recalled the headlines 
and, for those they did recall, whether they were accurate.
	 One-third of the survey respondents recalled seeing at least one 
of the fake news headlines. Those who remembered the headline 
judged the fake news to be “very” or “somewhat” accurate 75 percent 
of the time. By contrast, respondents who recalled seeing the real 
news headlines judged them to be accurate 83 percent of the time.
	 Other surveys and experiments have found results broadly con-
sistent with this picture.21 A Pew survey of 1,002 adults found that 
23 percent admitted to having shared fake news—of whom 73 per-
cent admitted that they did so unwittingly, discovering only later 
that the news was fake.22 (The others claimed to have known that it 
was fake at the time but shared it anyway.) Of course, these results 
do not include participants who unwittingly shared fake news and 
never learned that it was fake, nor do they include those who would 
not admit to having been duped.

There is a famous aphorism in journalism, often attributed to a 
nineteenth-century New York Sun editor, either John B. Bogart or 
Charles A. Dana: “If a dog bites a man it is not news, but if a man 
bites a dog it is.” The industry takes these as words to live by: we 
rarely read about the planes that do not crash, the chemicals that do 
not harm us, the shareholder meetings that are uneventful, or the 
scientific studies that confirm widely held assumptions.
	 For many issues, focusing on novel or unexpected events is un-



The Social Network

156

problematic. Novelty makes things salient, and salience sells papers 
and attracts clicks. It is what we care about. But for some subjects, 
including science as well as politics and economics, a novelty bias 
can be deeply problematic.
	 We saw in Chapter 3 that a key feature of the Tobacco Strategy 
was to amplify and promote research produced by legitimate, unbi-
ased scientists that tended to support the tobacco industry’s agenda. 
This was extremely effective, and in the models we have consid-
ered, simply amplifying a subset of the evidence by sharing it more 
broadly can lead a community of policy makers, or the public, to 
become confident in a false belief, even as scientists themselves 
converge to the true belief. The basic takeaway here is that when 
trying to solve a problem in which the evidence is probabilistic or 
statistical, it is essential to have a complete and unbiased sample. 
Focusing on only part of the available evidence is a good way to 
reach the wrong belief.
	 This sort of biasing can happen even if no one is actively trying 
to bias the evidence shared with the public. All it takes is a mecha-
nism by which the evidence is selectively disseminated.
	 This is precisely what happens when journalists focus on novel, 
surprising, or contrarian stories—the sorts that are most likely to 
gain attention, arouse controversy, and be widely read or shared. 
When journalists share what they take to be most interesting—or 
of greatest interest to their readers—they can bias what the public 
sees in ways that ultimately mislead, even if they report only on 
real events.
	 To better understand how this sort of thing can happen, we 
looked at a variation of the propagandist models described in Chap-
ter 3. Now, instead of having a group of policy makers connected to 
scientists and also connected to a propagandist, we imagine that we 
have a collection of policy makers who receive all of their informa-
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tion from a single third party: a journalist, who scours the scientific 
results and shares the evidence that she judges to be most novel.
	 We suppose that the journalist is updating her beliefs in light of 
all of the scientific evidence, so that as more evidence is gathered, 
she tends to converge to whatever the scientific consensus is. But 
she only shares what is most surprising. There are a few ways to 
implement this basic idea. For instance, one way is to have the jour-
nalist look at each round of scientists’ results and then share what-
ever result or results from that round are the most unlikely. An-
other way is to have the journalist share all of the results that pass 
some kind of threshold, given her current beliefs: that is, the ones 
that the journalist thinks are sufficiently strange to be of interest.23

	 In both of these cases, we find that the public sometimes con-
verges to the false belief, even when the journalist and the scientific 
community converge to the true one.24

	 In such a model, the journalist will generally share some results 
that are unlikely because they point so strongly in the direction of 
the true belief, and also some that are unlikely because they point 
strongly toward the false belief. She is not biasing the evidence in 
the explicit way that a propagandist would. Sometimes the journal-
ist will actually strengthen our confidence in the true belief, relative 
to what the science supports. But that does not mean that her ac-
tions are neutral. As we saw in the propagandist examples, it is the 
total distribution of evidence that tends to lead us to the true belief. 
And intervening to change this distribution will change where con-
sumers of that evidence end up.
	 There is another way in which journalists can unwittingly spread 
false beliefs. Journalism has legal and ethical frameworks that seek 
to promote “fairness” by representing all sides of a debate. From 
1949 until 1987 the US Federal Communications Commission even 
maintained a policy called the Fairness Doctrine that required media 
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with broadcast licenses to offer contrasting views on controversial 
topics of public interest. The rule no longer applies—and even if 
it did, few people get their news from broadcast media any longer. 
But since few journalists relish being accused of bias, pressures re-
main for journalists to present both sides of disagreements (or at 
least appear to).
	 Fairness sounds great in principle, but it is extremely disruptive 
to the public communication of complex issues. Consider again 
the model of a journalist selectively communicating results. Now, 
instead of the journalist sharing only surprising results, suppose 
that every time she chooses to share a result supporting one view, 
she also shares one supporting the other view—by searching through 
the history of recent results to find one that reflects the “other per-
spective.”
	 In figure 16 we show a possible sample of outcomes for scientists 
performing trials (with ten data points each). The journalist shares 
the two bolded results, one randomly selected from those that sup-
port B and one randomly selected from those that support A. The 
policy makers will see two studies where B was successful six times 
and three times, whereas the true distribution of results—nine, six, 
six, and three—would lead to a much more favorable picture of B’s 
general success.
	 What happens?25 In this case, the policy makers do tend to con-
verge to the true belief when the scientists do. But this convergence 
is substantially slower for policy makers than for the scientists—
and indeed, it is substantially slower than if the journalist had merely 
shared two random results from the scientific community. This is 
because we generally expect evidence favoring the true belief to 
appear more often. Sharing equal proportions of results going in 
both directions puts a strong finger on the scale in the wrong direc-
tion. Indeed, norms of fairness have long been recognized as a tool 
for propagandists: the tobacco industry, for instance, often invoked 
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the Fairness Doctrine to insist that its views be represented on tel-
evision and in newspaper articles.26

	 Ultimately, the mere existence of contrarians is not a good rea-
son to share their views or give them a platform. And the sugges-
tion that it would be unfair not to report contrarian views—or at 
least, not to report them specifically as contrarian views—especially 
when the scientific community has otherwise reached consensus, is 
wrong, at least if what we care about is successful action. This is so 
even when the contrarians have excellent credentials and legitimate 
results that do support their views. When we are trying to solve 
difficult problems, there will always be high-quality and convincing 
evidence that pushes us in both directions.
	 You might worry about this: after all, throughout this book we 
have pointed to cases in which “consensus” views of experts have 
turned out to be false. What if journalists had reported only the 
views of those gentleman physicians who insisted that their hands 
could not possibly transmit disease, dismissing Semmelweis as a 

Figure 16. Communication in a model with a “fair” journalist who chooses two 
results to report to policy makers. Upon observing results from scientists, the 
journalist communicates one that supports theory B and one that spuriously 

supports A (bolded) to policy makers. This has the effect of biasing the set of data 
available to policy makers. Light nodes represent individuals who favor action A, 

and dark nodes, B.
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habitual contrarian? Indeed, something very much like this occurred 
in the lead-up to the Iraq War in 2003: foreign-policy experts in the 
United States and the United Kingdom, along with politicians 
across the political spectrum, almost uniformly adopted the view 
that Saddam Hussein was developing weapons of mass destruction. 
(He was not.) The Bush and Blair administrations used these al-
leged weapons to justify launching a war that ultimately led to more 
than a decade of severe civil strife and nearly two hundred thousand 
civilian deaths, according to the Iraq Body Count project.27 The 
New York Times was widely criticized for presenting this consensus 
without adequate scrutiny or skepticism, and the editors took the 
highly unusual step of issuing an apology in 2004.28 In this case, 
reporting only the consensus view and stories that were broadly in 
line with it had dire consequences.
	 Fair enough. So how, then, are journalists to tell the difference—
especially when they are not experts in the relevant material? For 
one, stories that are ultimately about current or historical events 
have a very different status from stories about science. It is not, and 
should not be, journalists’ role to referee scientific disagreements; 
that is what peer review and the scientific process are for, precisely 
because expert judgment is often essential. It is in those cases in 
which that process has already unfolded in the pages of scientific 
journals, and the losers of the debates wish to rehash them in public 
forums, that journalists should be most cautious. On the other 
hand, it most certainly is journalists’ job to investigate and question 
those purported matters of fact on which major domestic and for-
eign policies are based—including determining whether there is a 
scientific consensus on an issue relevant to policy-making.
	 Perhaps more important, it is essential to focus on the reasons 
for apparent controversy. We do not wish to rule out the possibility 
that today’s Semmelweis is laboring in obscurity, or that a talented 
reporter could not find him and bring his ideas to public attention. 
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This, after all, is precisely what 20/20 did with Hightower and 
methylmercury in fish. Our point, rather, is that the mere existence 
of contrarians or (apparent) controversy is not itself a story, nor 
does it justify equal time for all parties to a disagreement. And the 
publication of a surprising or contrary-to-expectation research ar-
ticle is not in and of itself newsworthy.
	 So we need journalists to avoid sensationalizing new findings 
and to report both that there is a consensus (when there is one) and 
the reasons for it. It is particularly important for journalists and 
politicians to carefully vet the sources of their information. It will 
invariably be the case that nonexperts need experts to aggregate 
evidence for them. This is what propagandists seek to exploit, by 
standing in for disinterested experts and aggregating evidence in 
a way favorable to their own interests. Often the groups doing this 
aggregation consciously attempt to mislead journalists about their 
independence and credentials.
	 This is where institutions can play an important role. Journal-
ists reporting on science need to rely not on individual scientists 
(even when they are well-credentialed or respected), but on the con-
sensus views of established, independent organizations, such as the 
National Academy of Sciences, and on international bodies, such 
as the Intergovernmental Panel on Climate Change. Likewise for 
other matters of fact important to policy-making, such as tax and 
economic policy. In nations with reliably independent government 
record keepers—such as the Bureau of Labor Statistics in the United 
States, which measures economic indicators such as unemployment 
and inflation, or the Congressional Budget Office, which scores 
proposed legislation on expected budgetary impact—the findings 
of these organizations should be given special weight, as compared 
with self-appointed experts claiming that the “official” figures are 
faulty, misleading, or biased. Reports from the United Nations, par-
ticularly when they involve serious peer review, as with the IPCC, 
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are also often more reliable than those from the governments of 
individual nations. Such institutions can certainly be manipulated 
for partisan ends,29 but they are far more likely to be reliable than 
individuals or organizations whose interests are tied to the issues 
at stake.

In the predawn hours of July 10, 2016, a man named Seth Rich 
called his girlfriend as he walked home from a Washington, D.C., 
bar.30 The bar was only a few miles away from his home, but Rich 
walked slowly and they chatted for a few hours. And then he abruptly 
ended the call. Moments later, at about 4:20 a.m., Rich was shot 
twice in the back. Police responded immediately and took him to a 
local hospital, but he soon died of his wounds.
	 Rich was twenty-seven years old. Just a few days earlier, he had 
accepted a job as a staffer for Hillary Clinton’s presidential cam-
paign. The Democratic National Convention, at which Clinton 
would be officially nominated as the party’s presidential candidate, 
would open in about two weeks. For the previous two years, Rich 
had worked for the Democratic National Committee (DNC), tasked 
with increasing voter turnout during the contentious primary be-
tween Clinton and Bernie Sanders.31

	 The D.C. Metropolitan Police ruled the death a homicide, a 
robbery attempt gone wrong. But within a few days of Rich’s shoot-
ing, conspiracy theories began to swirl, apparently initiated by a post 
on the internet discussion site Reddit.32 The allegation was that Rich 
had been killed by the Clintons, or perhaps Debbie Wasserman 
Schultz, then head of the DNC, to cover up election fraud during 
the primary campaigns. Commentators on the thread speculated 
that through his job at the DNC, Rich had learned of efforts to 
suppress Sanders voters or otherwise tilt the primary toward Clin-
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ton, and that this information had made him dangerous to the 
Clinton campaign.
	 Rumors that a Clinton had murdered someone who presented a 
political liability were hardly new. In 1994, William E. Dannemeyer, 
a former Republican congressman from Southern California who 
had been voted out of office two years previously, sent a letter to 
congressional leaders asserting that then-President Bill Clinton had 
been responsible for dozens of murders in his rise to the presi-
dency.33 Dannemeyer listed twenty-four people connected with 
the Clintons who he claimed had died “under other than natural 
circumstances.” His list appears to have originated with an activist 
named Linda Thompson, who the previous year had produced 
thirty-four names of people who she believed—admittedly with 
“no direct evidence”—had been killed by Clinton or his associates. 
A 1994 film called The Clinton Chronicles made similar charges.34

	 These claims were investigated at length by law enforcement 
and various special prosecutors during Bill Clinton’s presidency. 
They have no substance. And yet they have persisted among con-
spiracy theorists on both the far right and the far left, creating an 
ecosystem in which the allegations concerning Rich seemed unsur-
prising, even plausible.
	 Soon the story took on new texture. About a month before Rich 
was killed, the DNC admitted that its computer servers had been 
hacked and thousands of emails stolen.35 The first indications of a 
hack had come nine months previously, when the FBI contacted 
the DNC to say that at least one of its computers had been com-
promised by Russian operatives. A technician checked the system 
and found nothing amiss, and the DNC did not respond further. 
Two months later, the FBI again contacted the DNC, this time to 
say that one of its servers was routinely sending data to Russia. Once 
again, the DNC’s IT staff decided that the computers had not been 
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breached and did not communicate the FBI’s warnings to the DNC 
leadership. The DNC apparently did nothing to stop the hack.
	 That Russian hackers had compromised DNC computers was 
not widely reported until June 14, 2016. The DNC acknowledged 
it and attributed it to Russian security services the following day. 
Meanwhile, WikiLeaks founder Julian Assange announced that he 
had thousands of pages of emails related to the Clinton campaign 
that he would soon release.36 WikiLeaks waited another month to 
release the emails, apparently to maximize damage to Clinton’s cam-
paign: the messages appeared online on July 22, 2016, days before 
the Democratic convention opened. Some of the leaked emails sug-
gested that the DNC had taken actions to support Clinton’s candi-
dacy and to undermine that of Sanders.
	 A hacker claiming to be Romanian and calling himself Guccifer 
2.0 claimed responsibility for the hack. But the FBI, which launched 
an official investigation on July 25, 2016, indicated that it believed 
Russian hackers were behind the attacks—an accusation consistent 
with its earlier warnings to the DNC. Half a dozen private cyber-
security firms came to the same conclusion, and by October 2016, 
there was a broad consensus among the US intelligence agencies 
that the hacks had been conducted by Russian intelligence services.37

	 Still, WikiLeaks never confirmed Russian involvement. In Au-
gust 2016, Assange implied that the messages had come from a dif-
ferent source altogether: Seth Rich. He offered a twenty-thousand-
dollar reward for information related to Rich’s death, and then, 
in an interview with the Dutch television program Nieuwsuur, he 
asserted, following a question about Rich, that “our sources take 
risks”—before adding that WikiLeaks has a policy of never reveal-
ing or otherwise commenting on its sources.38

	 The story’s lack of evidence, or even coherence, did not stop 
some media outlets from reporting these allegations. Some of this 



The Social Network

165

coverage came from RT, the English-language Russian propaganda 
site, which seemed to like having Rich as an alternative culprit for 
the DNC hack.39 But more mainstream sources also reported on 
Assange’s remarks, including the Washington Post, BuzzFeed News, 
and Newsweek.
	 The story got a further boost in May 2017 when Fox News and 
several Fox affiliates ran stories in which it was claimed that the 
hacked DNC emails had been discovered, by the FBI, on Rich’s 
computer.40 These allegations were attributed to a man named Rod 
Wheeler, a former Washington, D.C., homicide detective who had 
been paid to work on the Rich case by a Republican insider. Wheeler 
talked as if he had himself seen the messages on Rich’s computer 
and could speak directly to this new evidence.
	 There was only one problem: the Fox News story was com-
pletely fabricated. Shortly after it appeared, the FBI stated that it 
was not involved in the Rich investigation. Soon Wheeler admitted 
that he had not, after all, seen the emails on Rich’s computer. Rich’s 
parents produced a statement saying that they had not seen or 
heard of any evidence that Rich had ever possessed or transmitted 
any DNC emails—or that Rich’s death was anything other than a 
botched robbery. Either the evidence did not exist, or whoever had 
it was withholding it.
	 About a week after first airing the stories, Fox and its affiliates 
retracted them; that August, Wheeler filed a lawsuit against Fox 
claiming that its reporters had knowingly fabricated quotations they 
attributed to him and that the entire story had been orchestrated in 
consultation with the White House.41 It seems that there is not, and 
never has been, any reason to believe that Rich had any involve-
ment in the DNC email hack. Yet at least some right-wing media 
personalities, including Fox’s own Sean Hannity, have continued to 
repeat variations on these claims. Hannity, in particular, has refused 
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to issue a retraction over the Wheeler remarks—even after Wheeler 
himself disavowed them.

The Rich example shows how thin the line between “real news” 
and “fake news” can be. Of course, Fox News (like ETF News—
and MSNBC) has a transparent political orientation; but by run-
ning a story based on the remarks attributed to Wheeler, it veered 
from editorial slant into blatant falsehood. The example shows that 
even legitimate news sources can produce and spread fake news. And 
if the allegations in Wheeler’s lawsuit that the White House was in-
volved in the story are true, the situation is even more troubling.
	 Some readers will surely respond that Fox News, especially the 
commentary side that includes Hannity, is not a legitimate news 
source at all. But it is not the only mainstream source to have spread 
fake news since the 2016 election. MSNBC host Stephanie Ruhle, 
for instance, claimed on air that Fox News had held its 2016 Christ-
mas parties at the Trump International Hotel in Washington, D.C. 
The claim was false, and she later apologized.42 (The Republican 
National Committee, however, does seem to have held a Christmas 
party at the hotel that year.)43 And CNN Investigates, an elite CNN 
reporting team, was forced to retract two stories related to Trump 
during the summer of 2017: in one, they claimed that Anthony 
Scaramucci, who very briefly served as White House communica-
tions director, had been connected to a Russian investment fund; in 
another, they claimed that former FBI director James Comey would 
offer testimony to Congress, which he never ultimately gave.44

	 Fox News is in a different category from ETF News or other 
right-wing sources such as Breitbart or Infowars. So are CNN 
and MSNBC. What makes them different is that Fox, CNN, and 
MSNBC generally retract false stories in light of new evidence. A 
self-correcting editorial process is at work.45 One can quibble about 
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how long it takes to make the retractions, and whether whatever 
damage was going to be done had already happened. But in the cases 
where the facts are simply and demonstrably wrong, these media 
sources have corrected the errors—and in many cases, they have 
done so because other news sources have policed them.46 That these 
groups can nonetheless spread falsehood makes the problem of 
identifying fake news much more difficult. It is not as simple as 
pointing to reliable and unreliable sources.
	 These sorts of blatant falsehoods, though, are not the only prob-
lem, and maybe not the worst one. A deeper issue concerns a more 
subtle way in which fake news shades into real news: it sets a jour-
nalistic agenda.47 Unlike in the Pizzagate fiasco, real facts exist in 
the background of the Rich story. Rich really was murdered, there 
really have been allegations that he was involved in the DNC email 
leak, WikiLeaks really did offer a large reward for information re-
lated to the case, and real investigations have been privately funded 
and conducted to identify his killers—who, by the way, have not 
been identified or arrested. It is not “fake” news to report on these 
facts, particularly given that a large readership wants to pore over 
such stories.
	 But it is also hard to see it as real news if the only reason anyone 
was interested in the first place was that these facts are tied up with 
widespread fake news. Ultimately, fake news, unsubstantiated alle-
gations, and innuendo can create interest in a story that then justi-
fies investigations and coverage by more reliable sources. Even when 
these further investigations show the original allegations to be base-
less, they spread the reach of the story—and create the sense that 
there is something to it. Were it not for the conspiracy theories, 
Assange would never have been asked about Seth Rich, the Wash-
ington Post would not have covered his remarks (or refuted them), 
private investigators would not have been funded by Republican 
lobbyists for Fox News to quote, and so on.
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	 Here is another manifestation of a theme that has come up 
throughout this book. Individual actions that, taken on their own, 
are justified, conducive to truth, and even rational, can have trou-
bling consequences in a broader context. Individuals exercising judg-
ment over whom to trust, and updating their beliefs in a way that is 
responsive to those judgments, ultimately contribute to polariza-
tion and the breakdown of fruitful exchanges. Journalists looking 
for true stories that will have wide interest and readership can ul-
timately spread misinformation. Stories in which every sentence is 
true and impeccably sourced can nonetheless contribute to fake 
news and false belief.
	 These dynamics are troubling, but once we recognize them, it 
appears that small interventions could have a significant impact. 
In particular, it is important to distinguish two essentially different 
tasks that reliable news sources perform. One involves investigat-
ing allegations, checking facts, and refuting false claims. This is an 
important activity—but it is also a risky one, because it can, coun-
terintuitively, expand the reach of fake stories. In some cases, as with 
the Comet Ping Pong conspiracy, it can turn fake news into a real 
story. The other task involves identifying and reporting real stories 
of independent interest, relevant to readers’ lives and responsive to 
their demands. This is also an important activity, and although it 
requires judgment, it runs fewer risks of promoting falsehoods.
	 We suggest that these activities need to be kept firmly separated—
and that media which serve as primary news sources, such as the 
Wall Street Journal, New York Times, and Washington Post, should con-
sider avoiding the first sort of activity altogether. Checking facts 
and policing the media, while extremely important, are best left to 
independent watchdogs such as PolitiFact and Snopes.com, which 
run less of a risk of driving further traffic and attention to false 
stories.

•

http://Snopes.com
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There is overwhelming evidence that foreign actors, apparently as-
sociated with Russian intelligence services, attempted to interfere 
in the 2016 US election—initially to weaken Hillary Clinton’s can-
didacy, and later to promote Donald Trump.48 As we noted, for in-
stance, the US intelligence community has determined that Russian 
intelligence services hacked the DNC’s email servers and then re-
leased embarrassing emails, particularly related to the treatment of 
Bernie Sanders.49 Facebook, Twitter, and Google have revealed that 
accounts linked to the Russian government spent well over one 
hundred thousand dollars to purchase political ads, most of which 
seem to have been designed to create controversy and sow civil dis-
cord. Facebook has subsequently revealed that Russian-produced 
political content reached as many as 126 million US users.50 As of 
this writing, allegations of explicit coordination have not been fully 
settled one way or the other, but there is little doubt that the Trump 
campaign knew that the Russian government favored its candidate 
and was making efforts to influence the election in his favor.
	 For our purposes, however, there are even more important ways 
in which Russia-backed groups appear to have influenced the elec-
tion, and Western political discourse more generally.
	 For instance, let us simply stipulate for the sake of argument that 
Russian agents did in fact hack the DNC servers and release some 
or all of the emails they stole. What was their purpose in doing so? 
If gathering intelligence were the whole goal, it would make little 
sense to release the hacked emails. The character and scale of the 
release suggest a different motive. Ultimately, the release of the 
DNC emails has led to lasting divisions and sustained controversies 
within the Democratic Party, which in turn have affected Demo-
crats’ ability to effectively govern. In other words, the emails have 
produced discord and mistrust—and in doing so, they have eroded 
an American political institution. Perhaps this was the point.
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	 The idea that Russia’s goal was to create social division and un-
dermine democratic (small d) institutions is supported by the ways 
Russia-backed groups appear to have used social media during the 
campaign. Although it seems they aimed to help Trump’s candi-
dacy, they did not target their efforts only at potential Trump voters 
or others on the political right. Russian organizations are reported 
to have developed a bestiary of personalities, voices, and positions 
crafted to influence various groups,51 ranging from members of the 
LGBTQ community, to Black Lives Matter activists, to gun rights 
supporters, to anti-immigrant zealots, and even, bizarrely, to ani-
mal lovers.
	 One goal appears to have been to establish trust with a broad 
range of demographic and interest groups in order to influence them. 
The New York Times reported in October 2017 that the Russia-
linked LGBT United Twitter account, for example, declared: “We 
speak for all fellow members of LGBT community across the na-
tion. Gender preference does not define you. Your spirit defines 
you.” Even the dog-lover page, the Times suggests, was probably 
formed with the intention of developing a set of followers who 
could then be slowly exposed to political content. In other words, 
the goal was to get close, pose as a peer, and then exert influence.
	 After convincing users that they shared core beliefs and values, 
Russians used these platforms to widen the gap between right and 
left. Their “Heart of Texas” Facebook page tried to persuade Texans 
to secede from the nation. Their “Blacktivist” group agitated for 
protests in Baltimore in response to the death of Freddie Gray, a 
twenty-five-year-old black man who died shortly after being trans-
ported without safety restraints in a police van. One bizarre cam-
paign included a contest titled “Don’t Shoot Us,” which encouraged 
Pokémon Go users to capture Pokémon near real-world sites of 
police brutality and name them after the victims.52

	 In none of these cases were group members pushed to accept 
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views far from those they already held. The LGBTQ group, for 
instance, did not advocate for Trump; instead, social influence was 
used to push people to more extreme versions of the views they 
already held.
	 The picture that emerges is one in which Russian propagandists 
were highly sensitive to the dynamics of social influence, in several 
ways. First, recall the role that network structure plays in the mod-
els of conformity we presented in Chapter 2: agents in some posi-
tions in a network are much more influential than those in other 
positions. For instance, in Chapter 3 we observed that the agent at 
the center of a star or wheel structure is more influential than those 
on the periphery. In part this is simply a matter of having a larger 
overall number of connections to other agents, but that is not the 
whole story. It also matters that the other agents are more weakly 
connected to one another than the central agent is to everyone.
	 At least some of the Facebook content linked to Russian ac-
counts were “pages” or “community pages” rather than “groups.” 
It is easy to use the terms indistinguishably, but the distinction 
matters: a Facebook “group” is primarily designed to facilitate dis-
cussions among its members. A Facebook “page” is designed for an 
organization or celebrity to create a community of their followers. 
“Community pages” are somewhere in between: there, other users 
can sign up as “followers” of the page and can make posts directed 
to the community; but whoever created the page can make posts 
as well, which are then targeted at and shared with the whole com-
munity.
	 If you visit one of the Russian-linked community pages—say, the 
LGBT United page, which was active as of March 2018—the first 
things you see are the posts created by the group itself, identified as 
“LGBT United” posts; the posts directed at the group from other 
members of the community can be found only by following a fur-
ther series of links. In other words, the community page mimics a 
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star network, with the page creator at the center. Rather than try to 
influence people already at the center of star networks, the Russian 
accounts appear to have created star networks by creating affinity 
groups structured so that they could communicate to the whole 
community more easily than members could communicate with one 
another.
	 Of course, the mere ability to broadcast information is not suf-
ficient to create influence. You also need those to whom you are 
broadcasting to listen. And here we see the value of creating and 
distributing content through groups defined by a subject of shared 
interest or agreement—be it the right to bear arms or the right to 
love kittens.
	 Recall that the central assumption underlying our models of po-
larization was that people are more susceptible to the influence of 
those they trust—in particular, those who they think have formed 
reliable beliefs in the past. This means that establishing connec-
tions through affinity groups provides powerful tools for influence, 
especially when the influence tends to push them farther in direc-
tions they are already inclined to go. And if the purpose is merely to 
drive polarization—as opposed to persuading everyone of any par-
ticular claim—posing to people on both sides of an issue as someone 
who shares their opinions, and then presenting further evidence or 
arguments in support of those opinions, will be very successful.
	 Structuring these interactions around affinity groups may have 
allowed the Russia-linked groups to exert even more influence. Re-
call the modification to the polarization models that we described 
in Chapter 3, when we discussed reputation. There we considered 
the role that shared beliefs in one domain could play in influencing 
beliefs in other domains. We described how, in a model in which 
each agent considers agreement on a range of issues when deter-
mining how much to trust another agent on any particular issue, 
we found that different beliefs influenced one another: populations 
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would become polarized on multiple different beliefs but would do 
so in a strongly correlated way.
	 How might a propagandist use this fact to manipulate beliefs? In 
the examples we considered in Chapter 3, the strategy was to find 
someone who had demonstrated success in solving other problems—
someone with a long track record of discovering the truth—and 
have that person act as a mouthpiece for the propagandist.
	 But another strategy is available. If we consider beliefs across a 
range of issues in determining whom to trust, then establishing the 
existence of shared beliefs in one arena (opinions on gun laws or 
LGBTQ rights) provides grounds for trust on issues in other are-
nas. So if someone wanted to convince you of something you are 
currently uncertain about, perhaps the best way for that person to 
do it is to first establish a commonality—a shared interest or belief. 
The affinity groups appear to have played just this role.

One natural response to fake news is to say that social media sites, 
web search providers, and news aggregators have a responsibility to 
identify fake news and stop it. It was, after all, a Facebook algorithm 
that actively promoted a fake story, hosted on ETF News, about 
Megyn Kelly. In other cases, these sites merely provided vehicles 
for fake news stories to go viral. This is in part a matter of what 
people are interested in reading about—but it is amplified by algo-
rithms that social media sites use to identify which stories are highly 
engaging so as to maximize their viewership.
	 We fully endorse this solution: organizations like Facebook, Twit-
ter, and Google are responsible for the rampant spread of fake news 
on their platforms over the past several years—and, ultimately, for 
the political, economic, and human costs that resulted. But assign-
ing culpability is not the same as identifying solutions.
	 If it was algorithms on social media sites that amplified and spread 



The Social Network

174

fake news, one might hope that algorithms could also help to iden-
tify fake news and prevent it from being amplified on these sites—or 
even prevent fake news from being shared on such sites at all. But 
many sites that produce or distribute fabricated stories—including 
ETF News—also produce stories that are true. Should it be possi-
ble to share those true stories if they come from unreliable sources? 
And as we have just seen, media groups that typically produce stories 
that are true or essentially true can also sometimes produce false 
stories. Would those stories make it through the filter? If so, how 
many fake, or at least false, news stories should a given site be able 
to run before it gets flagged as a fake news provider?
	 Since the 2016 election, a large number of academic articles have 
appeared that offer algorithmic solutions to the fake news prob-
lem.53 These efforts are surely worthwhile, but determining what is 
true is a difficult, time-consuming, and human-labor-intensive pro-
cess. (The Kelly story was promoted by Facebook days after Face-
book fired its human editors.) Algorithmic responses can help, but 
more is needed: ultimately, we need human editorial discretion, 
armies of fact checkers, and ideally, full financial and political inde-
pendence between the groups whose actions are covered by news 
organizations, whose platforms are used to distribute news broadly, 
and who are responsible for evaluating whether claims are true. We 
need to recognize fake news as a profound problem that requires 
accountability and investment to solve.
	 Perhaps more important, we need to recognize that fake news 
stories—and propaganda more generally—are not fixed targets. 
These problems cannot be solved once and for all. Economist 
Charles Goodhart is known for “Goodhart’s law,” which has been 
glossed by anthropologist Marilyn Strathern as, “When a measure 
becomes a target, it ceases to be a good measure.”54 In other words, 
whenever there are interests that would like to game an instrument 
of measurement, they will surely figure out how to do it—and once 
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they do, the measurement is useless. A classic example occurred in 
Hanoi, Vietnam, under French colonial rule. In the early 1900s, the 
city was so overrun with rats that the colonial government offered 
a bounty for every rat tail returned to them. The problem was that 
people began cutting off rats’ tails and then simply releasing the 
rats to breed and make more rats, with more tails.55

	 We should expect a similar response from fake news sources. As 
soon as we develop algorithms that identify and block fake news sites, 
the creators of these sites will have a tremendous incentive to find 
creative ways to outwit the detectors. Whatever barriers we erect 
against the forces of propaganda will immediately become targets 
for these sources to overcome. Bennett Holman, for example, uses 
historical cases to illustrate how pharmaceutical companies con-
stantly devise new strategies to get around reforms by consumer pro-
tection groups, prompting further action on the part of these groups, 
and so on. He compares the process to an asymmetric arms race.56

	 The term “arms race” will conjure, for most people, the nuclear 
arms race between the US and the USSR during the Cold War, 
where each side attempted to out-arm the other, leading to the 
proliferation of ever more dangerous and massive bombs. In biol-
ogy, we see arms races between species with conflicting interests: 
cheetahs get faster to catch gazelles, who in turn evolve to outrun 
cheetahs; prey species concentrate neurotoxins while their preda-
tors evolve an ever-increasing resistance to the poisons.
	 This framework paints a dreary picture of our hopes for defeat-
ing fake news. The better we get at detecting and stopping it, the 
better we should expect propagandists to get at producing and dis-
seminating it. That said, the only solution is to keep trying.

The idea that our search for truth in public discourse is an endless 
arms race between highly motivated, well-funded political and in-
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dustrial forces attempting to protect or advance their interests, and 
a society trying to adapt to an ever-changing media and technolog-
ical landscape, suggests that would-be propagandists and others who 
would seek to distort the facts will constantly invent new methods 
for doing so. If we hope to have a just and democratic society whose 
policies are responsive to the available evidence, then we must pay 
attention to the changing character of propaganda and influence, 
and develop suitable responses.
	 The models and examples we have discussed suggest some inter-
ventions that could help us fight fake news—and propaganda more 
generally. Just as we have focused on only one aspect of why false 
beliefs spread—social effects rather than individual psychological 
considerations, which surely also matter—our proposals on how we 
might best respond, as a society, to fake news and propaganda will 
also be only part of the story. But we do think that recognizing the 
importance of social effects on the spread and persistence of false 
beliefs, even if we assume that all individuals in a society are per-
fectly rational (which, alas, they are not), shows that whatever else 
we do, we also need to think about interventions that take networks 
into account.
	 One possible intervention concerns the relationship between 
local issues and issues that are more abstract, in the sense of being 
disconnected from individuals’ everyday experiences. The more local 
our politics is, the less chance for it to be dominated by distorting 
social effects of the sort that have emerged in recent years. This 
is  because policies with local ramifications give the world more 
chances to push back. Consider the difference between national 
legislation aimed at regulating emissions generally, and local legis-
lation aimed at regulating emissions from the nearby coal plant. Or 
legislation on mercury contamination in a town’s fishing areas that 
has observable effects on the day-to-day lives of those who would 
vote on the bill. This generates a situation better matched by mod-
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els in which there is a notable difference between the success rates 
of actions A and B, and where conformity is less significant. We 
should expect in such cases that social effects will not matter as 
much, and that it will be harder for industry to take advantage of 
these effects to obscure the truth.
	 Of course, some pressing issues, such as economic policy and 
climate policy, are necessarily national or international problems 
that cannot be made local in the same way. But the more individual 
politicians can do to redirect political discourse toward issues of 
local significance, the more we should expect voters to be guided by 
the best evidence available. Ironically, this suggests that one of the 
drivers of political dysfunction in the United States may have been 
anticorruption efforts related to earmark spending—that is, to fed-
eral appropriations used to support projects in individual congres-
sional districts. (In 2011, President Obama declared in his State of 
the Union address that he would veto any bill that contained ear-
marks, and the following month, the Republican-controlled Con-
gress enacted a ban on such spending.) Voters who are worried 
about real, tangible consequences to their lives may be less likely 
to engage in conformist identity signaling during elections.
	 A second possible intervention concerns our ability to construct 
social networks that minimize exposure to dissenting opinion and 
maximize positive feedback for holding certain beliefs, indepen
dent of their evidential support. Social media sites should change 
the algorithms by which information is shared among members so 
that all members of the site are exposed to material that is widely 
shared and discussed among subgroups (rather than limiting expo-
sure to just those subgroups).57 Remember that in our conformity 
models, dissenting opinions were bolstered and protected by cli-
quish, clumpy social networks. When individuals are mostly con-
nected within one small group, outside influences matter less than 
those within the clique, and conformity effects can buffer the group 
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from evidence that conflicts with their false beliefs. Even if some 
members gather this evidence, they are unwilling to share it for fear 
of social censure.
	 Simply sharing more information with all members of such a 
group may not disrupt their conformity, but the more people in a 
network with access to reliable information, the more likely that 
someone will manage to buck the social trends.
	 Of course, even if we could magically scramble all the social net-
works in the United States, this would not solve the issue of dis-
trust. As we have discussed, even if every member of a group can 
communicate, the group can still become polarized when people do 
not trust those with different beliefs. Perhaps ironically, propagan-
dists have demonstrated remarkably effective interventions for such 
situations. To persuade a group to change beliefs, you need to find 
someone who shares their other core beliefs and values, and get 
that person to advocate your view. We do not recommend setting 
up fake Facebook interest groups to persuade, say, anti-vaxxers to 
change their minds. But we do recommend finding spokespeople 
whose shared values can ground trust with groups that are highly 
dubious of well-established facts.
	 In an ideal world, trusted politicians might play this role. If 
Republican representatives who believe in anthropogenic climate 
change, for example, were willing to share this with their conserva-
tive constituents, they might have a serious impact on public opin-
ion. In fact, joint work by Aydin Mohseni and Cole Williams sug-
gests that when individuals go against the trends in their own social 
networks to hold a minority belief, their statements of this belief 
can be especially powerful. Because other people expect them to 
conform, it is easy to infer that they must have good reasons for 
taking such a socially risky position.58 We might call this the “mav-
erick effect”—such as when Arizona senator (and self-styled maver-
ick) John McCain says that climate change is real, his statement 
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has much more impact on the right than the same one made by Al 
Gore. This same mechanism, of course, worked in the opposite di-
rection in the case of Roger Revelle.
	 The implication is that finding, targeting, and publicizing the 
views of a few individuals who are willing to go against the political 
and social consensus to spread true beliefs can have an outsized so-
cial effect. It is even better if these individuals are (like politicians) 
highly connected. Those at the center of a star are under unusual 
pressure to conform, that is, not to play the maverick, but they also 
have considerable power to sway their peers when they decide to 
do so.
	 We can keep hoping that politicians will do the right, rather than 
the expedient, thing. But there may be more hope for the rest of us.
	 One general takeaway from this book is that we should stop 
thinking that the “marketplace of ideas” can effectively sort fact 
from fiction.59 In 1919, Justice Oliver Wendell Holmes dissented 
from the Supreme Court’s decision in Abrams v. United States to 
uphold the Sedition Act of 1918.60 The defendants had distributed 
leaflets denouncing US attempts to interfere in the Russian Revo-
lution. While the court upheld their sentences, Holmes responded 
that “the ultimate good desired is better reached by free trade in 
ideas. . . . The best test of truth is the power of the thought to get 
itself accepted in the competition of the market.”
	 Holmes’s admirable goal was to protect free speech, but the met-
aphor of the marketplace of ideas, as an analogue to the free market 
in economics, has been widely adopted. Through discussion, one 
imagines, the wheat will be separated from the chaff, and the public 
will eventually adopt the best ideas and beliefs and discard the rest. 
Unfortunately, this marketplace is a fiction, and a dangerous one. 
We do not want to limit free speech, but we do want to strongly 
advocate that those in positions of power or influence see their 
speech for what it is—an exercise of power, capable of doing real 
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harm. It is irresponsible to advocate for unsupported views, and 
doing so needs to be thought of as a moral wrong, not just a harm-
less addition to some kind of ideal “marketplace.”
	 This is as true for scientists as it is for political and social leaders. 
Remember the propaganda models presented in Chapter 3. These 
showed that studies that erroneously support false beliefs are essen-
tial tools for propagandists. This is not the fault of scientists, but on 
the (certain) assumption that industry interests are here to stay, it is 
still incumbent on scientists to take whatever measures they can to 
prevent their work from being used to do social damage.61

	 This means, first, that scientific communities must adopt norms 
of publication that decrease the chances of spurious findings, espe-
cially in cases when the public good is clearly on the line. Second, 
scientists need to consider inherent risks when they publish. Phi-
losopher of science Heather Douglas has argued persuasively that 
it is the responsibility of scientists to take into account, throughout 
the scientific process, the social consequences of the work they do 
and to weigh these against the benefits of publishing—or at least, to 
hold their own research on socially sensitive topics to particularly 
high standards before they do choose to publish it.62 One might 
respond that the duties of scientists are just to do science. We side 
with Douglas in thinking that in areas where industrial propagan-
dists are at work, the risks to society from publishing are sufficiently 
high that they must factor into scientists’ decisions.63

	 There are other ways to do science that minimize the risks of 
playing into the hands of propagandists. Throughout the present 
book, we have pointed out that low-powered studies are especially 
likely to generate spurious results. One solution is for scientific 
communities to raise their standards. Another is for groups of scien-
tists to band together, when public interest is on the line, and com-
bine their results before publishing. This generates one extremely 
strong piece of research with a clear consensus, rather than many 
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disjointed, weaker studies with disparate results. This strategy has 
the downside of suppressing contrary views, but that is also the point. 
If scientists work out disagreements ahead of time, they protect the 
public from those who would use dissent to sow confusion.64

	 Where it is impossible for scientists to work together in this way, 
independent bodies—possibly government organizations but ide-
ally independent scholarly organizations such as the National Acad-
emy of Sciences—should oversee the aggregation and presentation 
of disciplinary consensuses. Such a step does not avoid the problem 
of propagandists who promote research that aligns with their inter-
ests, but it would make abundantly clear to anyone paying attention 
that the studies to which the propagandists want to direct our at-
tention are not consistent with the state of the art.
	 Another clear message is that we must abandon industry funding 
of research. It is easy to think, as a scientist, that one is incorrupti-
ble. As we have discussed, though, even in cases in which scientists 
are not corrupt, industry funding can drastically alter the scientific 
process through industrial selection. Industry funding is tempting, 
since it is plentiful and research is expensive. But if we want good 
science that protects the interests of the public, this expense is a cost 
the public must bear. It is too costly to allow industry to interfere 
with science, and too easy for it to do so, even when scientists are 
individually trustworthy.
	 Journalists, to minimize the social spread of false belief, need to 
hold themselves to different standards when writing about science 
and expert opinion. As we have argued, attempts at fairness often 
bias the scientific evidence seen by the public. Giving a “fair shake” 
to minority viewpoints in science can grant authority and power to 
fringe elements or downright bad actors. Everything we have seen 
in this book indicates that journalists should instead try to give to 
the public an unbiased sampling of available evidence. If there are 
ninety-nine studies indicating that smoking is dangerous for every 
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one study indicating the opposite, journalists should talk to ninety-
nine scientists who think smoking is harmful for every one who does 
not. ( John Oliver, on his satirical news show, recently did just this 
in real time, by bringing ninety-seven climate scientists and three 
skeptics onto his stage at once—or at least actors who did a good 
job of posing as such.)65

	 In this vein, Wikipedia has developed a commendable standard 
for writing about controversial scientific topics.66 The Wikipedia 
“proper weighting” standard holds that if multiple opinions or views 
are expressed in peer-reviewed articles in journals that are indexed 
by reputable scientific databases, then it is appropriate to include all 
such opinions in a Wikipedia article. But the weight given to each 
such opinion—that is, the space allotted to the opinion relative to 
other such opinions—should be proportional both to the number 
of published articles in high-impact journals that support the view, 
and to the number of citations such articles have received, with 
more recent articles and citations given greater weight than older 
ones. This may sound like a complicated standard to meet, but 
in  fact, modern scholarly tools (including, for instance, Google 
Scholar) can make it very easy to identify which articles are highly 
cited and which opinions are widely defended in reputable journals.
	 Of course, whatever respectable journalists do, their effect will 
be muted as long as other sources in the marketplace peddle false 
or misleading material. On this point, we have a controversial sug-
gestion. We currently have a legislative framework that limits the 
ability of certain industries—tobacco and pharmaceuticals—to ad-
vertise their products and to spread misinformation. This is be-
cause there is a clear public health risk to allowing these industries 
to promote their products. We also have defamation and libel laws 
that prohibit certain forms of (inaccurate) claims about individuals. 
We think these legislative frameworks should be extended to cover 
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more general efforts to spread misinformation. In an era of global 
warming, websites like Breitbart News and Infowars are more dam-
aging to public health than Joe Camel and the Marlboro Man were 
in the past, and they should be treated as such.67

	 In many ways, the United States is behind Europe on this front. 
Like the US and UK, France, Germany, the Netherlands, and other 
European nations have been targeted by fake news—often with 
alleged links to Russia.68 In 2015, the European Union created a 
specialized task force called East StratCom, with the express pur-
pose of identifying strategies to combat fake news and propa-
ganda.69 (The group is called “East” StratCom because the EU rec-
ognized Russia as the source of troubling disinformation campaigns 
as early as 2015.) The group draws on a large network of volunteers 
to identify and debunk disinformation—a kind of institutionalized 
version of Snopes.com or PolitiFact. More recently, Germany has 
implemented new laws aimed at holding social media companies 
responsible for “unlawful” content that remains on their sites—
including material deemed to be hate speech.70 At the time of writ-
ing, French president Emmanuel Macron has endorsed a similar law 
against fake news more broadly.71

	 Some readers may consider this a form of censorship and coun-
ter to the spirit of free speech.72 But the goal here is not to limit 
speech. It is to prevent speech from illegitimately posing as some-
thing it is not, and to prevent damaging propaganda from getting 
amplified on social media sites. If principles of free speech are com-
patible with laws against defamatory lies about individuals, surely 
they are also compatible with regulating damaging lies dressed up as 
reported fact on matters of public consequence. Lying media should 
be clearly labeled as such, for the same reason that we provide the 
number of calories on a package of Doritos or point out health ef-
fects on a cigarette box. And social media sites should remain vigi-

http://Snopes.com
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lant about stopping the spread of fake news on their platforms or, at 
the very least, try to ensure that this “news” is clearly labeled as such.
	 We expect these suggestions, if implemented, to be just another 
step in the long arms race with propagandists. For this reason, part 
of the picture will have to involve regulatory bodies in government 
as well as online sources whose entire purpose is to identify and 
block sources of misinformation. This will require significant social 
resources to do well. But when the safety and well-being of nations 
and the world depend on it, it seems like the least we can do.

We conclude this book with what we expect will be the most contro-
versial proposal of all. This suggestion goes beyond the core issues 
of truth, falsehood, science, and propaganda that we have focused 
on. We believe that any serious reflection on the social dynamics of 
false belief and propaganda raises an unsettling question:
	 Is it time to reimagine democracy?
	 We do not mean to express skepticism about the ideals of a dem-
ocratic society—properly construed. (More on that in a moment.) 
But we do think that the political situation among Western de-
mocracies suggests that the institutions that have served us well—
institutions such as a free and independent press, publicly funded 
education and scientific research, the selection of leaders and legis-
lators via free elections, individual civil rights and liberties—may 
no longer be adequate to the goal of realizing democratic ideals.
	 In a pair of important books—Science, Truth, and Democracy (2001) 
and Science in a Democratic Society (2011)—the philosopher of sci-
ence Philip Kitcher has presented a vision of what it means to do 
science in a way that is responsive to the needs of democracy—and 
also what it means to have a democracy that is suitably responsive 
to the facts uncovered by that science.
	 We wish to extract from Kitcherism an idea about what it means 
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to have a democratic society that is responsive to fact. When it 
comes to decisions about and informed by science—which we may 
think of, broadly, as everything from clearly scientific subjects such 
as climate change to calculations of the actual flows of immigrants 
across the US-Mexico border—what he calls “vulgar democracy” 
is simply unacceptable. Vulgar democracy is the majority-rules 
picture of democracy, where we make decisions about what science 
to support, what constraints to place on it, and ultimately what pol-
icies to adopt in light of that science by putting them to a vote. The 
problem, he argues, is simple: most of the people voting have no 
idea what they are talking about. Vulgar democracy is a “tyranny of 
ignorance”—or, given what we have argued here, a tyranny of pro-
paganda. Public beliefs are often worse than ignorant: they are ac-
tively misinformed and manipulated.73

	 As we have argued throughout this book, it is essential that our 
policy decisions be informed by the best available evidence. What 
this evidence says is simply not up for a vote.74

	 There is an obvious alternative to vulgar democracy that is 
equally unacceptable. Decisions about science and policy informed 
by science could be made by expert opinion alone, without input 
from those whose lives would be affected by the polices. As Kitcher 
points out, this would push onto scientific elites decisions that they 
are not qualified to make, because they, too, are substantially igno-
rant: not about the science, but about what matters to the people 
whose lives would be affected by policy based on that science.
	 Kitcher proposes a “well-ordered science” meant to navigate be-
tween vulgar democracy and technocracy in a way that rises to the 
ideals of democracy. Well-ordered science is the science we would 
have if decisions about research priorities, methodological proto-
cols, and ethical constraints on science were made via considered 
and informed deliberation among ideal and representative citizens 
able to adequately communicate and understand both the relevant 
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science and their own preferences, values, and priorities.75 But as 
Kitcher is the first to admit, there is a strong dose of utopianism 
here: well-ordered science is what we get in an ideal society, free of 
the corrupting forces of self-interest, ignorance, and manipulation. 
The world we live in is far from this ideal. We may strive for well-
ordered science, but it is not what we have.
	 As it stands, matters of crucial public interest—the habitability 
of huge swaths of our planet; the population’s susceptibility to dis-
ease and its exposure to pollutants, toxins, and radiation—are de-
cided in a way that mimics the mechanisms of vulgar democracy 
without realizing any of its ideals. Before it can influence policy, 
hard-won knowledge is filtered through a population that cannot 
evaluate it—and which is easily manipulated. There is no sense in 
which the people’s preferences and values are well-represented by 
this system, and no sense in which it is responsive to facts. It is a 
caricature of democracy.
	 Of course, replacing this system with well-ordered science is 
beyond impractical. What we need to do instead is to recognize 
how badly our current institutions fail at even approximating well-
ordered science and begin reinventing those institutions to better 
match the needs of a scientifically advanced, technologically so-
phisticated democracy: one that faces internal and external adver-
saries who are equally advanced and constantly evolving. We need 
to develop a practical and dynamic form of Kitcherism.
	 Proposing our own form of government is, of course, beyond 
the scope of this book. But we want to emphasize that that is the 
logical conclusion of the ideas we have discussed. And the first step 
in that process is to abandon the notion of a popular vote as the 
proper way to adjudicate issues that require expert knowledge.
	 The challenge is to find new mechanisms for aggregating values 
that capture the ideals of democracy, without holding us all hostage 
to ignorance and manipulation.
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Introduction

	 1.	 This text has been translated into modern English; see, for example, Mande
ville (1900), or, for more context, see Higgins (2011).

	 2.	 Odoric’s journal was translated by Sir Henry Yule in 1866; see Odoric of 
Pordenone (2002). This episode is discussed by Lee (1887).

	 3.	 He did, however, allegedly encounter men with the heads of dogs and trees 
that produced bread.

	 4.	 Joannes Jonstonus described the horned hare in his 1658 tome Historiae Nat-
uralis de Quadrupedibus. An illustration of it can be found in Joris Hoefnagel’s 
Animalia Quadrupedia et Reptilia, published circa 1575. Duret (1605) devotes 
a chapter to zoophytes, plant-animal hybrids. A member of the Royal Society, 
Sir Robert Moray (1677), reported that he had investigated creatures called 
“barnacle geese,” which allegedly grew on trees in Western Ireland, and had 
found tiny, perfect geese with beaks and wings inside the barnacles. 

	 5.	 This history is drawn from Lee (1887).
	 6.	 The original article is still available online (“Pope Francis Shocks World” 

2016).
	 7.	 See FBI National Press Office (2016).
	 8.	 Allcott and Gentzkow (2017) estimate an upper bound of twenty reads per 

Facebook engagement but cite other authors who have measured rates be-
tween three and fourteen read-throughs per engagement on Facebook and 
similar platforms.

Notes
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Notes to Pages 3–6

	 9.	 Here we are following work by Craig Silverman (2016b) at BuzzFeed News, 
who conducted a detailed analysis of election-related stories shared on social 
media during the months leading up to the election.

	10.	 A detailed report of the results of the 2016 presidential election is available 
at politico.com (“2016 Election Results: President Live Map by State” 2016) 
and at cnn.com (“2016 Election Results: State Maps” 2016).

	11.	 See Allcott and Gentzkow (2017).
	12.	 Likewise, during the period from May until the end of August, ETF News’ 

top five articles garnered 1.2 million engagements on Facebook.
	13.	 This was reported, for example, by the Washington Post (Ohlheiser 2016).
	14.	 The history of WTOE 5 News is described by Silverman and Singer-Vine 

(2016), and the original article is refuted by Snopes.com (“Nope Francis” 
2016).

	15.	 See, for instance, Grice (2017), BBC News (2017), Farand (2017), and Rox-
borough (2017) for discussions of how fake news has affected recent elections 
in Europe and the 2016 Brexit vote in the UK.

	16.	 Of course, as we discuss in Chapters 3 and 4, fake news, in the form of polit-
ically motivated falsehoods, has been with us, in different forms, for a long 
time. Indeed, it arguably played an essential role in the founding of the United 
States, as evidenced by the role of political pamphlets and character assassi-
nations in the late eighteenth century (Wood 1993; Chernow 2005). It has 
also played an important role in the preservation of slavery, colonialism, and 
systemic oppression of various sorts in democratic societies. (See, for instance, 
ch. 4 of I. B. Wells [2014]) for a late-nineteenth-century take.) So the issue is 
not that today’s fake news is, ipso facto, a novel problem for democracy. But 
we do think that (1) fake news, whether new or not, poses a problem for de-
mocracy; and that (2) the rise of new media in the twentieth century, and the 
internet today, has accelerated and expanded the spread of fake news in ways 
that are different in kind from anything that came before. We are grateful to 
Liam K. Bright for pushing us on these points.

	17.	 We say more about what we mean by “true” and “false” in Chapter 1—though 
we make no effort to develop an “account” of truth (or meaning, or belief, 
etc.). But for the cognoscenti dissatisfied with the discussion in Chapter 1: As 
far as the metaphysics of “truth” goes, we adopt a broadly deflationary attitude 
in the spirit of what is sometimes called “disquotationalism.” See Ramsey 
(1927), Field (1986), Maddy (2007, ch. II.2), Burgess and Burgess (2011), and 
Stoljar and Damnjanovic (1997) for discussions and defenses. But our under-
standing of truth also has a strong dose of pragmatism: we understand “true 
beliefs” to be beliefs that generally successfully guide action, and more im-
portant, we understand “false beliefs” to be ones that generally fail to reliably 
guide action. (See, e.g., Ramsey 1931; Skyrms 1984.) But we do not follow 
traditional pragmatists in holding that truth is somehow defined as or con-

http://politico.com
http://cnn.com
http://Snopes.com
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stituted by what one would believe at the “end of inquiry” (Peirce 1878; 
Misak 2004); our view is that inquiry may well lead us astray, even though 
there are facts about the ways in which the world is arranged, and the evi-
dence we gather is generally responsive to those facts. This particular mix of 
disquotationalism and pragmatism strikes us as distinctively Ramseyan.

	18.	 A. F. Smith (1994) gives a detailed history of the tomato’s use. He also docu-
ments another bizarre incident of false belief. During the mid-1800s, the 
spread of the tomato worm through the Northeast United States was accom-
panied by fears that the insect was deadly. Various claims, such as that the bite 
of a tomato worm could cause death, were widely shared. The Syracuse Stand-
ard published the account of one Dr. Fuller who claimed that the tomato 
worm was “poisonous as a rattlesnake” and could throw spittle several feet. 
“This spittle striking the skin, the parts commence at once to swell, and in a 
few hours death ends the agonies of the patient” (ibid., 58). This terrifying 
beast was, in fact, the harmless larva of the hawk moth.

	19.	 For explorations of this perspective, see, for instance, Tversky and Kahne-
man (1974), Kahneman (2011), and Ariely (2008). See also Festinger (1962).

	20.	 See NSF (2014).
	21.	 Philosopher of science Axel Gelfert (2014) calls this a testimonial conun-

drum. As he points out, “belief expansion is an epistemically ‘risky’ move, and 
for the risk to be worth it, the promise of obtaining new knowledge, from the 
agent’s point of view, must outweigh the danger of acquiring a falsehood” 
(43). Zollman (2015) uses a simple mathematical model to show how differ-
ent strategies for acquiring beliefs from the testimony of others can be suc-
cessful given different goals, such as maximizing one’s number of true beliefs, 
minimizing the number of false ones, or getting the best possible ratio of true 
to false beliefs.

	22.	 Again, though, see the caveats of note 16.
	23.	 The Los Angeles Times has reported on FBI investigations of RT media (Cloud, 

Wilkinson, and Tanfani 2017), and the EU has identified RT as a source of 
state-sponsored disinformation (Bentzen 2017).

	24.	 The work of Oreskes and Conway builds on somewhat earlier, equally im-
portant work by David Michaels (Michaels and Monforton 2005; Michaels 
2008); see also Davis (2002).

	25.	 Here we follow an important recent tradition in philosophy of science and 
so-called social epistemology, which studies how social factors influence 
knowledge and belief (Fuller 1988; A. I. Goldman 1986, 1999; Longino 1990, 
2002; Gilbert 1992). For an overview, see Goldman and Blanchard (2001).

	26.	 Recall note 19.
	27.	 This has been argued extensively in the field of social epistemology by, for 

example, Alvin Goldman (1999) and feminist philosophers of science such as 
Okruhlik (1994) and Longino (1990).
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	28.	 This has been called the “independence thesis”—that rational individuals can 
form irrational groups, and, conversely, irrational individuals can form ra-
tional groups (Mayo-Wilson, Zollman, and Danks 2011).

	29.	 For a detailed account of worries about water fluoridation, including discus-
sion of the John Birch Society, see Freeze and Lehr (2009).

	30.	 Pariser (2011) writes extensively about what he calls “filter bubbles”—where 
individuals prune their social media connections to filter out points of view 
they do not agree with.

	31.	 A report on National Public Radio (NPR Staff 2016), for example, worried 
about echo chambers in the lead-up to the 2016 presidential election.

	32.	 This point is also made very nicely by Oreskes and Conway (2010); we return 
to it at length in Chapter 4.

	33.	 See Schiffrin (2017).

ONE
What Is Truth?

	 1.	 This history of the discovery of the ozone hole (Farman, Gardiner, and 
Shanklin 1985), and its connection to background debates about CFCs, is 
indebted to Oreskes and Conway (2010, ch. 4). See also Shanklin (2010), one 
of the coauthors of the original paper, for a discussion of the discovery.

	 2.	 For the early history of ozone science, see Rubin (2001, 2002, 2003, 2004).
	 3.	 This was despite the fact that the BAS scientists had written to the head of 

the Satellite Ozone Analysis Center at the Lawrence Livermore National 
Laboratory in Northern California to inquire about the anomaly. (The BAS 
team never heard back.)

	 4.	 See, for instance, Crutzen (1970), Johnston (1971), McElroy and McCon-
nell (1971), McElroy et al. (1974), Wofsy and McElroy (1974), Stolarski and 
Cicerone (1974), and Lovelock (1974).

	 5.	 Molina and Rowland (1974) first introduced the idea that CFCs could de-
plete ozone; see also Cicerone, Stolarski, and Walters (1974). Rowland 
(1989) provides an overview of the history and evidence that CFCs deplete 
ozone fifteen years after he first proposed as much.

	 6.	 According to Google Scholar, Molina and Rowland (1974) was cited 517 
times between 1974 and 1985, when the BAS study was released. This surely 
underestimates the number of studies building on their work and that of 
Crutzen and others.

	 7.	 See Oreskes and Conway (2010, 118–119).
	 8.	 Sunstein (2007) discusses the Montreal Protocol at length and compares its 

success to the failure of the Kyoto Protocol on climate change.
	 9.	 See John 18:38.
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	10.	 The Rove quotation first appeared, attributed to an anonymous “senior ad-
visor to Bush,” in Suskind (2004); since then, it has been widely attributed to 
Rove (Danner 2007). Kellyanne Conway’s reference to alternative facts oc-
curred during an interview with Meet the Press on January 22, 2017.

	11.	 See, for instance, McMaster (2011).
	12.	 Again, for a sketch of the views on truth in the background here, see note 17 

in the Introduction.
	13.	 McCurdy 1975.
	14.	 Less judicious on the part of industry were the vicious attacks mounted 

against Sherwood Rowland for his continued research and advocacy on the 
basis of his findings. See, for instance, Jones (1988).

	15.	 This is reported, for example, by the New York Times (Glaberson 1988) and 
described in Peterson (1999, 246). Curiously, DuPont changed its stance 
within three weeks of this letter, announcing that the company would suspend 
all production of CFCs. What ultimately persuaded DuPont? It seems that 
market forces did most of the work: as awareness of the ozone hole increased, 
consumers stopped purchasing products with CFCs. By 1988, it became 
clear that the benefits of continuing to manufacture CFCs were plummeting, 
even as the costs of defending them increased (Maxwell and Briscoe 1997). 
Others, however, continued to argue that the case against CFCs was not so 
clear even into the 1990s—including former Democratic governor of Wash-
ington Dixy Lee Ray, in her book Trashing the Planet (Ray and Guzzo 1990).

	16.	 Hume presented this work in the Treatise on Human Nature, Book 1.iii.6 (1738) 
and An Enquiry Concerning Human Understanding, Book IV (1748).

	17.	 Hume worked in a tradition known as empiricism, which was influential in 
the British Isles during the seventeenth and eighteenth centuries. (Other 
well-known philosophers in the empiricist tradition include Francis Bacon, 
John Locke, George Berkeley, and even, arguably, Isaac Newton.) The em-
piricists were moved by the basic principle that all of our knowledge, insofar 
as we have any, must be derived from experience. This idea may sound appeal-
ing, and even broadly scientific, but it leads to surprising and unfortunate 
places, in part because of the Problem of Induction.

	18.	 See, for instance, Weatherall (2016).
	19.	 See Laudan (1981) for the classical version of the argument. Stanford (2001, 

2010) connects this to the problem of unconceived alternatives—that through-
out the history of science our best theories appeared best because we were, as 
of yet, unable to conceive of the better alternatives that would come along. 
These arguments are part of a long-standing debate over “realism” as regards 
scientific theories. See, for instance, Godfrey-Smith (2009) for a discussion 
of the issues.

	20.	 This is from An Enquiry Concerning Human Understanding, Section X.1 (Hume 
1748).
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	21.	 See, for instance, Skyrms (1984) for a view very similar to the one we intend 
to endorse here.

	22.	 For introductions to Bayes’ rule, see, for instance, Skyrms (1986) and Hack-
ing (2001); Earman (1992) offers a more sophisticated (and critical) take. 
The so-called Dutch book argument for the unique rationality of Bayes’ rule 
can be traced back to the work of Ramsey (1931). Hajek (2008) lays out the 
argument in detail. For an engaging account for nonacademics, see McGrayne 
(2011); see also Silver (2012).

	23.	 The quotations in this paragraph, and the description of the general charac-
ter of the criticism of Rowland, come from Jones (1988).

	24.	 A recent accessible overview of the literature on values in science is in Elliott 
(2017).

	25.	 Bird (2014) provides a detailed biography of Thomas Kuhn. Kuhn’s work is 
an early and highly influential example of the tradition we are considering, 
but we do not mean to suggest that it does not build on ideas present in even 
earlier work. In particular, there was a prior tradition in the sociology of 
science, most famously associated with Robert K. Merton (1942, 1973). Mer-
ton, however, unlike the later sociologists of science, does not seem to have 
taken social factors to matter to the content of scientific ideas.

	26.	 Unless we are very sophisticated, and then we see a body traveling along its 
natural space-time geodesic, suddenly stopped by another body. See Wald 
(1984) or, for a gentler introduction, Weatherall (2016).

	27.	 Kuhn’s key example here was the transition from affinity theory in chemis-
try to atomism in the early nineteenth century. He claimed that atomism, 
as developed by John Dalton, made specific testable predictions, and when 
chemists following Dalton tested those predictions, they found strong agree-
ment with Dalton’s theory. But Kuhn observed that very similar experiments 
had been performed in the late eighteenth century, before Dalton, and the 
results had been flatly inconsistent with atomism. Kuhn’s conclusion was that 
the change in paradigm changed the experimental results.

	28.	 It was never entirely clear whether Kuhn himself was willing to accept the 
most extreme form of his own view, but others who were influenced by him 
certainly did so.

	29.	 Popper (1959) is a good example. See Godfrey-Smith (2009) or Barker and 
Kitcher (2013) for discussions of philosophy of science before and after Kuhn.

	30.	 In fact, more recent philosophers and historians have argued that the very 
notion of “scientific objectivity” has changed over time (Daston and Galison 
2007).

	31.	 See Cowan (1972) and MacKenzie (1999).
	32.	 See Foucault (2012). Foucault’s book was originally published in 1963 and 

seems to have developed in parallel to Kuhn’s work; Foucault’s work has also 
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been profoundly influential in its own right, and we do not mean to suggest 
that Foucault was merely following Kuhn’s lead.

	33.	 See, for example, Dennis (1995).
	34.	 See, for example, Douglas (2009).
	35.	 Kimble 1978; Wang 1992.
	36.	 See Steingrímsson (1998) for a firsthand account of the eruption; various 

more recent analyses of the eruption and its atmospheric consequences have 
been done, drawing on a range of sources (Thordarson and Self 1993; Thor-
darson 2003; Stevenson et al. 2003; Trigo, Vaquero, and Stothers 2010; 
Schmidt et al. 2012). A nice narrative account is given by The Economist (2007).

	37.	 Quoted in The Economist (2007).
	38.	 These estimates of the amounts of gas released come from Thordarson et al. 

(1996). Clouds of ash and noxious gases spread throughout the world, lead-
ing to a famine in Egypt that wiped out more than 16 percent of the popula-
tion (Oman et al. 2006), and in the words of Benjamin Franklin, “a constant 
fog over all of Europe, and a great part of North America” that led to one of 
the coldest, snowiest winters on record (still) in New England and the Mid-
Atlantic (Franklin 1785, 359).

	39.	 Reed (2014) provides a detailed biography of Angus, including a discussion 
of his role in early environmental regulation.

	40.	 For a discussion of these sorts of effects, see Likens, Bormann, and Johnson 
(1972) and Winkler (1976, 2013).

	41.	 These findings were reported in Likens and Bormann (1974); see also Likens, 
Bormann, and Johnson (1972) and Cogbill and Likens (1974). Likens (1999) 
provides an overview of the research done on this subject, particularly at the 
Hubbard Experimental Forest. Oreskes and Conway (2010, ch. 3) provide an 
in-depth history of the acid rain discovery and ensuing controversy; we rely 
on them for a number of historical details.

	42.	 These two reports are described in Oreskes and Conway (2010).
	43.	 See Wall Street Journal (1982).
	44.	 The claim that the Nierenberg report was tampered with is carefully and 

extensively documented by Oreskes and Conway (2010, ch. 3).
	45.	 These working groups had concluded, just as every other major scientific 

body had, that acid rain produced by human activity was causing serious 
damage. Their work was reviewed in Canada by the Royal Society, and under 
ordinary circumstances, it would have been reviewed in the United States by 
a National Academy of Sciences panel. Instead, the Reagan Administration 
decided to produce its own panel of experts, bypassing the National Academy.

	46.	 See Oreskes and Conway (2010, 86).
	47.	 We searched Google Scholar for articles with the author name “SF Singer” 

(which is how Singer published) published before 1983, and with keywords 
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“acid rain” or “acid precipitation”; we also searched for “rain” and “precipi-
tation” and did a manual check for articles that appear to address acid rain. 
The closest we came was an article on pollution in general (S. F. Singer 
1970); in 1984, after already serving on the panel, he wrote a position paper 
on acid rain in a journal on policy, not science (S. F. Singer 1984).

	48.	 The Rahn quotation comes from M. Sun (1984).
	49.	 See, for example, Franklin (1984).
	50.	 For a discussion of the legislative effort to update the Clean Air Act during 

1983 and 1984, see Wilcher (1986).
	51.	 See F. Singer (1996); also quoted in Oreskes and Conway (2010, 133).
	52.	 See, for instance, Ross (1996), for an overview of the issues at stake in the 

science wars, from the science studies perspective. (This book contains the 
essays published in the special volume of Social Text along with the Sokal 
hoax paper, as described in note 53.) For a taste of the other side (other than 
Gross and Levitt [1997], or Sokal and Bricmont [1999]), see, for instance, 
Newton (1997). Kitcher (2001) offers a compelling middle way that has in-
fluenced a great deal of subsequent work in philosophy of science.

	53.	 Perhaps the most famous episode of the whole period was the “Sokal affair,” 
in which Alan D. Sokal, a physicist at New York University, submitted a 
paper titled “Transgressing the Boundaries: Toward a Transformative Her-
meneutics of Quantum Gravity” to an academic journal called Social Text 
(1996). Most of the contributions to the volume in which Sokal’s article ap-
peared were by academics working in science studies; Sokal’s paper stood out 
as having come from an actual physicist. It was accepted and published—at 
which point Sokal revealed that it was intentionally gibberish, written as a 
parody of the whole genre. He and many others took the paper’s acceptance 
for publication as incontrovertible evidence that the entire field lacked intel-
lectual rigor. (The other papers published with Sokal’s were collected in Ross 
[1996]. One can judge for oneself whether they are all intellectually bankrupt.) 
Sokal went on to coauthor a book with French physicist Jean Bricmont, pub-
lished in the US as Fashionable Nonsense (1999), which criticized various fa-
mous academics as charlatans. We are generally sympathetic with Sokal and 
Bricmont—and even Levitt and Gross—insofar as they claim that some “post-
modernist” writers fetishize obscurantist writing and sloppy thinking. On the 
other hand, those who study the history, philosophy, and sociology of science 
have revealed a great deal about scientific thought. Much of what passed for 
the science wars was little more than a political stunt, orchestrated to make 
those who sought to break down historic barriers to entry in science for 
women and members of underrepresented groups look as if they were op-
posed to science itself. Though he does not put the point in this way, our 
perspective is strongly influenced by Kitcher (2001).

	54.	 Gross and Levitt (1997, 9) claimed that they were not “stalking horses of 
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social conservatism,” and they attempted to draw a distinction between the 
“academic left”—a term that was supposed to refer specifically to those 
whose “doctrinal idiosyncrasies sustain the misreadings of sciences”—and a 
more general understanding of the political left. But there was nonetheless a 
clear political subtext to their work.

	55.	 See Lewontin (1998).
	56.	 For example, see Rifkin (1980).
	57.	 Shrader-Frechette (2014) has emphasized this point, that philosophers of 

science in particular are well-positioned to help expose science built on mis-
guided assumptions.

	58.	 Again, see note 17 in the Introduction. This is where we close out the prom-
issory note.

TWO
Polarization and Conformity

	 1.	 See Clarkson (1997).
	 2.	 See Zhao, Zhu, and Sui (2006).
	 3.	 See Keynes (2008), who writes at length about the madness at the end of 

Newton’s life.
	 4.	 Stokes and Giang (2017) provide a list of current international mercury reg-

ulations.
	 5.	 Most of this history is drawn from Hightower (2011).
	 6.	 See Rice, Schoeny, and Mahaffey (2003).
	 7.	 This is according to Hightower (2011).
	 8.	 ABC News (2006) reports on the episode.
	 9.	 See, for example, chapter 3 of Weatherall (2016).
	10.	 This now famous anecdote is relayed by James Watson (2011).
	11.	 Among these were data on electron bond angles and images of the molecule 

developed by Rosalind Franklin at King’s College. Again, the lone (or in this 
case pair) genius story does not fit the bill. See Olby (1974) for a history of 
the episode.

	12.	 For readers unfamiliar with Tinkertoys, they are sets of interlocking building 
parts designed for children to play with.

	13.	 Of course, the practice of modeling is wildly heterogeneous (see, e.g., 
Downes 1992; O’Connor and Weatherall 2016). We do not mean to imply 
that all scientific models involve simplified systems intended to reveal truths. 
Predictive models of weather patterns, for example, are extremely complex 
and not typically intended to provide insight into how the system works. 
Weisberg (2012) provides an in-depth discussion of many ways models are 
used in science.
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	14.	 We choose one framework to simplify things for the reader and because we 
prefer to focus on what we take to be our original contributions. We use this 
particular framework because it fits well as a representation of science, but 
we do not mean to suggest that this is the only option. To give some salient 
examples: There is a robust and long-standing literature on the diffusion of 
innovations or ideas in connected social networks, and on similarities be-
tween this process and processes of contagion. Some of these models make 
some variant on the assumption that individuals simply adopt ideas or be-
haviors they are exposed to (see, e.g., Abrahamson and Rosenkopf 1997; 
Allen 1982; Rogers 2010; and Kleinberg 2007). Others assume that individ-
uals consider the distribution of behaviors and beliefs among their network 
neighbors in deciding whether to adopt (as in Young 2006a, 2001; Montanari 
and Saberi 2010). Yet others focus on the particular assumption that individ-
uals adopt ideas or behaviors that have passed some threshold of prevalence 
(Granovetter 1978; Deffuant, Huet, and Amblard 2005; Weisbuch et al. 2002). 
Some authors in the marketing literature have studied how interventions 
might improve the spread of innovations (Choi, Kim, and Lee 2010). With 
some tweaking these models could be modified to address the spread of 
novel scientific ideas instead. Some results from this literature, such as that 
the speed of contagion is deeply influenced by network structure, are very 
relevant. Other relevant models focus on “opinion dynamics”—the spread 
of variant opinions on a network under different assumptions about agents 
and about the way opinions spread. These opinions sometimes matter to 
player payoff (Ellison and Fudenberg 1995), but typically do not. For some 
examples, see Arifovic, Eaton, and Walker (2015); Jalili (2013, 2015); Holyst, 
Kacperski, and Schweitzer (2001); Lu, Sun, and Liu (2017); and Golub and 
Jackson (2007). In addition, some authors, especially recently, have begun to 
explicitly model the spread of false beliefs through social media and social 
networks (as in Ioannidis and Varsakelis 2017).

	15.	 See Zollman (2007) and Bala and Goyal (1998). Other articles in this tradi-
tion in philosophy include Zollman (2010a, b);  Mayo-Wilson, Zollman, and 
Danks (2011); Zollman (2013); Kummerfeld and Zollman (2015); Holman 
and Bruner (2015); Borg et al. (2017); Rosenstock, Bruner, and O’Connor 
(2016); and Holman and Bruner (2017).

	16.	 Bruner and O’Connor (2017) do use models to address the role of power in 
the emergence of scientific norms. Other philosophers of science use models 
to address diverse aspects of science, from the gender publication gap (Bright 
2017) to citation rates (Heesen 2017a).

	17.	 In fact, this sort of model is sometimes called a “two-armed bandit problem” 
for this very reason, because “one-armed bandit” is another name for the 
casino game.
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	18.	 Real human networks are often “small worlds,” which tend to have intercon-
nected cliques and short path lengths between any two nodes. Granovetter 
(1973) conceived of human networks as consisting of tight-knit cliques con-
nected by bridges. Watts and Strogatz (1998) developed their famous “small 
world” networks to try to capture realistic aspects of human networks. On-
nela et al. (2007) observe such structures among cell phone users. Newman 
(2001) finds the same for scientific collaboration networks.

	19.	 When credences exactly equal .5, we also have the agent choose action A, but 
this essentially never happens.

	20.	 Zollman (2007, 2010b) first made the connection between these models and 
doctors’ choices between treatments.

	21.	 The numbers here assume that action B pays off with probability .6, and ac-
tion A pays off with probability .5. The agents know that action A pays off 
with this fixed probability, and they are unsure about whether action B pays 
off with probability .6 or .4 (but they know that these are the only two pos-
sibilities).

	22.	 One modeling approach in philosophy of science very similar to what we 
employ is the network epistemology framework Laputa (Angere n.d.). The 
main difference is that the Laputa framework involves agents who share 
opinions rather than evidence, which we take to be a less accurate representa-
tion of scientific sharing but a more accurate representation of everyday be-
lief transmission. This framework has been used to investigate belief polari-
zation (Olsson 2013), confidence in one’s epistemic abilities (Vallinder and 
Olsson 2014), norms of assertion (Olsson and Vallinder 2013), and the influ-
ence of network structure on belief accuracy (Jönsson, Hahn, and Olsson 
2015; Angere and Olsson 2017). These results and others are presented in 
Angere, Masterton, and Olsson (n.d.).

	23.	 For more on the discovery of Helicobacter pylori, see Warren and Marshall 
(1983) and Marshall and Warren (1984). For parts of this history, we depend 
on Zollman (2010b), who uses this example to illustrate epistemic network 
models.

	24.	 See a detailed history in Kidd and Modlin (1998).
	25.	 See Palmer (1954).
	26.	 This is reported autobiographically by Barry Marshall (2002).
	27.	 See, for example, proofs from Bala and Goyal (1998) and simulations from 

Zollman (2007), who also shows (2010b) that under extreme conditions, 
scientists can maintain different beliefs for long periods of time in such 
models.

	28.	 Rosenstock, Bruner, and O’Connor (2016) show that Zollman’s research on 
connectivity and consensus is sensitive to parameter values and that, in par-
ticular, in communities where scientists gather large data sets and data is more 
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reliable, it is better to always communicate this data. Generally, their work 
shows that the harder the problem, the more potential social structure has to 
influence the outcome.

	29.	 This result is due to Zollman (2007, 2010b), as is the connection to the case 
study on H. pylori and stomach ulcers.

	30.	 Another way to maintain this diversity of beliefs for a long enough time is 
if researchers start off very convinced in different theories. This translates to 
having very high credences in different beliefs in this sort of model, as Zoll-
man (2010b) shows. Other philosophers of science have considered how the 
credit economy—the fact that scientists are motivated, to some degree, by 
the desire to obtain academic credit—can incentivize scientists to test differ-
ent theories, even if they all think one is most promising. Kitcher (1990) and 
Strevens (2003) both propose influential models showing how credit can im-
prove the division of cognitive labor in a scientific community.

	31.	 Zollman (2010b) first connected this case to the sort of model he develops 
for the detrimental effect of oversharing evidence.

	32.	 Relatedly, Kummerfeld and Zollman (2015) show how scientists who are 
more adventuresome, in that they test theories they do not necessarily think 
are the best, do not fall prey to the Zollman effect. Because they naturally 
introduce a diversity of behavior into their network, the group does not need 
to rely on limited communication to ensure this sort of diversity.

	33.	 Murray gives her account of her experiences in The Widening Circle: A Lyme 
Disease Pioneer Tells Her Story (1996).

	34.	 Some of this history is drawn from David Grann’s New York Times article 
“Stalking Dr. Steere over Lyme Disease” (2001). For further insight, see 
Specter (2013).

	35.	 Steere and coauthors described their early findings in “An Epidemic of Oli-
goarticular Arthritis in Children and Adults in Three Connecticut Commu-
nities” (1977).

	36.	 See Burgdorfer et al. (1982).
	37.	 See Auwaerter, Aucott, and Dumler (2004).
	38.	 See Halperin (2008).
	39.	 See Bratton et al. (2008) and Fallon and Nields (1994).
	40.	 See CDC (2015) for guidelines for Lyme disease.
	41.	 See Feder et al. (2007).
	42.	 See Feder et al. (2007) and Marques (2008) for a discussion of these studies.
	43.	 Some of this history is drawn from the New Yorker article “The Lyme Wars” 

(Specter 2013).
	44.	 Straubinger 2000; Straubinger et al. 2000; Embers et al. 2012; Bockenstedt 

et al. 2002.
	45.	 See Embers et al. (2012) and Bockenstedt et al. (2002). More recently see 

Embers et al. (2017) and Crossland, Alvarez, and Embers (2017). Marques et 
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al. (2014) retrieved Lyme DNA from a sterile tick that had fed on a human 
previously treated with antibiotics for Lyme. This does not definitively prove 
that the Lyme spirochetes detected were alive, however. Stricker (2007) pro-
vides an overview of research to that date.

	46.	 For example, see the documentary Under Our Skin (Wilson 2008).
	47.	 The documentary Under Our Skin reports on the disciplining of Dr. Jones 

and other Lyme-literate physicians (Wilson 2008).
	48.	 See Shear, Goldman, and Cochrane (2017).
	49.	 See Zadronsky et al. (2017).
	50.	 See Bromwich and Blinder (2017).
	51.	 See Koerner and Lewis (2017).
	52.	 Feminist philosophers of science and feminist epistemologists have done 

more than perhaps any other group to highlight the value-ladenness of sci-
ence. For examples, see Longino (1990); Haraway (1989); and Okruhlik 
(1994). See also Kitcher (2001, 2011).

	53.	 We should not overstate this point. It may well be that some establishment 
physicians have been swayed by insurance funding. It may also be that some 
Lyme-literate physicians are in it for the money. The point is that most of 
those involved in the Lyme wars seem primarily motivated by a desire to cure 
patients.

	54.	 Essentially all extant models that capture a community fracturing into groups 
that hold stable, polarized opinions adopt some version of the assumption 
that social influence between individuals is mediated by the similarity of their 
beliefs. Most of these models look at polarization of opinions where all the 
options are essentially equally useful. For example, Hegselmann and Krause 
(2002) introduce a widely employed model in which individuals adopt opin-
ions that are numbers between 0 and 100. For some set of opinions near their 
own (say five units above and below), every round, individuals will change 
their opinions to the average of this set. Over time, we see movement toward 
consensus. If the sets are big enough, everyone always ends up with the same 
opinion. But if the sets are small, subgroups emerge with different, stable 
beliefs. In other words, by adding the fact that individuals are influenced only 
by those with opinions like their own, the models end up with polarization. 
(See also Deffuant et al. 2002; and Deffuant 2006.) Although the details vary 
widely, models from R. Axelrod (1997), Macy et al. (2003), and Baldassarri 
and Bearman (2007), where polarization arises, all include an assumption of 
this sort. There are two models that, like ours, show polarization in cases 
where one belief is better than another. These are from D. J. Singer et al. 
(n.d.) and Olsson (2013). In the Singer et al. model, actors share evidence, 
but this evidence does not map onto the sort of data gathered in a scientific 
experiment, as in our model. The Olsson model is quite similar to ours, as 
it uses a network structure and Bayesian updating, but the actors state their 
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opinions rather than sharing data. In O’Connor and Weatherall (2017) we 
focus on explaining how scientists, like those investigating Lyme disease, 
could polarize despite sharing values and data. See also models from Galam 
and Moscovici (1991); Galam (2010, 2011); Nowak, Szamrei, and Latané 
(1990); Mäs and Flache (2013); and La Rocca, Braunstein, and Vazquez (2014).

	55.	 Jeffrey laid out this updating rule in The Logic of Decision (1990).
	56.	 Some psychologists and others have argued for the realism of this sort of 

reverse updating—sometimes dubbed the “backfire effect” or “boomerang 
effect”—especially in cases where individuals are politically polarized. (See, 
e.g., Nyhan and Reifler 2010.) Other studies have failed to replicate this ef-
fect, as in Cameron et al. (2013). See Engber (2018) for a popularized discus-
sion of this research.

	57.	 See O’Connor and Weatherall (2017). “Polarization” could mean a lot of 
things (Bramson et al. 2016). In our work, we focus on a broad set of out-
comes where a community breaks into two groups, one whose members have 
very high beliefs in the correct theory, and the other whose members believe 
in the incorrect theory but are not influenced by the rest of the community.

	58.	 Jern, Chang, and Kemp (2014) provide an overview of this literature while 
showing how, contra claims in psychology, those with different background 
assumptions can rationally polarize when presented with the same evidence.

	59.	 See Taber, Cann, and Kucsova (2009), though Kuhn and Lao (1996) argue 
that this sort of outcome, while real, is less prevalent than some psychologists 
would claim. See also Engber (2018).

	60.	 Semmelweis documented this history in his 1861 book The Etiology, Concept, 
and Prophylaxis of Childbed Fever (Semmelweis 1983).

	61.	 For more on this, see Carter (2017).
	62.	 See Wallace (2017) and Ford (2017).
	63.	 See, for example, Fandos (2017).
	64.	 See Schaffner and Luks (2017) and Levinovitz (2017).
	65.	 See Asch (1951).
	66.	 See Bond and Smith (1996) and Padalia (2014).
	67.	 See Condorcet (1785) for his original work.
	68.	 Likewise, Zollman (2010a) shows how conformity bias can improve the judg-

ments of a group under some situations. In his models, members of a net-
worked group start with private information, make public statements based on 
this information, and then, in every following round, make public statements 
that conform to the majority of their neighbors. Sometimes these groups will 
be quite good at reaching true beliefs since their conformity aggregates the 
original, partially dependable private information.

	69.	 James Surowiecki (2005) presents this example in his book The Wisdom of 
Crowds, which also discusses crowd-based knowledge in much greater depth 
and discusses information cascades.
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	70.	 See Bikhchandani, Hirshleifer, and Welch (1992) for an introduction to the 
idea of information cascades, and also for some good examples of conformity 
resulting from information cascades. See Easley and Kleinberg (2010) for 
more on the topic. Models of persuasion bias also explore how sharing inter-
dependent opinions can lead to false beliefs (DeMarzo, Vayanos, and Zwie-
bel 2003).

	71.	 Asch 1951, 227.
	72.	 To be clear, conformity bias might not be the only thing going on in these 

cases. For example, physicians may have been horrified at the idea that they 
were directly responsible for patient deaths and thus were unwilling to give 
merit to Semmelweis. Trump supporters may have been motivated to spurn 
the mainstream media criticizing Trump and Spicer.

	73.	 We draw most of this discussion from the work presented in Weatherall and 
O’Connor (2018). We also draw on the work of Mohseni and Williams (n.d.) 
and Schneider (n.d.), as noted.

	74.	 Many of the extant models exploring conformity and behavior have a flavor 
similar to models of information cascades (discussed above), as in Banerjee 
(1992); Buechel, Hellmann, and Klössner (2015); and Walden and Browne 
(2009). Some models of conformity are designed to address the phenomenon 
of pluralistic ignorance, where many individuals privately doubt a publicly 
supported belief or norm (Huang, Tzou, and Sun 2011). Duggins (2017) con-
siders agents with varying psychological tendencies, including conformity 
but also intolerance, susceptibility, and the drive to be distinct, to show how 
much diversity of opinion may be sustained in such a model.

	75.	 Schneider (n.d.) examines a model of this sort intended to represent scien-
tific communities. Agents can choose one of two beliefs and base their choice 
on a desire to conform with neighbors. His interpretation of this model is 
that scientists garner real payoffs from conforming, since there are upsides to 
coordinating theory choice in science. He explores the possibility that one 
belief might be better in that conforming with others yields more benefits. 
As he shows, even when one belief is better, though, it might not be adopted 
by all the agents if they cluster into social groups. In addition, previous au-
thors have used these sorts of models to investigate the dynamics of innova-
tion for different network structures. For examples, see Young (2006a, 2006b, 
2011).

	76.	 See Schneider (n.d.).
	77.	 In fact, one can choose the network such that any fraction you like, no matter 

how close to 100 percent, will continue to perform the worse action, even 
though everyone holds the true belief. This is so even if both performing the 
true action and conforming matter to everyone, as long as conformity mat-
ters enough.

	78.	 See Mohseni and Williams (n.d).
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	79.	 For this reason, the spread of Vegetable Lamb–like beliefs might, in fact, be 
more fruitfully represented by a branch of modeling that looks at the spread 
of rumors and misinformation. Daley and Kendal (1965), for example, in a 
very early model, look at the random diffusion of rumors under the assump-
tion that individuals will spread or stifle a rumor on the basis of whether the 
rumor seems out of date. Dabke and Arroyo (2016) use this framework to 
explicitly model the spread of information on social media. Others consider 
differences in the personalities or power of agents as a factor influencing mis-
information spread, as in Acemoglue, Ozdaglar, and ParandehGheibi (2010). 
See also Zhao et al. (2011).

	80.	 See Baron, Vandello, and Brunsman (1996). Remarkably, though, in a variant 
on the Asch experiment where it is more difficult to choose the right line, 
monetary incentives increase conformity. This undergirds the claim that 
some conformity is a rational response to uncertainty, while other conform-
ity arises as a direct desire to do the same thing as others.

	81.	 In the case of irradiation, Conley (1992) documents widely held fears about 
irradiation at the time, despite the safety of irradiated foods ( Joint FAO/
IAEA/WHO Study Group 1999). Funk and Rainie (2015) found a wide gap 
between scientists and the American public in opinions of the safety of ge-
netically modified foods. Massive protest efforts have been aimed at curbing 
the use of genetically modified organisms (GMOs) (see, e.g., Kuntz 2012), 
despite little evidence that they pose hazards (Nicolia et al. 2014). While many 
consumers believe that organic food contains more nutrients than its coun-
terparts, the evidence for this is mixed (Smith-Spangler et al. 2012; Hunter 
et al. 2011).

	82.	 See, for example, Zucker et al. (2017).

THREE
The Evangelization of Peoples

	 1.	 See Norr (1952). The history presented here draws on the account given by 
Oreskes and Conway (2010, ch. 1), though note that the chronology we 
describe differs slightly from theirs, as they report that the Reader’s Digest 
article was published in the wake of Wynder, Graham, and Croninger (1953), 
whereas in fact it appeared almost a year earlier. For further background on 
the fight over the regulation of tobacco products, see Kluger (1997), Brandt 
(2009), and especially Koop (1998). Many documents related to the tobacco 
industry and its efforts in connection with the regulation of tobacco products 
are available through the Tobacco Control Archives at UC San Francisco 
(UCSF Library n.d.).

	 2.	 For a history of Reader’s Digest through this period, see Heidenry (1995).
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	 3.	 See Wynder, Graham, and Croninger (1953).
	 4.	 Time 1953.
	 5.	 See New York Times (1953a).
	 6.	 See New York Times (1953b).
	 7.	 Dorn 1954, 7.
	 8.	 Although we are following the account by Oreskes and Conway (2010), they 

were not the first to identify and characterize various aspects of the Tobacco 
Strategy; for instance, David Michaels called this strategy “manufacturing 
uncertainty” in his work on industry and public health (Michaels and Mon-
forton 2005; Michaels 2008). See McGarity and Wagner (2008) for an excel-
lent analysis of the types of strategies that industrial propagandists can take 
in general.

	 9.	 The memo can be found in the Tobacco Control Archives (UCSF Library 
n.d.). This same memo goes on to acknowledge that “doubt is also the limit 
of our ‘product.’ Unfortunately, we cannot take a position directly opposing 
the anti-cigarette forces and say that cigarettes are a contributor to good 
health. No information that we have supports such a claim.”

	10.	 The “Frank Statement” can be found in the Tobacco Control Archives (UCSF 
Library n.d., doc ID: zkph0129).

	11.	 Tobacco firms themselves acknowledged this during the 1950s. For instance, 
one memo produced by Liggett & Myers, a tobacco firm that did not partic-
ipate in the TIRC, stated in 1958 that “the constantly reiterated ‘not proven’ 
statements in the face of mounting contrary evidence has [sic] thoroughly 
discredited the TIRC, and the SAB [Scientific Advisory Board] of TIRC is 
supporting almost without exception projects that are not related directly to 
smoking and lung cancer” (quoted in State of Minnesota and Blue Cross Blue 
Shield of Minnesota v. Philip Morris, Inc. 1998).

	12.	 Oreskes and Conway (2010, 17), for instance, describe the TIRC’s support of 
Wilhelm Hueper, a National Cancer Institute researcher who focused on 
asbestos and who often testified in court that asbestos, and not tobacco, was 
the cause of particular patients’ cancers.

	13.	 See, for instance, the Teaque memo from 1953 quoted in Cummings, Mor-
ley, and Hyland (2002).

	14.	 Data on total sales (or actually, total production, which is an imperfect esti-
mator) comes from Burns et al. (1997). Note that although total production 
increased through the early 1980s, per capita consumption increased only 
until the early 1960s, stayed steady until the late 1960s, and then has dropped 
ever since. This does not mean that smoking did not increase—rather, it 
means that smoking increased only proportionately with population increases.

	15.	 See, for instance, Dunn (1979) for an overview of the religious wars in Eu-
rope during this period.

	16.	 See Marx and Engels (1906, 51).



204

Notes to Pages 97–105

	17.	 A history of the CPI’s efforts is given by A. Axelrod (2009). Bernays (1942) 
referred to these activities as psychological warfare in a later article.

	18.	 For the editorial on the Committee on Public Misinformation, see New York 
Times (1917). It was Edward Bernays (1942) who described the CPI as part 
of America’s “psychological warfare” effort; Walter Lippmann also used the 
phrase (Kennedy 1980, 91).

	19.	 See Kearns, Schmidt, and Glantz (2016).
	20.	 See Grim (2010).
	21.	 For an engaging overview of the various strategies taken by industry to influ-

ence science since the invention of the Tobacco Strategy, and numerous case 
studies, see McGarity and Wagner (2008).

	22.	 Bernays 1928, 9.
	23.	 See Advisory Committee to the Surgeon General of the Public Health Ser-

vice (1964).
	24.	 This timeline is taken from the US Department of Health and Human Ser-

vices website (2012).
	25.	 See Christakis and Fowler (2008).
	26.	 In a previous study Christakis and Fowler (2007) found similar effects on 

obesity—that those who lost weight influenced their friends’ chances of los-
ing weight. Later (Christakis and Fowler 2009) they discuss these and other 
findings related to the way people influence each other’s behavior through 
social networks.

	27.	 Notice that the conformity models in the previous chapter may be relevant 
to understanding social pressures related to smoking and smoking cessation.

	28.	 This model is described at length in Weatherall, O’Connor, and Bruner 
(2018). We emphasize that the work by Holman and Bruner (2015, 2017) on 
intransigently biased agents and industrial selection that we discuss below, 
which uses the same modeling framework to address different aspects of in-
dustrial propaganda in scientific communities, was done before our work on 
the Tobacco Strategy and served as inspiration for our own modeling. We 
lead with our work because, again, we prefer to focus in the present book on 
what we take to be original and because our principal focus in this chapter is 
on how ideas from science flow to the public, not on interventions that act 
on scientific communities themselves (though that is surely also relevant).

	29.	 In addition to the accounts given by Oreskes and Conway (2010), see, for 
instance, Koop (1998); Cummings, Morley, and Hyland (2002); Michaels 
and Monforton (2005); Michaels (2008); Brandt (2009); and Smith-Spangler 
et al. (2012) for discussions of the tobacco industry’s strategies.

	30.	 These numbers are quoted in Warner (1991), from a document produced by 
the Tobacco Institute.

	31.	 There are some similarities here to the modeling work of Holman and Bruner 
(2015), which we discuss at further length later on. They consider a propa-
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gandist who pulls a biased bandit arm—that is, for whom B will appear to be 
worse than A on average—and who shares these results within a scientific 
community with the aim of persuading this community to adopt action A. 
The principal differences are that (1) they consider a biased arm, rather than 
sharing only some of the results produced, which means their model does not 
capture the idea that under some circumstances, biased production is prohib-
itively expensive; and (2) their propagandist shares evidence with other sci-
entists, that is, other agents who are gathering their own evidence, which 
changes the dynamics because it means that agents influenced by the propa-
gandist can then choose not to go on testing action B, whereas in our model, 
those choices are made independently of any decisions by the propagandist. 
Like us, they find that low-powered studies are particularly useful to the 
propagandist, though for different reasons: in our model it is because of the 
relative costs of studies and the rates at which spurious results arise, and in 
theirs it is because their scientists are actively trying to identify propagandists, 
and this is more difficult when the distributions over possible results are com-
paratively wide.

	32.	 Philosopher of science Felipe Romero (2016) has used models to show how 
in cases in which scientists suppress data that are not significant, or that do 
not show a positive result, communities can end up with incorrect beliefs, 
even under the assumption that they have the resources to run unlimited 
studies on a phenomenon.

	33.	 Rosenthal (1979) shows how to fill in the gaps in a large data set that is miss-
ing null results; however, Scargle (2000) criticizes these methods. He argues 
instead for requiring preregistration of all scientific studies before they are 
carried out, a practice that is already being implemented in some cases and 
should greatly ameliorate the effects of biased production.

	34.	 The sociologist of science Robert Merton (1973) has pointed out that scien-
tific communities tend to conform to a “communal norm”—that scientific 
work must be shared. Putting unpublished research papers in the file drawer 
does conflict with this norm, but, as mentioned, it is still standard scientific 
practice. For modeling work on communist norms in science, see Strevens 
(2017) and Heesen (2017b).

	35.	 For an example of this newsletter, see the Tobacco Institute, Inc. (1958).
	36.	 We could not find a book in which this quotation appeared.
	37.	 To give a more recent example of selective sharing, from 1987 to 2004, thirty-

eight FDA-funded studies showed the efficacy of antidepressants, and thirty-
six studies found no benefit from their use. Whereas all the positive studies 
were published, only three of the negative studies were (Turner et al. 2008). 
Elliott and Holman (n.d.) assess both the benefits and detriments of industry-
funded science in general, including a discussion of this case.

	38.	 We suppose that each round involves ten draws per scientist and that the 
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agents are trying to determine whether the probability of action B paying off 
is either .6 or .4.

	39.	 See, for instance, Button et al. (2013), who argue that neuroscience studies 
have, on average, very low statistical power and that this reduces the proba-
bility that even statistically significant results reflect true effects. (Responses 
to their article question whether low-powered studies actually lead to false 
results—but do not seem to deny that neuroscience relies on “small-scale 
science.”) Szucs and Ioannidis (2017) provide further empirical support for 
the claim that neuroscience and psychology rely on low-powered studies. 
Worries have been raised in other fields, too, such as ecology (Lemoine et al. 
2016) and evolutionary biology (Hersch and Phillips 2004).

	40.	 Philosopher of science Remco Heesen (2015) has argued that scientists are 
sometimes justified in collecting a very small amount of evidence given the 
trade-off between the cost of being wrong and the cost of collecting data on 
any topic. When we zoom out to the community level, though, what makes 
sense for an individual scientist here may put the wider community at risk.

	41.	 For basics on statistical power, see Cohen (1992).
	42.	 In addition to the references in note 40, Smaldino and McElreath (2016) 

provide a meta-analysis of statistical power from across behavioral sciences 
over the past sixty years showing that it has not improved despite repeated 
calls to do something about it. These authors show how the processes of 
publication and hiring might contribute to the continued production of un-
derpowered studies.

	43.	 See Open Science Collaboration (2015).
	44.	 See Baker (2016).
	45.	 See Benjamin et al. (2017).
	46.	 Much of this history is drawn from Hightower (2011).
	47.	 See Davidson et al. (1998); Davidson et al. (1995); Davidson, Myers, and 

Weiss (2004); and Myers et al. (1995).
	48.	 See Grandjean et al. (1998).
	49.	 See Hightower (2011) and Davidson (2003).
	50.	 See Hightower (2011) and JIFSAN (1999).
	51.	 See Hightower (2011, 104).
	52.	 See also Smaldino and McElreath (2016) for another model treating a scien-

tific community as a Darwinian-type population.
	53.	 Matthew 25:29: “For whoever has will be given more, and they will have an 

abundance. Whoever does not have, even what they have will be taken from 
them.” The influential sociologist of science Robert Merton (1968) was the 
first to apply this term to academic communities.

	54.	 See Moore (1995)
	55.	 See Morganroth et al. (1978) and Winkle (1978).
	56.	 See Moore (1995).
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	57.	 CAST 1989.
	58.	 See Moore (1995).
	59.	 Holman and Bruner (2015) refer to this sort of propagandist as an “intransi-

gently biased agent” and focus, in particular, on ways that scientific commu-
nities might avoid the negative effects of such an agent. Also see note 32.

	60.	 Bernays 1928, 76.
	61.	 The biographical material presented here largely follows Nierenberg’s obit-

uary for Revelle (Nierenberg 1992).
	62.	 Revelle and Suess 1957.
	63.	 See Arrhenius (1896) and Chamberlin (1899).
	64.	 See “1990 AAAS Annual Meeting” (1989).
	65.	 The story is told in detail by Oreskes and Conway (2010, 93–94); see also the 

affidavits written by Justin Lancaster (Revelle’s research assistant) and 
Christa Beran (Revelle’s secretary) and the deposition of Singer produced as 
part of Singer’s lawsuit against Lancaster (S. Fred Singer v. Justin Lancaster 
1993). Revelle’s daughter wrote an op-ed piece in which she discussed her 
understanding of her father’s views (Hufbauer 1992); as noted in the text, 
Singer later produced his own account of the whole affair (S. F. Singer 2003). 
Lancaster’s version of events was described in a 2006 statement (Lancaster 
2006) and in an interview with Oreskes and Conway.

	66.	 Singer 1990, 1139; Singer, Revelle, and Starr 1991, 28.
	67.	 These assertions are made, for instance, in the affidavits written as part of 

S. Fred Singer v. Justin Lancaster (1993).
	68.	 Easterbrook 1992, 24.
	69.	 See Bailey (2016, 28).
	70.	 A related example comes from the use of “key opinion leaders” by pharma-

ceutical companies. These are doctors paid to act as spokespeople for particu-
lar drugs. (See, e.g., Krimsky 2004; Moynihan 2008; Proctor 2012; Sismondo 
2013; and Elliott and Holman 2018). In addition, Holman (2015) draws out 
the general tactic by industrial interests of convening groups of carefully 
selected “experts” to bolster a convenient scientific claim.

	71.	 The movie Merchants of Doubt (Kenner 2014) portrays Singer blatantly dis-
cussing NIPCC strategies.

	72.	 There is a second phenomenon here, related but, we think, essentially differ-
ent: there are websites devoted to “doxing,” that is, revealing contact informa-
tion about scientists who work on global climate change. In some cases, the 
claims made on such websites attack the credibility of individual scientists—
such as James Hansen, a NASA scientist who was the first to testify to Con-
gress, in 1988, that global warming had already been detected. But in many 
cases, the goal seems to be pure intimidation. Once contact information is 
posted, scientists begin receiving emails that contain personal attacks and 
death threats.



208

Notes to Pages 135–144

	73.	 This story is told in detail in many places, but the best treatment we know of 
is that given by Oreskes and Conway (2010, ch. 6). See also Bolin (2008) for 
a history of the IPCC from the perspective of its first chairman.

	74.	 Seitz 1996.
	75.	 Bramson et al. (2016) call this kind of clustering of beliefs “belief conver-

gence.”
	76.	 Similarly, some models consider agents who may pretend to share opinions 

with neighbors to influence them (Afshar and Asadpour 2010; Fan and Pe-
drycz 2016).

	77.	 Barrett, Skyrms, and Mohseni (2017) show how communities that learn to 
listen to those who accurately test the world have better beliefs. See also Dou-
ven and Riegler (2010) and Acemoglue, Bimpikis, and Ozdaglar (2014).

	78.	 This history is drawn from Grundy (1999).
	79.	 See Grundy (1999).
	80.	 See Riedel (2005).
	81.	 Grundy reports that when Lady Mary asked Maitland to variolate her young 

daughter after returning to England, he “at first declined to act. He had his 
career in mind: for a mere surgeon to perform inoculation in London under 
the eyes of the College of Physicians was a much graver affair than doing 
it in faraway Turkey” (1999, 210). He eventually consented to perform the 
procedure.

	82.	 As we have hinted, position in a network is far from the only relevant factor 
determining influence on others. Some individuals are more influential than 
others because of personality, prestige, or power, independent of their net-
work connections. In the case of variolation the social status of Princess 
Caroline and Lady Mary Montagu was an important factor as well as their 
centrality. In addition, some individuals are more attuned to social and con-
formist influences than others, which our models do not account for but 
which will matter for the spread of beliefs. (See Wagner et al. [2012] for an 
example.) Along these lines X. Chen et al. (2016) employ a network model to 
argue that manipulating expert opinion (where experts have special ability to 
influence others) may be more effective than manipulating those who simply 
have many connections. And Förster, Mauleon, and Vannetelbosch (2016) 
consider opinion dynamics under the possibility that agents might pay for 
the ability to manipulate the beliefs of others.

	83.	 See P. J. Smith, Chu, and Barker (2004) for an overview. Unvaccinated chil-
dren tend to be white, to come from wealthy families, and to cluster geo-
graphically, which, ironically, increases the chances of epidemics as a result of 
anti-vaxxing attitudes.

	84.	 See X. Chen et al. (2016) and Bloch, Keller, and Park (2015).
	85.	 See Molteni (2017)
	86.	 See Wakefield et al. (1998) for the now-retracted article drawing a spurious 
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connection between vaccines and autism. The Washington Post reported on 
the actions of antivaccine advocates in Minneapolis in May and August 2017 
(L. H. Sun 2017a, 2017b).

	87.	 Marketers have learned to use the same effects to their advantage. Choi, 
Kim, and Lee (2010), for example, present a model in which they argue that 
marketing to a clique is often especially successful. Social media marketing, 
in particular, takes advantage of conformity. Seeing that a friend has “liked” 
something on Facebook has been found to double the chance that peers also 
“like” it (Egebark and Ekström 2011). It takes three strangers to generate the 
same effect. Since “likes” can sell a product, it pays to be savvy about the ef-
fects of conformity in social media by targeting close-knit groups of people 
to see the same ads (Yeung and Wyer 2005).

FOUR
The Social Network

	 1.	 See Adam Goldman (2016) for Welch’s own description of events; see also 
Fisher, Cox, and Hermann (2016); Lipton (2016); and Weiner (2016). Robb 
(2017) provides an in-depth analysis of the whole sequence of events.

	 2.	 See Silverman (2016a).
	 3.	 There is no doubt that Podesta’s account was hacked and that many of the 

emails released were real; it is unclear whether all of the material released 
was unaltered (Cheney and Wheaton 2016).

	 4.	 See Aisch, Huang, and Kang (2016).
	 5.	 See Rosenberg (2017).
	 6.	 See Aisch, Huang, and Kang (2016) and Fisher, Cox, and Hermann (2016).
	 7.	 Welch is quoted in Adam Goldman (2016).
	 8.	 Wood 1993; Chernow 2005.
	 9.	 Woolf (2016) covers this story. See also Krauss (1998). This history is pre-

sented more fully in W. J. Campbell (2001).
	10.	 More recent investigations have consistently come to contrary conclusions. 

Some have found that the Maine was sunk by an external source, such as a 
mine, perhaps placed by a foreign adversary; others have found that the wreck 
is most consistent with an internal explosion, likely spontaneously produced 
in the ship’s coal storeroom. See, for example, Wegner (2001).

	11.	 See Keller (1969) for a history of the Spanish-American War.
	12.	 This incident is discussed in Thornton (2000).
	13.	 Collins 2017.
	14.	 See Poe’s Balloon-Hoax (1844). Scudder (1949) discusses the incident.
	15.	 The alleged circulation was printed on the cover of the Journal. See also 

W. J. Campbell (2001) and Smythe (2003). The population figures and ag-
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gregate New York newspaper circulation figures come from the Twelfth Cen-
sus of the United States, Vol. 9 (1902, 1051).

	16.	 See Bhagat et al. (2016).
	17.	 See Greenwood, Perrin, and Duggan (2016).
	18.	 See Fiegerman (2017) and G. Wells (2017); compare with the approximately 

245 million American adults. (Of course, not all Twitter users are adults, and 
so the 30 percent figure is merely approximate.)

	19.	 The term “meme,” short for mimeme, is ancient Greek for “imitated thing.” 
The term was proposed to describe units of cultural transmission in Dawkins 
(2006).

	20.	 See Singer-Vine and Silverman (2016).
	21.	 See, for instance, Pennycook and Rand (2017) and Allcott and Gentzkow 

(2017).
	22.	 Barthel, Mitchell, and Holcomb 2016.
	23.	 For models addressing media influence on public belief, see Candia and 

Mazzitello (2008); Rodríguez, Castillo-Mussot, and Vázquez (2009); and 
Pinto, Balenzuela, and Dorso (2016).

	24.	 The details of these results turn out to depend on the statistical features of 
the problem at hand—for instance, whether there tend to be more ways to 
get results exceeding a given p value that point in one direction as opposed 
to the other. This sort of behavior is surely an artifact of the model, and it 
makes it difficult to extract from these models any concrete claims about the 
conditions under which journalistic practices are most likely to have delete-
rious effects. On the other hand, these pathologies actually underscore the 
point we are trying to make, which is that the sorts of distortions of the total 
body of evidence that we are considering here can have unpredictable and 
significant effects. Whatever else is the case, intervening in the ways the jour-
nalist does in the model should not be expected to be truth-conducive for 
consumers of journalism.

	25.	 These results are discussed in more detail in Weatherall, O’Connor, and 
Bruner (2018).

	26.	 This is a point that Oreskes and Conway (2010) emphasize very compellingly.
	27.	 See Iraq Body Count (2013). The Iraq Body Count project has been criti-

cized on both sides, and other estimates have ranged from the mid-tens of 
thousands to six hundred thousand or more civilian deaths.

	28.	 New York Times 2004.
	29.	 And they have been—see, for instance, the discussion of the consumer price 

index in Chapter 8 of Weatherall (2013).
	30.	 This story has been discussed at great length by many news sources, not all of 

them reliable. We are relying in particular on stories in the Los Angeles Times 
(Shalby 2017) and CNN (Cillizza 2017) for the general timeline of events.

	31.	 Rich’s DNC job is described in Morton (2016).
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	32.	 See kurtchella (2016).
	33.	 See Knight (2003).
	34.	 See Matrisciana (1994).
	35.	 CNN Library (2017) provides a timeline of the hack and subsequent fallout.
	36.	 See Tran (2016).
	37.	 See, for instance, the joint statement by the Department of Homeland Secu-

rity and the director of National Intelligence released on October 7, 2016 
(Department of Homeland Security 2016); see also (“Assessing Russian Ac-
tivities” 2017).

	38.	 See Ewing (2016).
	39.	 See, for instance, RT coverage for July 28, 2016 (RT American 2016) and 

August 10, 2016 (RT International 2016).
	40.	 See Stuart (2017).
	41.	 See Folkenflik (2017).
	42.	 Concha 2016.
	43.	 Stein 2016.
	44.	 See Ember and Grynbaum (2017).
	45.	 After the two false stories, CNN not only retracted them but fired three jour-

nalists who worked for their investigative reporting team.
	46.	 At least, what we say is generally true for print media; policing “news” on 

television is far more difficult and often less successful.
	47.	 A detailed study of the role of fake news in setting the journalist agenda is 

provided by Vargo, Guo, and Amazeen (2017); they find that fake news does 
not exert “excessive power” in setting the media agenda, but it does seem to 
have a strong influence on partisan media.

	48.	 See Bump (2017), though reporting on this is ongoing, and so new evidence 
is constantly coming to light.

	49.	 See CNN Library (2017).
	50.	 Isaac and Wakabayashi 2017; Solon and Siddiqui 2017.
	51.	 This was reported in the New York Times (Isaac and Shane 2017).
	52.	 See O’Sullivan and Byers (2017).
	53.	 For examples, see Tacchini et al. (2017); Figueira and Oliveira (2017); and 

Shao et al. 2017). For older proposals, see Gupta et al. (2013) and C. Chen 
et al. (2013). The website Fake News Challenge (fakenewschallenge.org) 
encourages computer scientists to compete to identify the best algorithmic 
approaches to the fake news problem.

	54.	 This quotation can be found in Strathern (1997, 308). Campbell’s law, intro-
duced by psychologist Donald Campbell, has a similar flair. He wrote, “The 
more any quantitative indicator is used for social decision making, the more 
subject it will be to corruption pressures and the more apt it will be to distort 
and corrupt the social processes it is intended to monitor” (D. T. Campbell 
1979, 85).

http://fakenewschallenge.org
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	55.	 See Vann (2003).
	56.	 See Holman (n.d.).
	57.	 Pariser (2011) discusses both the reality of these so-called filter bubbles and 

their dangers.
	58.	 See Mohseni and Williams (n.d.).
	59.	 A. I. Goldman and Cox (1996) make a related point in far greater analytic 

detail.
	60.	 See Urofsky and Finkelman (2008).
	61.	 Geislar and Holman (n.d.) have recently proposed criteria to use in evaluat-

ing possible interventions in science policy intended to mitigate industrial 
influence. They emphasize the importance of policies that are responsive to 
an asymmetric arms race conception of industrial propaganda that Holman 
previously introduced and that we describe in more detail below.

	62.	 Whether scientists should take this sort of “inductive risk” into account is 
broadly debated in philosophy of science. See Douglas (2000, 2009).

	63.	 This is not to say that scientists should not publish work that happens to 
agree with industrial interests (say). Rather, it is that they should weigh the 
costs of publishing spurious results against the benefits of a flashy paper and 
demand high standards for research on sensitive topics.

	64.	 There is another side to this consideration, however, which is that consoli-
dating influence in small teams of scientists publishing high-powered studies 
could, in principle, make it easier for industrial interests because they could 
focus their attention on these groups.

	65.	 This is reported on by Nuccitelli (2014).
	66.	 The standard is described here: https://en.wikipedia.org/wiki/Wikipedia: 

Scientific_standards#Proper_weighting. We are grateful to an anonymous 
reader for Yale University Press for bringing this standard to our attention.

	67.	 Strathern (1997) found that Joe Camel was broadly recognized by children, 
who associated him with cigarettes. The company was sued and in 1997 de-
cided to settle out of court and end the Joe Camel marketing campaign. New 
York Times coverage of the affair includes Broder (1997).

	68.	 See, for instance, Soergel (2017) or Farand (2017).
	69.	 McDonald-Gibson 2017.
	70.	 See Roxborough (2017) and Schiffrin (2017).
	71.	 McAuley 2018.
	72.	 Some of the legal issues related to this sort of proposal are discussed by Ver-

straete, Bambauer, and Bambauer (2017).
	73.	 Kitcher 2011, 113.
	74.	 As Kitcher (2001, 2011) points out, there is a widespread identification of 

democracy with the idea of “free elections”—to have a democratic society, 
it is both necessary and sufficient to decide by popular vote crucial questions, 
such as who will write legislation or conduct foreign policy, or in some cases, 

https://en.wikipedia.org/wiki/Wikipedia:Scientific_standards#Proper_weighting
https://en.wikipedia.org/wiki/Wikipedia:Scientific_standards#Proper_weighting
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what the law of the land will be. But elections are a mechanism, a procedure 
for realizing something deeper and more important: namely, a way of aggre-
gating the opinions and preferences of a population, or as a means of exer-
cising the “will of the people.” An overemphasis on the popular vote as the 
characteristic feature of democracy obscures the ways in which mere voting 
is often not an effective means of performing this aggregation. In place of 
this simplistic picture of democracy-as-majority-rule, Kitcher proposes a 
conception of democracy grounded in the concepts of freedom and, espe-
cially, equality, in the sense that all members of a free and democratic society 
are equal participants in that freedom. The members of such a society partic-
ipate in decisions about matters that affect them—and again, they do so as 
free and equal members of the society, such that no one’s preferences domi-
nate by default. The idea is that each of us has interests, things we care about 
deeply (and things that make little difference to us), but which have an impact 
on others. In a democratic society, the decisions we make together must be 
responsive to the interests and values of each of us. The rest of the package—
laws, elections, and so forth—are merely imperfect means of realizing these 
democratic ideals of freedom, equality, and participation.

	75.	 In many ways, Kitcher’s primary goal is to understand how a science guided 
by this sort of deliberative process can and should be responsive to the needs 
of a diverse society. His targets are the twin ideas that science can truly be 
pure or free of human concerns, or, if not, that it is nothing but a construct 
of the cultural context in which it is done. (These, recall, were pillars of the 
science wars that we discussed in Chapter 1; Kitcher, like us, seeks to find a 
middle path.) We are strongly sympathetic with much of what Kitcher says.
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