
Water and Health in an 
Overcrowded World 



Introducing Health Sciences: A Case Study Approach 

Series editor: Basiro Davey 

Seven case studies on major topics in global public health are the subject of 
this multidisciplinary series of books, each with its own animations, videos 
and learning activities on DVD. They focus on: access to clean water in an 
overcrowded and polluted world; the integration of psychological and biological 
approaches to pain; alcohol consumption and its effects on the body; the science
, 
risks and benefits of mammography screening for early breast cancer; chronic 
lung disease due to smoke pollution � a forgotten cause of millions of deaths 
worldwide; traffic-related injuries, tissue repair and recovery; and the causes 
and 
consequences of visual impairment in developed and developing countries. Each 
topic integrates biology, chemistry, physics and psychology with health statisti
cs 
and social studies to illuminate the causes of disease and disability, their imp
acts 
on individuals and societies and the science underlying common treatments. 
These case studies will be of value to anyone who is, or wants to be, working 
in a health-related occupation where scientific knowledge could enhance your 
prospects. If you have a wide-ranging interest in human sciences and want to 
learn more about global health issues and statistics, how the body works and the
 
scientific rationale for screening procedures and treatments, this series is for
 you. 

Titles in this series 

Water and Health in an Overcrowded World , edited by Tim Halliday and Basiro Dav
ey 
Pain , edited by Frederick Toates 
Alcohol and Human Health, edited by Lesley Smart 
Screening for Breast Cancer , edited by Elizabeth Parvin 
Chronic Obstructive Pulmonary Disease: A Forgotten Killer, edited by Carol Midgl
ey 
Trauma, Repair and Recovery, edited by James Phillips 
Visual Impairment:A Global View, edited by Heather McLannahan 



Water and Health in an 
Overcrowded World 

Edited by Tim Halliday and Basiro Davey 

1 



Published by Oxford University Press, Great Clarendon Street, Oxford OX2 6DP 
in association with The Open University, Walton Hall, Milton Keynes MK7 6AA. 

1 

Oxford University Press is a department of the University of Oxford. It furthers
 the University�s 
objective of excellence in research, scholarship, and education by publishing wo
rldwide in 

 Oxford New York 
Auckland Cape Town Dar es Salaam Hong Kong Karachi Kuala Lumpur Madrid Melbourne
 
Mexico City Nairobi New Delhi Shanghai Taipei Toronto 

 with offi ces in 
Argentina Austria Brazil Chile Czech Republic France Greece Guatemala Hungary 
Italy Japan Poland Portugal Singapore South Korea Switzerland 
Thailand Turkey Ukraine Vietnam 

Oxford is a registered trade mark of Oxford University Press in the UK and in ce
rtain 
other countries. 

Published in the United States by Oxford University Press Inc., New York 
First published 2007. Reprinted 2010 
Copyright © 2007 The Open University 
All rights reserved. No part of this publication may be reproduced, stored in a 
retrieval system, 
transmitted or utilised in any form or by any means, electronic, mechanical, pho
tocopying, recording 
or otherwise, without written permission from the publisher or a licence from th
e Copyright Licensing 
Agency Ltd. Details of such licences (for reprographic reproduction) may be obta
ined from the 
Copyright Licensing Agency Ltd, 
Saffron House, 6�10 Kirby Street, London EC1N 8TS; website http://www.cla.co.uk. 
Open University course materials may also be made available in electronic format
s for use by students 
of the University. All rights, including copyright and related rights and databa
se rights, in electronic 
course materials and their contents are owned by or licensed to The Open Univers
ity, 
or otherwise used by The Open University as permitted by applicable law. 
In using electronic course materials and their contents you agree that your use 
will be solely for the 
purposes of following an Open University course of study or otherwise as license
d by 
The Open University or its assigns. 
Except as permitted above you undertake not to copy, store in any medium (includ
ing electronic 
storage or use in a website), distribute, transmit or retransmit, broadcast, mod
ify or show in public 



such electronic materials in whole or in part without the prior written consent 
of 
The Open University or in accordance with the Copyright, Designs and Patents Act
 1988. 
Edited, and designed by The Open University. 
Typeset by SR Nova Pvt. Ltd, Bangalore India. 
Printed and bound in the United Kingdom by CPI, Glasgow. 
This book forms part of the Open University course SDK125 Introducing Health Sci
ences: A Case 
Study Approach . Details of this and other Open University courses can be obtain
ed from the Student 
Registration and Enquiry Service, The Open University, PO Box 197, Milton Keynes
 MK7 6BJ, 
United Kingdom: 
tel. +44 (0)870 333 4340, email general-enquiries@open.ac.uk. 
http://www.open.ac.uk 
British Library Cataloguing in Publication Data available on request 
Library of Congress Cataloging in Publication Data available on request 
ISBN 9780 1992 3730 2 
10 9 8 7 6 5 4 3 2 1 
1.2 



ABOUT THIS BOOK 

This book and the accompanying material on DVD present the first case study 
in a series of seven, under the collective title Introducing Health Sciences: A 
Case Study Approach. Together they form an Open University (OU) course 
for students beginning the first year of an undergraduate programme in Health 
Sciences. Each case study has also been designed to �stand alone� for readers 
studying it in isolation from the rest of the course, either as part of an educa
tional 
programme at another institution, or for general interest and self-directed stud
y. 

Water and Health in an Overcrowded World is a multidisciplinary introduction 
to a topic of global importance for public health. This case study is for anyone
 
seeking a scientific understanding of human health and the impact on health of 
the environments in which people live, particularly their access to clean, safe 
drinking water. In such a wide-ranging subject area, we have had to be selective
, 
but we have included aspects of the biology, chemistry, psychology and 
epidemiology of the topic, as indicated in the contents list at the start of the
 book. 
No previous experience of studying science has been assumed and new concepts 
and specialist terminology are explained with examples and illustrations. There 
is some mathematical content; the emphasis is mainly on interpreting data in 
tables and graphs, but the text also introduces you step-by-step to some ways of
 
performing calculations that are commonly used in science. 

To help you plan your study of this material, we have included a number of 
�icons� in the margin to indicate different types of activity which have been 
included to help you develop and practise particular skills. This icon 
indicates when to undertake an activity on the accompanying DVD. You will 
need to �run� the DVD programs on your computer because they are interactive, 
and this function doesn�t operate on a domestic DVD-player. The DVD presents 
three guided activities: the first explains how bacteria evolve resistance to 
common antibiotics; the second introduces the chemistry of the water molecule 
and some of the contaminants of drinking water, and the third examines chemical 
compounds released into the environment that affect health because they 
resemble the female hormone, oestrogen. 

Activities involving pencil-and-paper exercises are indicated by this icon 

, 
and if you need a calculator you will see 

. Some additional activities for 

Open University students only are described in a Companion text, which is not 
available outside the OU course. These are indicated by this icon

 in the 
margin. Some activities involve using the internet and are marked by this icon .
 
References to activities for OU students are given in the margins of the book an
d 
should not interrupt your concentration if you are not studying it as part of an
 OU 
course. 



At various points in the book, you will find �boxed� material of two types: 
Explanation Boxes and Enrichment Boxes. The Explanation Boxes contain 
basic concepts explained in the kind of detail that someone who is completely 
new to the health sciences is likely to want. The Enrichment Boxes contain 
extension material, included for added interest, particularly if you already hav
e 
some knowledge of basic science. If you are studying this book as part of an 



OU course, you should note that the Explanation Boxes contain material that is 
essential to your learning and which therefore may be assessed. However, the 
content of the Enrichment Boxes will not be tested in the course assessments. 

The authors� intention is to bring you into the subject, develop confidence 
through activities and guidance, and provide a stepping stone into further study
. 
The most important terms appear in bold font in the text at the point where they
 
are fi rst defined, and these terms are also in bold in the index at the end of 
the 
book. Understanding of the meaning and uses of the bold terms is essential 

(i.e. assessable) if you are an OU student. 

Active engagement with the material throughout this book is encouraged by 
numerous �in text� questions, indicated by a diamond symbol (.), followed 
immediately by our suggested answers. It is good practice always to cover the 
answer and attempt your own response to the question before reading ours. At the
 
end of each chapter, there is a summary of the key points and a list of the main
 
learning outcomes, followed by self-assessment questions to enable you to test 
your own learning. The answers to these questions are at the back of the book. 
The great majority of the learning outcomes should be achievable by anyone 
who has studied this book and its DVD material; one or two learning outcomes 
for some chapters are only achievable by OU students who have completed the 
Companion activities, and these are clearly identified. 

Internet database (ROUTES) 

A large amount of valuable information is available via the internet. To help OU
 
students and other readers of books in this series to access good quality sites 
without having to search for hours, the OU has developed a collection of interne
t 
resources on a searchable database called ROUTES. All websites included in 
the database are selected by academic staff or subject-specialist librarians. Th
e 
content of each website is evaluated to ensure that it is accurate, well present
ed 
and regularly updated. A description is included for each of the resources. 

The website address for ROUTES is: http://routes.open.ac.uk/ 

Entering the Open University course code �SDK125� in the search box 
will retrieve all the resources that have been recommended for this book. 
Alternatively if you want to search for any resources on a particular subject, t
ype 
in the words which best describe the subject you are interested in (for example,
 
�water supply�), or browse the alphabetical list of subjects. 
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CHAPTER 1 
LIVING IN THE HUMAN ZOO 

The modern human animal is no longer living in conditions natural for his 

species. Trapped, not by a zoo collector, but by his own brainy brilliance, 

he has set himself up in a huge, restless menagerie where he is in constant 

danger of cracking under the strain. 

(Desmond Morris, The Human Zoo , 1969) 

1.1 Introduction 

Health, illness, disability and death are matters of immense concern to every 
person, both as individuals and as members of families and societies. People 
rely on each other and on the provision of local resources to improve health, 
prevent disease and injury, and to treat sickness. Population health is also a m
ajor 
preoccupation of governments worldwide, who know that a nation�s wealth 
depends largely on the health of its workforce. On a global scale, international
 
agencies such as the United Nations (UN) and the World Health Organization 
(WHO) seek to document and redress inequalities in health between countries 
and between richer and poorer people within societies. 

This book takes a global perspective and considers aspects of human health that 
affect humanity as a whole. The emphasis, as the book�s title indicates, is on 
�water and health in an overcrowded world�. The first chapter sets contemporary 
patterns of mortality and illness in a historical context, seeking the origins o
f the 
present human condition in the biological and cultural evolution of the human 
species. It considers the costs and benefits of living in a rapidly urbanising 
environment, including the emergence of antibiotic-resistant bacteria. Chapter 2
 
introduces some striking health statistics and uses examples from different 
regions and countries to illustrate the inequalities in health referred to above
. 
Finally, Chapter 3 describes some of the major health issues associated with lac
k 
of access to clean water. The water molecule is explored as a chemical entity an
d 
as a vital natural resource, which is too often contaminated with pollutants fro
m 
human settlements and industrial processes. Interactive multimedia activities 
illustrate some of these aspects and can be found on the DVD associated with 
this book. 

1.2 The modern human environment 

1.2.1 The transition to agriculture 

At some time during 2006 or 2007 the expanding human population of the Earth 
reached a significant point; for the first time in human history, more people 
were living in cities and other urban environments than in the countryside. This
 
marks a new stage of a trend in human evolution which began about 12 000 years 



ago, when ancestral humans began to switch from a nomadic lifestyle and live 
in permanent settlements. Prior to this point, all humans had lived as huntergat
herers 
in groups of about 25 individuals (Lewin, 1999), roaming over large 



areas of land in search of plant and animal food, as some isolated peoples still
 do 
today ( Figure 1.1 ). 

The features of human anatomy and physiology (i.e. the structures of the human 
body and the ways in which they function) that exist today are very like those 
of our hunter-gatherer ancestors, but today�s environment is very different to 
the conditions in which our bodies evolved. In our ancestral environment, food 
was scarce and widely distributed. Humans were potential prey to predators 
such as lions, and shelter from extremes of weather would have been limited and 
temporary. The change to living in settled communities and permanent dwellings 
brought many benefits; it enabled humans to build fences to keep out predators 
and to adopt agriculture. This was the so-called �first agricultural revolution� 
when the growing of crops in prepared land began. About 10 000 years ago, 
settlers also began to domesticate animals to provide more reliable sources 
of food ( Figure 1.2 ). This change occurred in several places and at different 
times ( Figure 1.3 ) and is still occurring in some parts of the world ( Figure 
1.4, 
overleaf ). 

The transition from a nomadic lifestyle into rural settlements and the 
development of towns and cities is an inexorable �one-way� process all over the 
world. But the changed lifestyle has come at a price. Section 1.3 looks briefly 
at human anatomy and examines the idea that some of the health problems that 
afflict people today result from the fact that we live in environments that are 
very 
different from those in which we evolved. Section 1.4 summarises the costs and 
benefits of urban living. Next we turn to the process of urbanisation itself. 

� 

We will say more about the 
processes of evolutionary change 
later in the chapter. 

Figure 1.1 Yanomani Indians of the Venezuelan and Brazilian rainforests live 
by fishing, hunting and gathering plants, berries and nuts. This family are catc
hing 
shellfish from the Orinoco river. (Photo: Mark Edwards/Still Pictures) 



Figure 1.2 Settlements such as this in the West African state of Burkina Faso 
provide protection for people and their animals, but their close proximity carri
es 
The photograph shows a larits own health risks. (Photo: Jeremy Hartley/Panos Pic
tures) ge raised platform made from baked mud in a yard enclosed by mud-brick ho
uses. Several adults and children are standing close to the right-hand side of t
he platform, and some are leaning over it to attend to cooking pots and woven ba
skets stood on its surface. The ashes of cooking fi res are visible on the platf
orm. To the left stand three white cows, two with their heads bent over the plat
form sniffi ng the surface and possibly eating from it. 
Figure 1.3 Major centres of agricultural innovation. The domestication of animal
s and plants 
occurred at different times and in different places. From three major centres, a
 settled lifestyle 
based on agriculture spread around the world. The region labelled Meso America r
efers to an area 
in which a number of ancient civilisations (including the Aztec and Maya peoples
) converged 
This map of the world has Africa in the centre with the continents of North and 
South America to the west and Asia and Australia to the east. It shows the three
 major centres of agricultural innovation in red. 
The earliest area to evolve agriculture is in the centre of the map, and is know
n as the �Fertile Crescent�. It corresponding 
The area known as Meso-America is to the west of the map, covering most of the p
eninsula connecting North and South from around 9000 years ago. (Source: Lewin, 
1999, p. 216) to parts of modern day Egypt, Israel, Lebanon, Jordan, Syria, Iraq
, Turkey and Iran. About 10 000 years ago, this are began to produce wheat, barl
ey, einkorn (a relative of wheat) lentil, pea, goats sheep and cattle. 
America. About 9000 years ago, this area began to produce maize, squash, beans, 
cotton and gourds. 
The area identi fi ed as developing agriculture about 7000 years ago is to the e
ast of the map, in Central and Eastern China. Its agricultural innovations were 
rice millet, soybean, yam, taro (a kind of vegetable), peas and pigs. 



Figure 1.4 Peul village near Timbuktu, Mali, is a recent example of the transiti
on from a nomadic to a settled 
lifestyle, following droughts in Mali in 1973�1975 and 1983�1985. The dark brown are
as bordered by hedges 
contain livestock or crops. The darkest soil is due to animal faeces, which fert
ilise the soil for the growing of crops. 
(Photo: Arthus-Bertrand)

This aerial photo looks down on plots of cultivated land and animal pens, each b
ordered by mud walls and fences, which clustertogether in the centre of the vill
age and appear dark brown.The surrounding land is pale brown and no vegetation i
s visible.Around 20 smaller, circular fences or walls, each surrounding up to th
ree houses, are dotted around the perimeter of the fertil e plots in the middle 
of the picture. 

1.2.2 Urbanisation 

The urban environment is the furthest removed from that of our ancestral past, 
and the quotation at the beginning of this chapter from Desmond Morris�s 
influential book claims that it is akin to living in a human zoo ( Figure 1.5 ).
 When 
you visit a zoo, you see animals living in an environment that is very different
 
from the natural habitat in which they evolved. They live in a very limited spac
e, 
protected from natural enemies; they don�t have to forage or hunt for their food, 
and many are forced to live in social groups that are very different from those 
in 
which they live in nature. Most animals in zoos live longer than their wild 
counterparts; elephants are a rare exception. Most, however, require frequent 
attention from keepers and vets and they may show severe behavioural disorders. 
Many animals, for example big cats and polar bears, show prolonged repetitive 
behaviour, called stereotypy, in which they pace up and down along a rigidly 
fi xed path. 



The life expectancy or longevity (lon-jev-itee) of humans has 
increased by 30 to 40 years since the great majority gave up a 
nomadic existence. In this respect, agriculture and urbanisation 
(the movement of people into towns and cities built on land that 
was once fields, forests or wilderness) has improved the quality 
of human life, just as living in a zoo enables many animals to 
live longer. It does not follow, however, that modern humans 
enjoy better health than our hunter-gathering ancestors, whether 
they live in managed agricultural landscapes ( Figure 1.6 ) or in 
towns and cities. 

1.2.3 The population explosion 

At the time of the first agricultural revolution (from about 
10 000 years ago), the global human population began to 
increase, a process that has continued ever since and which has 
rapidly gathered pace in the last 200 years. Population growth 
may have hastened the transition from hunter-gathering by 
increasing the competition for food; perhaps nomadic livelihoods 
were no longer �cost-effective� as food-for-free became scarce. 
Note that drought, which would have reduced natural food 
supplies, seems to have triggered the Peul people to withdraw 
into settlements ( Figure 1.4 ). 

There is no doubt that the agricultural way of life also led to 
such an improvement in the food supply that the population was 
able to increase, but there are alternative views on how this was 
brought about. The most obvious explanation is that it led to an 
increase in the fertility rate (i.e. the number of babies born per 
1000 women of childbearing age). 

Figure 1.5 Commuters wait for a train during 
the morning rush hour, Farringdon Station, 
England. Humans now live in an environment 
that is very different from the habitat in which 
they evolved. (Photo: Phillip Wolmuth/Panos 
Pictures)

The photo shows hundreds of people crowded onto a station platform to the left o
f the picture, with the empty railway tracks t

o the right. 

Figure 1.6 Rice fields in Bangladesh. (Photo: Shoeb Faruquie/DRIK)

 
The rice fields in this photo are laid out in lar

g

e rectangles, bordered by low mud banks. Green rice plants are visible in most f
ields, but two in the foreground are partly fl ooded. People can be seen working
 in the distance, and in the foreground a man is ploughing afl ooded field with 
a simple wooden plough drawn by two brown oxen. 



�� 
. Can you suggest some reasons why? (There is more than one.) 

�� 
. A more secure and plentiful food supply would have increased the health of 
women and improved their likelihood of giving birth to more babies with 
better survival chances. You may also know that the onset of menstrual 
periods is delayed in underweight girls, so better nutrition would have made 
them fertile at an earlier age. 

There are two other reasons that are trickier to discern. The availability of ce
reals 
stored through the winter enabled the earlier weaning of babies; breast feeding 
reduces fertility, so weaning babies at an earlier age increases the chance of 
becoming pregnant again sooner. Also stored food represents a form of wealth 
and evidence of �marriageability�; it is likely that in times of plenty, the rate 
of marriage (or its equivalent) went up and the age at which people married 
went down, so they had more children during their lifetime. A larger number of 
surviving children in one generation means more adults to produce an even larger
 
number in the next. 

However, a rising birth rate does not equate with a healthier population overall
. 
The fossil remains of early agricultural people indicate that they were, on 
average, shorter by about 10 centimetres (cm) and about 7 kilograms (kg) lighter
 
than their hunter-gatherer ancestors. Remains of their bones show that they were
 
susceptible to skeletal diseases, such as rickets (�bowed� long bones in the legs) 
and osteoporosis (a condition that makes bones brittle), which in younger people
 
are signs of malnutrition (Dunbar, 1991). Agriculture is not a wholly reliable 
way of producing food, being subject to the vagaries of the climate; drought and
 
flooding lead to crop failure and the death of livestock. 

�� 
. What other adverse effects on health would have resulted from living in 
communities such as those pictured in Figures 1.2 and 1.4? 

�� 
. The close proximity between humans and their domesticated animals, and the 
piling up of excrement and other waste in settled areas, led to a huge rise in 
infectious disease. 

Thus, the agricultural revolution appears to have led to a deterioration in huma
n 
health, paradoxically at the same time as an increased birth rate. The global 
population grew because the increase in births outnumbered the increase in 
deaths. In the 19th and early 20th centuries, gradual improvements in human 
habitation, water supply, sanitation and health care increased the survival of 
people in many parts of the world, and the population �explosion� took off 
( Figure 1.7 ). 

One consequence of the diversity in modern human environments (some of 
which are illustrated in the photographs in this chapter) is that people living 
different lives face different health problems, and there are wide variations 
in their risk of developing the diseases and disabilities that are present in al



l 
populations (as Chapter 2 describes). But first, consider the impact of agricult
ure 
and urbanisation on the global environment. 



Figure 1.7 Expansion of the human population of the world from 40 000 BC to AD 2
025. The diameter of each ring 
The concentric rings on this diagram are labelled with the approximate number of
 people on Earth to the left of each ring and 
corresponds to the estimated population number at that date. (Source: data deriv
ed from McEvedy and Jones, 1978)the date to the right. 
Starting at the base of the diagram, the global population in 40 000 BC was just
 2 million, represented by a narrow line, whic h begins to expand into a narrow 
ring by about 7000 BC, when the population reached 4 million. 
By 500 BC it was 100 million; thereafter the width of the rings increases very s
lowly for an extended period, so that by AD 1000 the population was still only 2
65 million. 
The rings begin to increase in width slightly more quickly until AD 1700, when t
he world�s population reached 610 million. 
The growth then accelerates and the rings expand to represent a population of 72
0 million in AD 1750, 900 million in AD 1800, 1200 million (i.e. 1 billion 200 t
housand) in AD 1850 and 1625 million in AD 1900. 
The century from 1900 to the year 2000 shows a dramatically faster rate of popul
ation growth, represented by rings of rapidly increasing diameter . In AD 1950, 
the world�spopulation was 2500 million; by 1970 it had grown to 3698 million; by 1
990 it was5200 million; and it passed 6 billion in the year 2000. 
The top ring in the diagram represents the estimated population of 7824 million 
in the year 2025. 



1.2.4 The human impact on planet Earth 

No discussion of the nature of the environment in which humans live today can 
ignore the fact that planet Earth is facing an unprecedented environmental crisi
s. 
We have space here for just a brief summary of the major components: 

1 Humans are destroying the Earth�s natural resources. The world�s coal, oil 
and natural gas supplies are being used up and its forests and wilderness 
areas are being destroyed. There is a chronic shortage of clean freshwater in 
many parts of the world. 

2 The number of animal and plant species becoming extinct over recent 
decades is between 1000 and 10 000 times greater than scientists predict 
would be occurring naturally (Pimm et al., 1995). Box 1.1 gives an 
example. 

3 Humans generate an enormous number of toxic (poisonous) substances, 
which are released into the environment. Major sources are smoke 
containing carbon dioxide and other gases from power plants, factories, 
vehicles and aircraft; the pesticides, herbicides and fertilisers used in 
intensive agriculture; and other chemical pollutants from industrial 
processes. 

4 The spread of infectious, disease-causing organisms around the world 

(e.g. cholera) and the emergence of new ones (e.g. HIV/AIDS). 

The impact of all the above factors is amplified by the continuing expansion 
of the human population ( Figure 1.7 ). You will look more closely at factors 1,
 
3 and 4 in Chapter 3 of this book, which discusses the effects on human health 
of deteriorating water quality worldwide. In the past, environmental change was 
seen as a localised phenomenon; the world could be separated into areas where 
people lived, areas of agriculture and protected areas where wildlife could be 
conserved. Climate change alters all that. A majority of scientists now recognis
es 
that, for example, driving a large, �gas-guzzling� car does not simply pollute the 
air in its immediate neighbourhood, but also contributes to global changes in th
e 
weather. The realisation that the natural environment is being affected on a glo
bal 
scale has forced a fundamental change in the way the natural world is viewed. 

Box 1.1 (Enrichment) The global decline among the world�s amphibians 

A major effort is being made to determine the conservation status of the 
world�s amphibians (frogs, toads, newts and salamanders) (AmphibiaWeb, 
2007; Global Amphibian Assessment, 2007). By September 2006, a total of 
6084 species had been described and named (this figure increases by one or 
two species each week). Of these, 165 were thought to have become extinct 
in the previous 25 years. Some of these extinctions occurred in supposedly 
protected areas, such as national parks. Forty-three per cent of species were 
in decline and 1896 species (32%) were categorised as being threatened 
with extinction. The causes of amphibian declines are complex; most reflect 
a degradation in the Earth�s freshwater habitats. 



Figure 1.8 The ozone hole over the Antarctic, photographed on 
(a) 24 September 1980, and (b) on 8 October 2006 from a NASA satellite. In 2006,
 
the hole covers the whole of Antarctica and extends to the tip of South America.
 
Purple and black show where the ozone layer is thinnest, red where it is thickes
t. 
(Photo: Ozone Processing Team at NASA�s Goddard Space Flight Center) 
Natural habitats and their animal and plant inhabitants can no longer be 
conserved simply by creating national parks, nature reserves and �green belts�, 
because climate change and pollution affect them too. The most obvious 
symptom of the environmental crisis is a loss of biodiversity of plants and 
animals at a rate that is currently greater than at any time in the Earth�s histor
y. 
�Biodiversity� is a word that has no single standard definition; it refers to both 
the number of species in a locality, region or the whole planet, and the number 
in 
the population of each species. The rapid decline in biodiversity is occurring n
ot 
only in areas directly destroyed by human development, but also in supposedly 
protected areas. Putting a fence around biodiversity is not protecting it. So wh
at? 
Why does it matter if tigers, or gorillas, or orchids, disappear? 

It matters because habitat destruction and pollution have not only local, but 
global effects, partly through climate change. This is of great relevance to the
 
study of human sciences because global climate change has a major impact 
on human health. For example, the thinning of the ozone layer in the Earth�s 
atmosphere ( Figure 1.8 ) that protects the Earth from ultraviolet radiation has
 
caused a dramatic rise in the incidence of skin cancer in many parts of the worl
d. 
In 2000, approximately 60 000 people died worldwide from excessive exposure 
to ultraviolet radiation (Lucas et al., 2006). Based on current trends, children
 
could be three times more likely than their grandparents to develop malignant 
melanoma, a cancer that arises from the pigmented cells in the skin (Cancer 
Research UK, 2007). As discussed in Chapter 3, water, a natural resource vital 
to human health, is being exploited and polluted on a global scale, with dire 
consequences for the Earth�s natural inhabitants and for its people. 

The causes of some declines and extinctions among animals and plants are very 
obvious; tigers, for example, are close to extinction because of destruction of 
their habitat and from hunting. For other organisms, however, including many of 
the amphibians described in Box 1.1, declines and extinctions are described as 
�enigmatic�, meaning that no obvious cause is apparent. A reason to be concerned 



about them is that they may be providing early warning of environmental changes 
that, if left unchecked, will threaten other forms of life, including people. Th
ey 
are like �canaries in a coal mine�. Coal miners used to take canaries with them 
into coal mines; more sensitive than humans to poisonous gases, they provided a 
living early-warning system. If the canary lost consciousness, the miners quickl
y 
evacuated the area. Population declines among the world�s amphibians may be an 
early warning of an environmental catastrophe to come (Halliday, 2000). 

Climate change is also having an immediate impact on human health. Over two 
weeks in the summer of 2003, as many as 45 000 people, mostly elderly, are 
thought to have died of over-heating in Europe; globally, the WHO estimates that
 
climate change costs 150 thousand lives annually (Patz et al., 2005). It is also
 
expected to have a variety of less direct effects on human health and well-being
. 

�� 
. Can you suggest some examples? 

�� 
. They include an increase in the frequency and severity of extreme weather 
events such as hurricanes and tidal waves, which kill, disable and displace 
many thousands and destroy homes, agricultural land and livelihoods; 
malnutrition and famine due to crop failures and the death of livestock 
caused by prolonged droughts in some regions and flooding in others; and the 
spread of infectious diseases in refugee camps, in malnourished populations 
and where flooding causes mass contamination of drinking water. 

Importantly, the health burden of these effects will not be shared equally acros
s 
the world (Epstein, 2005; Foley et al., 2005; Kalkstein and Smoyer, 1993; 
Schiermeier, 2005). 

Climate change represents one of the greatest environmental and health 
equity challenges of our times; wealthy energy consuming nations are most 
responsible for global warming, yet poor countries are most at risk. 

(Patz and Kovats, 2002) 

Demonstrating that �poor countries� � and indeed disadvantaged people 
everywhere � are most at risk requires the comparison of health data from 
different countries. But this is not a straightforward matter, and we must make 
a 
brief diversion to explain why. 

1.2.5 Classifying countries 

Throughout this book (and others in this series) you will often see countries 
referred to as either �developed� or �developing�, grouping all the nations of 
the world into these two broad categories. These terms are in widespread use in 
speeches and publications by the UN, the WHO, and governments, charities and 
voluntary organisations all over the world. Classifying countries in this way he
lps 
to illuminate the sharply differing health experiences of richer and poorer nati
ons, 
but it also creates several problems. 



There is no dispute about the general features of so-called developed countries:
 
they provide universal education for their children; their populations have high
 
rates of literacy; they have comprehensive high-technology health services 
(Figure 1.9); and they meet certain other development indicators, such as 
100% access to safe drinking water and sanitation. Their economies grew rapidly 



in the early 20th century as a result of industrialisation, and they 
include all the richest nations on Earth. 

 However, there is considerable variation between international 
agencies about whichcountries are included in the �developed� 
category. The World Bank uses a system based solely on the 
annual income generated per capita (per �head� of population). 
If it exceeds an arbitrary threshold (revised each year), then a 
country is considered to be �developed�. In 2003 the threshold 
for developed economies was just over US$ 10 000 per person. 
(The World Bank expresses each nation�s wealth in US dollars 
(US$) so that comparisons can be made between countries.) 

 The United Nations uses a different system that includes income, 
but emphasises other development indicators such as health 
and participation rates in education. In 2003 the UN included 
27 countries in its �developed economy� classifi cation: all of 
Western Europe and North America, Australia and Japan, the 

countries shown in cream in Figure 1.10 . The UN excluded the 

former communist countries of Eastern Europe and put them 
into a separate category called �transitional economies� (purple 
in Figure 1.10 ), a decision based on political history rather than on wealth or
 
development. However, most of the health data identifi ed as from developed 

Figure 1.9 Health scientists in a hospitalpathology laboratory in England. 
(Photo: Mike Levers/Open University) The photo shows two women in white coats se
ated at a laboratory bench and looking down the eyepieces of a microscope. The b
ench has another microscope, a computer,glass beakers and other apparatus. 

Figure 1.10 The United Nations groups countries into four categories. In 2003 th
ey classifi ed 27 as �developed 
economies� (cream), 27 �transitional economies� (purple), 88 �developing economies� (orang
e), and 50 �least 
developed countries� (green). (Source: United Nations, 2003)

This map of the world has Africa in the centre with the continents of North and 
South America to the west and Asia and Australia to the east.

The key to the classi

fi

cation and colours used in the map are given in the caption and the accompanying
 text.

 



countries that you will see in this book (including those from the WHO) come 
from combining the UN�s developed and transitional economies. Just to confuse 
matters the WHO sometimes uses the narrower UN �developed economy� 
classification, and we will take care to point out when this happens. 

The remaining countries shown in Figure 1.10 are only partly industrialised and 
their national wealth is below that of the developed economies. They rely to a 
much greater degree on agriculture, small industrial businesses and low-paid 
unskilled or low-skilled labour. Major indicators of development, such as litera
cy 
and provision of clean water vary hugely between these countries, yet they are 
generally grouped together as developing countries in most sources of health 
data. However, you may encounter UN data which distinguishes those that are 
undergoing rapid economic development, the �developing economies� of South 
and Central America, South East Asia and some parts of Africa (orange in 
Figure 1.10), and the �least developed countries� (or LDCs; green in Figure 1.10), 
which include Afghanistan, Bangladesh and most of sub-Saharan Africa. 
In 2003, the national wealth of the LDCs was less than US$ 800 per capita, 
which translates into an average of just over US$ 2 per person per day. 

To give you some idea of the health impact on people living in countries with 
such widely divergent development status, the average life expectancy in 2002 
in Sierra Leone (an LDC) was just 34 years; in the United Kingdom it was 78. 
(We will discuss life expectancy further in Section 1.4.1.) However, beware 
of assuming that there is a neat correspondence between national wealth and 
longevity; also in 2002, life expectancy in Bangladesh (another LDC) was 
61 years. You will explore some of the reasons for such striking disparities lat
er 
in this chapter. 

So, to sum up, many (but not all) sources of international health data combine t
he 
UN�s developed and transitional economies under the label developed countries, 
and they combine the UN�s developing economies and least developed countries 
under the label developing countries. However, any classification that groups al
l the 
countries of the world into two (or even the UN�s four) categories may hide more 
than it reveals about the factors that shape the health of different populations
. 

�� 
. Can you suggest why? 

�� 
. There must be significant health differences between countries in the same 

category, but these could be disguised by lumping together the health data 

from all �developed� and all �developing� countries. 

For example, China, India and Zimbabwe were all classified as �developing 
economies� by the UN in 2003. But China and India have rapid economic growth 
and their life expectancy and child health indicators are improving, whereas the
 
Zimbabwean economy is in steep decline, along with the health of its people. 

A further problem is that there is a wide range of health experience within ever
y 
country. To refer to a country as �developed� or �developing� disguises the fact 



that there are rich and poor in every population. Individual social and economic
 
circumstances are a stronger influence on a person�s health than their country�s 
classification. For example, comparisons of the infant mortality rate or IMR of 
different populations reveals striking inequalities within some countries. 



The IMR is an internationally recognised health indicator and 
refers to the number of babies in every 1000 live births who die 
in their first year of life. In South Africa (one of the UN�s 
�developing economies�), the IMR for white babies in 2002 was 
around 7 infant deaths per 1000 live births; for black babies it was 
close to 50 per 1000. This has a major influence on average life 
expectancy ( Figure 1.11 ). You should be aware of issues like 
these when you study the health data presented later in this book. 

1.2.6 Megacities 

We can now return to the theme of the �human zoo� and its 
effects on health. In 1975, there were four cities in the world 
with a population exceeding ten million people: Tokyo, 
New York, Shanghai and Mexico City. In 2003, there were 
20 as shown in the bar chart in Figure 1.12 . (If you are 
unfamiliar with �reading� bar charts, see Box 1.2.) 

Figure 1.11 The average life expectancy of 
these South African children is estimated to be 
at least 20 years less than that of their white 
counterparts. (Photo: Jeroen Daniel Kraan 
(Holland)/Flickr Photo Sharing) 

Box 1.2 (Explanation) Reading a bar chart 

A bar chart is a simple way of presenting numerical data visually, so as to 
emphasise the relative size of different numbers. In the example below, the 
bars are stacked horizontally with the longest at the top and the shortest 
at the bottom, but bar charts can also be drawn with vertical bars (as in 
Figures 1.22 and 1.24 later in this book). In Figure 1.12, Tokyo has a 
population of 35 million, which is nearly twice that of Mexico City, with 

18.7 million, so the bar for Tokyo is nearly twice the length of the bar for 
Mexico City. 

Figure 1.12 Bar chart 
showing megacities with more 
than 10 million inhabitants in 
2003. (Source: Marshall, 2005, 
p. 313) 



 . Compare Figure 1.12 with Figure 1.10. How many of the 20 megacities in 
Figure 1.12 are outside the �developed economies� (cream) in Figure 1.10? 
What are the exceptions? 
. Sixteen of the megacities are not in the developed economies. The four 
exceptions are New York and Los Angeles in the USA, and Tokyo and 
Osaka-Kobe in Japan. 
Dhaka, in Bangladesh, is the fastest growing megacity and is in one of the 

world�s poorest countries. Jakarta in Indonesia is another rapidly growing 
megacity. It had a population of 12.3 million people in 2003; by 2015 this is 
expected to rise to 17.5 million. As in many large cities, air pollution is a ma
jor 
health hazard in Jakarta. Respiratory diseases account for 12.6% of deaths 
in Jakarta and there are over one million asthma attacks annually. Water and 
sanitation are also major problems. Only 60% of Jakarta�s population has access 
to a piped supply of water and even that is so polluted it has to be boiled befo
re 
consumption. Only 3% of sewage fi nds its way to a sewage plant; most goes into 
inadequate, leaking septic tanks or into open water, along with a huge amount of
 
domestic rubbish (Figure 1.13). As in many megacities, a large proportion of the
 
population lives in shanty towns, where health problems are particularly severe.
 
Conditions in Jakarta are mirrored in many of the world�s largest cities, which 
tend to have high levels of violence and traffi c-related injuries. In Manila, 
three out of every four people live in unauthorised housing in shanty towns. In 
Mexico City, air pollution contributes to 6400 deaths every year and 29% of 
children have unhealthy levels of lead in their blood (Marshall, 2005). You will
 
look further at the health problems due to pollution in large cities in Chapter 
3. 
The urban environment of today is very different from the conditions in which 
humans evolved and this has implications for human health, as you will see next.
 

� 

Respiratory disease is discussed in 
another book in this series Chronic 
Obstructive Pulmonary Disease: A 
Forgotten Killer (Midgley, 2008). 

� 

Traffic accidents and violence are 
discussed in another book in this 
series, Trauma, Repair and Recovery 
(Phillips, 2008). 

� 

If you are studying this 
book as part of an Open 
University course, now 
would be a good time to 



undertake Activity C1 in 
the Companion. 

 1.3 A very short history of human evolution 

Nothing in biology makes sense except in the light of evolution. 
(Theodosius Dobzhansky, 1973) 

 1.3.1 Biological evolution 

� 

A cubic centimetre (cm3) is the 
volume of a cube with sides each of 
1 centimetre. 

The word �evolution� simply means �change over time�. The motor car has 
evolved since it was first invented; cars are faster, more comfortable, more rel
iable 
and more fuel-efficient than their �ancestors� of many years ago. Car evolution 
is a result of technological change and is a very different process from biologi
cal 
evolution, which has resulted in living plants and animals being different from 
their ancestors, the nature of which is known from fossilised remains. 

Biologists often consider the evolution of specific features or �characteristics� of
 
plants or animals. A characteristic of great interest in the evolution of humans
 
is brain size, which has increased dramatically during human evolution. An 
ancestor of modern humans, Australopithecus africanus (see Box 1.3), lived in 
Africa 2.5 million years ago and had a brain volume of 400 cm3; modern humans 
have a brain volume of about 1360 cm3, an increase of 340% (Lewin, 1999). 
How has such a dramatic change occurred? 



Figure 1.13 

Kampung 
Kandang shanty 
town, Jakarta, 
Indonesia. A 
woman is washing 
her clothes in a 
bucket that will be 
emptied into the 
rubbish-strewn 
water below. 
(Source: Marshall, 
2005, p. 314) 

Box 1.3 (Explanation) How organisms are named in biology 

Australopithecus africanus provides an example of how organisms are 
named in biology. This naming system uses two Latin or Greek words, the 
first referring to a number of similar species, the second to one specific 
species. At least six species of Australopithecus have been described. 
Australopithecus robustus was a species with particularly large teeth. 
Species names are always printed in italics and are often abbreviated, as 
in A. africanus. 

A common error in discussions of biological evolution is to argue that a 
characteristic such as a large brain evolved because it is �good for the species�. 
While it may seem obvious that having a larger brain would make a species 
more intelligent, and therefore more successful, the process that drives biologi
cal 
evolution, natural selection, does not work that way. Natural selection is 
a process that arises inevitably if there are differences between individuals 
within a species (in other words, there is variation). As in modern humans, 
some individuals among human ancestors had larger brains, some smaller. If 
having a larger brain confers an advantage on an individual in terms of having 
an advantage over other members of the same species in the struggle to survive 
and reproduce, it will leave more offspring in the next generation than will 
individuals with smaller brains. A characteristic that gives an individual such 
an advantage is said to be adaptive. This will lead to evolutionary change over 
many generations, provided a crucial condition is met, namely that variation in 



brain size is determined, at least in part, by genes. A characteristic that does
 not 
have a genetic basis will not evolve through natural selection. For example, a 
person who, during their life, develops a particularly muscular physique will no
t 
pass that physique on to their children. 

Natural selection will thus bring about change in a characteristic, from one 
generation to the next, if three conditions exist: (i) the characteristic must s
how 
variation, (ii) such variation must have a genetic basis, (iii) such variation m
ust 
lead to variation in reproductive success (i.e. it must be adaptive). Condition 

(iii) will exist if there is competition between individuals for the environment
al 
resources required to survive and reproduce. This is generally true; in most 
species far more offspring are produced than can survive to reproduce. 

Biological evolution, brought about by natural selection, occurs by small change
s 
occurring from one generation to the next. There are no �great leaps forward� 
as there can be in technological evolution; a sudden, radical transition, like t
hat 
from propeller-driven to jet-powered aircraft, does not occur by natural selecti
on. 
Because biological evolution occurs in small steps, it is generally assumed to 
be a slow process; it took 2.5 million years for the human brain to treble in si
ze. 
The speed of biological evolution varies from one species to another and depends
 
on its generation time. Generation time is the average time interval between an 
individual�s birth and the birth of its children; in humans, the generation time i
s 
about 20 years. In many plants and animals, generation time is much shorter 
(a year in annual plants and many animals) and it follows that, in such species,
 the 
rate of evolution can be quite fast. As a result, there are many examples of pla
nts 
and animals that have undergone evolutionary change within recorded history. 
For example, several roadside plants have evolved the ability to withstand the 
effect of salt spread on roads in winter; the mosquitoes that carry malaria have
 
evolved resistance to many of the insecticides that have been used to control th
em. 

Of particular relevance to this book, the generation time of bacteria (and other
 
microscopic agents), including those that cause disease, is very short indeed. I
n 
some bacteria, generation time can be as short as 12 minutes; in others it can b
e a 
few days. The very short generation time of bacteria means that they can evolve 
very rapidly in comparison with slow-reproducing species such as humans. In 
one hour, a bacterial species can complete five generations; it takes humans 
100 years to do so. This means that the bacteria that live in our bodies are 
evolving in our lifetime, and are adapting to whatever defences our bodies make 
against them. Most importantly, bacteria can very rapidly evolve resistance to 
antibiotics, a topic that is discussed in detail later in this chapter (Activity



 1.1 
Antibiotics and bacterial growth). 

Figure 1.14 A black-faced 
vervet monkey (Cercopithecus 
aethiops) eating fruit in a tree. 
Like most other primates, vervet 
monkeys are arboreal and have 
hands that can manipulate small 
objects. (Tony Camacho/Science 
Photo Library) 

 
1.3.2 Human evolution 

Megacities and shanty towns are a very recent feature of human evolution but, 
in most aspects of their biology, their human inhabitants have not changed since
 
humans were hunter-gatherers living in the African savannah. This section looks,
 
very briefly, at the evolution of humans and draws attention to certain aspects 
of 
human biology that are a �legacy� of ancient human ancestry. 

Humans belong to a group of mammals called the primates ( Figure 1.14 ). 
Humans share a number of characteristics with other mammals, notably hair 
and feeding infants on breast milk. The primates, a group that includes humans, 



lemurs, monkeys and apes, have a large brain, well-developed eyes and hands 
that can grasp and manipulate objects. Most primates are arboreal (tree-dwelling
) 
and are confined to woodland and forest. Between 1.8 and 3.0 million years ago, 
global climate change led to a drier climate across Africa; much of the forest 
disappeared to be replaced by savannah grassland. Baboons, and the ancestors 
of humans, the hominids, adapted to this new habitat. They became adept at 
moving fast over an open landscape in which there were many predators. It is 
generally believed that early hominids, like present-day baboons, lived in tight
-knit, 
cohesive social groups that enhanced their ability to detect and defend themselv
es 
against predators and to locate dispersed sources of food. (Ideas about early hu
man 
evolution are essentially speculative. The evidence comes from a very limited 
number of fossilised bones and teeth and from comparisons with living animals, 
such as baboons, that live in a habitat similar to that of our human ancestors.)
 

Primates are essentially vegetarian, eating leaves and fruits, though many 
species occasionally kill and eat other animals. It is clear from the fossilised
 
teeth of early hominids that they were omnivorous, that is, eating both plant an
d 
animal food. Living in groups enabled them to hunt and eat animals much larger 
than themselves. It is likely that they also fed on animals killed by specialist
 
carnivores (meat-eaters) such as lions. 

At some point in their evolution (the date is disputed, but at least 500 000 yea
rs 
ago), hominids acquired the ability to control fires and so were able to cook th
eir 
food. This development is reflected in ancestral human teeth, and to some extent
 
in modern dental health. Eating raw foods, particularly abrasive leaves, coarse 
roots and nuts, requires a lot of chewing and the fossilised teeth of early homi
nids 
and present-day hunter-gatherers are notably scoured and worn down. They show 
little evidence of tooth decay, however. 

Figure 1.15 Grinding tools at Little Petra, 
Jordan, where agriculture was well established 
8000 years ago. Grain was ground in the 
hollowed-out bowls by a person pushing and 
pulling a hard rounded stone backwards and 
forwards. (Photo: Caroline Pond)

The photo shows four irregular rocks which have been hollowed-out to form shallo
w basins, which now hold rainwater; two smooth

grinding stones are also visible. 

�� 
. What effect on dental health do you think occurred when settled agricultural 
communities replaced the nomadic way of life? (Figure 1.15 contains a clue.) 

�� 



. The ability to grind and cook cereal crops and vegetables rendered them soft 

enough to eat, but these foods are rich in sticky carbohydrates which form a 

coating on the teeth. (Modern diets in developed countries 

also contain large quantities of refined sugars.) Bacteria in the 

mouth thrive in this habitat and attack the enamel surface of 

the teeth, causing gum disease and tooth decay. 

Unlike baboons, humans evolved an upright posture called 
bipedality (bye-peed-al-itee), walking and running on their hind 
legs. Bipedal posture has many advantages; it enables humans 
to see further and it frees the arms for carrying and manipulating 
objects. It involved many changes in the skeleton in comparison 
with the modern apes, the closest relatives of humans 
(Figure 1.16, overleaf). But being upright puts great strain on the 
hip joints and the high frequency of hip problems in elderly people 
may be a legacy of the evolution of bipedality. Despite four 
million years of walking upright, humans today have a backbone 
that, under the strain of carrying the full weight of the trunk and 
head, is prone to injury. The human backbone is a compromise 
between strength and flexibility, between a structure that will carry 



weight in all circumstances and one that allows a person to run, or throw a spea
r. 
In the contemporary industrialised world, more working days are lost through bac
k 
pain and back injury than from any other cause (Dunbar and Barrett, 2000). 

To run fast on two legs requires a more compact pelvis than running on four 
legs. Modern women have a wider pelvis than men, which contributes to the fact 
that they cannot run quite as fast. A feature of hominid evolution is an enormou
s 
increase in the size of the brain compared with ancestral primates, which is why
 
human babies need a wide birth canal and women have a broad pelvis. Most 
primates give birth when the infant�s brain has developed to its full size, but hu
man 
babies are born long before this. If a baby stayed in the womb until its brain r
eached 
adult size, pregnancy would last 21 months (Dunbar, 2004) and the adult female 
pelvis would have to be so wide that speed and mobility would be greatly reduced
. 

Figure 1.16 Ape and human anatomy compared. (a) The evolution of bipedality in h
umans involved a number 
of changes in the skeleton. (b) All apes can stand upright, but even these bonob
o chimpanzees (Pan paniscus), 
whose erect posture is closest to that of humans, cannot walk far on two legs. (
Source: Lewin, 1999, p. 81; 
(b) Photo: Dr Franz B. M. De Waal)(a)The diagram shows the skeletons of an ape a
nd a modern human, both facing to the right and in their normal walking postures
The ape skeleton is not labelled; the human skeleton is labelled to highlight re
gions of contrast with the ape skeleton. Readi. The ape skeleton is on �all fours�, 
its weight partly resting on the knuckles of its hands; the human is standing up
right on two legs. 
ng from top to bottom, the labels point to: lar g
e bulbous skull; head held vertically; shortened forelimb; hand with enlarged th
umb, enhanced fingertip sensitivity; short wide pelvis; head of femur angled and
 straightened; increased hind limb length. 
The photo of bonobo chimpanzees shows them standing upright, but their knees are
 slightly bent and their big toes are spre ad widely apart from the other toes t
o enable them to maintain their balance on two legs. �� 
. What effect would this have had on the survival of the human species? 

�� 
. There would have been lower survival rates among ancestral females because 
they would have been less able to escape from predators, and this in turn 
would have led to fewer births among females with longer pregnancies. 

So the modern human pelvis represents a compromise between two opposing 
pressures: the need for speed and the need to give birth. This is an example 



of what is known as an evolutionary-trade-off: evolution cannot produce a 
perfectly adapted human body because �trade-offs� have to be made between 
competing demands. 

There has also been a trade-off in infant development. Babies are safer in the 
womb than in the outside world, favouring a long pregnancy, but a large brain 
requires an early birth, or a very wide pelvis. By comparison with animals like 
baboons, whose babies can run around very soon after birth, human babies are 
totally dependent on parental care for many months after birth. These trade-offs
 
may also account for the fact that childbirth appears to be more painful in huma
ns 
than in other primates. It may also contribute to the high mortality around birt
h, 
in both infant and mother, which occurred until very recently in developed 
countries, and remains so in many developing countries. Of course, other factors
 
are involved, for example the availability of trained birth-care attendants, but
 our 
descent from hominids who had to �run for their lives� should not be discounted. 

1.4 Costs and benefits of life in developed countries 

These are strange times, when we are healthier than ever but more anxious 

about our health. 

(Professor Roy Porter, medical historian, 1997) 

Accurate statistics on the causes of death, disease and disability do not go bac
k 
very far into human history, but it is clear that nowadays most people die for v
ery 
different reasons than they did in the not-so-distant past. Some causes of injur
ies 
and death have been almost completely eliminated in developed countries, such 
as attack by predators, which still claim thousands of lives in rural areas of t
he 
developing world. Other hazards have been introduced, notably traffi c accidents
, 
which kill or permanently disable over 5 million people worldwide every year. 

1.4.1 Increasing life expectancy 

Changes in human health over time are often represented by a proxy measure 
(a readily measurable statistic that �stands in� for something more complex), for 
example, the infant mortality rate (or IMR; Section 1.2.4). Another commonly use
d 
proxy measure is life expectancy (also known as longevity), which is an estimate
 of 
the average length of life from birth to death of everyone in a particular popul
ation. 
Life expectancy has been rising everywhere since the mid-19th century, except in
 
countries badly affected by HIV/AIDS, where it has been falling since around 199
0, 
and among Russian men, where alcohol poisoning is a growing cause of death. 

A typical woman in the UK in 2004 could expect to live to 81 years, an average 



of 6 years more than her counterpart in 1970, and 32 years longer than British 
women in 1901 (UK National Statistics, 2007), and double her life expectancy in 
1837 (Porter, 1997). Much of the improvement in longevity worldwide is 
due to a substantial reduction in mortality among children under 1 year of age 
(infant mortality), which in the UK in 2000 was down to 5 deaths in every 
1000 live births. Maternal mortality associated with childbirth has also decline
d. 
In some 19th-century maternity hospitals in England, between 9 and 10% of 
women entering died; in 1930, an English woman had a 1 in 250 chance of not 
surviving labour (Porter, 1997); by 2000, the risk of dying during childbirth wa
s 
down to 13 deaths per 100 000 births (UN Millennium Development Goals, 2005). 

� 

Another book in this series (Phillips, 
2008) deals with traffi c-related 
accidents in more detail. 

� 

The impact of alcohol poisoning in 
Russia is discussed in another book 
in this series, Alcohol and Human 
Health (Smart, 2007). 



While the reliability of statistical data falls rapidly the further back one goe
s in 
time, and there are limitations in the data-collection systems of even the riche
st 
countries, it is possible to find comparable data that shed light on the relativ
e 
health of different populations. For example, Figure 1.17 shows the estimated li
fe 
expectancy in the 30 countries belonging to the OECD in 1960 and 2002/2003.

 The Organisation of Economic 
Cooperation and Development 
(OECD) is a confederation of 
30 countries, committed to 
�democratic government and market 
economics�, which publishes reports 
and statistics on a range of economic 
and social issues, including health, 
science and innovation. �� 
. In 2002/2003, which of the OECD countries in Figure 1.17 had the longest, 
and which the shortest, life expectancy?
�� 
. Of these countries, Japan had the longest, at 81.8 years; Turkey had the 
shortest, at 68.7 years.

�� 
. What was the general direction of change in life expectancy across all the 
countries in Figure 1.17 between 1960 and 2002/2003? 

�� 
. It increased in every country, and the OECD average rose from 68.5 years in 
1960 to 77.8 years in 2002/2003, an increase of 9.3 years. Note that countries 
with the shortest life expectancy in 1960 (e.g. Korea, Mexico, Turkey) 
increased by the largest amount. 

Figure 1.17 Bar chart showing the average life expectancy in 30 OECD countries, 
in 1960 
and 2002/2003 (both sexes combined). The bars labelled �OECD average� show life expe
ctancy 
averaged across all 30 countries. (Source: OECD, 2005, p. 19)In this bar chart, 
the bars are stacked horizontally with the largest at the top and the shortest a
t the bottom. There are two bars for each country and their names are listed to 
the left of the chart; the purple bar represents the life expectancy in years fo
r the population of that country in 1960, and the orange bar shows how much it h
ad changed by 2002 or 2003. 
The horizontal axis gives life expectancy from 40 to 100 years in ten-year inter
vals. 
The most important features of the diagram are given in the accompanying text. A
n additional feature of interest is that in 19 60, life expectancy was below 70 
years in 14 of these 30 countries, including several developed economies such as
 Japan, Spain,Italy, Austria, Finland, Germany and the USA, as well as in the si
x developing economies at the base of the bar chart (Czech Republic, Mexico, Pol
and, Slovak Republic, Hungary andT urkey). 
By 2002/3, only Turkey had a life expectancy below 70 years. 



These data show that, at least in OECD countries, life expectancy has increased 
substantially over a short period of recent human history. They also show that 
there are very considerable differences in life expectancy between even this 
relatively high-income group of countries. The differences are much greater 
between the richest and poorest countries in the world. To investigate why this 
is, 
an obvious first step is to see how data on life expectancy are related, across 
the 
30 countries, to some measure of their prosperity. Figure 1.18 is a scatter plot
 
showing such an analysis, using a measure of the amount of money spent in each 
country on providing health services. If you are unfamiliar with �reading� scatter 
plots, study Box 1.4 and Figure 1.18 . 

Box 1.4 (Explanation) Interpreting a scatter plot 

A scatter plot is a way of showing whether two numerical variables are 
related (in Figure 1.18 they are �health spending per capita� and �life 
expectancy�). They are called �variables� because they can each have a 
range of possible values. Each data point on this scatter plot represents a 
particular country; for example, Turkey (TUR) spent about US$ 500 per 
capita on health in 2003, and its people had an average life expectancy of 

68.7 years. The pattern in the data points shows whether or not there is an 
association between the two variables. If you now look at the spread of 
data points in Figure 1.18, you can see that they are roughly arranged in an 
arc that slopes upwards from left to right. The curved line in Figure 1.18 
is determined by a mathematical procedure that need not concern you; it 
shows the �line of best fit� through the 30 data points. 

 Figure 1.18 Scatter plot showing average life expectancy in 2003 in OECD countr
ies in relation to health 
expenditure per capita in US dollars (converted to �purchasing power parities� or PP
P, a measure that takes into 
account differences in how much a dollar can purchase in each country). (Source:
 OECD, 2005, p. 19)

, and these codes and their country names are listed to the right of the diagram
. 

3 and health spending per capita in the countries named in the text are: 
GBR, Great Britain: 76 years and US$ 2200 
HUN, Hungary: 72 years and US$ 1TUR,

T u

rkey: 68 years and US$ 500 
MEX, Mexico: 75 years and US$ 600

POL, Poland: 74 years and US$ 750 
SVK, Slovak Republic: 73 years and US$ 800 
ISL, Iceland: 82 years and US$ 3100 
CHE, Switzerland: 81 years and US$ 3750 
NOR, Norway: 79 years and US$ 3775 
USA, United States: 77 years and US$ 5500 



Note in Figure 1.18 that the point for Great Britain (GBR is the international 
standard abbreviation for the whole United Kingdom, i.e. England, Wales, 
Scotland and Northern Ireland) is on the line. This means that life expectancy i
n 
Great Britain is exactly what you would expect, on average, for a country with 
Britain�s level of health spending, based on the overall pattern across these 30 
countries. Notice that countries falling well above the �best fit� line, such as Jap
an 
(JPN) and Spain (ESP), have better than average life expectancy than you would 
expect from their health expenditure. 

�� 
. What is the relationship between life expectancy and health spending in 
countries that fall below the line, such as the USA and Hungary (HUN)? 

�� 
. Life expectancy in these countries is lower than average, relative to the 
amount they spend on their health services. 

�� 
. Do the data presented in Figure 1.18 suggest that spending on health is 
positively associated with life expectancy (i.e. when one is high, so is the 
other)? 

�� 
. Yes, they do. There is a lot of scatter in the data but, in general, countries
 
such as Mexico (MEX), Poland (POL) and the Slovak Republic (SVK), 
which had relatively low health spending in 2003, also had lower than 
average life expectancy for an OECD country; those with high spending, 
such as Iceland (ISL), Switzerland (CHE) and Norway (NOR) also had 
higher than average life expectancy. 

However, there are many exceptions to the general pattern shown in 
Figure 1.18; for example, health spending per capita in Japan was less than 
half that in the USA in 2003, yet Japan had the higher life expectancy by 
about five years. There are many reasons why an overall measure of health 
expenditure does not correlate precisely with life expectancy, or with any other
 
�proxy measure� of a nation�s health. One is that the health budget includes 
expenditure on many different aspects of health provision, only some of which 
have a direct impact on life expectancy. Furthermore, life expectancy is only a 
proxy measure of �health status� and cannot reflect all the various dimensions of 
health, disease and disability in a population. As well as the total amount spen
t 
on health, it is important to consider how that expenditure is distributed withi
n 
each population. Inequalities in access to health services partly explain the 
discrepancy in longevity between Japan and the USA. Resources for health are 
distributed reasonably equitably in Japan (Figure 1.19), whereas in the USA ther
e 
is a substantial �under-class� that receives poor health care and has lower than 
average life expectancy for a country with that level of wealth. 

1.4.2 Decreasing child mortality 

A major benefit of living in a developed country is a low level of child 
mortality, a factor that contributes substantially to higher life expectancy. 
Figure 1.20 shows how the infant mortality rate (IMR) has changed in the recent 





23past in two OECD countries, Portugal and the USA, compared with the average 
for all 30 OECD countries combined. As you can see, small improvements in 
this proxy measure of human health are still being made even in the world�s 
most developed countries. The situation with regards to child mortality is very 
different in developing countries. 
Figure 1.19High-quality health care in Japan reaches the whole population, 
which partly explains why Japanese life expectancy is the highest in the world. 
(Photo: Mark Henley/Panos Pictures) The photo shows an elderly Japanese woman si
tting at a table, in the dining room of a hospital or residential care home. A m
ug and a biscuit are on the table in front of her. She is resting her right arm 
on the table, palm upwards; a white medical plaster is visible about halfway up 
the arm. To her left, a nurse in uniform is using a hypodermic syringe to take a
 blood sample from the woman�s arm. 
198002040infant mortality per 1000 live birthsyear198519901995200560200019751970
PortugalOECDaverageUSAFigure 1.20Line graph showing changes in the infant mortal
ity rate in Portugal, 
USA and the OECD average, 1970 to 2003. (Source: OECD, 2005, p. 31) In this line
 graph, the vertical axis shows infant mortality from 0 to 60 per 1000 live birt
hs, in intervals of 20. 
The horizontal axis shows the year from 1970 to 2005 in fi ve-year intervals. 
Three lines are plotted on the graph. Each of them falls from different points o
n the far left of the graph until they meet and overlap between 1990 and 2000. T
hereafter, they continue to fall closely together and at a very gradual rate unt
il 2005. 
The dashed green line (short dashes) representing infant mortality in Portugal s
tarts in 1970 well above the solid red line for the OECD average, which in turn 
is above the dashed blue line (long dashes) for the USA. 
The dashed green line for Portugal begins at around 58 infant deaths per 1000 li
ve births in 1970, but falls sharply until by 2005 it has declined to about 4 de
aths per 1000 live births. This is slightly lower than in the USA or the OECD av
erage. 
The red line for the OECD begins at about 28 infant deaths per 1000 live births 
in 1970 and remains below that of Portugal until 1990 and above that of the USA 
until the year 2000. 
The dashed blue line representing the USA falls from 20 infant deaths per 1000 l
ive births in 1970 to about 6 per 1000 in 2005. 
Chapter 1 Living in the human zoo



Table 1.1 Child mortality rate (deaths under 5 years per 1000 live births) in 20
 countries in 2003 selected 
according to their development status (as given in Figure 1.10). (Source: data d
erived from WHO, 2005a, Table 1) 
Least developed countries Developing economies Transitional economies Developed 
economies 
283 � Sierra-Leone 
260 � Angola 
257 � Afghanistan 

82 � Nepal 
69 � Bangladesh 

87 � India 16 � Russian Federation 8 � USA 
41 � Algeria 15 � Bulgaria 6 � Australia 
39 � Egypt 14 � Serbia-Montenegro 6 � United Kingdom 
38 � Nicaragua 8 � Poland 5 � France 
37 � China 5 � Czech Republic 4 � Japan 

Table 1.1 shows the child mortality rates in 2003 for 20 countries, five in each
 of 
the four development categories explained in Figure 1.10, selected to illustrate
 
the inequalities in this proxy measure of health. The child mortality rate is th
e 
number of children who die under five years of age in a given year, expressed pe
r 
1000 live births. 

�� 
. How would you describe the relationship, across all 20 countries, between 
development status and child mortality rates? 

�� 
. In general, the more �developed� a country�s economy is, the lower is its child 
mortality rate. 

�� 
. What do you notice about the variation in child mortality between countries 
within the same development category? 

�� 
. Variation in the mortality rate is very high in the least developed countries,
 

ranging from 69 to 283 children in every 1000 births who die before their 

fifth birthday. The range is smaller in the developing economies (from 37 to 

87), smaller still in the former communist transitional economies (from 5 to 

16), and least of all in the developed economies (from 4 to 8). 

Child mortality is much lower in some developing countries such as Bangladesh 
than in others, largely because children have benefited from targeted 
immunisation and nutritional programmes. 

1.4.3 Increasing human mobility 



One of the most dramatic changes that has occurred in the life of humans in 
recent times is an increase in mobility, especially among people living in afflu
ent 
countries. The development of road, rail and air transport has enabled people to
 
travel much further and more often in the course of their lives than they could 
just a few generations ago (Figure 1.21). 

Increased mobility brings enormous benefits, but it also inflicts serious costs 
on 
society, including atmospheric pollution that contributes to climate change, and
 



the spread of infectious diseases around the world. For example, cholera, a dise
ase 
you will read about in Chapter 3, was originally confi ned to Asia, but in the l
ast 40 
years it has become globally prevalent. An outbreak of an infectious disease in 
a 
community, region or country that involves a large number of people is called an
 
epidemic. If cases spread on a worldwide scale, it is called a pandemic . 
Currently, the world is experiencing what is called the seventh cholera pandemic
. 
This began in Indonesia in 1961, not as a sudden increase in the number of 
people affected (see Figure 1.22 , overleaf), but due to the appearance of a new
 
form of the bacterium Vibrio cholerae (vib-ree-oh kol-er-eye), the O1 , or El To
r 
strain, which causes the disease. 

 The terms �epidemic� and �pandemic� 
were originally applied only to 
infectious diseases; they are now 
often applied to non-infectious 
conditions (such as obesity) or 
health-damaging behaviours (such as 
drinking and driving) that seem to be 
rapidly increasing. 
Figure 1.21 Maps showing changing mobility over four generations of an English f
amily. David Bradley plotted 
the lifetime travel of (a) his great-grandfather, (b) his grandfather, (c) his f
ather and (d) himself. (Source: Cliff and 
This diagram shows four small maps. Haggett, 2004, p. 91) 
(a) An area of England including the towns of (clockwise from top left) Market H
arborough, Corby and Kettering, in blue. Three red lines represent the lifetime 
travel of the author�s great-grandfather. They radiate from Kettering in a Westerl
y, Northerly and Easterly direction, with branches extending short distances. No
 line gets as far as Market Harborough or Corby. 
(b) An area of South-East England, with seven counties numbered and named in a k
ey. A square indicates the area on this map corresponding to the area shown in m
ap (a). The red lines on map (b) represent the lifetime travel of the author�s gra
ndfather. They are more extensive within the square than in map (a), and extend 
beyond it to the North, East and particularly South, where the line reaches Grea
ter London. 
(c) A map of the United Kingdom and Western Europe. Red lines represent the life
time travel of the author�s father. They radiate from London in all directions wit
hin Southern and Central England. Two lines cross the English Channel to contine
ntal Europe: one goes South to the island of Corsica, with side branches into So
uthern France and Northern Italy; the other goes East into Germany and a more So
utherly branch goes to Poland or possibly what was then Czechoslovakia. 
(d) On this world map, the red lines represent the author �s own lifetime travel. 
They radiate from Southern England to North and South America, throughout Europe
 and into Russia, and to locations in Western and Southern Africa, South-East As
ia, Japan and Australia. Lines to the East and West show the author has travelle
d right around the globe. 



Figure 1.22 Bar chart showing the spread of cholera around the world, 1950�1998. (
Source: WHO, 2000, 
Figure 4.7, p. 3) 

�� 
. Look at Figure 1.22. When did cholera first spread to Africa and when did it 
reach the Americas? 

�� 
. It arrived in Africa in 1970 and in the Americas in 1991. 

The arrival of cholera in South America illustrates the role of international 
transport in the spread of infectious disease. A ship from China discharged its 
bilges into the sea at Callao, the port for Lima in Peru, where conditions were 
ideal for the proliferation and spread of the cholera bacterium, which lives in 
shallow water. The accidental way in which infectious diseases can be spread 
from one part of the world to another has led to the development, as in the case
 of 
avian (bird) flu, of international collaborative efforts to monitor disease outb
reaks 
and to try to contain them. 

1.4.4 Other benefits and costs of life in developed countries 

Living in a developed country brings many health benefits to people, such as: 

� Water and food can be delivered to people hygienically, that is mostly 
free of harmful bacteria and other pathogens. Hygiene, especially in 
water supplies, has played a much greater role than medical intervention 
in controlling most infectious diseases in developed countries. As 
sanitation and water treatment improved during the late 19th and early 
20th centuries in Western Europe and the USA, deaths from infection 
fell sharply and in most cases reached relatively low levels well before 
immunisations were introduced. 
� Many childhood infectious diseases, such as polio, measles and 
diphtheria, are now almost completely prevented by adequate 
immunisation programmes. In the poorer communities of developing 
countries they kill or disable hundreds of thousands of children. 
� If people do become infected with pathogenic bacteria they can usually 
be treated successfully with antibiotics. 



� People with inherited or acquired physical defects can often have them 
corrected or alleviated by surgery, physiotherapy, or devices such as 
artificial limbs or spectacles. 
� Contraceptives enable most people to determine when they will have 
children and how many they will have. 

� 

How spectacles correct defects in 
vision is described in another book 
in this series, Visual Impairment: 
A Global View (McLannahan, 2008) 

Living in a developed country also carries certain health costs , including: 

� People in towns and cities live close to one another and can encounter 
many hundreds of strangers in a single day, for example on crowded 
buses and trains (recall Figure 1.5 ). This makes it easier for infectious 
agents to spread from person to person. 
� The environments created by human settlements can encourage 
the evolution of entirely new and harmful bacteria. An example is 
Legionnaires� disease, caused by Legionella pneumophila (leeja-nela 
new-mofila) bacteria, which seem to have evolved in the warm moist 
environment of air-conditioning systems in large buildings. It was 
named after the first outbreak in people attending a Legionnaires� 
convention at an American hotel. 
� An enormous variety of chemicals manufactured for use in industry, 
agriculture and the home are released into the environment, some of 
which are harmful (see Chapter 3 of this book). 
� The inappropriate and excessive use of antibiotics exerts 
selection pressure that promotes the evolution of new, antibioticresistant 
strains of bacteria. For example, Staphylococcus aureus 
(sta-fil-oh-cok-us or-ee-us) is a bacterium that is normally susceptible 
to methicillin (a penicillin-like antibiotic) and mainly causes skin rashes 
and abscesses. Methicillin-resistant Staphylococcus aureus (or MRSA) 
has evolved which can tolerate even the highest safe dose of methicillin 
that can be prescribed and is responsible for increasing numbers of 
severe wound infections in surgical wards and other hospital-acquired 
infections. Activity 1.1 demonstrates how antibiotic resistance can 
evolve more quickly when antibiotics are taken inappropriately. 

1.4.5 Antibiotic resistance 

Activity 1.1 Antibiotics and bacterial growth 

Allow 1 hour 

Now would be the ideal time to study the animation entitled �Antibiotics and 
bacterial growth� on the DVD associated with this book. If you are unable to study
 
it now, continue with the rest of the chapter and return to it as soon as you ca
n. 

In this activity you will learn how bacteria grow within a natural environment, 
the human gut, and about the effect of various doses of antibiotic on this proce
ss. 



By the end you should appreciate the importance of completing a course of 
antibiotics and how resistant strains can become more prevalent if antibiotics 
aren�t taken correctly. The DVD includes interactive questions so you can selfasse
ss 
your understanding. 



Antibiotic resistance is not just a problem in developed countries; the 
greatest potential threat is the global spread of multi-drug resistant strains o
f 
Mycobacterium tuberculosis (my-koh-bak-teer-ee-um), the bacterium that causes 
TB. There are many other aspects of life in developed countries that could be 
added to the list of costs and benefits to health; you will look at two of them 
in 
the final two sections of this chapter. 

1.5 Diet, obesity and the risk to health 

One of the most dramatic current changes in human health worldwide is a 
massive increase in obesity (exceeding a certain threshold for body weight, 
taking height into account), and the health problems associated with it. Obesity
 
can be regarded as a disease that has become a global epidemic, increasing in 
many developing as well as developed countries (Haslam and James, 2005). 
Current estimates suggest that being overweight now adversely affects more 
people in the world than does being under-nourished. Obesity provides a good 
illustration of how living in the �human zoo� has created health problems that 
have their roots in the way humans adapted to their environment during their 
early evolution, as we will explain shortly. 

While many people in the world are obese, many others have insuffi cient food 
and show stunted growth. Stunting is defined as being shorter at a given age by 
a specified amount below the population average. Both obesity and stunting are 
partly reflections of family income and, consequently, their occurrence across t
he 
world is related to the wealth of different countries ( Figure 1.23 ). 

Figure 1.23 Scatter plot showing the level of stunting and obesity in different 
countries in relation to their national income. Stunting is given as the percent
age 
of children under 5 years who are short for age; obesity is the percentage of 
females aged 15 years and over who are obese according to their body mass 
index (Box 5.1); national income is the gross domestic product (GDP) per capita,
 
converted to standard �international dollars�. Each point represents a different 
country and the curved lines are the lines of �best fi t� through the data points. 
This scatter plot shows how the percentage of obese female adults and stunted ch
ildren varies with changes in national wealth. 
The vertical axis is labelled percentage and is marked from 0 to 80, in interval
s of 20 percentage points. 
The horizontal axis is labelled Gross Domestic Product (GDP) per capita, measure
d in international dollars � a conversion that allows the wealth of dif ferent cou
ntries to be directly compared. The horizontal axis is marked from 0 to 12000 do
llars, at in
tervals of 2000 dollars. 
s data is repr esented by either a red dot indicating the percentage of obese ad
ult females in that country , or a fi ng the percentage of stunted children aged
 under 5 years. 
T 
The points representing each country are not individually labelled, so it is not
 possible to tell which country� 
(Source: WHO, 2006, chart 8, p. 17)
lled blue diamond indicati
T owards the left side of the scatter plot, at GDP values of 2000 dollars per pe
rson or less, many red dots are clustered toget
her showing that below 10 per cent of adult females are obese. As national wealt



h increases across the diagram from left to rig
ht, the red dots representing obesity gradually rise to higher percentage levels
. 
A red line drawn through the red dots, so approximately half are on each side of
 the line, curves upwards from close to zero per cent at the bottom left of the 
diagram, to just under 40 per cent of females being obese on the right of the di
agram, wherenational income is 12000 dollars per capita. 
There are many red dots scattered well above and well below the line at national
 wealth values of above 2000 dollars. 
owards the left side of the scatter plot, at GDP values of 2000 dollars per pers
on or less, the blue diamonds representing stunting are quite widely distributed
 between 20 per cent and 60 per cent of all children aged under 5 years. 
The blue line drawn to show the �best fi t� through the blue diamonds begins high on
 the left, at about 40 per cent, and curves downwards towards the bottom right o
f t he diagram, ending at about 3 per cent of children being stunted in countrie
s where national income is 12000 dollars per capita . 
There are many blue diamonds scattered well above and well below the line at all
 levels of national wealth. 



�� 
. Study Figure 1.23. (If you are unsure how to interpret a scatter plot with a 
�best fit� line, go back and read Box 1.4 and the discussion of Figure 1.18 
again). What is the relationship between stunting in children, obesity in adult 
females and the GDP of the countries shown? 

� 

GDP is a measure of all the wealth 
generated within a country; it 
excludes wealth brought in from 
outside. 

�� 
. Stunting in children is more common in countries with low GDP, i.e. these 
two variables are inversely related; stunting is high when GDP is low and 
vice versa. By contrast, adult female obesity is positively related to GDP, 

i.e. when one is high, so is the other, and vice versa. 

Note, however, that there are some widely scattered data points in Figure 1.23, 
indicating that the associations between these variables are not exact; there ar
e 
significant numbers of obese adults in poorer countries and some stunted childre
n 
even in the richest nations. 

There are a number of different ways to determine whether a person is 
overweight or obese. The measure most often used is the body mass index 
(BMI) � Box 1.5. 

Box 1.5 (Explanation) Body mass index (BMI) 

The BMI is calculated by dividing a person�s weight (mass) in kilograms 
(kg) by their height in metres squared (m2). A number squared is a number 
multiplied by itself; 3 × 3 can be written as 32 (3 squared). The BMI of a 
person who is 1.7 m in height and weighs 65 kg is calculated as follows: 

Height in metres squared = 1.72 or 1.7 × 1.7 = 2.89 

So BMI = 65 ÷ 2.89 = 22.49 

In most assessments based on BMI, people with a BMI of 20 to 24.9 
are considered to be of normal healthy weight, those with a BMI of less 
than 20 are categorised as underweight, a BMI of 25 to 29.9 is said to be 
overweight, and greater than 30 is clinically obese. It is important to stress 
that such categorisations are arbitrary and that the thresholds have been 
changed from time to time. More importantly, they are very crude indices 
of health; it would be absurd simply to regard a person with a BMI of 24 as 
�healthy� and a person with a BMI of 25 as �unhealthy�, for example. 

Obesity is strongly associated with a number of health problems, including heart
 
disease, high blood pressure, breast cancer, back pain, arthritis and diabetes. 
Having a BMI greater than 35 increases the risk of developing diabetes 93-fold 
in women and 42-fold in men (Jung, 1997). The increase in obesity has been 
especially rapid in China (Figure 1.24, overleaf). Using the WHO�s criteria for 
calculating BMI, it has been estimated that, in 2002, 184 million Chinese people



 
were overweight and 31 million were obese (Wu, 2006). This makes the point 
that obesity is not confined to the wealthy industrialised countries. 



 It has long been assumed that obesity occurs only among the 
most affl uent individuals in developing countries like China. 
It appears, however, that as the wealth of a country increases, 
the obesity rate also rises but it predominates among people 
in lower socio-economic groups (Monteiro et al., 2004). 
Obesity also tends to �run in families�. 
. Can you suggest a reason, other than genetic inheritance, 
why overweight parents might have overweight children? 
. Children are likely to copy the eating habits of their parents, 
not least because their parents purchase the family�s food 
( Figure 1.25 ). 
. In a number of countries, obesity rates are rising at a time 
when overall food consumption is declining. Can you suggest 
why? 
. The amount of exercise that people take is very important in 
determining how fat they are. If exercise rates go down even 
faster than the decline in food consumption, then the rates of 
obesity will rise. 
The determination of a person�s body mass involves three 
processes: their energy intake, their energy use and the 
amount of energy stored in the body, mainly as fat. Briefly, 
energy derived from food is stored in a chemical form in 
our cells and is used in being active; chemical energy that 
is not used immediately is stored as fat. When humans were 
hunter-gatherers, and during the fi rst agricultural revolution, 
energy-rich foods such as fatty meat and starchy cereals were 
not as plentiful as they are today. Being able to store surplus 
food as body fat in times of plenty was advantageous, 
because it enabled food shortages to be survived. But the 
tendency to �put on weight� becomes a problem in the human 
zoo, where food is abundant and people are less active 
than when they worked on the land. The problem may be 
compounded by the fact that living in an environment where 
food is scarce caused our human ancestors to evolve a �sweet 
tooth�, that is, an ability to detect and prefer foods that are 

high in energy. An appetite for sweet foods and the ability to store excess ener
gy 
have now become life-threatening. 

Figure 1.24 Bar chart showing trends in the 
percentage of overweight and obese school 
children aged 7 to 18 years in large cities in 
China, 1985 to 2000. (Source: Wu, 2006, p. 363)

Figure 1.25 Eating habits that led to obesity in 
older generations of a family can be passed on 
to younger members. (Photo: Mike Levers/Open 
University)

This photo shows a white-haired woman on the left, a teenage boy in the middle e
ating a dish of chips, and a grey-haired man o n the right smoking a cigarette. 
Both the adults are moderately overweight. In the background, a man is buying a 
hot-dog from a stall. 

 
1.6 Psychological problems in the human zoo 



 In 2004/5, the commissioners of health services for local communities in Britai
n 
(the Primary Care Trusts) spent over £7 billion (7000 million UK pounds) on 
mental health care. This represented 11% of their spending (Figure 1.26), more 
than on any other category of health care (King�s Fund, 2006). Living in a 
developed urban society does not seem to make everyone happy. Worldwide, 
neuro-psychiatric conditions (that is, disorders of the brain linked with disord
ers 

This bar chart shows how the percentage of overweight and obese schoolchildren a
ged 7 to 18 years in lar ge cities in China cha nged over time. 
There are four groups of vertical bars, each containing one blue bar representin
g overweight or obese boys and one red bar for overweight or obese girls. From l
eft to right, these pairs of bars are labelled on the horizontal axis with the y
ears 1985, 19
The vertical axis is labelled �percentage af. 

91, 1995 and 2000. 

fected� and runs from 0 to 20 per cent, marked at intervals of 4 percentage points
Each bar is divided into segments to show at the bottom the proportion of the to
tal who are overweight (solid blue for boys, s

olid red for girls), and at the top the proportion who are obese (pale blue for 
boys, pale red for girls). 
The chart shows clearly that the main trend is for the total in both sexes who a
re overweight or obese to increase over time, and for the obese category to take
 a lar

ger proportion of the total. 

Reading values from the chart, in 1985 less than 2 per cent of either sex was ov
erweight and a tiny fraction of this total was obese. By the year 2000, about 12
 per cent of boys were overweight and a further 5-6 per cent were obese. In 2000
, around 7 per cent of girls were overweight and a further 3 per cent were obese
. 



of the mind) account for 10.5% of the �global burden of disease� (Murray and 
Lopez, 1997a), a measure of the impact of specific health conditions that takes 
account both of premature death and reduced quality of life. (You will learn 
about ways of measuring the disease burden in Chapter 2.) 

Depression is one of the leading causes of poor health throughout the world 
and the WHO predicts that, by 2050, it will be second only to heart disease as 
the major preoccupation of doctors (WHO, 2007). Currently, neuro-psychiatric 
disorders make a much greater contribution to poor health in developed countries
 
such as the UK than they do in sub-Saharan Africa and India, for example 
(Murray and Lopez, 1997a). While this suggests that mental health problems are 
more common in more affluent countries, such comparisons must be viewed with 
caution. The recognition and diagnosis of mental disorders varies much more 
from one country to another than is the case for �physical� conditions such as 
heart disease or infections. In many developing countries, mental health problem
s 
are a growing cause for concern, for example among black South Africans. 

Figure 1.26 Bar chart showing total spending in UK pounds sterling (£) on 
different categories of disease and disability by Primary Care Trusts in the UK 
in 
2004/5. (Source: King�s Fund, 2006, Figure 1, p. 2)

This bar chart has 21 bars stacked horizontally with the longest at the top and 
the shortest at the bottom. To the left, each 

bar is labelled with the associated category of health expenditure. 
The horizontal axis is labelled �spending/UK £ million� and is marked from 0 to £8000 mi
llion in intervals of £1000 million. 
The key point to note from this bar chart is that the longest bar is for mental 
health spending, at just over £7000 million in the fi nancial year 2004/5. 
The next highest category of expenditure is on circulatory disorders, at £6000 mil
lion. No other category exceeds £3500 millio

n, and six categories (including infectious diseases) are at or below £1000. 

 1.6.1 Stress and its health effects 

Urban life is widely regarded as being stressful, something that people try to g
et 
away from at the weekend and during holidays. Stress is an imprecise concept 
and psychologists have sought to define it more clearly (Carlson, 2001; Toates, 
2007). It is important to differentiate between stressors, the external conditio
ns 
that cause stress, and the way that people react to them. The stress response is
 
defined as a physiological reaction occurring in the body, which is triggered by
 
the perception of aversive or threatening situations. 



� 

Hormones are chemical signalling 
molecules that circulate in the blood 
and trigger responses in specific 
tissues and organs in the body. 
Epinephrine is a hormone secreted 
by the suprarenal glands and was 
formerly known as adrenalin. 

In describing stress, a distinction is often made, as for many medical condition
s, 
between acute and chronic forms of the condition. An acute condition is 
characterised by rapid onset, severe symptoms and short duration. A chronic 
condition lasts for a long time, involves slowly changing symptoms and often 
has a gradual onset. There are four main criteria for recognising chronic stress
 
(Toates, 2007) as described in Box 1.6. 

Box 1.6 (Explanation) Features of chronic stress 

1 Over time, a person is unable to remove or avoid one or more stressors. 
2 The body secretes increased levels of a variety of hormones, such as 
epinephrine (eppy-neff-rin) and cortisol over a long period. 
3 Chronic stress is associated with an increased probability of a range of 
illnesses, such as infections, heart attacks, high blood pressure, stomach 
ulcers and depression. 
4 People under stress tend to engage in apparently pointless repetitive 
behaviour such as pacing up and down or nail-biting, or in extreme 
situations they may repeat self-harming acts such as pulling out chunks 
of hair or cutting their own skin. 

�� 
. Can you recall another situation in which repetitive, stereotyped behaviour 
is quite common? 

� 
. Stereotypy occurs in many animals living in zoos (see Section 1.2.2), 
where they may be under prolonged stress, not least because they are held 
in confined spaces from which they cannot escape. 

Of course what is experienced as stressful by one person might not have the 
same effect in another. Individual differences are enormous. Attempts within 
psychology to produce a water-tight definition have proven highly problematic 
and there is no precise consensus on what the term means. However, there is at 
least some agreement on the broad defining features. Stress seems invariably to 
convey the experience of being in an unpleasant situation, over a period of days
, 
weeks or longer, in which you are unable to exert the control that you might hav
e 
desired. The circumstances are not of your choosing, as in bereavement, divorce,
 
excessive time pressure at work, or an unhappy marriage. You do not have the 
coping resources necessary to meet the demands of this unpleasant situation. 

The stress response has its evolutionary origins in the �fight or flight response�. 
Faced by a dangerous or aversive stimulus, such as a predator, an animal�s 
nervous system responds immediately by triggering the secretion of epinephrine. 



This increases alertness and prepares the body for rapid movement. This response
 
serves a person well in short-term emergencies, for example avoiding an 
oncoming bus, when the effects of the stress response are transitory. However, i
f 
you are stuck in a highly stressful job and subject to verbal bullying week afte
r 
week, running away is not a viable solution. In such a situation, the body 
prepares itself for action by secreting the hormones that are normally triggered
 by 



emergencies, but the �fight or flight� response cannot be 
completed. Prolonged stressful situations that cannot easily be 
escaped can lead to harmful effects on health. For example, 
air-traffic controllers, especially those working at busy highstress 
airports, show an increased incidence of high blood pressure, 
relative to their counterparts in less stressful jobs (Figure 1.27). 

Figure 1.27 Line graph showing the incidencerate (number of new cases per 1000 s
taff in agiven period) of high blood pressure in differentage-groups of air traf
fi c controllers workingat high-stress and low-stress airports. (Source:
Carlson, 2001, Figure 18.6, p. 572) In this line graph, the vertical axis repres
ents the incidence rate of high blood pressure; it is labelled �incidence per 1000
staf f�and is marked from 0 to 60 in intervals of 10. 
The horizontal axis is marked in six age groups, which are (from left to right) 
20-24 years, 25-29 years, 30-34 years, 35-39 y ears, 40�44 years and 45-49 years. 
Data for staff at high stress airports are plotted as blue dots joined by solid 
blue lines. Data for staff at low stress airports are plotted as red dots joined
 by solid red lines. The blue line is above the red line for all age groups. 
Both lines rise gradually from the 20-24 age-group, where the incidence of high 
blood pressure is zero in staf f at both types of airport, to age 35-39 years, w
here between 10 and 12 staff per 1000 are affected. 
The dif ference in incidence between the high and low stress airports is relativ
ely small up to and including the 35-39 year ag e-group. Only 2 to 5 more staff 
per 1000 are affected at the high stress airports. 
Thereafter , the gap between the incidence of high blood pressure in staff at hi
gh and low stress airports gets much larger. At age 40�44 years, the incidence is 
30 per thousand staf f at high stress airports, compared with about 6 per thousa
nd at low stress airports. By age 45-49, the high-stress incidence has risen to 
about 55 per thousand staf
f , compared with 37 per thousand at low stress airports. 
PTSD is discussed further in another 
book in this series (Phillips, 2008). �� 
. In Figure 1.27, what effect does age have on the difference 
in blood pressure between air traffic controllers in low- and 
high-stress airports? 

�� 
. Blood pressure in the high-stress group is always above that 
in the low-stress group; but the gap widens after the age of 
about 40 years, when blood pressure rises sharply in both 
groups. This suggests that people may become less able to 

cope with prolonged stress as they get older. 

Long-term exposure to stressful conditions can also affect the 
body�s ability to cope with infections, leading to an increased 
incidence of ailments caused by common viruses and bacteria. 

People who suffer from �cold sores�, a condition caused by a 

virus, typically develop sores when they are tired or stressed. 

Post-traumatic stress disorder (PTSD) can also be induced 
by inescapable traumatic events, particularly those involving 
physical danger. The symptoms include recurrent bad dreams, 
intrusive memories of the traumatic event, impairment of social relationships 

and a profound feeling of helplessness (studies cited by Carlson, 
2001). 



For animals, including humans, that live in tightly knit social 
groups, social relationships can be a major source of stressful 
stimuli. For example, baboon colonies maintain a strict hierarchy 
in which more dominant individuals enjoy priority of access to 
food and other important resources. Knowing your place in the 
hierarchy can defuse stressful conflicts and allow more attention 
to focus on potential threats from outside the group. But in some 
parts of Africa, baboons have no natural predators and the 
biologist Robert M. Sapolsky observed that �this leaves them 
hours each day to devote to generating social stress for each 
other� (quoted in Toates, 2007). This situation may be mirrored 
among young men (and in some countries such as the UK, also 
young women) in the towns and cities of our overcrowded world 
( Figure 1.28 ). 

There is a widespread view that stress arises largely because 
modern urban living imposes an inappropriate �work-life 
balance�. However, it is unlikely that stress in developed 
countries is due to people working too hard: all over the world, 
people now work less than they did in the past. In the UK in 
1870, people worked an average of 2984 hours per year, or 
57 hours per week; by 1998, the hours worked had fallen to 
1489 hours, less than 30 hours per week (Maddison, 2001). 

Figure 1.28 Young men �generating social 
stress for each other�. (Photo: Topham/TopFoto)

This photo shows a crowd of about 10 young men, some of whom are

fi ghting and others are attempting to break up the fi ght. One man is curled up
 on the fl

oor

, protecting his head with his arms and hands. 



That working too hard is not a major cause of mental illness is supported by an 
analysis of the social and economic circumstances of people diagnosed with 
mental disorders (Meltzer et al., 2002). In people aged between 16 and 74 in 
the UK, being unemployed doubles the probability of having a mental disorder. 
Other factors associated with mental disorder are: low educational attainment, 
low income, being in debt, being single, divorced or separated, living in rented
 
accommodation, and traumatic life events (e.g. divorce, death in the family, 
suffering an assault, being bullied at home). 

Thus, in a developed country like the UK, mental illness, like most other health
 
problems in countries all over the world, is most strongly associated with pover
ty 
and disadvantage. In the next chapter you will examine how data on disease and 
disability can be compared between richer and poorer nations, and consider what 
light this sheds on health in the human zoo. 

Summary of Chapter 1 

1.1 Humans evolved as hunter-gatherers, living in small nomadic social groups. 
In the last 12 000 years, since settling in fixed agricultural communities, 
humans have come to live in a variety of artificial habitats, most notably 
large cities. More than half the world�s population now lives in an urban 
environment. 

1.2 Humans have had a major impact on planet Earth, destroying natural 
resources and causing pollution, particularly of the atmosphere and water 
sources. The impact on health has been exacerbated by rapid growth in the 
human population and by climate change. 

1.3 Some features of present-day human anatomy and physiology are a 
legacy of evolutionary changes that were adaptive for our hunter-gatherer 
ancestors. The upright bipedal posture and compact pelvis make childbirth 
more difficult but enable us to run faster. The ability to store surplus food as
 
body fat increases survival during food shortages, but increases the risk of 
obesity when food is plentiful and the need for exercise is low. 

1.4 Countries are categorised according to a variety of criteria, including 
income and indicators of development such as access to education, health 
services, clean water and sanitation; the most commonly used categories are 
developed and developing countries. Combining data from large numbers of 
very diverse countries into a single group can disguise important differences 
between them. 

1.5 The number of megacities containing more than 10 million inhabitants 
is rapidly increasing; the majority are in countries that cannot afford 
to provide adequate habitation, clean water and sanitation for a large 
proportion of their people. 

1.6 Humans have become very mobile and travel further and more often than 
they did in the past. This facilitates the spread of infectious diseases. 



1.7 The evolution and spread of antibiotic-resistant bacteria is accelerated by 
inappropriate use of antibiotics and is a growing problem worldwide. 

1.8 Many measures of human health and well-being show clear differences 
between developed and developing countries, when data are presented in 
bar charts, scatter plots and line graphs. 

1.9 People in developed countries enjoy a number of health advantages, such as 
greater life expectancy and lower infant mortality, but they incur a variety 
of health costs including greater rates of obesity and stress-related disorders.
 

Learning outcomes for Chapter 1 

After studying this chapter and its associated activities, you should be able to
: 

 LO 1.1 Define and use in context, or recognise definitions and applications of,
 
each of the terms printed in bold in the text. (Questions 1.1, 1.3, 

1.5 and 1.6) 

LO 1.2 Discuss the proposition that present-day human anatomy and 
physiology are a legacy of evolutionary changes that were adaptive for 
our hunter-gatherer ancestors, but which are not well suited to modern 
lifestyles in urban environments. (Question 1.1) 

LO 1.3 Give examples of the impact that humans have had on natural 
environments on Earth. (Question 1.2) 

LO 1.4 Describe the health problems that occur in megacities and other urban 
environments and as a result of the increased mobility of modern 
populations. (Question 1.3) 

LO 1.5 Explain how countries are classified as �developed� or �developing� and 
give reasons for caution in interpreting data on the health experience of 
populations distinguished by this classification. (Question 1.4) 

LO 1.6 Describe and interpret health data presented in tables, bar charts, scatt
er 
plots and line graphs. (Questions 1.5 and 1.6) 

LO 1.7 Explain why failure to complete a course of antibiotics increases the 
risk that antibiotic-resistant bacteria will evolve and spread. (DVD 
Activity 1.1) 

LO 1.8 Discuss the link between human diet, obesity and modern lifestyles and 
the consequences of obesity for human health. (Question 1.5) 

LO 1.9 Describe the link between stress and modern lifestyles and give 
examples of stress-related illness. (Question 1.6) 

If you are studying this book as part of an Open University course, you should 
also be able to: 

LO 1.10 Access and search a database of newspaper articles on a particular topic
, 
study two articles actively and make notes that enable you to compare 



and contrast them. (Questions in Activity C1 in the Companion) 



Self-assessment questions for Chapter 1 

You had the opportunity to demonstrate LO 1.7 by answering questions in DVD 
Activity 1.1. 

Question 1.1 (LOs 1.1 and 1.2) 

The chapter described the evolutionary �trade-off� between the need to maximise 
running speed and the need to make childbirth reasonably safe for mothers and 
babies. What features of human anatomy and reproduction show evidence of this 
trade-off? 

Question 1.2 (LO 1.3) 

Why are amphibians described as �canaries in the coal mine� when it comes to the 
impact that humans are having on natural environments? 

Question 1.3 (LOs 1.1 and 1.4) 

In 2003, an epidemic of an influenza-like illness called severe acute respirator
y 
syndrome (SARS) began in Southern China and spread to Hong Kong, then to 
Toronto in Canada and Hanoi in Viet Nam. What does this example illustrate 
about the impact of modern lifestyles on the threat of infectious disease? 

Question 1.4 (LO 1.5) 

In 2003, Singapore was classified as a high-income developed economy by 
the World Bank; its national income exceeded that of some Western European 
countries and New Zealand. The World Health Organization (WHO) classifi ed it 
as a developing country. What reasons can you suggest for this discrepancy? 

Question 1.5 (LOs 1.1, 1.6 and 1.8) 

 Figure 1.29 shows the percentage of children in two age-groups 
in the USA who were classifi ed as obese over a 
40-year period. Describe the patterns in this bar chart and 
suggest a reason for the trend you observe. 

Question 1.6 (LOs 1.1, 1.6 and 1.9) 

Why is it important to take account of the age of people in a 
study into the effects of stress on blood pressure? 

Figure 1.29 Bar chart showing the percentage 
of children and teenagers in the USA classified 
as obese in a series of fi ve surveys over a 40-year 
This bar chart shows how the percentage of obese children and teenagers in the U
SA changed over time. 
Thereperiod. (Source: Nestle, 2006, p. 2529)arefi ve groups of vertical bars, ea
ch containing one solid green bar representing children aged 6-11 years and one 
pale green bar representing those aged 12-19 years. 
These pairs of bars are labelled on the horizontal axis with the periods in year
s in which the obesity surveys took place; from left to right, the bars are labe
lled 1963-70, 1971-74, 1976-80, 1988-94 and 1999-2002. 
The vertical axis is labelled �percentage affected� and runs from 0 to 18 per cent, 
marked at intervals of 2 percentage points. 
The chart shows clearly that the main trend is for the percentage in both age-gr
oups who are obese to increase over time and for the percentage of obese childre



n in the younger age-group to catch up with the percentage in the older age-grou
p. 
Reading from the chart, 4 per cent of children aged 6-1 1 years were obese in 19
63-70, and 5 per cent were obese in the 12-19 y ear age-group. By 1988-94, the p
ercentages were equal at 1 1 per cent of both age-groups. In the period 1999-200
0, they remainedequal at 16 per cent of both age-groups. 



CHAPTER 2 
MEASURING THE WORLD�S HEALTH 

It�s no longer a question of staying healthy. It�s a question of fi nding a 
sickness you like. 

(Jackie Mason, US comedian) 

2.1 Epidemiology 

In Chapter 1 we argued that many of the inhabitants of planet Earth are living 
in the equivalent of a �human zoo� which is damaging health in ways that 
were unknown to our human ancestors. Evaluating how much �health damage� 
is occurring, where and to whom, and whether it is getting better or worse 
over time, is the basis of epidemiology (epi-deemi-ol-ojee), the study of the 
occurrence, distribution, potential causes and control of diseases and disabilit
ies 
in populations. 

The development of strategies for addressing any aspect of human health begins 
with the gathering of statistics to determine the size of the problem and its 
distribution among the human population. Studying health data obtained from 
large populations can shed light on the possible underlying causes of ill health
. 
For example, if a condition is more common in one age-group, or it affects males
 
more than females, or is more often found in one country than in another, this 
may lead to hypotheses (clearly stated provisional and testable explanations) fo
r 
the observed patterns, and then to targeted interventions to address the problem
. 

Two common measures used in epidemiology are worth clarifying from the 
outset. The incidence of a condition is the number of new cases diagnosed in a 
population in a given period, usually one year. The prevalence of a condition 
is the total number of people who have the condition at a particular point in 
time, regardless of how long they have been affected. Both the incidence and 
the prevalence are often expressed as a rate, i.e. the number of cases per 1000 
people in the population in question (or per 10 000, or per 100 000 or per milli
on, 
whichever is most convenient). 

With these terms in mind, this chapter offers some insights into how health 
is measured and what can be learnt from routinely collected data about the 
state of human health at the start of the 21st century. It does not claim to be 
a comprehensive overview (this would take several books), but we aim to 
illuminate how profoundly the circumstances of people�s lives affect their health,
 
and to provide the foundations on which Chapter 3 builds. 

2.2 Counting deaths 

You may have noticed that all of the measures of �health� presented so far in this 
book in fact relate to deaths, for example, life expectancy is based on an estim
ate 
of how many years will elapse between birth and death. Collecting mortality 
data (counts of deaths) is the commonest indirect way of measuring health 



(i.e. �death� is being used as a proxy measure for �absence of health�). 

� 

In Chapter 1, Figure 1.23 uses 
prevalence data to calculate the 
percentages shown and Figure 1.29 
uses incidence data. 



Figure 2.1 A graveyard in Sarajevo, Bosnia. Death is commemorated all 
over the world, and mortality data on age, gender, cause and date of death 
are among the most accessible statistics on which to base health reports. 
(Photo: Chris Sattiberger/Panos Pictures). 

� 

If you are studying this 
book as part of an Open 
University course, go to 
Activity C2 in the 
Companion associated 
with this book now. 

� 

COPD is the subject of another 
book in this series (Midgley, 2008). 

Deaths are more often recorded than episodes of illness, particularly in countri
es 
that lack a comprehensive system of data collection (Figure 2.1). Agencies such 
as the WHO publish a wealth of statistical reports on mortality from a wide rang
e 
of causes, which are repeated at intervals so that changes can be tracked over 
time. Statistics on every cause of ill health are not collected every year and t
hey 
are usually published at least two years (often much more) after the collection 
date, so it is difficult to present data all from the same year. In this chapter
, we 
have selected the most recent statistics available at the time of writing, which
 
means that in some tables and diagrams the data come from 2000 and in others 
from 2002. 

2.2.1 Ranking deaths by cause 

The 30 commonest causes of death worldwide in 1990 and 2002 are shown in 
Table 2.1, which enables you to see how their �rank order� changed during this 
12-year period. To avoid using a lot of noughts, deaths are given in millions as
 a 
decimal number. 

Diarrhoeal diseases, which are strongly associated with lack of access to clean 
drinking water and adequate sanitation (the focus of Chapter 3 of this book), 
appeared at number 4 in the ranking in Table 2.1 in 1990, but had fallen to 
seventh position by 2002 � a drop of 1.15 million deaths: 

(2.95 - 1.80 = 1.15 million or 1 150 000 fewer deaths from this cause). 

�� 
. Look closely at Table 2.1. Which conditions moved above diarrhoeal diseases 
in 2002 compared with their ranking in 1990? 

�� 



. The number of deaths from perinatal disorders/conditions (causing death 
within 7 days of birth) and chronic obstructive pulmonary disease (COPD) 



Table 2.1 The 30 commonest causes of death worldwide in 1990 compared with their
 ranking in 2002 
(*conditions not in top 30 in 1990, **not in top 30 in 2002). (Source: data in c
olumns 1 and 3: 
Murray and Lopez, 1997b, p. 1274; columns 4 and 5: WHO, 2004, Table 2, pp. 120�5) 
Rank 
in 1990 
Cause of deaths No. of deaths 
(millions) in 1990 
No. of deaths 
(millions) in 2002 
Rank in 
2002 
All causes combined 50.47 57.03 
1 Ischaemic heart disease (due to blocked coronary arteries) 6.26 7.21 1 
2 Cerebrovascular disease (e.g. strokes) 4.38 5.51 2 
3 Lower respiratory tract infections (deep in the lungs) 4.30 3.88 3 
4 Diarrhoeal diseases 2.95 1.80 7 
5 Perinatal disorders/conditions (affecting babies in the 
first 7 days) 
2.44 2.46 6 
6 Chronic obstructive pulmonary disease (COPD, involves 
irreversible lung damage) 
2.21 2.75 5 
7 Tuberculosis (without HIV infection) 1.96 1.57 8 
8 Measles 1.06 0.61 20 
9 Road traffic accidents 0.99 1.20 11 
10 Trachea, bronchus and lung cancers 0.94 1.24 10 
11 Malaria 0.86 1.27 9 
12 Self-inflicted injuries (including suicide) 0.79 0.87 14 
13 Cirrhosis of the liver 0.78 0.79 16 
14 Stomach cancer 0.75 0.85 15 
15 Congenital abnormalities (birth defects) 0.59 0.49 23 
16 Diabetes mellitus 0.57 0.99 12 
17 Violence 0.56 0.56 21 
18 Tetanus 0.54 0.21 ** 
19 Nephritis/nephrosis (kidney disease) 0.54 0.68 17 
20 Drowning 0.50 0.38 29 
21 War injuries 0.50 0.17 ** 
22 Liver cancer 0.50 0.62 19 
23 Inflammatory heart diseases 0.49 0.40 26 
24 Colon and rectum cancers 0.47 0.62 18 
25 Protein-energy malnutrition 0.37 0.26 ** 
26 Cancer of the oesophagus 0.36 0.45 25 
27 Pertussis (whooping cough) 0.35 0.29 ** 
28 Rheumatic heart disease 0.34 0.33 ** 
29 Breast cancer 0.32 0.48 24 
30 HIV/AIDS 0.31 2.78 4 
* Hypertensive heart disease (due to high blood pressure) * 0.91 13 
* Maternal conditions (childbirth) * 0.51 22 
* Alzheimer�s disease and other dementias * 0.40 27 
* Falls * 0.39 28 
* Poisoning * 0.35 30 



rose between 1990 and 2002, and they both overtook diarrhoeal diseases in 
the ranking, as the number of diarrhoea-related deaths decreased. The biggest 
movement anywhere in the table is the leap from 30th position in 1990 to 4th 
position in 2002 of deaths from HIV/AIDS. 

When a condition causes rapidly accelerating numbers of deaths, it can shoot 
up the mortality ranking, pushing other conditions down the order even though 
their numbers are also increasing over time. This point is worth bearing in mind
 
whenever you look at health data that has been rank ordered. 

�� 
. Can you identify any conditions in Table 2.1 which ranked lower in 2002 
than in 1990, even though the total number of deaths was higher in 2002? 

�� 
. Perinatal disorders/conditions, road traffic accidents, self-inflicted injurie
s, 
cirrhosis of the liver and stomach cancer were all pushed lower in the ranking 
(despite increasing numbers of deaths) because deaths from some other 
conditions rose even faster and overtook them in the order. 

2.2.2 Proportional mortality and development status

 The data in Table 2.1 summarise what people die of, but they do not reveal 
which people are at greater risk than others: young or old, male or female, rich
 or 
poor, for example. Nor do they reveal whether the distribution of global disease
 
varies between different parts of the world. Data on the geographical distributi
on 
of mortality are presented in Figure 2.2a, which shows the number of deaths 
in millions in 2002 due to four main categories of cause. (These categories are 
distinguished in WHO databases (see Box 2.1); the WHO also publishes detailed 
data on all the individual causes within each category.) Figure 2.2b shows the 
same data converted into the percentage of the total number of global deaths 
contributed by each of the four categories. This way of representing deaths 
is known as the proportional mortality because it tells you what proportion 
(share) of all deaths occurs in each category. 

� 

In Figure 2.2,�developed countries� 
combine all the �developed� and 
the �transitional economies� shown 
in Figure 1.10; the �developing 
countries� in Figure 2.2 combine the 
�developing� and the �least developed� 
countries in Figure 1.10. 

Figure 2.2 Bar chart showing the 
main causes of mortality in 2002 
for the world and for developed and 
developing countries. (a) Millions of 
deaths; (b) proportional mortality. The 
causal categories are described in thetext. (Source: data derived from WHO, 
This diagram consists of two bar charts (a) and (b) and a colour key. 
Each of the charts has three bars. In both charts, the bar on the left is labell



ed �world�on the horizontal axis; the middle bar is labelled �developing countries� and 
the right-hand bar is labelled �developed countries�. 
The vertical axes of the two bar charts and the heights of the bars are differen
t and will be described later. 
Both charts use the same colour key to indicate what proportion of each bar is d
ue to one of the four main categories of cause of death in WHO statistics in 200
2. 
The top segment of each bar is coloured green and represents deaths due to mater
nal and perinatal conditions and nutritional d 2004) efi ciencies (details are g
iven in the associated text). 
The next-to-top segment of each bar is coloured purple and represents deaths fro
m injuries. 
The segment below that is coloured yellow and represents deaths from infectious 
and parasitic diseases. 
The bottom segment of each bar is coloured red and represents deaths from non-co
mmunicable diseases. 
Chart (a) shows the number of deaths in millions due to each of these four categ
ories of cause of death, in the world as a who le and separately for developing 
and developed countries. 
The vertical axis is labelled �millions of deaths�and is marked from 0 to 65 million
 in intervals of 5 million. 
The bar representing total deaths in the world in 2002 is labelled 57 million.Th
e proportion of this total occurring in developing and developed countries is sh
own by the heights of the other two bars: 43.5 million of these 57 million death
s occurred in developing countries and 13.5 million were in developed countries.
 
The relative contributions of the four categories of cause of death are shown by
 the height of the coloured segments in each b ar and are described in the text 
associated with Figure 2.2 . 
Chart (b) shows the proportional mortality due to each of the four categories of
 cause of death in 2002, for the world and sep arately for developing and develo
ped countries. 
The vertical axis is labelled �proportional mortality/per cent�and no graduations ar
e marked because the percentages are writ ten on the bars. 
All three bars are the same height because they show what proportion of the tota
l number of deaths in that region is due to ea ch category of cause of death. Th
e details of the proportions are given in the text associated with Figure 2.2. 



Box 2.1 (Explanation) Main categories of cause of death in WHO statistics 
Maternal and perinatal conditions and nutritional deficiencies is a 
category distinguished by the WHO, which includes all deaths associated 
with childbirth or the first week of life, and deaths attributed directly to 
malnutrition. 
The category termed injuries includes �accidental deaths�, e.g. in traffic 
accidents and falls, fires, drowning, poisoning and natural disasters, and 
�non-accidental deaths� from self-inflicted injuries (principally suicide), 
violence, murder and warfare. Injuries resulting from traffic accidents are a 
growing global health problem (look back at Table 2.1). 
The infectious and parasitic diseases are also known as �communicable� 
diseases in WHO statistics because they can be passed on directly from one 
person to another, or indirectly via food, water, etc., or they are transmitted 
by intermediate organisms (e.g. mosquitoes transmit the malaria parasite). 
Most diseases in this category are caused by microscopic agents (i.e. visible 
only with the aid of a microscope, Figure 2.3), known collectively as 
microbes (or microorganisms), i.e. viruses, bacteria, fungal cells and 
single-celled parasites. (A parasite is an organism that lives on or in another 
organism, called its host, causing its host some degree of harm.) We referred 
to them as �agents� not �organisms� because viruses are not alive and they 
are not constructed from cells; you may also have heard of another type of 
infectious agent, the prions, which are unusual proteins. Some multicellular 
(composed of many cells) parasitic organisms, such as the tapeworms, live 
part of their lives inside the human body and are important causes of human 
disease. Many microbes and parasites are harmless to people, but those 
that cause disease are often referred to as pathogens (�pathogenic� means 
disease-causing), the term we use in this book. 
Non-communicable diseases (so-called because they can�t be transmitted 
from person to person) are mainly diseases that develop slowly over a 
long time period, and tend to affect people for a long time. They are often 
referred to as �chronic� conditions. They include all forms of cancer, heart 
disease, respiratory diseases, diabetes, cirrhosis of the liver, and neuro-
psychiatric conditions such as Alzheimer�s disease and other dementias. 

�� 
. What do the �world� columns of Figure 2.2a and b reveal about the relative 
importance of deaths due to the four categories of main causes? 

�� 
. Just over half (58%) of all deaths worldwide in 2002 were from chronic, 
non-communicable diseases (33.5 million), more than double the 15 million 
deaths (27% of the total) due to infectious and parasitic diseases. Injuries 
accounted for a further 5 million deaths (9% of the total), and maternal, 
perinatal and nutritional causes killed 3.5 million people (6% of the total). 

�� 
. Figure 2.2a shows how the number of deaths was distributed between 
developed and developing countries. How would you sum up the differences? 

� 

Traffic-related injuries are the subject 
of another book in this series, 
(Phillips, 2008). 

Figure 2.3 The human 



immunodeficiency virus (HIV) 
is so small that it can only be 
photographed using a powerful 
electron microscope; this HIV 
�particle� has been magnified 
200 000 times. The thimbleshaped 
inner core contains 
the virus�s genetic material 
and much of the outer layer 
is �stolen� from the outer 
membrane of the human cell in 
which this virus was assembled. 
(Photo: Courtesy of the 
National Institute for Biological 
Standards and Control) 



�� 
. People in developing countries suffered 22 million deaths from chronic, 
non-communicable diseases, almost double the 11.5 million such deaths 
in developed countries. There were 20 times more deaths from infectious 
and parasitic diseases in developing countries (14 million) compared with 
developed countries (745 000), four times as many deaths from injuries and 
over 25 times as many deaths from maternal, perinatal and nutritional causes. 

�� 
. Now look at Figure 2.2b. Which causal category contributes the largest 
percentage of deaths in developed countries, and how does this compare with 
the situation in developing countries? 

�� 
. In both developed and developing countries, the largest percentage of 
deaths is due to chronic, non-communicable diseases: 86% of all deaths in 
developed countries and 50% of all deaths in developing countries. 

People in richer nations tend to think of infectious and parasitic diseases as t
he 
major health problem in developing countries, so it may come as a surprise 
to note that chronic diseases are an even bigger problem. The WHO refers to 
developing countries as suffering the �double jeopardy� of widespread infectious 
and parasitic diseases, coupled with rising rates of the chronic diseases famili
ar to 
the ageing populations of developed countries. 

2.2.3 Scientific units and very large and very small numbers 

The mention of infectious and parasitic diseases gives us an opportunity to make
 
a short detour to show you how scientists and mathematicians communicate 
numerical information about, for example, how big a microbe is, how many cells 
there are in the human body, how far the Sun is from the Earth, or how much of 
a particular chemical there is in a given amount of water. To express such value
s 
accurately and unambiguously, two things are required: a standardised set of 
units and a way of dealing with very large and very small numbers. 

SI Units (which stands for the French Système Internationale), is the term given 
to those units of measurement that scientists all over the world have agreed to 
use 
in their publications. For example, the second (abbreviated to s) is the standar
d 
unit for time, the kilogram (abbreviated to kg) is the standard unit for the mas
s 
of an object, and the metre (abbreviated to m) is the standard unit for the size
 of 
objects or the distance between objects. Metres are fine for describing objects 
and 
distances over a certain range, but become unwieldy when values are very large 
or very small. The units for describing objects and distances larger and smaller
 
than one metre are shown in Table 2.2. 

The third column in Table 2.2 shows how clumsy and long-winded 
communication would be if, for size and distance, the metre was the only unit 
available. The distance between Oxford and London is around 90 000 m; it is 
simpler to express this as 90 km. It is very much easier to say that the microbe



 
that causes cholera is 1.3 µm (one point three micrometers) in length rather than 

1.3 millionths of a metre. The same prefixes can be used with all other SI units
 
(for example, kilograms, grams, milligrams, etc.). 



Table 2.2 SI units based on the metre (m). You will fill in the right-hand colum
n later in this section. 
Name Symbol Value in metres (in words, fractions and as a decimal number) Fill i
n the value as 
the power of ten 
kilometre km one thousand metres (1000 m) 
metre m one metre (1 m) 
centimetre cm one hundredth of a metre (1/100 m or 0.01 m) 
millimetre mm one thousandth of a metre (1/1000 m or 0.001 m) 
micrometre µm* one millionth of a metre (1/1000 000 m or 0.000 001 m) 
nanometre nm one-thousand-millionth of a metre (1/1000 000 000 m 
or 0.000 000 001 m) 
picometre pm one-millon-millionth of a metre (1/1000 000 000 000 m 
or 0.000 000 000 001 m) 
* The Greek letter µ (mu, pronounced �meuw�) and the prefix �micro� both denote �one-million
th� of a scientific unit such as 
the metre. 
However, there still remains a problem when numerical values are very large 
or small. For example, the Earth is about 149 600 000 km from the sun. The 
method used for making such a number easier to express is called powers of 
ten notation (also known as scientific notation). Before we explain how this 
is used, look at Figure 2.4 (overleaf), which illustrates why this method is so 
useful. It shows the relative sizes of some of the pathogens that cause infectio
us 
and parasitic diseases, compared with the height of an average human adult 
and the length of the little finger of a newborn baby, so you have some idea of 
the scale. The diagram also gives the approximate number of cells in each of 
these examples. What may strike you about the numbers in Figure 2.4 is that the 
difference between the largest and the smallest is huge, and this makes it diffi
cult 
to compare them �at a glance�. Powers of ten notation enables you to do this. 

For example, 100 is the same as 10 × 10 and this can be written as 102 
(ten �squared�). The ten in 102 is called the base number and the superscript 2 
is called the power, so 102 can also be said aloud as �ten to the power two�. Of 
course there isn�t any point in calling 100, �ten to the power two� because it is an 
easily manageable number. However, the number of cells in a newborn baby�s 
little finger contains a lot more noughts and converting it to a power of ten is
 
helpful. 

The baby�s finger contains 1 billion cells, which is 1000 000 000, i.e. a 1 with 
9 noughts after it. This is the same as 10 × 10 × 10 × 10 × 10 × 10 × 10 × 10 × 10. 
Using powers of ten notation, 1 billion can be written as 109 (the power is 9 
because to get 1 billion, 10 has to be multiplied by itself a total of nine time
s) and 
spoken aloud as �ten to the power nine� or just �ten to the nine� for short. 

� 
You met �squared� numbers in Box 

1.5 in the previous chapter, when 
we explained how body mass index 
(BMI) is calculated. 

�� 
. Express the number of cells in the adult human body as a power of ten. How 
would you say this number aloud? 



�� 
. The number of cells is 1 million million, or 1000 000 000 000, i.e. a 1 with 
12 noughts after it. This can be written as 1012 and spoken aloud as �ten to 
the power twelve� or �ten to the twelve� for short. 



Figure 2.4 Comparative sizes (in metres) and numbers of cells in an adult human,
 the little fi nger of a newborn 
baby and some of the pathogens that cause infectious and parasitic diseases in h
umans. You will fi ll in the �power of 
ten� column yourself. The numerical values are explained in the text and the sub-u
nits of the metre are given in Table 2.2. This diagram is arranged like a table 
with horizontal rows and vertical columns. 
The fi rst column on the left of the diagram contains drawings of various organi
sms, or a part of an organism, and the second column shows how many cells each o
f these contains. From the top down, they are: 
an adult human: 1000 000 000 000 cells (1 million million cells) 
a newborn baby� s little fi nger: 1000 000 000 cells (1 billion or 1000 million ce
lls) 
a malaria parasite (Plasmodium): 1 cell 
a parasite causing a diarrhoeal disease (Cryptosporidium): 1 cell 
a bacterium causing cholera (V ibrio cholerae): 1 cell 
a human immunode fi ciency virus (HIV): 0 (viruses are not true cells). 
The third column is labelled �number as a power of ten� for the rows relating to the
 adult human and baby�sfi nger. The label changes to �length as a power of ten� for th
e four rows relating to the microbes. The column is blank apartfrom the headings
. Y 
ou willfi ll in the values during an exercise on Figure 2.4 .
The next column to the right of the blank column is labelled �approximate length�. I
t gives the length of the adult human as 1 .7m (metres), the length of the baby�s 
fi nger as 25 mm (millimetres), the length of Plasmodium as 9µm (micrometres), the
 length of Cryptosporidium as 5 µ m, the length ofV ibrio cholerae as 1.3 µ
m and the length of the HIV particle as 0.1µ m. 
The fi nal column on the right of the diagram is headed �visible with�. It indicates
 that the adult human and the baby�s fi nger are visible with the naked eye, where
as the two parasites and the bacterium are visible only with a light microscope.
 The virus can only be seen with an electron microscope. 
In Figure 2.4, in the space alongside �1 million million� (cells in an adult human),
 
you can now write this huge number as 1012. Alongside �1 billion� (cells in a 
baby�s finger) you can write 109. The superscripts tell you that 1012 has been 
multiplied by 10 three times more than 109; notice that when these numbers are 
written out in full, 1012 has three more noughts than 109. 

This is OK for expressing numbers larger than 10, but what about numbers smaller
 
than 1? Small numbers can be described in powers of ten by dividing 1 by the 
power of ten. For example in Table 2.2, a millimetre is 1/1000th of a metre, or 
1 divided by ten to the power three (103). To make this obvious it is written do
wn 
as a negative power of 10 with a minus sign in front. So 1/1000th is written as 
10-3. 

�� 
. Table 2.2 states that a nanometre is one-thousand-millionth of a metre. Count 
the noughts in 1 nanometre and express this number as a negative power of ten. 

�� 
. There are nine noughts in 1/1000 000 000, so a nanometre is 1/109 m, or, 
using the negative powers of ten notation, 1 nanometre = 10-9 m (ten to the 
minus nine metres). 

�� 
. Complete the right-hand column of Table 2.2 by filling in the powers of ten 
notation for the other sub-units of 1 metre. 





�� 
. 1 centimetre = 10-2 m (ten to the minus two metres), 1 millimetre = 10-3 m, 
1 micrometre = 10-6 m, and 1 picometre = 10-12 m. 

In Figure 2.4, the length of the malaria parasite Plasmodium is given as 9 µm 
(9 micrometres). In powers of ten notation this would be written as 9 × 10-6m 
(nine times ten to the minus six metres), i.e. this single-celled organism is 
nine one-millionths of a metre in length. Write 9 × 10-6 m into the �powers of ten� 
column in Figure 2.4 in the row for malaria. 

�� 
. Convert the lengths in mm of Cryptosporidium and Vibrio cholerae into the 
equivalent lengths in metres, using powers of ten notation. 

�� 
. The lengths are 5 × 10-6 m and 1.9 × 10-6 m, respectively. (Write these 
values into Figure 2.4.) 

The length of an HIV particle is given in micrometres in Figure 2.4 as 0.1 µm. 
This is the same as 0.1 × 10-6 m, but it isn�t written like this in scientific notat
ion. 
There is a convention that if a power of ten is multiplied by another number, th
e 
multiplier should always be between 1 and 10. If the size of the HIV particle is
 
written as 0.1 × 10-6 m, the multiplier is 0.1, which breaks the convention. So 
how can we change the multiplier to a number between 1 and 10 and still express 
the size of the virus correctly? 

This is how it�s done. We can increase 0.1 to 1 by multiplying it by 10: 

0.1 × 10 = 1. 

The value of the multiplier now fits the convention (it�s between 1 and 10), but 
we have to counterbalance this increase by dividing the power by 10.

 10-6 ÷ 10 = 10-7. 

0.1 × 10-6 is the same as 1 × 10-7, but the preferred version in scientific notation
 
is 1 × 10-7. Write the length of an HIV particle in the �power of ten� column of 
Figure 2.4 as 1 × 10-7 m. 

Figure 2.4 showed a range of dimensions that represent typical sizes in the 
�biological world�; other branches of science (e.g. astronomy) cover much larger 
distances and some (e.g. atomic physics) use much smaller distances. You will 
often encounter powers of ten notation in scientific writing involving very larg
e 
or very small numbers, and there are some examples in Chapter 3. However, 
you should note one exception: epidemiologists rarely use powers of ten when 
they express the very large numbers common in health statistics; for example, 
�1 million deaths� from a particular condition is not usually written as 106 deaths.
 
This takes us back to the measurement of mortality. 

2.2.4 Mortality rates in different countries 

A great deal of information can be extracted from the �raw counts� of how many 
people died in a given year, but this type of data cannot be used to make direct



 
comparisons of the health status of different countries. 



�� 
. Suppose you compared the total number of deaths from a particular cause 

(e.g. respiratory diseases) in China and in the United Kingdom (UK) in the 
same year. Why would this comparison be unable to tell you which country 
had the worst respiratory health problem? 

�� 
. The population size varies so enormously between these two countries and 
this has to be taken into account (e.g. China has around 2 billion people, 
whereas the UK has around 60 million). China is certain to have a larger 
number of deaths from respiratory diseases than the UK in any year, simply 
because it has a larger population. The �raw counts� would be unable to tell 
you whether the smaller number of UK deaths represented a worse or better 
health record than in China. 

Comparisons of mortality data between different countries, or different groups 
within a population (e.g. everyone over or under a certain age; males and 
females, etc.) can only be made if the number of deaths and the number of people
 
in the affected population are combined to calculate a mortality rate. You have 
already met two examples in Chapter 1, the infant mortality rate (IMR, see 
Figure 1.20) and the child mortality rate (Table 1.1). These are proxy measures 
for the health of babies in their first 12 months and children under 5 years of 
age respectively, and both are expressed as the number of deaths for every 
1000 babies born alive. 

Many other forms of mortality rate can be calculated, including for other age 
groups and for women and men separately. For example, the mortality rate for 
breast cancer, which is rare among men, is expressed as the number of deaths 
from breast cancer relative to the number of women in the population. 

� 

Screening for Breast Cancer (Parvin, 
2007) is the subject of another book 
in this series. 

�� 
. What effect would it have if breast cancer mortality were expressed as the 
number of deaths relative to the total number of people in a population? 

�� 
. The overall mortality rate would be about half the actual rate in women, 
because about half the population are men; including them in calculating 
the mortality rate for a condition that very few men develop would have 
a �diluting� effect on the rate. (Women are the population most at risk of 
developing breast cancer.) 

2.3 Estimating the burden of ill health 

Data on mortality provide no information about the extent of long-term disease 
or disability in a population, or its effects on the quality of individual lives
. 
The technical term for disease and disability is morbidity, and the morbidity 
rate is the number of cases of a disorder in a population, relative to the total
 
number of people at risk of developing it. Like mortality rates, morbidity rates



 
are expressed as the number of cases per 1000 or per 10 000, or whatever is the 
most convenient denomination, right up to cases per million population. And 
again, like mortality rates, the population on which the rate is based generally
 
excludes people who could not develop the condition, so the morbidity rate is 
expressed for those who are at risk. Counting the number of cases of a disorder 
is 
notoriously difficult, however. 



�� 
. Can you suggest some reasons why? (Think back to the definitions of 
incidence and prevalence at the start of this chapter.) 

�� 
. You may have noted that decisions about what to count aren�t straightforward 
and there are bound to be many uncertainties in the data. If you try to count 
all the new cases diagnosed in a year (the incidence), can you be sure that the 
diagnoses are accurate? If you try to count the prevalence (all cases present at
 
one point in time), have you found them all? Illnesses are often self-treated, 
so they go unrecorded, or people conceal them, or the data-collection system 
is inadequate or it fails to reach remote populations. Some conditions have 
periods of remission, or they fluctuate unpredictably (e.g. asthma, multiple 
sclerosis), so do you leave out all the people who are not showing symptoms 
in the data-collection period? Extracting �case counts� from medical records 
may also be tricky; the same individual may consult a health professional 
many times during the same illness. 

2.3.1 Disability adjusted life years 

In an attempt to improve the consistency of morbidity data, the WHO and 
the World Bank began the Global Burden of Disease (GBD) project in 1992, 
to provide numerical estimates of all significant causes of death, illness and 
disability for each of the 192 member states of the WHO. Data are also collected
 
on a variety of important variables that may influence health, such as geography
, 
age-group, gender, socio-economic circumstances, national wealth, the amount 
spent on health services, the number of health workers, and many other factors. 

As well as mortality rates, the GBD project publishes morbidity data using an 
internationally recognised measure called the disability adjusted life year 
(or DALY � pronounced �daily�), which aims to reflect the real impact of each 
disease, disorder or disability on people�s lives (Figure 2.5). The calculation is
 
complex, but in essence DALYs combine an estimate of the number of years 
lived with a reduced quality of life, taking into account the severity of the 

Figure 2.5 The extent to 
which disability adversely 
affects a person�s life is 
estimated in disability 
adjusted life years (DALYs), 
taking into account the 
severity of the condition, 
the age of the person and 
whether it causes premature 
death. (Photo: Mike Levers/ 
Open University)

This photo shows a community nurse wrapping a bandage around the right leg of an
 elderly woman, who is sitting in an armchair in her own home. Her other leg has
 also been bandaged. 



condition (every condition is assigned a �weighting factor� to reflect this), and th
e 
number of years of life lost if the person dies prematurely, based on their age 
and 
the average life expectancy in that population. 

If the total number of disability adjusted life years suffered by all the people
 
affected by a condition in a particular country, in a given year, are added 
together, some very large numbers result. For example, a total of 587 000 
DALYs were due to depression in the population of the UK in 2002; that�s 
587 000 years of life that would have been lived in good health, if there was no
 
depression. Read in isolation, such a figure is not very informative; does it me
an 
that people in the UK are very depressed, or not? Estimates of DALYs become 
most useful when they are compared with one another. 

Comparing morbidity between countries 

Table 2.3 compares the total DALYs for a small number of conditions in the 
UK and in the United Republic of Tanzania (URT). The comparison between the 
disease burden in one of the world�s richest countries and in one of the poorest i
s 
revealing. 

Table 2.3 shows that people in Tanzania suffered nearly three times as many 
DALYs in total as people in the UK in 2002, despite the fact that its population
 is 
much smaller. This makes the point that not just mortality, but also morbidity, 
is 
generally worse in developing than in developed countries. 

� 

The UK and the URT are next to 

each other in alphabetical listings 

of countries in WHO statistical 

tables.This proximity makes it very 

easy to compare their health and 

development indicators. 

�� 
. Table 2.3 shows that more than twice as many DALYs were due to 
depression in the UK than in Tanzania. Does this mean that people in 
Tanzania (on average) suffer less from depression than people in the UK? 
(Hint: look at the size of each population.) 

Table 2.3 Estimated total number of disability adjusted life years (DALYs) in 
2002 due to all causes combined and due to selected conditions in the United 
Republic of Tanzania (URT) and the United Kingdom (UK). (Data derived from 
WHO, 2003, Statistical Annex, Table 3) 



Condition DALYs 

Tanzania (URT) UK 

DALYs due to all causes 20.24 million 7.56 million 

DALYs due to: 
diarrhoeal diseases 1.06 million 18 000 
depression 231 000 587 000 

road traffic accidents 374 000 110 000 
alcohol 62 000 278 000 
breast cancer 12 000 154 000 
chronic obstructive pulmonary 49 000 367 000 

disease (COPD) 
Total population number 36.28 million 59.07 million 



�� 
. In one sense it does. Even though the total population of the UK is larger tha
n 
that of Tanzania, it isn�t twice as large, so the fact that the UK has a much 
larger number of DALYs due to depression cannot be accounted for simply 
by having a bigger population. But you may have wondered if all cases of 
depression were being diagnosed in Tanzania; uncertainty about diagnostic 
accuracy and about data collection could mean that the true number is a lot 
bigger. 

Another way of evaluating the relative impact of depression in the two countries
 
is to calculate the percentage of all DALYs that are due to depression. You can 
do this from the data in Table 2.3. For example, the percentage in the UK is 
calculated by dividing the number of DALYs due to depression (587 000) by 
the total number of DALYs due to all causes (7.56 million = 7 560 000); the 
result is multiplied by 100 to express it as a percentage. This is the proportio
nal 
morbidity, the �share� of all DALYs that are due to depression. 

587 000 ×100 = 7.8% 

7 560 000 

�� 
. Use a calculator (if you have one) to work out the percentage of all DALYs 
that are due to depression in Tanzania. (20.24 million = 20 240 000) �� 
. 231000 

×100 = 1%

20 240 000 

This confirms that depression accounts for a smaller proportion of DALYs in 
Tanzania than it does in the UK. 

�� 
. In Table 2.3, which condition showed the biggest difference between these 
countries? 

�� 
. Diarrhoeal diseases, which accounted for 60 times more DALYs in Tanzania 
than in the UK. (If you worked out the percentage of all DALYs due to these 
diseases, they contributed 5% of all DALYs in Tanzania in 2002, compared 
with 0.2% in the UK, a 25-fold difference.) 

Once a reliable method for gathering morbidity data has been developed, disease 
statistics can be collected at regular intervals to determine if there are any 
significant trends. Policy-makers can tell, for example, if a particular disease
 or 
cause of disability is becoming more common over time, and whether efforts to 
combat it are having any effect. 

2.3.2 Evaluating the impact of disease risk factors 

A powerful way of using morbidity data to shed light on the causes of disease 
is to calculate how much of the global burden of disease can be attributed to 
different risk factors. A disease risk factor is anything which is associated in
 a 



population with an increased chance of developing a particular disease; that is,
 
when the incidence of the disease is examined in different populations it is fou
nd 
to occur more frequently in those who have been exposed to the risk factor than 
in those who have not, or whose exposure level has been lower. 



However, you cannot assume a causal connection just because two variables 
are associated. For example, smoking tobacco is strongly associated with lung 
cancer; the disease is rare in lifelong non-smokers and common in people who 
smoke. But this statistic on its own cannot prove that smoking causes lung 
cancer; the conclusive proof that it does came from laboratory experiments. The 
statistical association between lung cancer and smoking is what alerted health 
scientists to investigate whether there was a causal connection. 

The top ten global disease risk factors 

Bear this in mind as you look at Table 2.4, which presents data on deaths and 
DALYs for the ten most significant global disease risk factors in 2000. Some 
of these are medical symptoms of poor health (e.g. underweight, high blood 
pressure), some are aspects of human behaviour (e.g. unsafe sex, alcohol 
consumption) and some are environmental factors (e.g. unsafe water and/or poor 
sanitation, smoke from indoor cooking fires). These are ranked according to thei
r 
percentage contribution to global estimates of DALYs. 

�� 
. If Table 2.4 were to be reorganised to rank the ten risk factors in order of 
the number of deaths, how would the result compare with the ranking based 
on DALYs? (To put it another way, would a ranking based on mortality be 
similar to or different from a ranking based on morbidity?) 

�� 
. Underweight comes out top in DALYs (it contributed 9.5% of all the years 
of life lost to all disabling conditions globally in 2000), but it contributes l
ess 
to mortality than three other risk factors: high blood pressure (over 7 million 
deaths), tobacco consumption (almost 5 million deaths) and high cholesterol 

(4.4 million deaths). So it ranks fourth as a cause of death. 

This reflects the fact that DALYs incorporate measures of both mortality and 
morbidity: underweight scores so highly as a proportion of the global burden 

Table 2.4 DALYs associated with the top ten worldwide disease risk factors in 20
00, ranked in order of their 
percentage contribution to the global burden of disease (GBD), with the total nu
mber of deaths attributable to each 
risk factor (in millions). (Source: Rodgers et al., 2004, Table 1, p. 46) 

Type of health risk Specific risk factors DALYs as a % of 
GBD (rank) 
Deaths 
(millions) 
childhood and maternal under-nutrition underweight 9.5 (1st) 3.75 
sexual and reproductive health unsafe sex 6.3 (2nd) 2.88 
overweight/physical inactivity high blood pressure 4.4 (3rd) 7.14 
addictive substances tobacco 4.1 (4th) 4.91 
addictive substances alcohol 4.0 ( 5th) 1.80 
unsafe water/poor sanitation deficient water supply and sanitation 3.7 (6th) 1.7
3 
nutrition/physical inactivity high cholesterol 2.8 (7th) 4.42 
indoor smoke from solid fuels indoor cooking fires 2.6 (8th) 1.62 
childhood and maternal under-nutrition iron deficiency anaemia 2.4 (9th) 0.84 
nutrition/physical inactivity obesity: high body mass index (BMI) 2.3 (10th) 2.5
9 





of disease because it contributes to the deaths of large numbers (most of them 
children aged under five), and it also makes a lot of people ill and reduces the
ir 
quality of life over very long periods. 

Risk factors can vary with gender and age 

Global, regional or national health statistics can be analysed in other ways, fo
r 
example by gender, or by age. Figure 2.6 presents global data on mortality and 
morbidity for five major disease risk factors, chosen to illustrate their differ
ent 
impacts on males and females. Each of the small bar charts shows how the total 
mortality and the total morbidity (in DALYs) associated with each risk factor is
 
�shared� between males and females. For example, bar chart (a) shows that 55% 
of all deaths attributed to obesity occur in females, who also suffer 53% of all
 
DALYs due to its disabling effects. 

�� 
. Which of the risk factors in Figure 2.6 show the greatest difference in 
mortality and morbidity between males and females worldwide? 

�� 
. Males are much more likely to sustain occupational injuries and they are 
at substantially greater risk of death and disease than females from the 
damaging effects of alcohol and tobacco. 

Figure 2.6 Bar charts showing the relative impact of five disease risk factors o
n global health in males and females 
in 2000: charts (a) to (e) show what percentage of the total mortality and the t
otal DALYs associated with each risk 
factor is experienced by males and by females. (Data derived from Rodgers et al.
, 2004, Table 3, p. 50)

rly distributed with the percentage in males at 5�10 percentage points below that 
for females. 



 Figure 2.7 presents data on fi ve disease risk factors (three of them are the s
ame 
as in Figure 2.6 ), chosen to illustrate their effects on different age-groups. 
. Which of the risk factors in Figure 2.7 have the greatest impact on health 
among children aged 0�4 years? 
. Unsafe water, poor sanitation and hygiene, and indoor air pollution from 
household use of solid fuels. 

 These risks are very high on a global scale because of the huge number of 
children in developing countries who drink and wash in water contaminated by 
human and animal sewage, and who are routinely exposed to smoke from indoor 
cooking stoves, which predisposes them to respiratory diseases. Notice in 
Figure 2.7 e that indoor smoke also disproportionately affects people over the a
ge 
of 60 years, who have been exposed to it for most of their lives. 
In the next chapter of this book, we focus on the fi rst of these risk factors, 
access 
to clean water and adequate sanitation, as we examine the properties of water th
at 
make it essential to life on planet Earth. 

 Indoor smoke pollution and its 
effects on respiratory health are 
explored in another book in this 
series (Midgley, 2008). 
Figure 2.7 Bar charts showing the relative impact of fi ve disease risk factors 
on global health in different 
age-groups in 2000: charts (a) to (e) show what percentage of the total mortalit
y and the total DALYs associated 
This 
with each risk factor is experienced in each age-group. (Source: as diagram cons
ists of five small bar charts (a) to (e) and a colour key. 
The vertical axis of all fi ve charts is labelled �percentage of total� and is marke
d from 0 to 100 per cent in intervals of 25 percentage points. 
The horizontal axis of all fi ve charts is labelled �age/years� and is marked in fou
r age-groups; from left to right, these are 0�4 years, 5�14 years, 15�59 years and 60 
years and over. 
All the charts have a pair of bars showing for at least two of these age-groups.
 One bar in each pair is purple and represents deaths in the year 2000, and the 
other bar is green and represents DALYs in that year. 
Chart (a) refers to deaths and DALYs due to overweight and obesity. There are no
 bars for the two youngest age-groups, indicating that none of the deaths or DAL
Ys due to this cause occurred in people aged 14 years or younger. The height of 
the bars for 15�59 year-olds indicates that 25 per cent of all deaths due to overw
eight and obesity occurred in this age-group and 75 per cent occurred in people 
aged 60 or over. The pattern for DALYs is somewhat different: around 60 per cent
 of the total occurred in 15�59 year-olds and 40 per cent in people aged 60 and ov
er. 
Chart (b) refers to deaths and DALYs due to alcohol. A tiny per cent of these de
aths and DALYs occurred in people aged 14 years or younger. About 62 per cent of
 alcohol-related deaths occurred in the 15�59 age-group, and about 34 per cent in 
those aged 60 and over. The pattern for DALYs is very different, with around 85 
per cent of alcohol-related DALYs occurring in 15�59 year-olds, and around 10 per 
cent in people aged 60 and over. 
Chart (c) refers to deaths and DALYs due to unsafe water, sanitation and hygiene
. Here the age-group most affected is the 0�4 year-olds, accounting for around 70 
per cent of deaths due to these causes and 76 per cent of DALYs. The remaining p
ercentages of deaths and DALYs are distributed between the other age-groups with
 no clear pattern. 



Chart (d) refers to urban air pollution. A small percentage of the deaths and DA
LYs due to this cause occurred in 0�1 year-olds, and there were no deaths or DALYs
 among 5-14 year-olds. The most affected age-group were people aged 60 years and
 over, who accounted for around 80 per cent of all these deaths and 50 per cent 
of DALYs due to urban air pollution. The 15�59 year-olds suffered around 18 per ce
nt of these deaths and around 42 per cent of the DALYs. 
Chart (e) refers to deaths and DALYs due to indoor air pollution from household 
use of solid fuels. Around 55 per cent of these deaths and 82 per cent of the as
sociated DALYs occurred in 0�4 year-olds. There were no deaths or DALYs from this 
cause among 5-14 year-olds. Between 5 and 10 per cent of the deaths and DALYs oc
curred among people aged 15�59 years. Although the percentage of DALYs due to indo
or air pollution in people aged 60 years and over was below 10 per cent, they ac
counted for around 40 per cent of all deaths from this cause. Figure 2.6 ) 



Summary of Chapter 2 

2.1 Population health can be measured by counting deaths (mortality data) due 
to specific causes, and by counting cases of disease, disorder and disability 
(morbidity data). 

2.2 Comparisons of mortality and morbidity data between regions, countries 
or groups within a population are best expressed either as a rate , taking 
into account the number in the relevant population, or as a proportion or 
percentage of the total number of deaths or cases of disease. 

2.3 The rapid rise in HIV/AIDS over the past 20 years has pushed several other 
important health conditions down the global ranking of causes of death or 
disease, even though their numbers are still rising. 

2.4 The disability adjusted life year (DALY) is a measure of the total number 
of years lived with a disease, disorder or disability, taking its severity into 
account, and the years lost due to premature death. 

2.5 Chronic non-communicable diseases cause the largest proportion of deaths 
and DALYs in both developed and developing countries, but the latter 
also suffer the �double jeopardy� of much higher rates of infectious and 
parasitic diseases, injuries, maternal and perinatal conditions and nutritional 
deficiencies. 

2.6 Very large or very small numbers can be expressed in scientific writing (but
 
not usually in health statistics) using powers of ten notation. 

2.7 The burden of disease due to a specific condition can be associated with 
specific disease risk factors, but a statistical association does not (on its 
own) prove that the risk factor causes the disease. 

2.8 The relative importance of specific causes of mortality and morbidity 
can vary significantly between developed and developing countries, and 
between different age-groups and genders. 

Learning outcomes for Chapter 2 

After studying this chapter and its associated activities, you should be able to
: 

 LO 2.1 Define and use in context, or recognise definitions and applications of,
 
each of the terms printed in bold in the text. (Questions 2.2 and 2.3) 

LO 2.2 Summarise, interpret and comment on morbidity and mortality data 
presented in diagrams and tables like those in this chapter. (Questions 2.1, 

2.2 and 2.3) 

LO 2.3 Recognise and give examples to illustrate what is meant by the �double 
jeopardy� of the burden of infectious and parasitic diseases and chronic 
non-communicable diseases in developing countries. (Question 2.4) 

LO 2.4 Express very large and very small numbers using powers of ten 
notation, and assign the correct units to measurements of length in 
metres. (Question 2.5) 





LO 2.5 Identify some of the top ten global disease risk factors and the disease 
conditions with which they are associated; give examples of disease 
risk factors that illustrate a greater association with disease in males or 
females, or with people in different age-groups. (Question 2.3) 

If you are studying this book as part of an Open University course, you should 
also be able to: 

LO 2.6 Express large numbers as their decimal equivalents in units of millions 
or thousands. (Questions in Activity C2 in the Companion) 

Self-assessment questions for Chapter 2 

Question 2.1 (LO 2.2) 

Look back at Table 2.1 . Which condition had fallen the furthest down the rankin
g 
in 2002, compared with its position in 1990? 

Question 2.2 (LOs 2.1 and 2.2) 

Calculate the proportional morbidity (in DALYs) from road traffic accidents in 
Tanzania and the UK in 2002, from the data given in Table 2.3 . Express your 
answer to one decimal place (i.e. you need only give the first number after the 
decimal point; calculators will give the answer to several decimal places.) 

Question 2.3 (LOs 2.1 and 2.5) 

Which of the disease risk factors referred to in Figure 2.7 has the largest impa
ct 
on the disease burden in people aged 15�59 years? 

Question 2.4 (LOs 2.1, 2.3 and 2.5) 

(a) Give examples of some important risk factors associated with the high rates 
of infectious and parasitic diseases in developing countries. 
(b) Which risk factors are associated with the even higher rates of chronic nonc
ommunicable 
diseases in developing countries? 
(c) Which of the risk factors you identified in (a) and (b) are not significant 
causes of disease in developed countries? 

Question 2.5 (LO 2.1 and 2.4) 

The length of the bacterium Mycobacterium tuberculosis (which causes TB) is 

0.3 µm. Express this number in metres, using powers of ten notation. 



CHAPTER 3 
WATER AND HUMAN HEALTH

 We shall not finally defeat AIDS, tuberculosis, malaria, or any of the other 

infectious diseases that plague the developing world until we have also 

won the battle for safe drinking-water, sanitation and basic health care. 

(Kofi Annan, United Nations Secretary-General (2005) 
The International Decade for Action 2003�2015) 

3.1 Water as a global resource 

Freshwater is a natural resource that is vital for human survival and health. Th
e 
Earth is a very wet planet, but only 2.53% of its water is fresh; the rest is se
awater 
(UNESCO, 2003). There is currently much concern about the capacity of the 
Earth�s freshwater resources to sustain human life and health in the near future. 
One estimate suggests that, if current trends continue, by 2050, when the global
 
human population will reach almost nine billion people, seven billion people in 
60 countries will be short of water unless action is taken (UNESCO, 2003). Half 
the human population will be short of water by 2025. 

� 
1 billion = 1000 million 

�� 
. Can you suggest some reasons why such dire predictions are being made? 

�� 
. They arise because people are using water at an increasing rate, the human 

population is expanding, and predicted patterns of climate change are 

expected to reduce water availability in many parts of the world, while 

increasing it in others. 

As well as being concerned about the quantity of water available for humans, 
governments and international agencies are much concerned with its quality. 
Naturally occurring water is never pure, but contains a wide variety of 
dissolved substances, some of which are harmful to health, as well as microbes, 
some of which are pathogens, i.e. they can cause illness. You will return to 
health issues related to the pollution of water, by chemicals and by microbes, i
n 
Sections 3.4 to 3.6. 

If predictions about a shortage of water for half the human population in 2025 
seem alarming but far away, it is important to point out that, for many people, 
a 
water crisis is already a daily experience. As you will see later, many people i
n 
the world already face the severe adverse consequences for their health of havin
g 
insufficient water and water that is also polluted. This is particularly true in
 



Africa (Figure 3.1, overleaf). 

A global water crisis is already apparent to those who look beyond humans and 
consider what is happening to other species. Planet Earth is at the beginning of
 a 
mass extinction event that is eliminating species at a faster rate than at any t
ime 
in the history of the planet. This is the sixth mass extinction event in Earth�s 
history; the fifth saw the extinction of the dinosaurs, around 70 million years 
ago. While much media attention is focused on the destruction of tropical forest
s 
around the world, it is in fact biodiversity in the world�s freshwater habitats th
at 
is declining the fastest; you will return to this in Section 3.6. 



Figure 3.1 Water for domestic use has to be carried long distances every day in 
many parts of Africa, mainly by women and girls. (Source: Global Environment 
Teaching, East Africa) 

Planet Earth contains an enormous amount of water, but only a tiny fraction of i
t 
is available, as freshwater, to plants and animals, including humans that live o
n 
land. As Figure 3.2 shows, only about 0.01% of the world�s total freshwater is 
readily available to terrestrial life. 

Here are some more facts about the world�s freshwater resources to bear in mind 
as you study this chapter (Lannoo et al., 2006): 

� Freshwater is unevenly distributed throughout the world, e.g. Canada has 
30 times as much freshwater available to each of its citizens as China. 

Figure 3.2 The distribution of the world�s water resources. (Source: based on 
data quoted in Lannoo et al., 2006)

This diagram shows how the world�s water resources are distributed between dif

f

erent locations. 
The green rectangle to the left of the diagram indicates that 97.4 per cent of t
he world�The remai.

s water exists as seawater . 

ning 2.53 per cent is freshwaterIn the centre of the diagram, the 2.53 per cent 
of freshwater is shown in blue and expanded to indicated its distribution betw e
en under

g

round water (24.99 per cent of all freshwater) and polar ice caps (75 per cent o
f all freshwater). 

That leaves just 0.01 per cent of all the freshwater on Earth available to terre
strial plants, humans and other animals. 



� Freshwater is being contaminated by saltwater infl uxes (tidal waves, 
rising sea levels), human waste and other by-products of human activity 
(e.g. industrial chemicals, acid rain), as well as agricultural fertilisers, 
pesticides and herbicides. 

� Since 1950, the number of people on Earth has increased from 
2.5 to 6.5 billion, and the per capita use of freshwater (i.e. the amount 
each person uses annually) has tripled. By 2050 the human population 
is predicted to reach 8.9 billion; per capita water use is also expected to 
continue to increase. 

� More than 60% of all freshwater used in the world is diverted for 
agriculture. 

3.2 The global water cycle 

The fl ow of water through the land, the atmosphere and the sea is shown in 
Figure 3.3 . 

 The route by which most water enters the atmosphere is evaporation from the 
sea. Much smaller amounts of water enter the atmosphere from the land and from 
rivers and lakes. 

 Water vapour in the atmosphere condenses into clouds and falls as precipitation
 
(rain, hail or snow). The distribution of rainfall across the planet is very une
ven, 
with some regions receiving rain all year round, and some receiving none at all 

vapour transport 

evaporation transpiration 

precipitation 
evaporation 

precipitation 

surface runoff 

percolation 

 
Figure 3.3 The global water cycle. (Source: based on Houghton, 2004, p. 155)

The global water cycle is described in the text and important terms including ev
aporation, precipitation and transpiration are explained. 

The darker blue arrows in the diagram indicate water coming down from the atmosp
here or percolating down through the land to c ollect as groundwater .



The lighter blue arrows indicate water vapour rising from the land and sea and f
rom plants. 



This map of the world has 
Land areas are coloured to show their patterns of rainfall. 
Regions of infrequent rain are coloured yellow and the deserts associated with t
hem are named on the map. Reading from west toFigAfrica in the centre with the c
ontinents of North and SouthAmerica to the west and Asia and Australia to the ea
st. 
A key to the colours appears below the map. 
Areas of snow are white and cover the Arctic and the far north of Canada and the
 Antarctic in the south. 
east, there is the Great W e stern Desert in the southern states of the USA and 
northern Mexico, and the Atacama and Patagonian Deserts in the southern half of 
South America. 
A huge area of infrequent rainfall including the Sahara Desert stretches across 
northern and central Africa, and in the south-west of the continent is the Kalah
ari Desert. The whole of Egypt and the Middle-East is coloured yellow and includ
es the Arabian Desert.
Further east in Asia are the Thai Desert and the Gobi Desert. Most of Australia 
has infrequent rainfall and includes the Australian Desert. 
Regions to the north and south of the yellow regions where rain is infrequent ar
e coloured light green (light seasonal rain),purple (moderate rain every month),
 dark green (heavy seasonal rain) or dark blue (heavy rain every month). ure 3.4
 Map showing world rainfall.
( Figure 3.4 ). Some of the water that falls on the land runs into streams and t
hence 
into lakes, rivers and the sea; some of it evaporates back into the atmosphere 
and a lot of it percolates deep into the ground, where it becomes groundwater. 
Groundwater, extracted by means of wells, is an important source of water for 
people, especially in those parts of the world where rainwater is insuffi cient 
to meet 
their needs. Percolation through the ground purifi es water by fi ltration so th
at water 
that emerges from the ground at natural springs is typically very free of microb
es. 

Transpiration is the release of water vapour by plants ( Figure 3.3 ). Plants ta
ke 
in carbon dioxide from the atmosphere, and release oxygen. To maintain a flow 
of nutrients through their stems and leaves they take up water in their roots an
d 
release it as water vapour through tiny holes in their leaves, called stomata, 
through which they also take in carbon dioxide. A recent study suggests that, 
because carbon dioxide levels in the atmosphere are rising through the burning o
f 
fossil fuels, plants don�t need to keep their stomata as wide open as they used to
 
in order to obtain the carbon dioxide they need. As a consequence plants are now
 
releasing less water into the atmosphere than they did in the past (Gedney 
et al., 2006; Matthews, 2006). This represents a very subtle consequence of 
climate change that affects the global water cycle, and makes the important poin
t 
that the global ecosystem is very complex, and that a change in one component 
can have wide-ranging and unexpected consequences. 

 An important component of the water cycle, not shown in Figure 3.3, is human 
intervention in the form of sanitation systems. Water-borne human waste is 
collected in sewers, treated in sewage plants and returned, as cleaner water, to
 the 
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water cycle, into rivers or the sea. The primary function of sewage treatment is
 to 
break down faeces and remove harmful microbes from the water. Sewage plants 
also have a role to play in removing harmful chemicals from water. In heavily 
populated parts of the world, water passing through sanitation systems represent
s a 
substantial proportion of the water flow in rivers. The River Lea, which runs fr
om 
Hertfordshire in England into the River Thames, would probably cease to flow for
 
much of the year were it not for the output from sewage plants (Brown, 2002). 

The population in many of the world�s megacities (Section 1.2.6) is growing so 
fast that the development of effective sewage systems is not keeping pace. In 
cities such as Karachi, in Pakistan, the water supply, mostly from groundwater, 
is heavily polluted by untreated sewage and contains high levels of bacteria 
(Rahman et al., 1997). 

3.3 The distribution of water and its use by people 

People in many parts of the world currently face a chronic shortage of water; th
is 
is a developing crisis that is expected to get worse. As you read in Section 3.1
, 
several factors underlie this dire prediction. In addition, climate change is 
expected to cause major changes in the distribution of freshwater. The uneven 
distribution of freshwater across the world is illustrated in Table 3.1. 

�� 
. From the data in Table 3.1, which continent is facing the greatest water crisi
s? 

�� 
. Asia. It contains nearly two thirds of the world�s human population, but only 
one third of its available freshwater. 

�� 
. Compare the data in Table 3.1 with the world rainfall map in Figure 3.4. Is 
water availability in different regions reflected in the pattern of rainfall? 

�� 
. Generally, yes, it is. The regions of highest water availability (Asia, South 

America) have high rainfall. The region with the lowest water availability 

(Australia) has low rainfall. 

Table 3.1 Distribution of the world�s human population and available fresh 

water across six continents. (Source: data derived from UNESCO, 2003, 

Figure 1, p. 9) 

Continent Proportion of 
world�s human 
population/% 
Proportion of 
world�s available 
freshwater/% 



North and Central America 8 15 
South America 6 26 
Europe 13 8 
Africa 13 11 
Asia 60 36 
Australia and Oceania 1 5 



�� 
. Which region does not fit this pattern? 

�� 
. Africa has high rainfall (Figure 3.4), but rather low water availability 
( Table 3.1 ). 

The reason for this is that rainfall in Africa is concentrated near the Equator,
 
but is low in southern Africa, where many people live. 

People use water for a variety of purposes. As well as water for drinking, peopl
e 
use water to wash in, for sanitation, to irrigate the land for crops, to give to
 
livestock, as a source of food (fishing), for transport and for recreation. The 
major 
categories of water use, on a global scale, are summarised in Figure 3.5, which 
shows that water use increased up to 1995 and how it is predicted to continue to
 
increase up to 2025. 

�� 
. What is the most significant use of water worldwide? 

�� 
. Agriculture: in 2025 it will account for 60% of all the water extracted 

from natural water resources (just over 3000 km3 in the total of just over 

5000 km3). 

� 

1 km3 is the volume of a cube with 
1 km sides. It is equivalent to 
1 trillion litres or 1012 litres. 

�� 
. Which of the factors discussed in Section 3.1 account for the fact that water 
extraction is increasing? 

�� 
. Increasing human population and increasing per capita use of water. 

Water use in agriculture is of two kinds: irrigation of crops and watering of 
livestock. Many methods of crop irrigation are wasteful of water in that much of
 
it is lost into the air by evaporation before it is taken up by crops. Livestock
 use 

Figure 3.5 Graph showing the amount of water extracted globally from natural 
reserves (rivers, lakes and groundwater) and used for four use categories. 
Water extraction is measured in cubic kilometres (km3) per year. Data from 
1900 to 1995 are actual figures; from 1995 to 2025 they are estimated. 
(Source: Houghton, 2004, Figure 7.6, p. 155)





Table 3.2 Volume of water required to produce 1 kilogram 
(kg) of specific food products. (Source: data derived from 
UNESCO, 2003, Figure 1, p. 17) 

 Product Water required/litres 
fresh meat � beef 15 000 
fresh meat � lamb 10 000 
poultry meat 6000 
palm oil 2000 
cereals 1500 
citrus fruit 1000 
pulses, roots and tubers 1000 
even more water. Table 3.2 compares the amounts of water required to produce 
various major food products. Notice how �expensive� it is to produce beef and 
lamb in terms of water requirements. 

The supply of clean water is affected by how people dispose of their waste water
. 
People living in areas where there is no sanitation system for the disposal of w
aste 
water have little choice but to throw it away into a river or onto the ground. E
ach 
litre of water disposed of in this way pollutes an average of eight litres of fr
eshwater, 
and the UN estimates that the global human population pollutes 12 000 km3 of wat
er 
annually in this way. Unless there is major investment in sanitation systems, th
is 
figure will have increased to 18 000 km3 by 2050 (UNESCO, 2003). 

3.3.1 The impact of climate change on global freshwater 
resources 

The availability of freshwater will be significantly altered in a future world 
affected by climate change (Houghton, 2004). In some regions, water availability
 
will decrease; in others it will increase. Precise predictions about the extent 
and exact location of such changes cannot be made, because they are based 
on climate models, the accuracy of which is uncertain. However, there is wide 
agreement that probable changes will include: 

� More rain in northern high latitudes in winter and in the monsoon 
regions of south east Asia in summer. 
� Less rain in southern Europe, Central America, southern Africa and 
Australia in summer. 
� Greater water flows in rivers that are fed by glaciers. 
� Overall, higher temperatures in all regions, which will lead to greater 
evaporation, so that, even in regions where rainfall does not decrease, 
water availability will be reduced. 
� Rising sea levels, which will lead to flooding of low-lying coastal 
regions, including major flood plains and river deltas, many of which 
are currently densely populated; for example, the Bengal delta in 
Bangladesh contains 8.5 million people (Hecht, 2006) (see Figure 3.6 ). 



Figure 3.6 Map of Bangladesh 
showing the extensive delta formed by 
the Rivers Ganges, Brahmaputra and 
Meghna.A small map to the left of the main map shows the location of Bangladesh 
(in green) to the east of India and bordering the northernmost coast of the Bay 
of Bengal.The main map shows the extensive river delta, with the capital Dhaka c
lose to the River Meghna, in the land between it and the River Brahmaputra. 
The impact of Hurricane Katrina on the Mississippi delta in southern USA in 
2005 revealed some of the adverse effects of human activities on river deltas. 
Control of water flow higher up-river reduces the amount of sediment reaching 
a delta, causing the land to subside. This is exacerbated by extraction of 
groundwater within the delta. Rising sea levels, resulting from climate change, 
may then threaten to inundate the lowered delta, especially during very severe 
weather (Hecht, 2006). In the Mississippi delta, the situation was exacerbated b
y 
inadequate maintenance of fl ood barriers. 

As a result of the changes listed above, some regions will experience a greater 
frequency of flooding, while others will experience more frequent and more 
severe droughts. These changes will affect human health directly, as well as 
indirectly by disrupting agriculture and the supply of food. 

The impending water crisis is bringing about a major change in the way that 
the water extraction industry approaches its task (Gleick, 2003). In the past, t
he 
emphasis was on finding more effective ways of extracting water from natural 
resources; now the emphasis is on finding more efficient ways to use it. For 
example, in California, considerable reductions in water use have been achieved.
 
More efficient ways of irrigating farmland have been developed that decrease the
 
amount of water lost by evaporation to the air. Domestic use of water has been 
reduced by the introduction of new designs of toilets, showers, washing machines
 
and dishwashers. For example, domestic consumption of water to dispose of 
sewage in the USA has been reduced by 75% over 20 years by changes in toilet 
design. Similar reductions in domestic water use have been achieved in Australia
, 
Japan and Europe (Gleick, 2003). 



3.4 Water-borne infectious diseases 

Water provides an environment for a huge variety of microbes, a small minority 
of which can cause disease in humans. Pathogenic microbes (Box 2.1) include 
viruses, bacteria, protoctists (proh-tok-tists) and larger creatures such as flu
kes 
and tapeworms. Water-borne infectious diseases are those in which the 
pathogen causing the disease lives part of its life cycle in water. Water-associ
ated 
infectious diseases are those, like malaria, in which the animal that transmits 
the pathogen between people (mosquitoes) lives part of its life in water. 
To eliminate water-borne infectious diseases in a human population, two things 
have to be achieved. The first is a reliable supply of water that is not 
contaminated by pathogens. The second is an effective sanitation system 
that removes and disposes of human, animal and other waste that may be 
contaminated by pathogens, without allowing it to come into contact with 
the water supply. In developed countries, such as the UK and the USA, clean 
water and effective sanitation are available to virtually everyone. Nonetheless,
 
occasionally one or other of these systems break down, even in the most 
technologically advanced countries, as will be described in Section 3.4.3. Such 
events are a salutary reminder that water is a very effective medium for spreadi
ng 
pathogens quickly and widely; a breakdown in either water or sanitation systems 
can lead to a very large number of people being infected in a very short time. 

3.4.1 Diarrhoeal diseases 

Freshwater habitats are home to two general types of human pathogen. First, ther
e 
are those that are free-living in water, of which the bacterium that causes chol
era 
is an example. Second, there are pathogens that live part of their lives in anot
her 
freshwater animal, called a secondary host; Schistosoma (shist-oh-soh-ma), 
a microscopic fluke that lives in water snails, causes one such disease. The mos
t 
common water-borne diseases are those that cause diarrhoea. 

Diarrhoeal diseases are caused by a wide variety of pathogens, including 
viruses, bacteria and protoctists. Cholera is a diarrhoeal disease, caused by th
e 
bacterium Vibrio cholerae, and is discussed in detail in Section 3.4.2. Such 
pathogens infect the gut and irritate the cells lining its surface. The cells re
spond 
by secreting large amounts of water, and dissolved salts, into the gut which, in
 
turn, responds by contracting to expel the watery, infected waste. If infection 
persists and causes prolonged and severe diarrhoea, water and body salts are los
t 
in such large quantities that the chemistry of the whole body is disrupted. 

Protoctists are single-celled 
organisms which, until recently, 
biologists called protozoans 

� 



The conventions for naming 
organisms in biology were given in 
Box 1.3. 

�� 
. What other health-damaging effect do you think diarrhoea will have? 

�� 
. Diarrhoeal infections also prevent the gut from breaking down and absorbing 
nutrients, causing malnutrition and increased susceptibility to other 
infections. 

Even mild diarrhoeal infections are harmful to children if they persist, because
 
they create a �vicious cycle� of water loss and malnutrition that stunts their 
growth and development. You will recall that being underweight, as the result 
of malnutrition, is the leading global risk factor for poor health, as measured 

� 



in DALYs (look back at Table 2.4 ). Until the 1950s, nutritional disorders and 
infectious diseases were generally regarded as quite distinct medical problems. 
Since then, however, the strong interaction between diarrhoeal diseases and 
nutrition has become much more widely recognised. In particular, much research 
has gone into explaining how malnutrition affects the immune system and lowers 
the body�s ability to resist infection (Scrimshaw, 2003). Immunodeficiency 
is a condition in which the immune system fails to respond normally to an 
infection; it can be caused by a genetic defect and by HIV/AIDS, as well as by 
malnutrition. (The term is often confused with immunosuppression, which refers 
to the deliberate suppression of the immune system by means of drugs to prevent 
the rejection of transplanted organs.) 

The treatment of diarrhoeal diseases is relatively simple, cheap and effective a
nd 
consists of oral rehydration therapy (ORT). This involves drinking a solution 
that replenishes lost water and salts, and provides glucose for energy until the
 
infection subsides ( Figure 3.7 ). Despite the fact that ORT is simple and cheap
, 
diarrhoeal diseases are a major cause of mortality, especially among children, i
n 
large parts of the world ( Table 3.3 ). They are also a major cause of morbidity
; 
many children under five years of age in developing regions of the world, 
experience several episodes of diarrhoea each year (Kosek et al., 2003). 

As Table 3.3 shows, the impact of diarrhoeal diseases on child health is a huge 
problem in developing countries; even in Eastern Europe a total of 35 000 young 
children die from diarrhoeal diseases every year, representing 13% of all child 
deaths. By contrast, the extreme rarity of such deaths in wealthy developed 
nations reflects the disparity in the extent to which children have access to a 
reliable supply of clean water and a good sanitation system. 

Figure 3.7 A baby suffering severe dehydration as a result of a diarrhoeal 
disease is given oral rehydration solution. (Photo: courtesy of Teaching Aids at
 
Low Cost (TALC), PO Box 49, St Albans, UK. Details of TALC materials sent 
on request.)

This photo shows a baby being fed oral rehydration solution from a bottle.

The baby shows signs of dehydration in its sunken c heeks and deep eye sockets. 



Table 3.3 Annual number of deaths among children under 5 years old due to diarrh
oeal diseases in different world 
regions (as defi ned by the WHO) in the period 2000 to 2003, and the proportion 
of all deaths (the proportional 
mortality) among children under 5 due to this cause. (Source: data derived from 
WHO, 2005a, Statistical Annex, 
Table 3) 

Region Africa South 
East 
Asia 
Western Pacific, 
excluding 
Australia, New 
Zealand, Japan 
The Americas, 
excluding USA 
and Canada 
Eastern 
Europe 
USA, Canada, 
Western Europe, 
Israel, Australia, 
New Zealand, Japan 
World 
Number of 
deaths 
701 000 552 000 178 000 51 000 35 000 0 1 762 000 
Proportion of 
all deaths in 
this age group 
16% 18% 18% 13% 13% 0% 17% 

Table 3.4 compares the provision of water and sanitation in the UK with that of 
a 
number of African countries. 

�� 
. Refer back to Table 2.1. Has global mortality due to diarrhoeal diseases 
changed since 1990? 

�� 
. Yes, it has. In 1990 diarrhoeal diseases were ranked fourth among causes of 
mortality, responsible for 2.95 million deaths. In 2002, global mortality had 
fallen to 1.80 million, and their ranking had fallen to seventh. 

Looking specifically at children, the total number dying from diarrhoeal disease
s 
worldwide, referred to as the global burden of diarrhoeal disease, has been 

Table 3.4 Proportion of the human population with access to clean water and 
sanitation in the UK and four African countries in 2002. (Source: data derived 
from WHO, 2006, Annex Table 7) 

Country Improved water source* Improved sanitation* 
Urban Rural Urban Rural 
UK 100% 100% 100% 100% 



South Africa 98% 73% 86% 44% 
Ghana 93% 68% 74% 46% 
Togo 80% 36% 71% 15% 
Rwanda 92% 69% 56% 38% 
*The definitions of �improved water source� and �improved sanitation� used by the 
WHO are complex and relate to the type of technology used. Improved water source
s 
involve technologies that provide clean, safe drinking water. Improved sanitatio
n 
involves technologies that reduce direct human contact with excreta. 



steadily declining, as water supplies and sanitation are slowly improved in 
developing countries (Figure 3.8). There has not, however, been a corresponding 
decline in morbidity; children who suffer from diarrhoea still average 3.2 
episodes per year (Kosek et al., 2003). This suggests that there is an �all-or non
e� 
effect, whereby fully improved water supplies and sanitation eliminate diarrhoea
l 
diseases completely, but anything less than this exposes children to as much 
illness as no improvement at all. ORT reduces mortality by treating the symptoms
 
of diarrhoea, but it does not prevent children from catching the disease. 

WHO and UN data show a very strong association across different countries 
between the provision of clean water and effective sanitation, and death rates d
ue 
to diarrhoeal diseases among young children; the poorer the provision, the highe
r 
the death rate. 

If you are studying this 
book as part of an Open 
University course, go to 
Activity C3 in the 
Companion now. 

 3.4.2 Cholera 

Whenever there is an environmental catastrophe, such as an earthquake or 
a major flood, there is usually the expectation that it will be followed by an 
epidemic of cholera. This indicates, first, that the pathogen that causes choler
a, 
Vibrio cholerae, is widely present in the environment and, second, that epidemic
s 
are caused by damage to water and sanitation systems. On a global scale, the 
incidence of cholera has varied considerably during human history (look back 
at Figure 1.22). At present, humans are experiencing what is called the seventh 

�� 
. In the absence of proper sanitation, people infected with V. cholerae but not 

suffering from cholera symptoms, can none the less transmit V. cholerae to 

pandemic, which began in 1961. 

Vibrio cholerae is a bacterium with a wiggly tail, called a flagellum, that enab
les 
it to swim through water (Figure 3.9). It causes cholera only in humans, who 
become infected via drinking water and food, especially seafood. Cholera is an 
acute intestinal infection with a short incubation period, of between one and 
five days. The incubation period of a disease is the time between a pathogen 
entering its host and the host beginning to show disease symptoms. Vibrio choler
ae 
attaches to the wall of the gut and produces a toxin that causes the cells in th
e 
gut wall to produces a copious, painless, watery diarrhoea that can quickly lead
 
to severe dehydration and death if treatment is not promptly given. (A toxin is 
a 



poisonous substance produced by a living organism, usually injurious to potentia
l 

prey, predators or competitors. Toxins are produced, not only by bacteria, but 
also by plants and animals.) Vomiting also occurs in most patients. However, 
most individuals infected with V. cholerae do not become ill, even though the 
bacterium is present in their faeces for 7�14 days. 

�� 
. What are the implications of this for the spread of the disease? 

Figure 3.8 Bar charts showing 
the results from two reviews 
of trends in child mortality 
due to diarrhoeal diseases in 
developing countries between 
1955 and 2000. (Source: Kosek 
et al., 2003, p. 201)

T wo vertical bar charts are shown, one above the other , with a colour key . 
The vertical axis of both charts is labelled �mortality rate per 1000�and the horizo
ntal axis is marked �survey period�.

Chart (a) shows the results of surveys of deaths from diarrhoeal diseases among 
children aged under 1 year

. The vertical scale is marked from 0 to 25 in intervals of 5 deaths per 1000 ch
ildren in the age-group. 
Chart (b) shows the results of surveys of deaths from diarrhoeal diseases among 
children aged 0-4 years. The vertical scale is

marked from 0 to 15 in intervals of 5 deaths per 1000 children in the age-group.
 
Each of the charts has three bars representing dif ferent survey periods. Readin
g from left to right they are 1955-1979 (red ba

rs), 1980-1990 (green bars) and 1990-2000 (yellow bars). 
Both charts show a declining trend in the mortality rate from diarrhoeal disease
s over time. For example, in chart (a) the rat e was about 24 per 1000 children 
aged under 1 year in 1955-79, but had fallen to about 8 per 1000 by 1990-2000. 
In chart (b), the rate was about 13 per 1000 children aged 0-4 years in 1955-79,
 but had fallen to just over 5 per 1000 by 199

0-2000. 

uninfected people, thus causing it to spread rapidly through a population. 

When illness does occur, more than 90% of episodes are of mild or moderate 
severity and are difficult to distinguish clinically from other types of acute 
diarrhoea. Less than 10% of ill persons develop cholera with signs of moderate o
r 
severe dehydration. In those who do develop cholera, death occurs in 5 to 50%, 
depending on the effectiveness of the treatment that they receive. 



The fact that relatively few of the people who become infected with V. cholerae 
develop full-blown cholera is related to the fact that cholera has a very high 
infectious dose. This is defined as the number of individual pathogens required 
to cause disease in an infected person. For cholera, the infectious dose is one 
hundred million bacteria. (For comparison, the infectious dose for malaria 
is just ten of the single-celled parasite that causes malaria.) In �powers of 
ten� notation, one hundred million is written as 108 (see Section 2.2.3 in the 
previous chapter). 

There are many forms of V. cholerae, called strains, which show small genetic 
differences from one another, giving each strain slightly different properties. 
They are very abundant in both freshwater and seawater habitats, where they live
 
attached to a variety of microscopic plants and animals (Gillespie and Bamford, 
2000). Two strains, called O1 (also called El Tor) and O139, cause cholera in 
humans because they are able to make the powerful cholera toxin. 

Vibrio cholerae thrives and reproduces in two quite distinct habitats: natural 
aquatic environments and human intestines (Cottingham et al., 2003). In essence,
 
it is a common and harmless freshwater organism that sometimes infects 
people. This means that cholera presents a quite different challenge to health 
organisations, in comparison with diseases caused by pathogens that live only by
 
infecting humans, such as measles or syphilis. There is much greater potential, 
at least in theory, to control and perhaps eliminate diseases such as measles 
altogether by such methods as vaccination and changing people�s behaviour. 
It is much more difficult, if not impossible, to eliminate a pathogen that can l
ive 
quite independently of humans, either in other animals, or, like cholera, in the
 
natural environment. In nature, V. cholerae lives attached to other microscopic 
organisms; this opens a way to control cholera that has proved to be quite 
effective (see Section 3.4.4). 

Vibrio cholerae is just as much at home in salt water as it is in freshwater 
and is becoming a major threat to people living and taking holidays in coastal 
communities. This is because rivers are becoming increasingly polluted, in 
particular with nitrates derived from fertilisers (see Section 3.6.2), and this 
pollution inevitably finds its way into the sea. There, it encourages the growth
 
of huge blooms of algae, sometimes called �red tides�, which are being further 
encouraged by warmer seas, resulting from climate change. Algal blooms 
provide an ideal home for V. cholerae. The threat is particularly high in coasta
l 
communities where fish and other seafood represent a major component of the 
human diet (Epstein et al., 1993). 

3.4.3 Cryptosporidiosis 

Diarrhoeal diseases are not confined to the developing world. In the early sprin
g 
of 1993, an outbreak of acute watery diarrhoea occurred in Milwaukee, USA, 
affecting 403 000 people, and killing 54 of them (MacKenzie et al., 1994; 
Furlow, 2005). The outbreak was due to a system failure at one of two watertreat
ment 
plants in the area, which enabled the single-celled (protoctist) parasite 
Cryptosporidium ( Figure 3.10 , overleaf) to pass through water fi lters and 
proliferate in the water supply. The disease caused by Cryptosporidium is called



 
cryptosporidiosis (kript-oh-spor-id-ee-oh-sis). 

Figure 3.9 A single Vibrio 
cholerae bacterium (often 
abbreviated to V. cholerae ). The 
long tail, or fl agellum, enables 
it to swim in water. Colours 
have been artifi cially added. 
Magnification · 10 000. (Photo: 
Eye of Science/Science Photo 
Library) 



 Figure 3.10 This life-cycle diagram centres around a river,lake or reservoir in
 which the thick-walled cysts of Cryptosporidium can survive a long time. 
The encysted parasites are shown being ingested by a human host (to the right of
 the diagram) when untreated water is drunk. The parasite invades cells of the s
mall intestine and reproduces, as shown in an enlarged area of the diagram. 
Cysts containing the parasite re-enter the water in faeces passed by the infecte
d human, completing the parasite�s life cycle. 
To the left of the diagram a cow represents the participation of livestock in a 
similar life cycle; cysts enter the water in faeces and are ingested when animal
s drink the water. The life cycle of Cryptosporidium
Outbreaks of cryptosporidiosis are quite common in developed countries such 
as the USA (Lee et al., 2002) and the UK, but are rarely such large-scale events
 
as the 1993 outbreak in Milwaukee. A study of cryptosporidiosis outbreaks in 
England and Wales between 1989 and 1996 tested the hypothesis that outbreaks 
are associated with heavy rainfall, which can overload water-treatment plants 
(Lake et al., 2005). This association is rather weak, however, and it appears th
at 
the most common way by which Cryptosporidium gets into the water supply 
is from farm animals, pets and wildlife. Cryptosporidium has been found in 
untreated and treated drinking water supplies, swimming pools, rivers, streams 
and reservoirs in all parts of the world and is described as being ubiquitous 
(Meinhardt et al., 1996), meaning it is found everywhere. 

Of the 54 people who died in the Milwaukee event, 46 had HIV/AIDS (Furlow, 
2005). HIV attacks the immune system, reducing the capacity of the body to 
resist infection by pathogens. 

�� 
. Can you recall what this phenomenon is called? 

�� 
. Immunodeficiency (see Section 3.4.1). 

The link between mortality due to cryptosporidiosis in Milwaukee and 
HIV/AIDS is a particular example of a more general problem that is particularly 
relevant in developing countries. Cryptosporidiosis, in common with other 
diarrhoeal diseases, is a disease that can cause morbidity in healthy people, bu
t 
which can be fatal to people with a deficient immune system. 

The link between malnutrition and immunodeficiency is very important in the 
context of this case study; it relates to the �vicious cycle�, mentioned in Section 
3.4.1, involving malnutrition, diarrhoeal diseases and being underweight. 



3.4.4 Preventing diarrhoeal diseases 

Kibera is a huge shanty town in Nairobi, Kenya, which lacks an adequate water 
supply and sanitation (Figure 3.11). The health problems that affect people in 
Kibera occur in many parts of the developing world. An estimated 2.6 billion 
people globally have no access to even a simple pit latrine, and over one billio
n 
have no source of safe drinking water (Watkins, 2006). In such conditions, 
people are very vulnerable to infection by a range of water-borne infectious 
diseases, such as those discussed above. 

It is possible to vaccinate people against cholera, but this protects them only 
for 
three to six months. Consequently, while vaccination is useful for protecting 
people who are visiting regions where cholera is prevalent, it does not provide 
a 
satisfactory means of control for people who live permanently in those regions. 
Certain features of Cryptosporidium are relevant to the kinds of strategies that
 
are effective in controlling it. In contrast to V. cholerae, Cryptosporidium has
 a 
low infectious dose. 

�� 
. Can you recall what this means? 

�� 
. It means that infection with only a few organisms is enough to cause illness. 

The infectious dose of Cryptosporidium is less than 10. The significance of this
 
is that only water from which all pathogens have been removed is completely 
safe for human consumption. Removal of many kinds of pathogens from drinking 
water is achieved by the use of disinfectant chemicals in water treatment 
plants. (A disinfectant is a chemical that reduces microbial contamination of 
water, surfaces, etc.) However, at least one species of Cryptosporidium, called 

C. parvum, is naturally resistant to most chemical disinfectants (Gillespie and 

Figure 3.11 Collecting water at a stand-pipe in Kibera, Nairobi. 
(Photo: Jo Halliday).

The photo shows a man and a woman filling lar

g

e white containers with water from a standpipe at the side of a muddy track. Bey
ond them, further down the hillside,can be seen the tin roofs of hundreds of sha
cks crowded together in the Kibera shantytown on the outskirts of Nairobi in Ken
y a. 



Bamford, 2000). Ozone (a poisonous gas that occurs naturally high up in the 
atmosphere) is being increasingly used in sewage treatment plants to eliminate 
Cryptosporidium; this is not a perfect solution, as it can lead to high levels o
f 
bromate in drinking water. Bromate is a toxic substance that can cause cancer. (
A 
well-known soft-drink company once had to withdraw its bottled water from the 
market in a country because of high bromate levels.) 

A very simple and inexpensive method of combating cholera exploits the fact 
that, when living in water, V. cholerae lives attached to microscopic animals 
(zooplankton) and plants (phytoplankton). Though very small, these organisms 
are larger than V. cholerae and can be removed from water by fine-mesh filters, 
made of sari cloth or nylon (as you will see in DVD Activity 3.1). Use of such 
filters in 65 villages in rural Bangladesh between 1999 and 2002 led to a 48% 
reduction in the incidence of cholera (Colwell et al., 2003). 

Filtering water in this way is called a �point-of-use� strategy for controlling 
disease. It depends on individual people treating water as they use it, rather t
han 
having purified water delivered to them from a remote water-treatment plant in 
pipes. Sachets of purification agents are increasingly being used as a point-of 
use 
strategy for making water safe to drink in regions of the world where water is n
ot 
treated in large-scale plants before it is distributed (Lougheed, 2006) ( Figure
 3.12 
and Activity 3.1 ). 

Water treatment: a diffi cult trade-off 

The fact that people with deficient immune systems are more susceptible 
to water-borne pathogens such as Cryptosporidium takes us into a rather 

Figure 3.12 A Maasai woman in Kenya with glasses of water before and after 
simple purification treatment. (Photo: Greg Allgood/Procter and Gamble)

Maasai women and men in colourful costumes face the camera. The woman in the for
eground holds two glasses of water: one is clo. but has been treated with an age
nt that kills bacteria and an agent that makes the mud particles clump together 
and sink. umps can be 
W ater treatment: a dif fi

udy and came directly from their local water source, and the other is clearThe c
lear water came from the local water source, The lfi ltered out by pouring the t
reated water through cloth. 

 cult trade-of

f 



controversial area, which revolves around the question: is it sensible to seek t
o 
make drinking water completely free of pathogenic microbes? On the face of it, 
the answer would seem to be �yes�, but there are two reasons why it might not 
be desirable. First, complete elimination of microbes requires the use of very 
high levels of chemicals, some of which, like ozone, produce products that are 
themselves harmful to human health. Second, if people�s immune systems are not 
occasionally exposed to a particular pathogen, they will not develop immunity to
 
it. Thus, it is argued that it is no bad thing if drinking water contains pathog
enic 
microbes at very low levels. Evidence in support of this comes from detailed 
studies following cryptosporidiosis outbreaks. People who live in areas where 
the water supply comes from surface sources, such as rivers and lakes, that are 
typically contaminated by Cryptosporidium from livestock, are less severely 
affected during cryptosporidiosis outbreaks than people whose water supply 
comes from deep, groundwater sources, which are not contaminated (Furlow, 
2005). 

3.5 Water chemistry and life 

Water is by far the most abundant component of plants and animals: 60% of the 
human body is water. Life probably originated in water, many plants and animals 
live in it, and all the chemical reactions that take place in plant and animal b
odies 
take place in water. The importance of water as a medium for life comes fi rst f
rom 
its abundance on Earth and second because it possesses five distinctive properti
es: 
its solvent properties; heat capacity; surface tension; freezing properties; and
 
transparency. You will now examine each of these properties in turn. 

3.5.1 The properties of water 

On Earth, water is a liquid between 0 °C and 100 °C. If the Earth were as close 
to the Sun as Venus is, water would exist only as a gas; if the Earth were as fa
r 
from the Sun as Mars is, water would be present only as ice. Water is a chemical
 
compound made of molecules with the formula H2O (see Box 3.1). This tells 
you that each molecule is composed of two hydrogen atoms (H is the symbol 
used to denote the element hydrogen) and one oxygen atom (O is the symbol 
used to denote the element oxygen) ( Figure 3.13 ). You will shortly learn more 
about atoms, molecules, elements and compounds and how they relate to the 
molecular structure of water in Activity 3.1 on the DVD associated with this 
book. The activity then goes on to deal with ions (eye-ons). 

Box 3.1 (Explanation) Definitions of some basic chemical terms

 An atom is the smallest unit of an element that still has the properties of the
 

element. 

A molecule is two or more atoms held together by chemical bonds. 

An element is a substance that cannot be broken down into a simpler 



substance; it is composed of just one type of atom. 

An ion is an electrically charged atom or molecule. 

A chemical compound is a substance made up of two or more elements; it 

may be composed of molecules or ions. 

Figure 3.13 Model of a 
molecule of water consisting 
of one oxygen atom (O) joined 
to two hydrogen atoms (H). 
In molecular models such as 
these, it is the convention to use 
standard colours to symbolise 
atoms of different elements: 
hydrogen is white and oxygen 
is red, as here. Water molecules 
are extremely small (of the 
order 1010 m across), which 
is why models are used to 
visualise their behaviour. 



Water is a very good solvent in its liquid form, meaning that it is able to diss
olve 
a wide range of substances. When you add salt to a pan of hot water, it quickly 
disappears; you have made a solution of salt in water. A liquid that dissolves 
another substance is called a solvent, and water is a solvent for many substance
s, 
including solids, such as salt, and gases, such as oxygen and carbon dioxide. 
As you will shortly learn in Activity 3.1 on the DVD associated with this book, 
its properties as a solvent stem from the fact that water is a polar molecule. 
The water molecule is said to be polar because it has negatively and positively 
charged regions, with the oxygen atom being slightly negatively charged and the 
hydrogen atoms slightly positively charged. You will see why this is important i
n 
Activity 3.1. 

Activity 3.1 Water, molecule s and ions 

Allow 1 hour for this activity 

Now would be the ideal time to study the DVD activity entitled �Water, 
molecules and ions� which you will find on the DVD associated with this book. 
The first part of the activity deals with the representation of molecules and 
what liquid water looks like at the molecular level, and in so doing covers some
 
aspects of scale. The sequence begins by exploring in more detail the story of 
water contaminated with Vibrio cholerae. In order to understand how filtration 
works as a method of removing the bacteria it is necessary to examine the relati
ve 
sizes of the mesh in sari cloth and the cholera bacteria. This provides practice
 
in understanding relative scales and expressing very small distances in metres 
(the SI unit of length) and their subunits. Further magnification, this time usi
ng 
models, allows the nature of liquid water at the molecular level to be explored.
 
After studying this part of the activity, you should have a better understanding
 
of the relationship between the properties of liquid water on a macroscopic scal
e 
(water as you normally see it) and its molecular structure. 

The DVD then goes on to examine the composition of an ionic compound, 
common salt (sodium chloride), and the process involved when ionic compounds 
dissolve in water. Finally it looks at other types of ion present in mineral wat
er 
using molecular models. After playing this concluding part of the sequence, you 
should have a better understanding of the nature of some of the dissolved ions, 
both harmless and potentially harmful, commonly found in water. 

If you are unable to play this sequence now, try to do so as soon as possible. Y
ou 
will find it harder to study the rest of this chapter until you have done so. 

As Activity 3.1 demonstrated, it is its polar properties that make water such a 
good solvent. Take common salt as an example (Figure 3.14a). The chemical 
name for common salt is sodium chloride and its formula is NaCl (en-aye-seeell).
 
Here Na is the symbol for the element sodium (from the Latin name natrium) 



and Cl is the symbol for the element chlorine. Sodium chloride is not made up 
of molecules, like water is. Instead it is made up of ions, which are electrical
ly 
charged, in this case sodium ions (denoted Na+) and chloride ions (denoted Cl). 
(Note the slight change of name from chlorine (the element) to chloride (the ion
), 
which is the convention used by scientists.) In a crystal of common salt 



(Figure 3.14a), the sodium ions and chloride ions are in a regular arrangement 
(Figure 3.14b) held together by the attraction between the opposite charges. 

When added to water, common salt quickly dissolves. This involves the attractive
 
forces within the crystal being replaced by attractive forces between water 
molecules and the individual Na+ and Cl- ions ( Figure 3.15 ). 

Many biologically important substances, such as amino acids (ah-meen-oh acids, 
the building blocks of which proteins are made) or sugars (for example glucose, 

Figure 3.14 (a) Crystals of common salt, sodium chloride (magnifi ed) (Photo: 
Diane Diederich/istockphoto). (b) Model of the arrangement of positively charged
 
sodium ions (silver) and negatively charged chloride ions (green) in sodium 
chloride crystals.

(a) Salt crystals are shown to be tiny cubes when magni fied. (b)

The Na +ions (small silver spheres) and Cl

-

ions (lar

ger green spheres) in this model are arranged alternately in regular rows stacke
d one above the other to form a cube. 

Figure 3.15 Salt (sodium chloride) dissolved in water. The negatively charged 
oxygen atoms (red) are attracted to the positively charged sodium ions (silver) 
and the positively charged hydrogen atoms (white) are attracted to the negativel
y 
charged chloride ions (green). The background water molecules are shown paler 
for clarity. 



fructose or sucrose found in foods), are made of molecules, not charged ions, 
but none the less they dissolve readily in water. That is because, like water, 
they are polar molecules with positively and negatively charged regions that are
 
respectively attracted to the negatively and positively charged regions of water
 
molecules. 

Water has other important properties. It has a high heat capacity, meaning that 
it 
requires more energy to raise its temperature by 1 °C than it does to heat up, say
, 
air or a rock by the same amount. This means that water maintains a more stable 
temperature than the air or rocks in the face of variations in the temperature 
of the environment. Most of the chemical reactions involved in life processes 
can only occur over a narrow range of temperatures, so it is important that the 
temperature of animals and plants does not vary too much. 

Water also has a high surface tension that creates a distinct surface layer at 
the interface between water and air. This is a consequence of the network of 
hydrogen bonds between water molecules, which were described in Activity 3.1. 
The high surface tension enables animals such as pond skaters to scoot about on 
its surface, and (for complex reasons that we don�t have space to explain) enables
 
trees to be very tall. 

Most liquids become more dense (i.e. they compress, become smaller) as they 
cool but water, most unusually, becomes more dense down to 4 °C, but then 
expands between 4 °C and 0 °C. As a result at 0 °C, ice is less dense than liquid 
water. It therefore forms on the surface of water, enabling plants and animals t
o 
survive cold weather beneath the ice. This is another consequence of the network
 
of hydrogen bonds between water molecules. 

Finally, the transparency of water means that sunlight can pass through it, 
enabling plants to grow in it, supporting complex communities of animals. 

Of these properties of water, the most significant in the context of this chapte
r is 
that chemical compounds dissolve in it. Also important is the fact that, as wate
r 
circulates around the global environment, it sometimes exists as a solid (ice), 
and 
sometimes as a gas (water vapour), as well as in its liquid form. 

3.5.2 Pure water or clean water? 

No natural water found on Earth is pure; rainwater is very nearly pure, 
but contains dissolved gases such as oxygen and carbon dioxide from the 
atmosphere. Water does not need to be pure to be acceptable for human 
consumption; indeed, the fashion for �natural� spring water is evidence for the 
value people place on certain dissolved minerals. The label on a bottle of miner
al 
water lists all the dissolved substances, such as calcium, many of them very goo
d 
for you, which it contains. Accordingly, to distinguish water that is safe to dr
ink 
from that which is not, rather than describing it inaccurately as �pure�, the term 



�clean� is used. 

Absolutely pure water would not support life and it is the many and varied 
substances that become dissolved in water that make it a medium in which 
microbes can live and reproduce. Most microbes present no threat to the health o
f 
humans and other organisms, but are engaged in thoroughly useful activities, suc
h 
as breaking down potentially toxic waste and converting poisonous substances 



into safe ones. Only a tiny minority of microbes are harmful to the health of ot
her 
organisms such as those you have already read about in Section 3.4. 

Water purity is a relative concept and no system for providing water to 
human populations aims to deliver absolutely pure water. Rather, national or 
international authorities try to supply clean water by establishing standards fo
r 
water quality that specify the maximum amounts of microbes and of various 
harmful chemicals that are considered acceptable in the water supplied for human
 
consumption. 

3.6 Chemical pollution of water 

Toxic substances are a feature of the natural world; many plants contain 
chemical compounds that make them anything from mildly distasteful to 
lethally poisonous to animals that might eat them. Some animals are equipped 
to deal with dangerous plants in their environment and possess detoxification 
mechanisms that break down harmful compounds. Humans, for example, rely 
on their liver to neutralise the harmful effects of alcohol. During human cultur
al 
evolution, cooking techniques have developed that destroy toxic chemicals in 
plants. Examples include nerve poisons in the lentils from which dahl is made 
in India, and cyanide in cassava, a staple crop in Africa and South America. 
There are limits, however, to what the liver and cooking can achieve and the 
environment contains a huge array of chemical compounds, some of them of 
human manufacture, that are harmful to human health and survival. The latter are
 
said to be xenobiotic (zen-oh-bye-ot-ik). Literally meaning �alien to nature�, in 
the context of this book this word refers to chemicals �of human origin�. 

Water is said to be polluted, or contaminated, whenever any harmful or 
undesirable change in its physical, chemical or biological quality results from 
the release into it of synthetic or naturally occurring chemicals, radioactivity
 
or organic matter. (Organic means arising from the bodies of plants, animals 
or other organisms.) Pollution often refers to the results of human activity but
 
there are significant natural causes of contamination, such as volcanic eruption
s, 
which release a variety of chemicals, and tsunamis, which mix salty seawater 
with freshwater. Much of the groundwater obtained from boreholes in parts of 
Bangladesh and West Bengal is contaminated with naturally-occurring arsenic, 
released from rocks deep underground. 

Contamination can occur at many points in the global water cycle depicted in 
Figure 3.3 . Most familiarly, pollutants can be released into rivers or into the
 sea, 
but they can also be released into groundwater by pollution of the soil. Some 
pollutants enter the water cycle from the atmosphere; for example, acid rain is 
caused by the mixing of water vapour with gaseous pollutants such as sulfur 
dioxide, released by burning fossil fuels, and a variety of nitrogen compounds, 
from agricultural fertilisers (see Section 3.6.3). 

Pollution may be acute or chronic. Acute pollution events refer to the sudden 
release of large quantities of a contaminant, usually leading to very obvious 
harmful effects. An example is provided by the accidental release of a large 
quantity of aluminium sulfate, a substance used in water treatment, into the wat



er 
supply of Camelford, in Cornwall in July 1988, leading to severe loss of mental 

� 

The harmful effects of alcohol are 
discussed in another book in this 
series (Smart, 2007) 

� 

Sulfur dioxide has the chemical 
formula SO 2 (one atom of sulfur, two 
atoms of oxygen); some texts still 
use the older spelling �sulphur�. 

� 

Acute and chronic diseases and 
health conditions were defi ned in 
Section 1.6.1. 



function in a large number of people (Altmann et al., 1999). Chronic pollution 
refers to the slow and persistent contamination of water through the sustained 
release of a pollutant and is, in many ways, a more serious concern, for three 
reasons. Chronic pollution may go undetected for a long time; it is generally 
more difficult to rectify than an acute pollution event; chronic pollution is al
so 
serious because, unlike most acute pollution events, it is often not confined, a
s 
the Camelford tragedy was, to a small area. 

One of the most toxic of xenobiotic pollutants, dioxin, formed by the burning of
 
plastics and certain fertilisers, has become ubiquitous (found everywhere) and 
can be detected in virtually every person that has been tested for it throughout
 the 
world (Sargent, 2005). 

As a result of the risks arising from pollution, the water supply in high-income
 
countries is carefully monitored to ensure that levels of contaminants do not 
exceed specified concentrations that are considered to be safe. The determinatio
n 
of safe levels is quite a complex process that involves the science of toxicolog
y 
(the study of toxins and their effects on living organisms). This involves expos
ing 
animals to a toxic compound, to determine its lethal dose. Among the animals 
used for toxicological testing of water-borne chemicals are tadpoles of the 
African clawed frog (Xenopus laevis) ( Figure 3.16 ). Xenopus is widely used 
for this purpose as it breeds readily in captivity and produces huge numbers of 
tadpoles. Recall that frogs and amphibians are regarded as particularly sensitiv
e 
indicators of environmental damage (Box 1.1). 

There is growing recognition that determining the lethal dose of a compound in 
Xenopus tadpoles in a laboratory is not very helpful in trying to determine if t
hat 
compound poses a threat to human health. 

Figure 3.16 The tadpole of 
Xenopus laevis. (Photo: Ronn 
Altig) 

�� 
. Why do you suppose this is? 

�� 
. For a start, there is the question of whether Xenopus is more or less sensitiv
e 

to the compound than humans. Furthermore, the lethal dose approach is a 

measurement only of mortality, and provides no information about morbidity. 

Another approach to the study of pollution is the science of ecotoxicology, 
which is the study of the fate of contaminants in the natural environment and of
 
their effects on plants, animals and ecosystems. (Ecosystems are recognisable 



assemblages of plants and animals, such as woodland, grassland, rivers, etc., 
in which a distinct set of plants and animals live together and interact with on
e 
another.) This asks, not how much of a compound does it take to kill a tadpole, 
but what is the effect on a tadpole of the compound at the kind of concentration
 
that occurs in the wild? 

Much environmental damage has been done in Scandinavia by acid rain caused 
by industrial pollution from the industrial north of Britain, swept across the N
orth 
Sea by the prevailing wind. For example, populations of frogs and newts have 
declined widely and disappeared altogether in some localities. If frog tadpoles 
are reared in water that is acidified to the same level as Scandinavian pond wat
er, 
they do not die. Rather, they become lethargic and feed less than tadpoles in 
non-acidified water (Griffiths et al., 1994). They do not grow as fast as health
y 
tadpoles; they later become under-sized frogs and they do not survive to breed. 



The result is the same as if tadpoles dropped dead when exposed to acid water; 
the frog population declines. By focusing on often very subtle, non-lethal effec
ts 
of pollutants, ecotoxicologists provide a more complete and precise assessment 
of how pollutants affect wildlife than can be derived by determining their letha
l 
dose. If it seems odd to you that scientists study the possible human health eff
ects 
of xenobiotic chemicals by looking at their effects on tadpoles, bear in mind th
at 
it would be impossible, for ethical reasons, to test the effects of such chemica
ls 
on humans directly. 

Bioaccumulation 

When chemical contaminants enter the body of a person, they circulate around 
the body in the blood. Different contaminants have different chemical properties
 
and specific contaminants tend to accumulate in specific parts of the body, 
called target tissues, or in substances produced in the body such as breast milk
 
( Table 3.5 ). 

Table 3.5 Some common pollutants and their target tissues. (Source: data 
derived from Connell et al., 1999, Table 4.1, p. 55) 
Pollutant Target tissues or substances 
lead bone, teeth, nervous tissue 
mercury nervous tissue, particularly the brain 
organochlorine pesticides, fatty tissue, breast milk 

polychlorinated biphenyls (PCBs) 
asbestos lungs 

 The affinity of specific pollutants for specific target tissues is related to a
 very 
important aspect of ecotoxicology, called bioaccumulation. This refers to the 
fact that, having been released into the environment, a pollutant is not randoml
y 
or evenly dispersed, but becomes concentrated into particular components of 
ecosystems . For example, DDT is accumulated in the fat reserves of birds, where
 
it can reach quite high levels. (DDT, dichloro-diphenyl-trichloroethane, was the
 
first widely used synthetic pesticide and has been used to kill agricultural and
 
domestic insect pests since 1939; see Section 3.6.1.) This has two important 
effects. In the affected bird, it means that, if it uses its fat reserves to pro
vide 
energy for some specific activity, such as reproduction or migration, a large do
se 
of DDT is released into its blood over a short time. Every time a predator eats 
such a bird, it too receives a large dose which, in turn, is stored in its fat. 
The 
consequence of bioaccumulation is that contaminants that may be quite safe to 
wildlife, or humans, when encountered at the kind of concentrations at which 
they are released into water, can become concentrated at particular points in th



e 
food-chain, at levels that are not safe ( Figure 3.17 , overleaf ). 

3.6.1 DDT: a classic case in ecotoxicology 

DDT is very effective in controlling pests, being very toxic to insects, and 
cheap to produce. Its effectiveness is enhanced because it is very persistent, 



remaining active in the environment for a long time. This increases its value as
 
an insecticide to farmers, because one application lasts a long time, but is als
o a 
major reason why it poses a threat to wildlife and to human health. Although the
 
agricultural use of DDT was banned in most developed countries 30 years ago, 
it can still be detected in samples taken from the soil, from water and from the
 
bodies of animals; it is also detectable in people. 
Concern about the widespread effects of DDT led to it being banned in most 
developed countries in the 1960s and 1970s, but it is still used extensively in 
many developing countries, not least because it is very effective at controlling
 
disease-carrying insects. DDT is credited with having eliminated malaria from 
Europe and the USA. The WHO has recently agreed that the human health 
benefi ts of using DDT in malaria areas outweigh the environmental risks, and it
 
is a front-line weapon against the mosquitoes that carry malaria. Efforts are be
ing 
made, however, to reduce the quantities used; for example, DDT-impregnated 
bed nets are increasingly been used instead of spraying ( Figure 3.18 ). 
The harmful effects of DDT on wildlife were fi rst detected in 1947, when 
dramatic declines in a number of birds of prey, particularly the peregrine falco
n, 
were noted in Britain. Similar declines were detected in the USA, especially 
among birds such as ospreys that eat fi sh. By the early 1960s the link between 
such declines and DDT had been worked out. 

Figure 3.17 (a) Diagram showing 
bioaccumulation of a chemical contaminant in 
an aquatic food-chain. (b) Concentrations of 
DDT (in ppm, parts per million) in different 
parts of the environment. (Source: data derived 
from Freedman, 1989) (a) The aquatic food chain shows the bioaccumulation of a p
ollutant represented by red dots in the sea at the bottom of the diagram. A low 
concentration of the pollutant enters each plankton; when many plankton are eate
n by a worm it accumulates a higher pollution concentration. 
Small fi sh eat a lot of contaminated worms and accumulate more of the pollutant
, which accumulates at an even greater concentration when several small fi sh ar
e eaten by a larger fi sh. 
The large fi sh in turn is eaten either by a predatory sea bird such as an ospre
y, or by a human; these organisms are at the top of the food chain and accumulat
e the highest concentrations of the pollutant. 
(b) is a table showing the DDT concentration in parts per million (ppm) in diffe
rent locations in the aquatic food chain. The DDT values are given in decimal nu
mbers and as a power of ten. 
Reading the table from left to right, one row at a time, the DDT concentration i
s as follows: 
In humans it is 6.0 ppm and in freshwater fi sh it is 2.0 ppm (these numbers are
 not conventionally expressed as a power of ten). 
In marine fi sh the DDT concentration is 0.5 ppm, which can be expressed as 5 · 10
 -1 ppm. In aquatic invertebrates such as worms (both freshwater and marine), th
e concentration is 0.1 ppm, or 10 1ppm. 
In freshwater sources the concentration is 0.000 001 ppm or 10 5ppm. 
In seawater sources the concentration is 0.000 0001 ppm or 10 6ppm. 
. Why are birds like ospreys and peregrine falcons at particular risk? 
. Peregrines and ospreys prey on mammals and fi sh and so occupy a position 
at the top of food-chains, in which DDT-affected insects occupy a low level 



so that, through bioaccumulation, they build up DDT in high 
concentrations in their body fat. 

The most severely poisoned birds died; those that did not die 
produced eggs with shells so thin that they collapsed under the 
weight of the parents in the nest. The use of the breeding birds� 
fat reserves during egg production released large amounts of 
DDT, affecting the deposition of calcium in egg shells. This 
is an example of a phenomenon called endocrine disruption 
(see Section 3.6.4). 

DDT has been suggested as a causal factor for a number 
of human health problems. Detailed studies have ruled out 
a suggested link between DDT and breast cancer, but it is 
still strongly suspected to be linked to pancreatic cancer, 
neuropsychological dysfunction and some reproductive problems 
(Beard, 2006). 

DDT is only one of a vast array of pesticides that is now in use. 
In 1995, 2.6 million metric tons of active pesticide ingredients, 
worth $38 billion, were used around the world (WRI, 1999). 
85% of this was used in agriculture, much of which produces 
crops in developing countries, such as cotton, bananas, 
coffee, vegetables and flowers, that are exported to developed 
countries. In 2000, an estimated 3.75 million metric tons were 
manufactured worldwide; on current trends, global pesticide 
production is predicted to reach 6.55 million metric tons in 2025 
and 10.1 million in 2050 (Tilman et al., 2001). 

3.6.2 Mercury 

Mercury is a naturally occurring metal which, in its pure form, is 
not particularly toxic. Under normal conditions of temperature 
and pressure, it is a silvery-white liquid which readily transforms into a vapou
r. 
When vaporised, it enters the atmosphere, remains there for a long time, and is 
circulated globally (WHO 2005b). Through chemical reaction and precipitation 
it enters freshwater lakes and rivers, where it accumulates in the sediments at 
the 
bottom. Here it is transformed by bacteria into a variety of mercury compounds, 
particularly methyl mercury (chemical formula: CH3Hg+) which is highly toxic. 
From freshwater sediments methyl mercury is taken up by small organisms 
and enters aquatic food chains, accumulating in the fat of animals and, by 
bioaccumulation, reaching high levels in animals towards the top of the foodchai
n, 
such as larger fi sh and fish-eating birds (Zahir et al., 2005). 

The realisation that mercury compounds pose a serious threat to human health 
began with an unfolding tragedy in Minamata Bay, Japan, beginning in the 
mid-1950s (Connell et al., 1999). As is often the case, the first evidence that 
something was amiss came from observations of animals. Birds fl ew erratically 
and sometimes fell into the sea; children were able to catch usually evasive 
octopuses with their bare hands; cats had convulsions and died. It was not until
 
the 1960s that many local people became overtly ill. They had convulsions, 
began to stagger about and salivated excessively; deaths began to occur, 

Figure 3.18 Insecticide-treated bed nets 



have to be re-treated regularly. Communal 
�dipping� sessions, here in Viet Nam, encourage 
community participation and have reduced the 
incidence of malaria by up to 50% in some areas. 
(Photo: WHO/TDR/Martel)

The photo shows a community health worker squatting in front of a lar ge metal b
asin containing a clear liquid. He is wearing a white face mask and sur g

ical gloves. On the ground near him are basins containing lar

g e balls of wet cloth, which are mosquito

-proof bed nets which have been dipped in insecticide. Behind the health worker

, women and children are queuing to have their b

ed nets treated. 

� 

The chemical symbol for the element 
mercury is Hg, which derives from its 
ancient name hydrargyrum, meaning 
�liquid silver�. 



including newly-born children. The source of the problem was a chemical factory 
that was discharging its waste into Minamata Bay. This waste included large 
amounts of methyl mercury, estimated at 600 tons between 1932 and 1970. The 
animals and the people were suffering from mercury poisoning, now sometimes 
called �Minamata disease�. 

The principal sources of atmospheric mercury are the burning of fossil fuels in 
power stations and of domestic and industrial wastes in incinerators. Mercury 
compounds are also released directly to the land in many fungicides (chemicals 
used to protect crops from fungal diseases) (Clean Air Network, 1999). Mercury 
compounds have been used as an ingredient of some cosmetics, and even some 
vaccines. A compound of mercury called thiomersal in the UK (or thimerosal 
in the USA) has been used as a preservative in vaccines since 1931. In the late 
1990s, some safety concerns about thiomersal led to its gradual withdrawal from 
some of the vaccines in which it had been an ingredient (note: it was never used
 
in the measles, mumps and rubella MMR vaccine in the UK), but a WHO expert 
committee concluded that there is no evidence of any toxicity and it remains in 
use (GACVS, 2006). 

The effects of mercury compounds on wildlife and on people 

Mercury compounds have no effect on plants, but adverse effects have been 
demonstrated in a wide range of animals, including fish and amphibians 
(Boening, 2000). Very high levels of mercury have been found in the livers of 
American alligators in the severely polluted Everglades of Florida; these can be
 
as much as 400 times greater than levels in alligators born and reared in alliga
tor 
farms (Linder and Grillitsch, 2000). 

�� 
. By what process would such high levels of mercury arise in alligators? 

�� 
. Bioaccumulation. Alligators are large, predatory animals that feed on fish. 

Methyl mercury pollution is implicated in the near extinction of populations of 
stream-living salamanders in Acadia National Park, Maine (Bank et al., 2006). 

The most important effect that mercury compounds have on people is on children 
born to women exposed to high levels during pregnancy (WHO, 2004). In 
extreme cases they have seizures and cerebral palsy; they may also be born blind
 
or deaf. In less extreme cases, they have reduced intelligence, poor memory, 
and attention deficit disorder. Mercury compounds have no detectable effect on 
the mother, but can be detected in her hair, and mercury levels in maternal hair
 
are strongly related to the severity of post-birth effects in children (Cohen et
 al., 
2005). 

Infants can also be exposed to mercury compounds via breast-milk. In some 
fishing communities the concentration of mercury in children�s hair is correlated 
with the duration of breast-feeding. Reports of high mercury levels in mothers 
and children mostly come from regions where people eat a lot of fish; for 
example, high levels of blood mercury have been detected in people in the USA 
who identify themselves as Asians, Pacific Islanders, or Native Americans 
(Hightower et al., 2006). The unsaturated fats that occur in fish have beneficia



l 
consequences for human health and people are encouraged to eat fish in many 
countries. Currently, the US government encourages the eating of fish in the 



general population, but discourages it in women of childbearing age because of 
the risk posed to unborn children by mercury compounds (Cohen et al., 2005). 
Around the Faeroe Islands especially high levels of mercury have been found 
in pilot whales and, as a consequence, pregnant women are encouraged to avoid 
eating whale meat (Booth and Zeller, 2005). 

Mercury compounds represent a major threat to human health in the future. 
Mercury emissions from power stations and other sources are not controlled in 
most countries. For example, at the time of writing in 2006 they were not covere
d 
by US Clean Air legislation (Clean Air Network, 1999). The rate of emissions 
has been increasing; there was a 10% increase in the USA from 2001 to 2002, 
and, in countries such as China and India, whose rapidly expanding economies 
are heavily dependent on fossil fuels, emissions are predicted to increase even 
faster (Booth and Zeller, 2005). The effects of mercury pollution will be global
; 
because mercury can be dispersed as a vapour it can be deposited anywhere in the
 
world. 

Current inaction over mercury contrasts strongly with what has happened in 
relation to another toxic metal, lead. Lead is recognised as a very important 
toxin for children (WHO, 2004). Like mercury, it has serious effects on the 
developing nervous system, causing impaired brain function, leading, for 
example, to attention deficit disorder. In many high-income countries, the most 
obvious sources of lead have been eliminated; lead is no longer used for water 
pipes, and has been removed from petrol and paint. Lead has long been subject 
to a surveillance programme in the USA, but no such programme yet exists for 
mercury (Schweiger, 2005). 

3.6.3 Nitrogen: a developing threat to health 

A great deal of attention, by governments and the media, is focused on the 
environmental threat posed by carbon dioxide (CO2) emissions, and on the 
urgent need to reduce them. Mainly due to the burning of fossil fuels, the level
 
of CO2 in the atmosphere has increased by some 36% since pre-industrial times. 
According to recent estimates (IPCC, 2007), this increase has contributed more 
than 50% of the global warming attributed to human activities. The rest is due t
o 
enhanced atmospheric concentrations of a number of other �greenhouse� gases, 
including nitrous oxide (N2O). Molecule for molecule, N2O is nearly 300 times 
more powerful as a greenhouse gas than CO2 and levels of the gas are rising 
rapidly, largely due to the widespread use of nitrogen fertilisers in agricultur
e; 
some of the nitrogen ends up in the air as N2O. However, the amount of N2 O in 
the atmosphere is still very low, and the observed increase (up 18% above preind
ustrial 
level) has contributed just 5% to global warming so far. 

Nitrogen exists in the environment in huge quantities; as nitrogen gas (N2 ) it 
makes up 78% by volume of the Earth�s atmosphere. As an element, nitrogen is 
an inert gas; that is, it is unreactive, is of little use to animals or plants a
nd does 
no harm to them. It is when nitrogen becomes incorporated into compounds with 
other elements (notably oxygen or hydrogen) that it becomes reactive and can be 
harmful. In a natural environment, like that which existed before the industrial
 
revolution, reactive compounds of nitrogen are produced naturally, in relatively



 
small quantities. For example, lightning converts nitrogen in the atmosphere 
into compounds called nitrates that enter the soil in rain. Bacteria that occur 
in 



nodules on the roots of certain plants, known as nitrogen-fixing bacteria, also 
convert nitrogen gas into nitrogen compounds which enter the soil, providing a 
natural fertiliser. 

The situation changed during the industrial revolution, with the burning of foss
il 
fuels on a large scale, releasing various nitrogen compounds into the atmosphere
 
in large quantities. More recently, the industrial production of nitrogen 
fertilisers has released into the environment a number of other, reactive nitrog
en 
compounds. These are listed, with their effects, in Table 3.6 in Box 3.2. 

The major source of nitrogen compounds in the environment is now the 
increasing use of fertilisers to enhance crop yields, driven largely by the need
 
to feed the large proportion of the world�s human population that is undernourishe
d. 
This is a trend that is expected to continue ( Figure 3.19 ). 

Other sources of nitrogen being added to the environment are urine and manure 
from livestock, industrial emissions and human waste. As a result of all 
this release of nitrogen compounds, the natural cycle of nitrogen in the 
environment has become swamped by what is called the �nitrogen cascade� 

Box 3.2 (Enrichment) Reactive compounds of nitrogen and their 
environmental effects 

There are many compounds of nitrogen and they have a variety of effects 
on the environment. Table 3.6 lists a selection. The chemical formulae are 
included for completeness. 

Table 3.6 Some compounds of nitrogen and their environmental effects. 
(Source: Hooper, 2006, p. 42) 

Compound Chemical formulae Environmental effects 

-

 nitrate ion * NO3 acid rain, eutrophication of water�

 nitric acid HNO3 acid rain, eutrophication of water 

 nitrogen dioxide NO2 smog, acid rain, eutrophication of 
water 

 nitrous acid HNO2 smog, acid rain 

 nitric oxide NO smog, acid rain 

 nitrous oxide N2O greenhouse gas, destruction of 
ozone in the stratosphere 

ammonia/ + smog, eutrophication of water,

NH3/NH4 
ammonium ion *aerosols§ 



*Recall from Activity 3.1 that these are polyatomic ions, since they contain sev
eral 
atoms joined together and they carry a positive or negative charge. 

�The term �eutrophication of water� refers to the effect of high levels of nitrogen 
compounds in water; these include a reduction in biodiversity as the water becom
es 
choked with algae. 

§�Aerosols� refer to the formation of tiny particles, suspended in the atmosphere. 



(Galloway et al., 2003). In the natural nitrogen cycle ( Figure 3.20 ), de-nitri
fyingbacteria convert nitrogen compounds back into atmospheric nitrogen, but the
se 
are now unable to cope with the massive quantities currently being released into
 
the environment. As a result, levels of nitrogen compounds are building up in 
soil, in the atmosphere and in water. 

Figure 3.19 This vertical bar chart shows the estimated fertiliser use in two ti
me periods in the past: 1959�60 (red bars) and 1989�90 (green bars), and the predict
ed level in 2020 (yellow bars). 
The vertical axis is labelled �estimated use/millions of tons� and is marked from 0 
to 250 million tons, in intervals of 50 million tons. 
There are eight sets of bars from left to right of the diagram. The fi rst set o
n the left shows the world total fertiliser use, which was about 30 million tons
 in 1959�60; it grew to 150 million tons in 1989�90 and is estimated to rise to 225 
million tons by 2020. 
The sets of bars to the right of the world total show that there was no apprecia
ble use of fertilisers in 1959�60 in sub-Sahar an Africa, Latin America, West Asia
 and North Africa, or in South Asia, and barely 1 million tons was used in East 
Asia in that period. Thus, almost all the world total of 30 million tons in 1959�6
0 was used in developed countries. 
There was a gradual increase in fertiliser use in the developing-country regions
 listed above in the period 1989�90 and a further rise is predicted by 2020. Takin
g all developing countries together, their combined fertiliser use in 1989�90 was 
around 70 million tons and this is predicted to rise to about 135 million tons b
y 2020. 
By contrast, the use of fertilisers in all developed countries combined was abou
t 90 million tons in 1989�90, but is only predicted to rise to about 95 million to
ns by 2020. Thus, the major predicted increase in the use of fertilisers is expe
cted to be in developing countries in the future. Estimated growth in fertiliser
 use, 1959�2020. (Source: Bumb and Baanante, 1996, Table 1) 
The bottom third of the diagram represents the soil below ground, and the top tw
o-thirds is the scene above ground. Figure 3.20 
In the centre of the diagram at the top, a circle encloses the label �nitrogen N 2
 in the air �. Curved arrows extend from this label downwards in a clockwise direc
tion, representing atmospheric nitrogen entering the soil under the action of li
ghtning and being fi xed there by specialised bacteria in the roots of certain p
lants. 
A pea plant is shown in the centre of the diagram with underground root nodules 
in which nitrogen-fi xing bacteria live. 
The clockwise arrows point underground to a label which reads �nitrogen compounds 
in soil�. A rabbit is shown as a representative of herbivorous (plant eating) anim
als whose waste and decay also contributes to nitrogen compounds in the soil, as
 does plant decay. 
To the left of the diagram, an upward-pointing arrow indicates the return of nit
rogen to the atmospheric state as a result of bacteria in the soil acting on the
 nitrogen compounds. The natural (pre-industrial) nitrogen cycle. 



� 

The oxygen-carrying capacity of 
the blood, and the symptoms that 
occur when oxygen levels are low 
are discussed in another book in this 
series (Midgley, 2008). 

 Effects on humans 

The most well-known effect of nitrates on human health is methaemoglobinaemia 
(met-heem-oh-gloh-bin-eem-ia) or �blue baby syndrome�. If large quantities 
of nitrogen compounds are ingested in drinking water, the ability of the blood 
to carry oxygen is impaired, causing headache, fatigue, breathing difficulties, 
diarrhoea and vomiting and, in extreme cases, loss of consciousness and death. 
This syndrome is quite common in parts of the USA, and the Netherlands, where 
nitrogen levels are very high. Safety levels for nitrogen compounds in drinking 
water are set with a view to preventing methaemoglobinaemia in infants, an acute
 
condition, and do not take into account the possible chronic health effects, for
 
adults as well as children, of ingesting nitrogen compounds at low levels over a
 
long period. 

Nitrogen compounds are thought to be linked to asthma in some localities. 
Fresno, in the San Joaquin Valley of California is notorious for its smog and ha
s 
the third highest asthma rate in the USA. Fresno is the centre of a major milkpr
oducing 
region and dairy farms release large amounts of nitrogen in the form of 
ammonia which forms particulates in the air (Hooper, 2006). The increased use 
of nitrogen compounds in agriculture is also indirectly implicated in the marked
 
increase in the incidence of asthma in many developed countries. Crops grown 
in nitrogen-enriched soils grow profusely and their flowers release very large 
amounts of pollen into the air (Townsend et al., 2003). 

The most serious health consequences for humans from nitrogen pollution may 
well arise indirectly through its effects on the environment. For example, high 
levels of nitrogen in water cause the formation of algal bloom ( Figure 3.21 ), 
exceptional growths of plant-like organisms, called algae, often combined with 
bacteria, which �choke� lakes, rivers and streams. These blooms may contain a 

Figure 3.21 An algal bloom in a woodland pond. The pond has been turned 
green by the growth of algae, which covers the surface and prevents light and 
oxygen reaching plants and animals underneath. (Photo: Michaek Marten/Science 
Photo Library) 



type of bacteria, called cyanobacteria, which produce toxins, killing water life
 
and posing a threat to people. Algal blooms can kill the fish stocks on which 
many people may be dependent for food and it can take many years to clear them 
and restore the natural water ecology. 

�� 
. From what you have read earlier, what other health threat arises when algal 
blooms form? 

�� 
. As described in Section 3.4.2, algal blooms provide an ideal habitat for 

V. cholerae. 

3.6.4 Endocrine disruptors 

Then he was a she� 
(Lou Reed, American rock singer) 

In 1996, a book called Our Stolen Future was published, bringing to public 
attention a debate that had been simmering among biologists for some time. 
Written by Theo Colborn and two colleagues at the World Wildlife Fund 
(WWF), this book presented the hypothesis that certain industrial chemicals, 
commonly found as environmental pollutants, are threatening human health 
by disrupting the body�s hormonal system. These chemicals, variously called 
endocrine disruptors (end-oh-krin), hormone mimics or, in the media, �gender 
benders�, could be playing a role in a range of problems, from reproductive and 
developmental abnormalities, to defects of the nervous system, to cancer. This 
disturbing hypothesis was based on studies of both wild and laboratory animals, 
for which there was a steady accumulation of evidence that certain xenobiotic 
chemicals were disrupting normal development and reproduction. One of the 
commonest examples of endocrine disruption involves, to varying extents, the 
feminisation of males. There seem to be no endocrine disruptors that masculinise
 
females, but several disrupt the normal functioning of the female reproductive 
system (US Environmental Protection Agency, 1997). 

While it is now widely accepted that endocrine disruptors are having serious 
effects on a variety of wild animals, there is considerable debate among 
biologists as to whether human health and reproduction are being affected. If it
 is, 
it represents a possible cost of living in the modern �human zoo�. 

Endocrine disruptors get their name because they interact with the endocrine 
(hormonal) system in the body. The endocrine system consists primarily of a 
number of endocrine glands (also known as ductless glands) that each secrete 
one or more hormones directly into the bloodstream. A hormone is a substance 
produced by an endocrine gland that is carried by the bloodstream to other organ
s 
or tissues where it acts to alter their structure or function. 

An important effect of some hormones is to regulate behaviour. This is true of 
the �flight or fight� hormone epinephrine (formerly known as adrenalin) which, 
secreted by the suprarenal glands in response to danger and other alarming 
stimuli, activates the body and facilitates a rapid response (Section 1.5). It i
s 
less true of sex hormones, such as oestrogen or testosterone, which have little 
immediate effect on behaviour, but which have a profound, long-term, organising 





effect on the body. Thus, the level of testosterone determines the timing of 
adolescence in boys, for example. This organising effect is important in the 
context of endocrine disruption because it means that, if an organism�s endocrine 
system is disrupted early in life, it can have profound consequences that can 
affect it throughout its life. 

Fundamental to understanding how hormones and endocrine disruptors work is 
the concept of a receptor. A receptor is a large, specialised molecular structur
e 
embedded in the membrane that forms the outer layer of a cell ( Figure 3.22 ). 
It consists primarily of proteins that have affinity for a specific hormone, dru
g 
or other natural or synthetic chemical. For example, cells in the mammary 
glands of mammals have receptors on their surface with a special affinity for th
e 
hormone oestrogen, which is secreted primarily by the ovaries. When oestrogen 
comes into contact with an oestrogen receptor on a cell, it initiates a change 
within that cell. By this mechanism, oestrogen controls mammary development 
at adolescence and function during reproduction. Mammary glands are said to 
be �target organs� of oestrogen. This �special affinity� involves a process called 
binding, in which a specific part of a hormone molecule becomes attached to part
 
of the corresponding receptor on the surface of the target cell, triggering a ch
ange 
within the target cell. You will see animations that illustrate this in Activity
 

3.2 on the DVD associated with this book. Because of the specificity of this 
relationship, the process of binding is often likened to a key being inserted in
to a 
lock ( Figure 3.22 ). 

Endocrine disruptors work because, although they are not hormones, and often 
bear no obvious similarity to hormones, they happen to have in their molecular 
structure, features that mimic the �key� section of specific hormone molecules. 
Thus a substance that is not a hormone has the ability to �unlock the lock� on 
target organs, which then behave as if the relevant hormone had become bound to 
them. 

Before going on to examine endocrine disruptors in more detail, it is important 
to mention a related issue, the presence in the environment of real hormones. 
Women taking the contraceptive pill excrete substantial amounts of modified 

Figure 3.22 The �lock and key� interaction between a signalling molecule (e.g. a 
hormone) and its specifi c receptor. 
T wo small diagrams (a) and (b) represent sequential steps in the lock-and-key i
nteraction between a signalling molecule and the receptor to which it binds. 
A 
section of cell membrane is shown lying vertically from top to bottom of both di
agrams. 
Embedded in the cell membrane and protruding through it on both sides of the mem
brane is a lar ge irregular shape � the receptor. 
In diagram (a), the outer surface of the receptor has a particular (unique) shap
e and is labelled the binding site. The signal
ling molecule shown to the left of the receptor has a surface with the exactly c
omplementary shape to that of the binding site. 
In (b) the signalling molecule has bound to the binding site of the receptor (li
ke a key fitting a lock) and this sets of f chain reactions that alter the activ
ity of the cell. 





versions of human reproductive hormones, such as oestrogen, in their urine. 
Artificial hormones are not broken down in sewage treatment plants and so 
appear, sometimes in quite high concentrations, in sewage outflows into rivers. 
At a number of sites in the UK, male fish have been found to be feminised close 
to sewage outflows (Tyler et al., 1998). Now turn to Activity 3.2. 

Activity 3.2 Oestrogen mimics 

Allow 45 minutes for this activity. 

Now would be the ideal time to study the DVD activity entitled �Oestrogen 
mimics� which you will find on the DVD associated with this book. The purpose 
of this activity is help you understand how certain manufactured chemicals in th
e 
environment disrupt the endocrine hormone system of humans and other animals, 
taking compounds called alkylphenols as the example. 

The activity starts with a molecular model of the oestrogen receptor with a form
 
of oestrogen called oestradiol present in the active site. Then, using a schemat
ic 
model of the active site and molecular models of a range of compounds with 
varying activities as oestrogen mimics, you will be given the opportunity to 
discover interactively some of the molecular features that predispose a substanc
e 
to act as an endocrine disruptor. 

After completing this activity, you should have a better understating of why 
certain substances are oestrogen mimics, and why some are more potent than 
others. 

If you are unable to play this sequence now, try to do so as soon as possible. Y
ou 
will find it harder to study the rest of this chapter until you have done so. 

� 

One of the molecular features � 
hydroxyl groups � are involved in 
the formation of hydrogen bonds, 
which were described in DVD 
Activity 3.1. 

It is important to emphasise that animals are very sensitive to very small 
variations in reproductive hormones. This is illustrated by work carried out by 
an American biologist, Fred vom Saal, who works on rodents (vom Saal and 
Bronson, 1978, vom Saal et al., 1999). Rodents have large litters and, during th
eir 
development within their mother, embryos are lined up in the uterus in a row. In
 
this row a male embryo may find itself between another two males, between two 
females, or between one of each. Vom Saal developed techniques to determine 
the exact position of each embryo prior to birth and to detect small variations 
in the behaviour of the young rodents that those embryos became as they grew 
up. He found that the behaviour of individuals was affected by their position 
in the uterus, as measured by variations in aggressive and sexual behaviour. 
Male rodents that had been between another two males in the uterus are more 
aggressive and sexually active than those that had been between two females. 



This effect is due to the fact that, even as embryos, young mammals secrete tiny
 
quantities of sex hormones. This example gives credence to the hypothesis that 
very small amounts of hormone, or of hormone mimics, can influence animals as 
they develop. 



The evidence for endocrine disruption in wildlife 

During the 1970s and 1980s, biologists found alligators in Florida with reduced 
penis size and low fertility. About the same time Western gulls in the USA were 
found with abnormal mating behaviour and reproductive organs. These anomalies 
were linked to high levels of PCBs (polychlorinated biphenyls), DDT and dioxin 
in the local environment. Around the same time, reproductive abnormalities 
were found in fish living in British rivers close to sewage outfalls. Such findi
ngs 
stimulated ecotoxicologists to start looking closely at a range of xenobiotic 
chemicals and their possible endocrine-disrupting effects. 

For example, atrazine is the most widely used herbicide in the world; 30 000 ton
s 
of it are sprayed onto farmland in the USA each year. It can be detected at 
quite high levels in streams and rivers that collect run-off from farmland and 
has been detected at high levels in rain. In a laboratory study, tadpoles of the
 
African clawed frog (Xenopus laevis) were reared in water containing atrazine 
at concentrations similar to those found in natural water bodies in the USA. The
 
tadpoles grew, developed and metamorphosed into frogs, at which point they 
were examined in detail. Many of them were hermaphrodites, meaning that their 
gonads (testes and ovaries) contained both egg- and sperm-producing tissues. 
Many of those that were unequivocally male had a poorly developed larynx, the 
means by which males produce mating calls. Males that were allowed to develop 
to adult age showed a ten-fold decrease in testosterone level compared with 
untreated males (Hayes et al., 2002a, b). 

The evidence for endocrine disruption in humans 

Establishing a link between endocrine disruptors and human health is 
complicated by the fact that experiments of the kind conducted on animals are ou
t 
of the question. It would be wholly unethical to administer DDT to people, for 
example, to see what effects it had on them. Studies on humans are thus limited 
to establishing a correlation between the presence of a xenobiotic chemical in t
he 
environment and some kind of health problem. 

For example, the Aamjiwnaang are a community of Native Americans who live 
next to a major chemical complex in Ontario, Canada. Over the years, the ratio 
of boys and girls born in this community has been changing, from equal numbers 
in the period 1984�88 to 46 boys and 86 girls in 1999�2003. High levels of 
phthalates and hexachlorobenzene, both known to have endocrine-disrupting 
properties, have been found in the local soil (Mackenzie et al., 2005). Such dat
a 
are suggestive of a causal link between endocrine-disrupting chemicals and a 
changed sex ratio, but do not provide conclusive proof for such a link. There ma
y 
be other reasons why the sex ratio has changed. 

By 2006, over 50 chemical compounds had been identified as endocrine 
disruptors. Many of these are long-lived compounds that can persist in 
the environment for many years without being degraded, and which can 
bioaccumulate in body tissues. They include several herbicides (e.g. atrazine), 
fungicides, and insecticides (e.g. DDT); industrial chemicals and by-products 
such as PCBs and dioxin; and a number of compounds found in plastics, such as 
phthalates and styrenes, that are used to package foods and drinks (WRI, 1999). 



Levels of endocrine disruptors are especially high in heavily urbanised areas of
 
the world. 



3.6.5 Postscript to Section 3.6 

This section has considered a small number of chemical pollutants of water and 
has examined what is known about their harmful effects on animals, humans 
and the environment. You should be aware of a number of important general 
points that arise from what you have read. First, there is an enormous variety 
of chemical pollutants; you have read about only a few. Secondly, the evidence 
that chemical pollutants are potentially harmful is often more convincing from 
studies of animals than it is from studies of human health. Thirdly, you have 
read mostly about amphibians; much is known about the harmful effects of 
chemical pollutants on other animals, but they have been the focus here because 
of their role as �canaries�, possibly providing early warning of environmental 
problems (Chapter 1). Finally, while much is known about the harmful effects 
of chemical pollutants on wildlife and people, this body of knowledge pales into
 
insignificance in comparison with what is not known. 

3.7 Postscript to this book 

Water is a natural resource that is vital to human health. It is also a resource
 
that is undergoing a major crisis; its capacity to support plant and animal life
 is 
rapidly being destroyed by human activities. The message of this book is that 
human health and the health of the natural environment are intimately linked to 
one another. 

�Perhaps the time has come to cease calling it the �environmentalist view�, 

as though it were a lobbying effort outside the mainstream of human 

activity, and start calling it the real-world view�. 

E. O. Wilson (American biologist and environmental campaigner) 

Summary of Chapter 3 

3.1 Freshwater is a finite and limited resource on Earth and, increasingly, much
 
of it is polluted, by both pathogenic microbes and chemical contaminants. 

3.2 Human demand for freshwater is increasing; in particular, water is required 
to irrigate crops to feed the rapidly expanding human population. 

3.3 Water cycles globally, through the oceans, the atmosphere and freshwater 
river systems. At certain points in the cycle, water is purified, both naturally
 
and by treatment plants. 

3.4 Freshwater is very unevenly distributed in the world, such that a large 
proportion of the world�s human population has insufficient water for 
growing crops, for drinking and for sanitation. 

3.5 Water is a chemical compound made of molecules, each of which is 
composed of two hydrogen atoms attached to an oxygen atom. Water 
molecules are extremely small (of the order 10�10 m across) and so models 
are used to visualise their behaviour. 



3.6 Water is a very good solvent. This stems from the fact that it is a polar 
molecule, with negatively- and positively-charged regions, and can form 
hydrogen bonds. As a consequence it can dissolve both ionic compounds 
such as sodium chloride and molecular compounds such as amino acids or 
sugars made up of polar molecules. 

3.7 Climate change is altering the global distribution of water, causing drought
s 
in some regions, flooding in others. 

3.8 The chemical and physical properties of water are such that, over the range 
of temperatures that occur on Earth, it supports a rich diversity of plants and 
animals. 

3.9 Water-borne infectious diseases threaten human health wherever water 
supplies are contaminated by pathogenic microbes, and where there is 
inadequate sanitation. 

3.10 Diarrhoeal diseases are caused by a variety of water-borne pathogens, 
including Vibrio cholerae (cholera) and Cryptosporidium (cryptosporidiosis). 

3.11 Diarrhoeal diseases cause a vicious circle of water-loss and malnutrition 
that, in children, stunts growth and development, causes immunodeficiency, 
and increases susceptibility to other infectious diseases. 

3.12 The control of cholera is complicated by the fact that its pathogen, 

V. cholerae, is a free-living organism, living in both freshwater and marine 
habitats. 

3.13 The chemical pollution of freshwater and coastal habitats favours the 
proliferation of algae that harbour V. cholerae, increasing the risk of 
cholera. 

3.14 Diarrhoeal diseases can be treated by �point-of-use� strategies (i.e. close to 
where people live), such as filtering water and disinfection. 

3.15 An enormous variety of chemical compounds, produced by human 
activities, pollute natural water bodies, causing both acute and chronic 
pollution. 

3.16 Evidence for the effect of chemical pollution is provided by ecotoxicology,
 
the study of the impact of xenobiotic chemicals on wildlife in natural 
situations. 

3.17 As chemical pollutants pass through natural food chains, bioaccumulation 
causes high levels to build up at certain points, e.g. in the fat reserves of 
predatory fish and birds. As a result, these animals, and their offspring, can 
be exposed to a very high dose. 

3.18 DDT is an effective insecticide that is toxic to wildlife, but is also a vi
tal 
means for combating malaria. 

3.19 Levels of mercury compounds in the environment are increasing; they are a 
threat to wildlife and to people who eat a lot of fish, and especially to their 
children. 





3.20 Levels of nitrogen compounds in the environment are increasing very 
rapidly. These are toxic to humans at high levels but, more importantly, 
at lower levels they cause widespread environmental changes, especially 
eutrophication of water. 

3.21 A large number of xenobiotic chemicals, called endocrine disruptors, cause 
major disruption to the reproductive development of freshwater animals; 
their possible effects on humans are uncertain. 

Learning outcomes for Chapter 3 

After studying this chapter and its associated activities, you should be able to
: 

 LO 3.1 Define and use in context, or recognise definitions and applications of,
 
each of the terms printed in bold in the text (Questions 3.5 and 3.7 and 
DVD Activity 3.1) 

LO 3.2 Identify some of the reasons why clean, freshwater is an increasingly 
scarce resource for many people in the world. (Question 3.1) 

LO 3.3 Describe the structure of atoms in terms of a positively charged nucleus 
surrounded by negatively charged electrons. (DVD Activity 3.1) 

LO 3.4 Describe how molecules are formed from atoms joined together by 
chemical bonds. (DVD Activity 3.1) 

 LO 3.5 Describe the structure, size, shape, and electron distribution of the wa
ter 
molecule, including the formation of hydrogen bonds, and explain its 
ability to act as a solvent in terms of these properties. (DVD Activity 3.1) 

LO 3.6 Describe the process by which sodium chloride dissolves in water and 
recognise that many common substances present in mineral water 

(e.g. sulfates and nitrates) are polyatomic ions. (DVD Activity 3.1) 

LO 3.7 Describe the �vicious cycle� that links diarrhoeal diseases to nutrition, 
stature and infectious diseases. (Question 3.2) 

LO 3.8 Discuss aspects of the biology of Vibrio cholerae that have implications 
for the way attempts are made to control cholera. (Question 3.3) 

LO 3.9 Describe examples of �point-of-use� strategies to combat water-borne 
infections. (Question 3.4 and DVD Activity 3.1) 

LO 3.10 Explain what is meant by the bioaccumulation of xenobiotic chemicals 
and identify the implications that this has for what people can safely 
eat. (Question 3.5) 

LO 3.11 Distinguish between the effects on human health of high and low levels 
of environmental pollution by nitrogen compounds. (Question 3.6) 

LO 3.12 Explain what is meant by an endocrine disruptor. (Question 3.7 and 
DVD Activity 3.2) 

LO 3.13 Recognise the presence of certain groups of atoms in a molecule (e.g. 
hydroxyl groups) that increase the probability of that compound being 



an endocrine disruptor. (DVD Activity 3.2) 



If you are studying this book as part of an Open University course, you should 
also be able to: 

LO 3.14 Conduct a guided internet search to retrieve, record and tabulate 

international data on mortality from diarrhoeal diseases and access to 

clean water and improved sanitation. (Activity C3 in the Companion) 

Self-assessment questions for Chapter 3 

You had the opportunity to demonstrate LOs 3.3 to 3.6 and 3.13 by answering 
questions in DVD Activities 3.1 and 3.2. 

Question 3.1 (LO 3.2) 

Give three reasons why many people in the world face an increasingly severe 
shortage of fresh, safe water. 

Question 3.2 (LO 3.7) 

Why are nutritional deficiencies and infectious diseases regarded as linked 
medical problems? 

Question 3.3 (LO 3.8) 

Why is the control of cholera made difficult by the fact that (a) cholera has a 
high 
infectious dose and, (b) that Vibrio cholerae lives naturally in aquatic habitat
s? 

Question 3.4 (LO 3.9) 

Give two examples of �point-of-use� strategies used to combat water-borne 
infections in drinking water. 

Question 3.5 (LOs 3.1 and 3.10) 

In some parts of the world, people are advised to limit the amount of certain 
kinds of fish that they eat; why is this? 

Question 3.6 (LO 3.11) 

Describe how, as levels of nitrogen compounds increase in the environment, their
 
effects on human health change. 

Question 3.7 (LOs 3.1 and 3.12) 

What does it mean to say that a particular xenobiotic chemical is an endocrine 
disruptor? 



ANSWERS TO SELF-ASSESSMENT 
QUESTIONS 

Question 1.1 

The female pelvis is wider than the optimum for running quickly to allow space 
for the relatively large brain of a human baby to pass through during childbirth
. 
Babies are born long before their brains reach adult size. This increases their 
mother�s survival chances because she can have a more compact pelvis than 
would otherwise be required, which in turn enables her to run faster in escaping
 
from predators. 

Question 1.2 

Coal miners used to take canaries underground because they were more sensitive 
than humans to the toxic effects of dangerous gases building up in the mine. The
 
alarming increase in the rate of extinction of amphibians has led some biologist
s 
to liken them to canaries in the coal mine, because they may be more sensitive 
than other species to the pollutants arising from human settlements, vehicles an
d 
industrial processes. 

Question 1.3 

The SARS epidemic threatened to become a pandemic because it was transported 
very rapidly between continents by air travellers who had been in contact with 
an infected person. This illustrates the speed with which infectious disease can
 
spread among the highly mobile population of the modern world. 

Question 1.4 

The World Bank classification is based solely on national income, but the WHO 
also takes into account certain development indicators such as access to educati
on, 
health care, sanitation and clean water when deciding whether a country is 
�developed� or �developing�. The discrepancy between the World Bank and WHO 
classifications of Singapore suggest that, despite its high income, the health a
nd 
other development indicators of most people in Singapore were below the standard
 
of other wealthy nations. This illustrates that inequalities in the distribution
 of 
wealth within a population can have a major impact on the health of its people. 

Question 1.5 

The percentage of obese children in at least one of the age-groups is always gre
ater 
than in the immediately preceding period. In the 1960s and early 1970s, there wa
s 
a higher proportion of obese teenagers than among the 6- to 11-year-olds, but as
 
time passed the younger ones caught up. In 1999�2002, 16% of children in both 
age-groups were obese, roughly three times the proportion up to 1980. 



The most likely explanation for this trend is that American children in this per
iod 
were eating more and exercising less; the gap between their energy in-take and 
the energy they expended appears to have got larger over time, so that more of 
them stored the food they consumed as fat. 



Question 1.6 

Figure 1.27 shows that blood pressure increases with age after 40 years even in 
people in a relatively low-stress working environment. Therefore, if you did not
 
take account of the age of the subjects in your study, you might wrongly attribu
te 
cases of high blood pressure to whatever stressor was being investigated. In 
reality high blood pressure may simply have been due to normal age-related 
increases. 

Question 2.1 

Tetanus was the 18th most common cause of death in 1990, but had fallen 
off the bottom of the table by 2002. (You may be interested to know that the 
improvement is mainly due to the widespread anti-tetanus vaccination of children
 
in developing countries, who are most at risk from this infection.) 

Question 2.2 

The proportion of all DALYs in Tanzania in 2002 which were attributable to road 
traffic accidents was: 

374 000 ×100 = 1.8%,

20 240 000 

compared with 1.4% in the UK. 

Question 2.3 

Figure 2.7 shows that the distribution of deaths and DALYs attributable to 
alcohol disproportionately affects people aged 15�59 years. 65% of all deaths due 
to alcohol and 87% of all DALYs due to alcohol occur in this age-group. 

Question 2.4 

(a) Risk factors associated with infectious and parasitic diseases in developing
 
countries: unsafe sex, unsafe water supply and poor sanitation. You may also 
have suggested underweight as an indirect risk factor for these diseases because
 it 
increases susceptibility to infection. 
(b) Risk factors associated with chronic non-communicable diseases in 
developing countries: tobacco and alcohol consumption, urban air pollution, 
indoor air pollution from cooking fires, overweight and obesity, underweight and
 
iron-defi ciency anaemia. 
(c) Unsafe water supply, poor sanitation and indoor air pollution from cooking 
fires are not significant causes of disease in developed countries. 

Question 2.5 

In powers of ten notation, 0.3 µm would be written as 3 · 10-7 m (three times ten 
to the minus seven metres). This is the same as 0.3 × 10-6 m, but the convention 
in science is that the multiplier must always be a number between 1 and 10. The 
power is negative (10-7) because the length of this bacterium is less than 1 met



re 
(much less!). 



Question 3.1 

The human population of the world is increasing rapidly; per capita use of 
freshwater is increasing; climate change is altering the distribution of freshwa
ter, 
making it more scarce in some regions, such as southern Africa. You might also 
have answered, correctly, that an increasing proportion of water supplies are 
polluted, by pathogens and by xenobiotic chemicals, as a result of increasing 
urbanisation and industrialisation. 

Question 3.2 

They are linked because they form part of a �vicious cycle� that involves 
a reduction in the efficiency of the immune system. Malnutrition leads to 
immunodeficiency which reduces the body�s capacity to resist infectious diseases. 
Infectious diseases, particularly those affecting the gut (e.g. cholera), preven
t the 
intake of adequate nutrition. 

Question 3.3 

(a) Individuals can be infected by low doses of V. cholerae and even though they
 
themselves may not become ill, they can still spread the disease. 
(b) A pathogenic microbe that lives only in people can, at least potentially, be
 
controlled by vaccinating people and getting them to change their behaviour. 
Such measures have no impact on V. cholerae living in natural water bodies. 

Question 3.4 

Disinfectants can be added to drinking water to lower the level of pathogenic 
microbes. Filtering drinking water through sari cloth removes the microscopic 
plankton that harbour V. cholerae, the pathogen that causes cholera. 

Question 3.5 

 Large, predatory fish occupy a position at the top of food chains in which, by 
bioaccumulation, they can contain high levels of xenobiotic chemicals, such 
as methyl mercury, which may be harmful to health, particularly during fetal 
development. 

Question 3.6 

At lower levels, nitrogen compounds cause deterioration, by eutrophication, of 
natural water bodies, which can promote the formation of algal blooms. This can 
have indirect effects on human health, by depleting fish stocks on which some 
communities depend. At higher levels, they can have a direct impact on human 
health, for example, by causing �blue baby� syndrome, and also asthma in some 
localities. 

Question 3.7 

An endocrine disruptor is a chemical compound which, though not itself a 
hormone, has a molecular structure that enables it to mimic the effect of a 
hormone in an animal. The commonest examples of endocrine disruptors are 
those that mimic female hormones and feminise male animals (e.g. fish). 
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