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1
General Introduction
G€unter Schmid

Six years after the publication of the First Edition ofNanoparticles, in 2004, the Second
Edition became necessary due to the impressive developments in the important field
of nanosciences and nanotechnology. Today, the predictions made in the �General
Introduction� in 2004 have, more or less, all been confirmed. In other words,
developments with regards to the study and application of nanoparticles have made
decisive progress, and nanotechnology in the broader sense has today become a
general expression for technical progress which, in public discussions, is often used
in a scientifically incorrect sense. Nevertheless, the public have become very much
aware of these new techniques, and have accepted them to a great extent.

This Second Edition ofNanoparticles: FromTheory to Application is, of course, based
on the construction of the First Edition, with most of the chapters having been
considerably renewed, extended or even totally rewritten, largely as the result of
scientific progress made during the past six years.

The changes in Chapter 2 on �Quantum Dots� are only marginal, as the original
chapter contained mainly the basic physical facts regarding the nature of nanopar-
ticles; however, some new relevant literature has been added. Chapter 3, on
�Synthesis and Characterization� begins with a new Section 3.1 on �Homoatomic
and Intermetalloid Tetrel Clusters,� a contributionwhich contains details of the latest
results in the field of the famous Zintl ions (especially of Ge, Sn, and Pb), although
thosewithendohedral transitionmetalatomsarealsoconsidered.Particularimportance
is attached to inter-cluster relationships, to form oligomeric and polymeric nanostruc-
tures. The following Sections 3.21–3.23, on �Semiconductor Nanoparticles,� have
been adjusted to the development of literature. In particular, those sections on
Group II–VI and Group Ib–VI semiconductor nanoparticles are now complemen-
ted by the latest published results. Both, Section 3.3.1 and Section 3.3.2, on the
synthesis and characterization of noble metal and magnetic nanoparticles, respec-
tively, have consequently also been renewed and extended, following the precondi-
tions of literature. The same is valid for Chapter 4, which deals with the
�Organization of Nanoparticles.� The increase in knowledge concerning
�Properties,� in Chapter 5, differs depending on the systems to be considered.
While the progress of �Optical and Electronic Properties of Group III–V and Group
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II–VI Nanoparticles� (Section 5.1.1) is obviously limited, that of Group Ib–VI
nanoparticles (Section 5.1.2) is much more marked. There has also been a
considerable increase in information concerning the �Electrical Properties of
Metal Nanoparticles,� as can be seen from the extended Section 5.2. Finally, it
must be noted that nanoscience and nanotechnology have definitely arrived in
the biosciences, including medicine. Therefore, the former Chapter 6 on
�Biomaterial–Nanoparticle Hybrid Systems� has been quantitatively substituted
by a new chapter �Semiconductor Quantum Dots for Analytical and Bioanalytical
Applications.� Semiconductor quantum dots, meanwhile, have acquired a decisive
role as molecular sensors and biosensors, due to their photophysical properties.
Fundamental studies conducted during the past few years have demonstrated the
ability of semiconductor quantum dots to act as biosensors, not only as passive
optical labels as in the past but, based on the progress of molecular and
biomolecular modifications, as indicators of biocatalytic transformations and
conformational transitions of proteins. Comparable progress has been achieved
in the field of chemical sensors, such that specific recognition ligands are now
capable of sensing for ions, molecules, and macromolecules.

Altogether, this SecondEdition provides an actual insight into the present situation
on the development of metal and semiconductor nanoparticles.

It should be mentioned at this point that not all aspects of the world of nano-
particles can be considered in a single volume. For instance, the rapidly developing
field of nanorods and nanowires has again not been considered, as these species are
indeed worthy of their own monographs. The terminus �Nanoparticles,� as in the
First Edition, is restricted to metal and semiconductor species. Numerous other
materials exist as nanoparticles, while nonmetallic and oxidic nanoparticles exist and
exhibit interesting properties, especially with respect to their applications. Never-
theless, from a scientific point of view, metal and semiconductor nanoparticles play
perhaps the most interesting role, at least from the point of view of the Editor.
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2
Quantum Dots
Wolfgang Johann Parak, Liberato Manna, Friedrich C. Simmel, Daniele Gerion,
and Paul Alivisatos

2.1
Introduction and Outline

During the past decade, new directions of modern research, broadly defined as
�nanoscale science and technology,� have emerged [1, 2]. These new trends involve
the ability to fabricate, characterize, andmanipulate artificial structures, the features
of which are controlled at the nanometer level. Such trends embrace areas of research
as diverse as engineering, physics, chemistry, materials science, and molecular
biology. Research in this direction has been triggered by the recent availability of
revolutionary instruments and approaches that allow the investigation of material
properties with a resolution close to the atomic level. Strongly connected to such
technological advances are the pioneering studies that have revealed new physical
properties of matter at a level which is intermediate between atomic and molecular
level, and bulk.

Materials science and technology is a field that is evolving at a very fast pace, and is
currently making the most significant contributions to nanoscale research. It is
driven by the desire to fabricate materials with novel or improved properties. Such
properties might include strength, electrical and thermal conductivity, optical
response, elasticity or wear-resistance. Research is also evolving towards materials
that are designed to perform more complex and efficient tasks; examples include
materials with a higher rate of decomposition of pollutants, a selective and sensitive
response towards a given biomolecule, an improved conversion of light into current,
or amore efficient energy storage system. In order for such, and evenmore, complex
tasks to be realized, novelmaterialsmust be based on several components, the spatial
organization of which is engineered at the molecular level. This class of materials –
defined as �nanocomposites� – are made from assembled nanosized objects or
molecules, their macroscopic behavior arising from a combination of the novel
properties of the individual building blocks and their mutual interaction.

In electronics, the design and the assembly of functional materials and devices
based on nanoscale building blocks can be seen as the natural, inevitable evolution of
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the trend towards miniaturization. The microelectronics industry, for instance, is
today fabricating integrated circuits and storage media, the basic units of which are
approaching the size of a few tens of nanometers. For computers, �smaller� goes
along with higher computational power at lower cost and with higher portability.
However, this race towards higher performance is driving current silicon-based
electronics to the limits of its capability [3–6]. The design of each new generation of
smaller and faster devices involves more sophisticated and expensive processing
steps, as well as requiring the solution of new sets of problems, such as heat
dissipation and device failure. If the trend towards further miniaturization persists,
silicon technology will soon reach the limits at which these problems become
insurmountable. In addition to this, it has been shown that device characteristics
in very small components are strongly altered by quantummechanical effects which,
in many cases, will undermine the classical principles on which most of today�s
electronic components are based. For these reasons, alternative materials and
approaches are currently being explored for novel electronic components, in which
the laws of quantum mechanics regulate their functioning in a predictable way.
Perhaps in the near future a new generation of computers will rely on fundamental
processing units that are made of only a few atoms.

Fortunately, the advent of newmethods for the controlled production of nanoscale
materials has provided new tools that can be adapted for this purpose. New terms
such as nanotubes, nanowires and quantum dots (QDs) are now the common jargon
of scientific publications. These objects are among the smallest,man-made units that
display physical and chemical properties which make them promising candidates as
the fundamental building blocks of novel transistors. The advantages envisaged here
are a higher device versatility, a faster switching speed, a lower power dissipation, and
the possibility to pack many more transistors on a single chip. Currently, the
prototypes of these new single nanotransistors are being fabricated and studied in
research laboratories, but are far from commercialization. How millions of such
components could be arranged and interconnected in complex architectures, and at
low cost, remains a formidable task.

With a completely different objective, the pharmaceutical and biomedical indus-
tries have attempted to synthesize large supramolecular assemblies and artificial
devices that mimic the complex mechanisms of Nature, or that can potentially be
used for more efficient diagnoses and better cures for diseases. Examples in this
direction are nanocapsules such as liposomes, embodying drugs that can be
selectively released in living organs, or bioconjugate assemblies of biomolecules
and magnetic (or fluorescent) nanoparticles that might provide a faster and more
selective analysis of biotissues. These prototype systems might one day evolve into
more complex nanomachines, with highly sophisticated functional features, capable
of carrying out complicated tasks at the cellular level in a living body.

This chapter is not intended as a survey on the present state and future devel-
opments of nanoscale science and technology, and the above-mentioned list of
examples is far from complete. Nanoscience and nanotechnology will definitely have
a strong impact on human-kind inmany separate areas. Mention should bemade, as
the most significant examples, of information technology and the telecommunica-
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tions industry, and of materials science and engineering, medicine and national
security. The aim of this chapter is to highlight the point that any development in
nanoscience must necessarily follow an understanding of the physical laws that
govern matter at the nanoscale, and how the interplay of the various physical
properties of a nanoscopic system translates into a novel behavior, or into a new
physical property. In this sense, the chapter will serve as an overview of basic physical
rules governing nanoscale materials, with a particular emphasis on QDs, including
their various physical realizations and their possible applications. Quantum dots are
the ultimate example of a solid, in which all dimensions are shrunk down to a few
nanometers. Moreover, semiconductor QDs are, most likely, the most studied
nanoscale systems.

The chapter is structured in a comprehensive manner. In Section 2.2, an expla-
nation is provided (with some examples) of why the behavior of nanoscale materials
may differ from that of bulk and their atomic counterparts, and how quantum
mechanics can help to rationalize this point. A definition is then provided of the
�quantum dot.� In Section 2.3, a bottom-up approach is followed to provide a
simplified picture of a solid as being a very big molecule, where the energy levels
of each individual atomic component have merged to form bands. The electronic
structure of a QD, as being intermediate between the two extreme cases of single
atoms and the bulk, will then be an easier concept to grasp. In Section 2.4, the model
of a free electron gas and the concept of quantumconfinement is used to explainwhat
happens to a solid when its dimensions shrink, one by one; this will lead to a more
accurate definition of the quantum well, quantum wire, and QD. In Section 2.5, the
electronic structure of QDs is examined in more detail, although an attempt will be
made to keep the level of discussion quite simple. Section 2.6 provides a brief
overview of the most popular methods used to fabricate QDs, with various methods
leading to different varieties of QDs that can be suited to specific applications. The
optical properties of QDs (as discussed in Section 2.7) are unique to this class of
materials, and are perhaps the most important reason why research into QDs has
exploded during the past decade. The discussion here is focused more on colloidal
nanocrystal QDs. Electrical and transport properties are, nonetheless, extremely
relevant (as described in Section 2.8), as the addition or subtraction of a charge from a
QDmay lead to a dramatic modification of its electronic structure, and of the way in
which the QD will handle any further addition or subtraction of a charge. This topic
will be of fundamental importance for future applications in electronics.

2.2
Nanoscale Materials and Quantum Mechanics

2.2.1
Nanoscale Materials as Intermediate Between Atomic and Bulk Matter

Nanoscale materials frequently demonstrate a behavior which is intermediate
between that of a macroscopic solid and that of an atomic or molecular system.
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Consider for instance the case of an inorganic crystal composed of very few atoms. Its
properties will be different from that of a single atom, but it cannot be imagined that
they will be the same as those of a bulk solid. The number of atoms on its surface, for
instance, is a significant fraction of the total number of atoms, and thereforewill have
a large influence on the overall properties of the crystal. It can easily be imagined that
this crystalmight have a higher chemical reactivity than the corresponding bulk solid,
and that it will probably melt at a lower temperature. Consider now the example of a
carbon nanotube (CNT), which can be thought of as a sheet of graphite wrapped in a
way such that the carbon atoms on one edge of the sheet are covalently bound to the
atoms on the opposite edge of the sheet. Unlike its individual components, a CNT is
chemically extremely stable because the valences of all its carbon atoms are saturated.
Moreover, it might be guessed that CNTs would serve as good conductors because
electrons can freely move along these tiny, wire-like structures. Once again, it can be
seen that such nanoscopic objects may have properties which do not belong to the
realm of their larger (bulk) or smaller (atoms) counterparts. However, there aremany
additional properties specific to such systems which cannot be easily grasped by a
simple reasoning. These properties are related to the sometimes counterintuitive
behavior that charge carriers (electrons and holes) can exhibit when they are forced to
dwell in such structures. These properties can only be explained by the laws of
quantum mechanics.

2.2.2
Quantum Mechanics

A fundamental aspect of quantum mechanics is the particle-wave duality, as
introduced by De Broglie, according to which any particle can be associated with
a matter wave, the wavelength of which is inversely proportional to the particle�s
linear momentum. Whenever the size of a physical system becomes comparable to
the wavelength of the particles that interact with such a system, the behavior of
the particles is best described by the rules of quantum mechanics [7]. All of the
information required about the particle is obtained by using its Schr€odinger
equation, the solutions of which represent the possible physical states in which
the system can be found. Fortunately, quantummechanics is not required to describe
themovement of objects in themacroscopic world. The wavelength associated with a
macroscopic object is, in fact, much smaller than the object�s size, and therefore the
trajectory of such an object can be excellently derived with the principles of classical
mechanics. The situation changes, for instance, in the case of electrons orbiting
around a nucleus, as their associatedwavelength is of the same order ofmagnitude as
the electron–nucleus distance.

It is possible to use the concept of particle-wave duality to provide a simple
explanation of the behavior of carriers in a semiconductor nanocrystal. In a bulk
inorganic semiconductor, conduction band electrons (and valence band holes) are
free to move throughout the crystal, and their motion can be described satisfactorily
by a linear combination of plane waves, the wavelength of which is generally of the
order of nanometers. This means that, whenever the size of a semiconductor solid
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becomes comparable to these wavelengths, a free carrier confined in this structure
will behave as a particle in a potential box [8]. The solutions of the Schr€odinger
equation are standing waves confined in the potential well, and the energies
associated with two distinct wavefunctions are, in general, different and discontin-
uous. Thismeans that the particle energies cannot take on any arbitrary value, and the
system will exhibit a discrete energy level spectrum. Transitions between any two
levels are seen as discrete peaks in the optical spectra, for instance; the system is then
also referred to as �quantum-confined.� If all the dimensions of a semiconductor
crystal are shrunk down to a few nanometers, the resultant system is termed a
�quantum dot� (QD), and this will form the subject of discussion throughout this
chapter. The main point here is that, in order to rationalize (or predict) the physical
properties of nanoscale materials – such as their electrical and thermal conductivity,
or their absorption and emission spectra – there is first a need to determine their
energy level structure.

For quantum-confined systems such as QDs, the calculation of the energy
structure is traditionally carried out using two alternative approaches. The first
approach was outlined above, whereby a bulk solid is taken and the evolution of its
band structure is studied as its dimensions shrink down to a few nanometers (this
method is described in more detail in Section 2.4). Alternatively, it is possible to start
from the individual electronic states of single isolated atoms (as shown inSection2.3),
and then to study how the energy levels evolve as atoms come closer and begin to
interact with each other.

2.3
From Atoms to Molecules and Quantum Dots

From the point of view of a chemist, the basic building blocks of matter are
atomic nuclei and electrons. In an atom, electrons orbit around a single nucleus,
whereby the number of electrons depends on the element. In the simplest case – the
hydrogen atom – one electron orbits around one proton. The electronic states of
the hydrogen atom can be calculated analytically [9, 10]. As soon as more than one
electron is involved, however, the calculation of the energy levels becomes more
complicated since, in addition to the interaction between nucleus and electron,
also electron–electron interactions must now also be taken into account. Although
the energy states of many-electron atoms can no longer be derived analytically,
approximations such as the Hartree–Fock method exist [10]. In this case, each
electron can be ascribed to an individual orbit, called the atomic orbital (AO), with
an associated discrete energy level. Depending on the angular moment of the
orbit, AOs have spherical (s-orbital), club-like (p-orbital) or a more complicated
(d-,f-orbitals) shape. The eight valence electrons of a neon atom, for example,
occupy one s-orbital and three p-orbitals around the nucleus, with one spin up and
one spin down per orbit [10], whereby the energy level of the s-orbital is lower
than that of the p-orbitals. Following the rules of quantum mechanics, the energy
levels are discrete.
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The next-biggest structure obtained from a combination of several atoms is the
molecule. The electrons orbit collectively around more than one nucleus, and in a
molecule those electrons responsible for covalent bonding between individual atoms
can no longer be ascribed to one individual atom, but are �shared.� Inmethane (CH4),
for instance, each of the four sp3 atomic orbitals of the central carbon atom is linearly
combined with the s-orbital of a hydrogen atom to form a bonding (s) and an anti-
bonding (s�) orbital, respectively [9]. As these orbitals are �shared� between the atoms,
they are called molecular orbitals (MO) (see Figure 2.1). Only the lowest-energy
(bonding) orbitals are occupied, and this explains the relative stability ofmethane [10].
By applying the same principle, it is possible to derive the electronic structure ofmore
complex systems, such as largemolecules or atomic clusters.When combining atoms
to form a molecule, the scheme starts from the discrete energy levels of the atomic
orbitals, such that ultimately discrete levels are obtained for themolecular orbitals [9].

When the size of a polyatomic systembecomes progressively larger, the calculation
of its electronic structure in terms of combinations of atomic orbitals becomes
unfeasible [12–14]. However, simplifications arise if the system under study is a
periodic, infinite crystal. The electronic structure of crystalline solids can be in fact
described in terms of periodic combinations of atomic orbitals (Bloch-functions)
[15, 16]. In this model, a perfect translational symmetry of the crystal structure is
assumed, while contributions from the surface of the crystal are neglected by
assuming an infinite solid (periodic boundary conditions) (Figure 2.2). The electrons
are described as a superposition of plane waves extended throughout the solid. As
opposed to the case of atoms andmolecules, the energy structure of a solid no longer
consists of discrete energy levels, but rather of broad energy bands [15, 16] (as shown
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Figure 2.1 Electronic energy levels
depending on the number of bound atoms.
By binding more and more atoms together,
the discrete energy levels of the atomic
orbitals merge into energy bands (here

shown for a semiconducting material) [11].
Therefore, semiconducting nanocrystals
(quantum dots) can be regarded as a
hybrid between small molecules and
bulk material.
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in Figure 2.1), where every band can be filled only with a limited amount of charge
carriers.

In very small crystals of nanometer dimensions, so-called �nanocrystals,� the
assumptions of translational symmetry and infinite size of the crystal are no longer
valid, and thus these systems cannot be described with the same model used for a
bulkmaterial. Indeed, it can be imagined that the electronic structure of a nanocrystal
should be something intermediate between the discrete levels of an atomic system
and the band structure of a bulk solid. This can be evidenced from Figure 2.1: the
energy levels of a nanocrystal are discrete, their density is much larger, and their
spacing smaller than for the corresponding levels of one atom or a small atomic
cluster. Because of their discrete energy levels, such structures are called QDs,
although the concept of energy bands and band gap can still be used. The highest
occupied atomic levels of the atomic (or ionic) species interactwith each other to form
the valence band of the nanoparticle. Similarly, the lowest unoccupied levels combine
to form the conduction band of the particle. The energy gap between the valence and
conduction bands results in the band gap of the nanoparticle. As an example,
consider a metallic QD in which the level spacing at the Fermi level is roughly
proportional to�EF/N, whereN is the number of electrons in theQD.Given thatEF is

λ = dx

k = ±2ρ/dx

V(x)

x
½dx

0

ψ(x)

n=1

n=2

n=3

λ = dx/3

k = ±6ρ/dx

λ = dx/2

k = ±4 ρ/dx

-½dx

n=0 λ = ∞
k = 0 

Figure 2.2 Periodic boundary conditions
(drawn only for the x-dimension) for a free
electron gas in a solid with thickness d. The idea
of periodic boundary conditions is to
mathematically �simulate� an infinite solid.
Infinite extension is similar to an object without
any borders; this means that a particle close to
the �border�must not be affected by the border,
but �behaves� exactly as in the bulk. This can be
realized by using a wavefunction y(x) that is
periodic within the thickness d of the solid. Any
electron that leaves the solid from its right

boundary would reenter under exactly the same
conditions on its left side. For the electron the
borders are quasi-nonexistent. The probability
density |y(x)|2 is the probability that an electron
is at the position x in the solid. Different states
for the electrons (n¼ 0, 1, 2, . . .) have different
wavefunctions. l is theDeBroglie wavelength of
the electrons, and k is their corresponding
wavenumber. A �real� bulk solid can be
approximated by an infinite solid (d ! 1) and
its electronic states in k-space are quasi-
continuously distributed: Dk¼ 2p/dx ! 0.
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a few eV and that N is close to one per atom, the band gap of a metallic QD becomes
observable only at very low temperatures. Conversely, in the case of semiconductor
QDs, the band gap is larger and its effects can be observed at room temperature. The
size-tunablefluorescence emission ofCdSeQDs in the visible region of the spectrum
provides a very clear illustration of the presence of a size-dependent band gap.

2.4
Shrinking Bulk Material to a Quantum Dot

In this section, a return will be made to the concept of quantum confinement of
carriers in a solid, and the concept used to derive a more detailed description of the
electronic band structure in a low-dimensional solid. This description, although
more elaborate than that just given above, is indeed more powerful and will catch
the general physics of a solid when its dimensions shrink, one by one, down to a
few nanometers. Initially, an elementary model of the behavior of electrons in
a bulk solid will be considered, and this will then be adapted to the case of
confined carriers.

2.4.1
Three-Dimensional Systems (Bulk Material)

The first stage is to consider the case of a three-dimensional (3-D) solid with size dx,dy,
dz containing N free electrons (here, �free� means that the electrons are delocalized
and thus not bound to individual atoms). The assumption will also be made that the
interactions between the electrons, as well as between the electrons and the crystal
potential, can be neglected as a first approximation; such a model system is called a
�free electron gas� [15, 16]. Astonishingly, this oversimplified model still captures
many of the physical aspects of real systems. From more complicated theories, it has
been learnt thatmanyof the expressions and conclusions from the free electronmodel
remain valid as a first approximation, even when electron–crystal and electron–elec-
tron interactions are taken into account. Inmany cases it is sufficient to replace the free
electron mass m by an �effective� mass m� which implicitly contains the corrections
for the interactions. To keep the story simple,weproceedwith the free electronpicture.
In the free electron model, each electron in the solid moves with a velocity
~v ¼ ðvx; vy; vzÞ. The energy of an individual electron is then just its kinetic energy:

E ¼ 1
2
m~v2 ¼ v2x þ v2y þ v2z

� �
ð2:1Þ

According to Pauli�s exclusion principle, each electron must be in a unique
quantum state. Since electrons can have two spin orientations (ms¼ þ 1

2= and
ms¼�1

2= ), only two electrons with opposite spins can have the same velocity~v. This
case is analogous to the Bohr model of atoms, in which each orbital can be occupied
by two electrons atmaximum. In solid-state physics, thewavevector~k ¼ ðkx; ky; kzÞ of
a particle ismore frequently used instead of its velocity to describe the particle�s state.
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Its absolute value k ¼ j~kj is the wavenumber. The wavevector~k is directly propor-
tional to the linear momentum~p, and thus also to the velocity~v of the electron:

~p ¼ m~v ¼ h
2p

~k ð2:2Þ

The scaling constant is the Plank constant h, and the wavenumber is related to the
wavelength l associated with the electron through the De Broglie relation [15, 16]:

�k ¼ ~k
���
���� 2p

l
ð2:3Þ

The wavelengths l associated with the electrons traveling in a solid are
typically of the order of nanometers,1) much smaller than the dimensions of an
ordinary solid.

The calculation of the energy states for a bulk crystal is based on the assumption of
periodic boundary conditions, a mathematical trick used to �simulate� an infinite
(d ! 1) solid. This assumption implies that the conditions at opposite borders of
the solid are identical. In thisway, an electron that is close to the border does not really
�feel� the border; in other words, the electrons at the borders �behave� exactly as if
they were in the bulk. This condition can be realized mathematically by imposing
the following condition to the electron wavefunctions: y(x, y, z)¼y(x þ dx, y, z),
y(x, y, z)¼y(x, y þ dy, z), and y(x, y, z)¼y(x, y, z þ dz). In other words, the
wavefunctions must be periodic with a period equal to the whole extension of the
solid [16, 17]. The solution of the stationary Schr€odinger equation under such
boundary conditions can be factorized into the product of three independent
functions y(x, y, z)¼y(x)y(y)y(z)¼A exp(ikxx) exp(ikyy) exp(ikzz). Each function
describes a free electron moving along one Cartesian coordinate. In the argument
of the functions kx,y,z is equal to �n Dk¼�n 2p/dx,y,z and n is an integer number
[15–17]. These solutions are waves that propagate along the negative and the positive
direction, for kx,y,z> 0 and kx,y,z< 0, respectively. An important consequence of the
periodic boundary conditions is that all the possible electronic states in the~k space are
equally distributed. There is an easy way of visualizing this distribution in the ideal
case of a one-dimensional (1-D) free electron gas: there are two electrons (ms¼�1

2= )
in the state kx¼ 0 (vx¼ 0), two electrons in the state kx¼ þDk (vx¼ þDv), two
electrons in the state kx¼�Dk (vx¼�Dv), two electrons in the state kx¼ þ 2Dk
(vx¼ þ 2Dv), and so on.

For a 3-D bulkmaterial it is possible to follow an analogous scheme. Two electrons
(ms¼�1

2= ) can occupy each of the states (kx, ky, kz)¼ (�nxDk,�nyDk,�nzDk), again
with nx,y,z being an integer number. A sketch of this distribution is shown in
Figure 2.3. It is possible easily to visualize the occupied states in~k-space because
all of these states are included into a sphere, the radius of which is the wavenumber
associated with the highest energy electrons. At the ground state, at 0 K, the radius of
the sphere is the Fermiwavenumber kF (Fermi velocity vF). TheFermi energyEF / k2F

1) In fact, the wavelength depends on the electron density. The wavelength for electrons in metals is
typically around 10nm, but in semiconductors it may vary between 10 nm and 1 mm.
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is the energy of the last occupied electronic state. All electronic states with an energy
E�EFare occupied,whereas all electronic stateswith higher energyE>EFare empty.
In a solid, the allowed wave numbers are separated by Dk¼�n 2p/dx,y,z. In a bulk
material dx,y,z is large, and so Dk is very small, at which point the sphere of states is
filled quasi-continuously [16].

It is now necessary to introduce the useful concept of the density of states D3d(k),
which is the number of states per unit interval of wavenumbers. From this definition,
D3d(k)Dk is the number of electrons in the solid with a wavenumber between k and
k þ Dk. If the density of states in a solid is known, then it is possible to calculate, for
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kx ky
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(kx, ky, kz)
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(c) (d)
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D3d(E)E(kx,y,z)

kx,y,zΔkx,y,z ®0

Figure 2.3 Electrons in a three-dimensional (3-
D) bulk solid [16]. (a) Such a solid can be
modeled as an infinite crystal along all three
dimensions, x, y, and z; (b) The assumption of
periodic boundary conditions yields standing
waves as solutions for the Schr€odinger equation
for free electrons. The associatedwavenumbers
(kx, ky, kz) are periodically distributed in the
reciprocal k-space [17]. Each of the dots shown
in the figure represents a possible electronic
state (kx, ky, kz). Each state in k-space can be only
occupied by two electrons. In a large solid, the
spacing Dkx,y,z between individual electron
states is very small and therefore the k-space is
quasi-continuously filled with states. A sphere
with radius kF includes all states with
k ¼ ðk2x þ k2y þ k2z Þ1=2 < kF . In the ground

state, at 0 K, all states with k < kF are occupied
with two electrons, and the other states are
empty. Since the k-space is homogeneously
filled with states, the number of states within a
certain volume scales with k3; (c) Dispersion
relationship for free electrons in a 3-D solid.
The energy of free electrons scales with the
square of the wavenumber, and its
dependence on k is described by a parabola. For
a bulk solid, the allowed states are quasi-
continuously distributed and the distance
between two adjacent states (here shown as
points) in k-space is very small; (d) Density
of states D3d for free electrons in a 3-D system.
The allowed energies are quasi-continuous,
and their density scales with the square root
of the energy E1/2.
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instance, the total number of electrons having wavenumbers less than a given kmax,

which is termed N(kmax). Obviously, N(kmax) is equal to
Ðkmax

0
D3dðkÞdk. In the ground

state of the solid, all electrons have wavenumbers k � kF, where kF is the Fermi
wavenumber. Since in a bulk solid the states are homogeneously distributed in
~k-space, it is known that the number of states between k and k þ Dk is proportional to
k2Dk (Figure 2.3). This can be visualized in the following way. The volume in 3-D~k-
space scaleswith k3; hence, if only the number of stateswith awavenumber between k
and k þ Dk is to be counted, then there is a need to determine the volume of a
spherical shell with radius k and thickness Dk. This volume is proportional to the
product of the surface of the sphere (which scales as k2) with the thickness of the shell
(which is Dk). D3d(k)Dk is thus proportional to k2Dk, and in the limit when Dk
approaches zero, it is possible to write:

D3dðkÞ ¼ dNðkÞ
dk

/ k2 ð2:4Þ

Instead of knowing the density of states in a given interval of wavenumbers, it is
more useful to know the number of electrons that have energies between E and
E þ DE. FromEqs (2.1) and (2.2) it is known that E(k) is proportional to k2, and thus k
/ ffiffiffi

E
p

; consequently, dk=dE / 1=
ffiffiffi
E

p
. By using Eq. (2.4), it is possible to obtain for the

density of states for a 3-D electron gas [17]:

D3dðEÞ ¼ dNðEÞ
dE

¼ dNðkÞ
dk

dk
dE

/ E �1= ffiffiffi
E

p
/

ffiffiffi
E

p
ð2:5Þ

This can be seen schematically in Figure 2.3.With Eq. (2.5), this simple description
of a bulk material can be concluded. The possible states in which an electron can be
found are quasi-continuous, with the density of states scaling with the square-root of
the energy. Further details regarding the free electron gasmodel, andmore refinedde-
scriptions of electrons in solids may be found in any solid-state physics textbook [15].

2.4.2
Two-Dimensional Systems

It is now time to consider a solid that is fully extended along the x and y directions, but
which has a thickness along the z-direction (dz) of only a few nanometers (see
Figure 2.5). Free electrons can stillmove freely in the x–y-plane, butmovement in the
z-direction is now restricted. Such a system is called a two-dimensional electron gas
(2DEG) [18]. As noted in Section 2.2,when one ormore dimensions of a solid become
smaller than the De Broglie wavelength associated with the free charge carriers, an
additional contribution of energy is required to confine the component of themotion
of the carriers along this dimension. In addition, the movement of electrons along
such a direction becomes quantized; this situation is shown in Figure 2.4, where no
electron can leave the solid and electrons thatmove in the z-direction are trapped in a
�box.�Mathematically this is described by infinitely high potential wells at the border
z¼�1

2= dz.
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The solutions for the particle in a box situation can be obtained by solving the 1-D
Schr€odinger equation for an electron in a potentialV(z), which is zero within the box
but infinite at the borders. As can be seen in Figure 2.4, the solutions are stationar-
ywaves with energies2)Enz ¼ r2k2z=2m ¼ h2k2z=8p

2m ¼ h2n2z=8md2z , nz¼ 1, 2, . . .
[9, 17]. This is similar to states kz¼ nz Dkz with Dkz¼p/dz. Again, each of these
states can be occupied at maximum by two electrons.

When comparing the states in the k-space for 3-D and 2-D materials (Figure 2.3
and 2.5), for a 2-D solid that is extended in the x–y-plane, only discrete values are
allowed for kz. The thinner the solid in z-direction is, the larger the spacing Dkz
between those allowedstates.On theotherhand, thedistributionof states in the kx� ky
plane remains quasi-continuous. Therefore, it is possible to describe the possible
states in the k-space as planes parallel to the kx- and ky-axes, with a separation Dkz
between the planes in the kz-direction; the individual planes can then be numbered as
nz. Since within one plane the number of states is quasi-continuous, the number of
states is proportional to the area of the plane. This means that the number of states is
proportional to k2 ¼ k2x þ k2y . The number of states in a ring with radius k and
thickness Dk is therefore proportional to k�Dk, and integration over all rings yields
the total area of the plane in k-space. Here, in contrast to the case of a 3-D solid, the
density of states scales linearly with k:

2) The particle-in-a-box approach (Figure 2.4)
appears similar to the case of the periodic
boundary conditions (Figure 2.2), but there
are important differences between the two
cases. Periodic boundary conditions
�emulate� an infinite solid. A quantum me-
chanical treatment of this problem yields
propagating waves that are periodic within
the solid. Such waves can be seen as a su-
perposition of plane waves. For an idealized
1-D solid, with boundaries fixed at x¼�d/2,
a combination of plane waves can be for
instance y(x)¼A�exp(ikx) þ B�exp(�ikx),
with k¼ n2p/d. Written in another way, the
solutions are of the type exp(ikx), with k¼
�n2p/d. The solutions for k¼ þ n2p/d and
k¼�n2p/d are linearly independent. The
waves exp(þ in2px/d) propagate to the right,
and the waves exp(�in2px/d) to the left side
of the solid, with neither wave feeling the
boundaries. Since exp(ikx)¼ cos(kx) þ i sin
(kx) and exp(�ikx)¼ cos(kx)� i sin(kx), we
also can write y(x)¼C�sin(kx) þ D�cos(kx)
with k¼ n2p/d as solutions. The only con-
straint here is that the wavefunction must be
periodic throughout the solid. The state with
wavenumber k¼ 0 is a solution, as C�sin
(0) þ D�cos(0)¼D 6¼ 0. Therefore, the state
with the lowest kinetic energy is E/ k2¼ 0 for
k¼ 0. The individual states in k-space are very
close to each other because Dk¼ 2p/d tends
to 0 when d increases. On the other hand, the

particle in a box model describes the case in
which the motion of the electrons is confined
along one or more directions. Outside the
box, the probability of finding an electron is
zero. For a 1-D problem, the solutions are
standing waves of the type y(x)¼A�sin(kx),
with k¼ np/d. There is only one solution of
this type: the function y(x)¼B�sin(�kx) can
be written as y(x)¼�B�sin(kx), and there-
fore is still of the type y(x)¼A�sin(kx). Be-
cause of the boundary conditions y(x¼�d/
2)¼ 0, there is no solution of the type y(x)
¼B�cos(kx). As the standing wave is confined
to the box, there is only the solution k¼
þ np/d> 0. For a small box, the energy states
are far apart from each other in k-space, and
the distribution of states and energies is
discrete. An important difference with re-
spect to the extended solid is the occurrence
of a finite zero-point energy [9]. There is no
solution for k¼ 0, since y(0)¼A�sin(0)¼ 0.
Therefore, the energy of the lowest possible
state (n¼ 1) is equal to E¼ h2/8md2, i.e. k¼
p/d. This energy is called �zero-point energy,�
and is a purely quantum mechanical effect. It
can be understood as the energy that is re-
quired to �confine� the electron inside the
box. For a large box, the zero-point energy
tends to zero, but for small boxes this energy
becomes significant, as it scales with the
square of the reciprocal of the box size, d2.
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D2dðkÞ ¼ dNðkÞ
dk

/ k ð2:6Þ

In the ground state, all states with k� kF are occupied with two electrons. It is now
desirable to know how many states exist for electrons that have energies between E
and E þ DE. The relationship between k and E: E(k)/ k2 and thus k / ffiffiffi

E
p

and
dk=dE / 1=

ffiffiffi
E

p
., is known from Eqs (2.1) and (2.2). Consequently, by using Eq. (2.6),

the density of states for a 2-D electron gas can be obtained (see also Figure 2.5) [17]:

D2dðEÞ ¼ dNðEÞ
dE

¼ dNðkÞ
dk

dk
dE

/
ffiffiffi
E

p �1= ffiffiffi
E

p
/ 1 ð2:7Þ

Thedensity of electronic states in a 2-D solid is therefore remarkably different from
the 3-D case. The spacing between the allowed energy levels in the bands increases,
because fewer levels are now present. Consequently, as soon as one dimension is
reduced to nanometer size, dramatic changes due to quantum confinement occur, as
forexample thenon-negligiblezero-pointenergy. In2-Dmaterials theenergyspectrum
remains quasi-continuous, but the density of states now is a step function [17, 19].

The quantum-mechanical behavior of electrons in a 2-D solid is the origin ofmany
important physical effects. With recent progress in nanoscience and technology, the
fabrication of 2-D structures has become routine, with such systems usually being
formed at interfaces between different materials, or in layered systems in which
some of the layers may be only a few nanometers thick. Structures like this can be
grown, for example, by the successive deposition of individual layers usingmolecular
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Figure 2.4 Particle in a box model for
a free electron moving along in the z axis.
The movement of electrons in z-direction is
limited to a �box� with thickness d. Since
electrons cannot �leave� the solid (the box),
their potential energy V(x) is zero within the

solid, but is infinite at its borders.
The probability density |y(z)|2 is the
probability that an electron is located at
position x in the solid. Different states
for the electrons (n¼ 1, 2, . . .) differ
in their wavefunction.
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Figure 2.5 Electrons in a two-dimensional
(2-D) system. (a) A 2-D solid is (almost)
infinitely extended in two dimensions (here x, y),
but is very thin along the third dimension
(here denoted as z), which is comparable to the
De Broglie wavelength of a free electron
(dz ! l); (b) Electrons can still move freely
along the x- and y- directions. Thewavefunctions
along such directions can be found again by
assuming periodic boundary conditions. The kx
and ky states are quasi-continuously distributed
in k-space. The movement of electrons in the
z-direction is restricted and electrons are
confined to a �box.� Only certain quantized
states are allowed along this direction. For a
discrete kz-state, the distribution of states in 3-D
k-space can be described as a series of planes
parallel to the kx- and ky-axes. For each discrete
kz-state, there is a separate plane parallel to the
kx and to the ky-axes. Here, only one of those
planes is shown. The kx- and ky-stateswithin one
plane are quasi-continuous, since Dkx,y¼
2p/dx,y ! 0. The distance between two planes
for two separate kz-states is large, since
Dkz¼p/dz� 0. For each kz-value, the kx- and ky
states are homogeneously distributed on the

kx–ky-plane [17]. The number of states within
this plane therefore is proportional to the
area of a disk around kx¼ ky¼ 0. This means
that the number of states for a certain
wavenumber scales with k2. In the ground state,
all states with k � kF are occupied with two
electrons, while the remaining states are empty;
(c) Free electrons have a parabolic dispersion
relation (E(k)/ k2). The energy levels E(kx)
and E(ky) for the electron motion along the
x- and y-directions are quasi-continuous
(shown here as circles). The wavefunction
y(z) at the border of a small �box�must be zero,
leading to standing waves inside the box. This
constraint causes discrete energy levelsE(kz) for
the motion along the z-direction. Electrons can
only occupy such discrete states (nz1, nz2, . . .,
shown here as circles). The position of the
energy levels now changes with the thickness of
the solid in z-direction, or in other words with
the size of the �box�; (d) Density of states for a
2-D electron gas. If electrons are confined in
one direction (z) but can move freely in the
other two directions (x, y), the density of states
for a given kz-state (nz¼ 1, 2, . . .) does not
depend on the energy E.

beam epitaxy. In such geometry, the charge carriers (electrons and holes) are able to
move freely parallel to the semiconductor layer, but theirmovement perpendicular to
the interface is restricted. The study of these nanostructures led to the discovery of
remarkable 2-D quantized effects, such as the Integer and the Fractional Quantum
Hall Effect [20–23].
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2.4.3
One-Dimensional Systems (Quantum Wires)

If the case is considered where the solid also shrinks along a second (y) dimension,
the electrons can move freely only in the x-direction, while their motion along the y-
and z-axes is restricted by the borders of the solid (see Figure 2.6). Such a system is
called a quantum wire or – when the electrons are the charge carriers – a one-
dimensional electron system (1DES). The charge carriers and excitations now can
move only in one dimension, while occupying quantized states in the other two
dimensions.

The states of a 1-D solid now can be obtained by methods analogous to those
described for the 3-D and 2-D materials. In the x-direction, the electrons can move
freely and again the concept of periodic boundary conditions can be applied. This
gives a quasi-continuous distribution of states parallel to the kx-axis and for the
corresponding energy levels. The electrons are confined along the remaining
directions, and their states can be derived from the Schr€odinger equation for a
particle in a box potential; again, this yields discrete ky and kz-states. It is now possible
to visualize all states as lines parallel to the kx-axis. The lines are separated by discrete
intervals along ky and kz, but within one line the distribution of kx states is quasi-
continuous (Figure 2.6). The number of states along one line can be counted by
measuring the length of that line, and the number of states is therefore proportional
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Δky,z
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E(kx)

Δkx ®0

(a) (b)

(c) (d)
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E

D1d(E)

kx ky

kz

kx = 0

kx = Δkx

kx = 2Δkx

kx = -Δkx

Δkx

Figure 2.6 (a) A one-dimensional solid;
(b) The allowed (kx, ky, kz)-states can be
visualized as lines parallel to the kx-axes in the 3-
D k-space. In this figure, only one line is shown
as an example.Within each line, the distribution
of states is quasi-continuous, since Dkx ! 0.
The arrangement of the individual lines is
discrete, since only certain discrete ky- and kz-

states are allowed; (c) This can also be seen in
the dispersion relations. Along the kx-axes the
energy band E(kx, ky, kz) is quasi-continuous, but
along the ky- and kz-axes only certain energies
exist; (d) The density of states within one line
along the kx-axes is proportional to E�1/2. Each
of the hyperbolas shown in the D1d-diagram
corresponds to an individual (ky, kz)-state.
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to k¼ kx. Hence, the number of states with wavenumbers in the interval between k
and k þ Dk is proportional to Dk:

D1dðkÞ ¼ dNðkÞ
dk

/ 1 ð2:8Þ

In the ground state, all states with k � kF are occupied with two electrons. From
Eqs (2.1) and (2.2) it is possible to determine the relationship between k and E for free
electrons: E(k) / k2 and thus k / ffiffiffi

E
p

and dk=dE / 1=
ffiffiffi
E

p
. By using Eq. (2.8), the

density of states for a 1-D electron gas can be obtained:

D1dðEÞ ¼ dNðEÞ
dE

¼ dNðkÞ
dk

dk
dE

/ 1�1= ffiffiffi
E

p
/ 1=

ffiffiffi
E

p
ð2:9Þ

The density of states is depicted in Figure 2.6. In 1-D systems the density of states
has a E�1/2 -dependence, and thus exhibits singularities near the band edges [17].
Each of the hyperbolas contains a continuous distribution of kx states, but only one
discrete ky- and kz-state.

The quantization of states in two dimensions has important consequences for the
transport of charges.Whilst electrons canflow freely along thex-axes, they are limited
to discrete states in the y- and z-directions, and therefore are only transported in
discrete �conductivity channels.� This may be of considerable importance for the
microelectronics industry since, if the size of electronic circuits is reduced contin-
ually, at a certain point the diameter of wires will become comparable to the De
Broglie wavelength of the electrons, and the wire will then exhibit the behavior of a
quantum wire. Quantum aspects of 1-D transport were first observed in so-called
quantum point contacts, which were defined lithographically in semiconductor
heterostructures [24, 25]. More recent examples of such 1-D wires have included
short organic semiconducting molecules [26–31], inorganic semiconductor and
metallic nanowires [32–37], or break junctions [38–40]. One particular role is played
by CNTs [27, 41–47], which have undergone extensive investigations both as model
systems for 1-D confinement and for potential applications, such as electron-
emitters [48].

2.4.4
Zero-Dimensional Systems (Quantum Dots)

When charge carriers and excitations are confined in all three dimensions the system
is called a QD. The division is somewhat arbitrary since, for instance, clusters
composed of very few atoms are not necessarily considered as QDs. Although
clusters are smaller than theDeBrogliewavelength, their properties depend critically
on their exact number of atoms. Large clusters have a well-defined lattice and their
properties no longer depend critically on their exact number of atoms.With the term
QDs, reference will be made to such systems [49, 50].

In a QD, the movement of electrons is confined in all three dimensions, and there
are only discrete (kx, ky, kz)-states in the k-space. Each individual state in the k-space
can be represented by a point, the final consequence being that only discrete energy
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levels are allowed, which appear as delta-peaks in the distributionD0d(E) (Figure 2.7).
As can be seen, the energy bands converge to atom-like energy states, with the
oscillator strength compressed into a few transitions; this change ismost dramatic at
the edges of the bands, and influences semiconductors more than metals. In
semiconductors, the electronic properties are in fact strongly related to the transi-
tions between the edges of the valence band and the conduction band, respectively. In
addition to the discreteness of the energy levels, there is a need to stress again the
occurrence of afinite zero-point energy. In aQD – even in the ground state – electrons
have energies that are larger than those of bulk electrons at the conduction band edge;
these points are discussed in greater detail in Section 2.5.

2.5
Energy Levels of a (Semiconductor) Quantum Dot

As many quantum effects are more pronounced in semiconductors compared to
metals, attention will now be focused on the case of a semiconducting material.
The changes that occur in the properties of a free electron gas change when the
dimensions of the solid are reduced were described in Section 2.4. Although the
model of the free electron gas does not include the �nature� of the solid, from a
macroscopic point of view it is necessary to distinguish between metals, semicon-
ductors, and insulators [15]. Whilst the model of a free electron gas describes
relatively well the case of electrons in the conduction band of metals, the electrons
in an insulating material are only poorly described by the free electron model. In
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Δkx,y,z
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(c) (d)
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Figure 2.7 A zero-dimensional (1-D) solid.
(a) The solid is shrunk in all three dimensions
to a thickness that is comparable to the De
Broglie wavelength of its charge carriers;
(b) Because of such confinement, all states
(kx, ky,kz) are discrete points in the 3-D k-space;

(c) Only discrete energy levels are
allowed; (d) The 1-D density of states
D0d(E) contains delta peaks, that
correspond to the individual states.
Electrons can occupy only states with
these discrete energies.
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order to extend the model of free electrons to semiconducting materials, the concept
of a new charge carrier– the hole –was introduced [16]. If an electron from the valence
band is excited to the conduction band, the �empty� electronic state in the valence
band is called a �hole.� Some basic properties of semiconducting materials can be
described by the model of free electrons and free holes, where the energy bands for
electrons and holes are separated by a band gap [15, 16]. At first approximation, the
dispersion relationships for the energy of electrons and holes in a semiconductor are
parabolic, but this holds true only for those electrons (holes) occupying levels that lie
at the bottom (top) of the conduction (valence) band. Each parabola represents a
quasi-continuous set of electron (hole) states along a given direction in k-space. The
lowest unoccupied energy band and the highest occupied energy band are separated
by an energy gapEg(bulk) (see Figure 2.8) which, for a bulk semiconductor, can range
from a fraction of an electron-volt (eV) up to a few eV.

Itmight be expected that the energy dispersion relationships are still parabolic in a
QD. However, as only discrete energy levels can exist in a QD, each of the original
parabolic bands of the bulk case is now fragmented into an ensemble of points. The
energy levels of a QD can be estimated using the particle-in-a-box model. As

bulk semiconductor quantum dot semiconductor

k

E(k) E(k)

kEg(bulk)

V(r)

ψ(r)

d
r

Eg(d)

∞ ∞  

Figure 2.8 Free charge carriers in a solid have a
parabolic dispersion relation (E(k) / k2). In a
semiconductor, the energy bands for free
electrons and holes are separated by an energy
gap Eg. In a bulk semiconductor, the states are
quasi-continuous, and each point in the energy
bands represents an individual state. In a
quantum dot (QD), the charges are confined to
a small volume. This situation can be described

as a charge carrier confined in an infinite
potential well of width d. Here, the width d of the
potential well corresponds to the diameter of
theQD. The only allowed states are thosewhose
wavefunctions vanish at the borders of the
well [7]. This leads to discrete energy levels [7,
10]. The energy gap between the lowest possible
energy level for electrons and holes Eg(d) is
larger than that of a bulk material Eg(bulk).
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described above (see Figure 2.4), the lowest energy for an electron in a 1-D potential
well is:

Ewell;1d ¼ 1=8 h2=md2 ð2:10Þ
where d is the width of the well. In a QD, the charge carriers are confined in all three
dimensions, and this system can be described as an infinite 3-D potential well. The
potential energy is zero everywhere inside the well, but is infinite on its walls; such a
well may also be referred to as a �box.� The simplest shapes for a 3-D boxmay be, for
instance, a sphere or a cube. If the shape is cubic, then the Schr€odinger equation can
be solved independently for each of the three translational degrees of freedom, and
the overall zero-point energy will simply be the sum of the individual zero point
energies for each degree of freedom [9, 51]:

Ewell;3dðcubeÞ ¼ 3 Ewell;1d ¼ 3=8 h2=md2 ð2:11Þ

If the box is a sphere of diameter d, then the Schr€odinger equation can be solved by
introducing spherical coordinates and by separating the equation in a radial part, and
also in a part that contains the angular momentum [52, 53]. The lowest energy level
(with angular momentum¼ 0) is then:

Ewell;3dðsphereÞ ¼ 1=2 h2=md2 ð2:12Þ

The effect of quantum confinement is again remarkable. More confined charge
carriers lead to a larger separation between the individual energy levels, as well as to a
greater zero-point energy. If carriers are confined into a sphere of diameter d, then the
zero-point energy will be higher than that for charges that are confined to a cube with
an edge length equal to d (Ewell,3d(sphere)>Ewell,3d(cube)); this is simply because such a
sphere has a smaller volume (p/6 d3) than the cube (d3).

An electron–hole pairmay be generated in the QD, for instance by a photoinduced
process or by charge injection. The minimum energy Eg required to create an
electron–hole pair in a QD is composed of several contributions, one of which is the
bulk band gap energy, Eg(bulk). Another important contribution is the confinement
energy for the carriers, termed call Ewell¼Ewell(e

�) þ Ewell(h
þ ). For large particles

(bulk: d ! 1), Ewell tends to zero. It is possible to estimate the overall confinement
energy for an electron–hole pair in a spherical QD; this is the zero-point energy of the
potential well or, in other words, the energy of the state of a potential box with the
lowest energy. This can be written as:

Ewell ¼ h2=2m�d2 ð2:13Þ
where m� is the reduced mass of the exciton and is given by [54]:

1=m� ¼ 1=me þ 1=mh: ð2:14Þ
where me and mh are the effective masses for electrons and holes, respectively. In
order to calculate the energy required to create an electron–hole pair, another term –

the Coulomb interaction (ECoul) –must be considered. This term takes into account
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the mutual attraction between the electron and the hole, multiplied by a coefficient
that describes the screening by the crystal. In contrast to Ewell, the physical content of
this term can be understood within the framework of classical electrodynamics.
However, an estimate of such a term is possible only if the wavefunctions for the
electron and the hole are known. The strength of the screening coefficient depends
on the dielectric constant e of the semiconductor. An estimate of the coulomb term
yields:

ECoul ¼ �1:8 e2=2pee0d ð2:15Þ
This term may be quite significant, because the average distance between an

electron and a hole in a QD dot can be small [55–59]. Thus, it is possible to estimate
the size-dependent energy gap of a spherical semiconductor QD, as [54–59]:

EgðdotÞ ¼ EgðbulkÞþEwell þECoul ð2:16Þ

Then, by inserting Eqs (2.13) and (2.15) into Eq. (2.16), the following is obtained:

EgðdÞ ¼ EgðbulkÞþ h2=2m�d2�1:8 e2=2 pee0d ð2:17Þ

where the size-dependence in each term has been emphasized. Equation (2.17) is
only a first approximation; rather, many effects – including the crystal anisotropy and
spin–orbit coupling – must be considered in a more sophisticated calculation. The
basic approximation for the band gap of a QD comprises two size-dependent terms:
(i) the confinement energy, which scales as 1/d2; and (ii) the Coulomb attraction,
which scales as 1/d. As the confinement energy is always a positive term, the energy
of the lowest possible state is always raised with respect to the bulk situation. On the
other hand, the Coulomb interaction is always attractive for an electron–hole pair
system, and therefore lowers the energy. Because of the 1/d2 dependence, the
quantum confinement effect becomes the predominant term for very small QD
sizes (Figure 2.9).

The size-dependent energy gap may serve as a useful tool when designing
materials with well-controlled optical properties, and a much more detailed analysis
of this topic is available [62]. Before describing the physical consequences of the size-
dependent band gap on the optical and electronic properties, however, a brief
overview will be provided of how QDs may be fabricated in practice.

2.6
Varieties of Quantum Dots

The ultimate fabrication technique of QDs should produce significant amounts of
sample, with such a high control of QD size, shape and monodispersity that single-
particle properties would not be affected by sample inhomogeneity. To date, en-
sembles of QDs produced by the best available techniques still show a behavior that
derives from a distribution of sizes, although this field is evolving very rapidly. In the
fabrication of QDs, different techniques may lead to different typologies. Notably,
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confinementmay be achieved in several ways, while theQD itselfmay have a peculiar
geometry; for example, itmay be embedded into amatrix, grownonto a substrate, or it
may be a �free� nanoparticle. Each of these cases is strictly related to the preparative
approach chosen.

2.6.1
Lithographically Defined Quantum Dots

Lithographically definedQDs are formed by isolating a small region of a 2-D electron
system (see Section 2.4.2) by creating tunneling barriers from its environment. These
so-called two-dimensional electron systems (2-DES) and two-dimensional electron
gases (2-DEG) are found in metal-oxide-semiconductor field effect transistors
(MOSFETs), and also in so-called �semiconductor heterostructures� [17, 18]. The
latter are composed of several thin layers of different semiconductormaterials grown
on top of each other, using the technique of molecular beam epitaxy (MBE). In this
case, the layer sequence can be chosen in such a way that all free charge carriers are
confined to a thin slice of the crystal, forming essentially a 2-D electron system. A
superstructure derived from the periodic repetition of this sequence of layers is
termed a �multiple quantum well.� One of the most widely investigated systems has
been the aluminum gallium arsenide/gallium arsenide (AlGaAs/GaAs) quantum
well. AlGaAs has the same lattice constant as GaAs but a wider band gap, the exact

10864
1

2

3

4
E g

(d
) 

[e
V

]

d [nm]

 experiment

 theory

 bulk

Figure 2.9 Size dependence of the energy gap
Eg(d) for colloidal CdSe QDs with diameter d.
The bulk value for the energy gap is
Eg(bulk)¼ 1.74 eV [60]. The theoretical curve
was obtained using Eq. (2.17) with the following
parameters: effective mass of electrons/holes
me¼ 0.13m0, mh¼ 0.4m0, m0¼mass of free
electrons (m¼ 9.1095	 10�3 1 kg�1))
m� ¼ 0.098m [60]; dielectric constant

eCdSe¼ 5.8 [61], permittivity constant
e0¼ 8.854	 10�12 C2N�1m�2, Planck�s
constant h¼ 6.63	 10�34 J�s,
1 eV¼ 1.602	 10�19 J. The experimental
values were obtained by the Alivisatos
group by recording the absorption spectra
of CdSe QDs of different sizes and
determining their size using transmission
electron microscopy.
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value ofwhich depends on the aluminumcontent of the layer. As a result, electrons in
the GaAs layer are confined to this layer and form a 2-D electron gas.

Currently, QD systems can be generated in either a lateral or a vertical arrange-
ment, as shown in Figure 2.10a. In the lateral geometry, the 2-DEG is locally and
electrostatically depleted by applying a negative voltage to the electrodes deposited on
top of the crystal. This effect can be understood by applying the following argument.
If it is assumed that a negative voltage is applied to the metal electrodes above the
2-DEG then, because of electrostatic repulsions, electrons will be repelled by the
electric field of the electrodes and the region of the 2-DEG below the electrodes will
be depleted of electrons. As a charge-depleted region behaves like an insulator, the
application of an electric field with metal electrodes of an appropriate shape permits
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Figure 2.10 Three different types of quantum
dot. (a1) A lithographically defined QD in lateral
arrangement can be formed by electrostatic
depletion of a 2-D electron gas (2DEG, shown in
dark gray) via gate electrodes. The 2DEG is
formed typically 20–100 nmbelow the surface of
a semiconductor heterostructure (usually
GaAs/AlGaAs). The application of negative
voltages to metal gates on top of the
heterostructure depletes the 2DEG below the
gates (shown in light gray), and cuts out a small
electron island from the 2DEG. Electrons can
still tunnel onto and from the island. Electrical
contact to the 2DEG is realized through Ohmic
contacts (not shown); (a2) A vertical QD can be
formed in a double-barrier heterostructure. A
narrow pillar is etched out of a GaAs/AlGaAs/
GaAs/AlGaAs/GaAs heterostructure. The
AlGaAs layers (light gray) form tunnel barriers
that isolate the central GaAs region from the

contact region. This central GaAs region
behaves now as a QD (shown in dark gray).
Electrical contact is made via metal contacts
(depicted in black) on top of the pillar and below
the heterostructure; (b) Self-assembled QDs:
molecular beam epitaxy (MBE) growth of InAs
(dark gray) on GaAs (light gray) first leads to the
formation of an extended layer of InAs (the
wetting layer), and then to the formation of
small InAs islands. Single electrons or
electron–hole pairs (excitons) can be confined
into these InAs QDs, either electrically or
optically; (c) Colloidal QDs. These colloidal
particles, having a diameter of only a few
nanometers, are formed using wet chemistry
and can be produced for most of the II-VI, III-V,
IV-VI and some type IV semiconductors. The
surface of colloidal QDs is coated with a layer of
surfactant molecules that prevents aggregation
of the particles.
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the creation of an island of charges that is insulated from the remainder of the 2-DEG
and which, if small enough, will behave as a QD. In the vertical geometry, a small
pillar of the 2-DEG can be isolated by etching away the surrounding heterostructure.
In such an arrangement, the charge carriers will again be confined in all three
dimensions.

Most electron transport measurements on QDs performed to date have used
the two types of QD described above. The lateral arrangement offers a relatively
high degree of freedom for the structure design, which is determined by the
choice of electrode geometry. It is also possible to fabricate and study �artificial
molecules� [63–69] that are composed of several QDS, linked together. By using the
vertical arrangement, structures with very few electrons can be achieved [70] and,
indeed, much effort is currently being expended on investigations into many-body
phenomena with these QD systems. Relevant examples include studies of the Kondo
effect [71–74], as well as the design and control of coherent quantum states with the
ultimate goal of quantum information processing (for further information, see
Section 2.8).

One remarkable advantage of lithographically defined QDS is that their electrical
connection to the �macro-world� is straightforward, with the manufacturing pro-
cesses used being similar to those employed for chip fabrication. In principle, such
structures could be embedded within conventional electronic circuits, although as
the geometry of these QDs is determined lithographically it is restricted by
the usual size and resolution limits of lithographic techniques. Even the use of
electron-beam lithography (EBL) to create QDs does not permit their size to be
tailored with nanometer precision. Moreover, as lithographically fabricated QDS
are typically larger than 10 nm in size, relatively low lateral confining energies can
be achieved.

2.6.2
Epitaxially Self-Assembled Quantum Dots

Amajor breakthrough in the field of epitaxially grown nanostructures came with the
discovery of epitaxial growth regimes that favored the formation of nanometer-sized
islands of semiconductor materials on suitable substrates. These islands, which
exhibit QD behavior, can be obtained naturally by growing epitaxially a thin layer of a
low-band gap material over a higher-band gap material, using either MBE or
metalorganic chemical vapor deposition (MOCVD) techniques [50, 75–77]. The
respective crystal faces in contact must have a significant lattice mismatch
(1–8%), as in the case of InAs on GaAs [78, 79] and Ge on Si [80, 81]. During the
growth, a strained film – the �wetting layer� – is initially formed, the maximum
thickness of which is related to the difference in lattice constants between the two
materials. Beyond this critical thickness, a 2-D ! 3-D transition in the growth
regime is observed, with the spontaneous formation of an array of nanometer-sized
islands (the Stranski–Krastanov regime), leading to a partial release of the strain. If
the growth is not interrupted at this step, then misfit dislocations will form because
the energy of formation of these defects becomes smaller than the elastic energy that
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accumulates in the strained film. The formation of dislocations in highly strained
epilayers (when the lattice mismatch is of the order of 10%, or more) before island
formation limits the range of possible substrate-island materials. The shape of the
islands can also be controlled by varying the growth conditions. Although normally
the islands have a truncated pyramidal shape, it is also possible to form ring-shaped
QDS [82]. The final step consists of the growth (on top of the islands) of several layers
of the substrate material, so that the QDs are completely buried and the interfaces
passivated. The relative alignment of the band gaps creates a confining potential for
charge carriers that accumulates inside the QDs. In addition, strain fields in the
proximity of the island–substrate interface, caused by the lattice mismatch between
the two materials, lead to the creation of potentials that modify the band gap of the
QDS at the bottom of the island. Notably, holes are more likely to be localized in this
region, as they are heavier than electrons.

Since self-assembledQDSmay have a diameter as small as a few nanometers, very
pronounced quantum size effects may be observed in these systems. Previously, self-
assembled QDs have been characterized predominantly by using optical or capac-
itance spectroscopy in a regime where they only contain a small number of charge
carriers. Although measurements on ensembles still suffer from the inhomoge-
neous broadening of spectroscopic features, in recent years it has become possible to
examine only a few or even single self-assembled QDs, by reducing the number of
QDs via mesa-etching [83] or with confocal microscopy techniques [84]. Photolu-
minescence from single self-assembled QDs is a highly efficient process that is
characterized by several narrow emission lines that are related to different exciton
states in the dots, and is reminiscent of the emission from atoms. As noted above for
lithographically defined QDs, many parallels can be drawn between atoms and
QDs [83, 85–87], and it is for this reason that QDs have been nicknamed �artificial
atoms.� Much of the current research effort has been devoted to QD ordering and
positioning, as well as to the reduction of QD size distribution. In contrast to
lithographically defined QDs, the challenge remains to make electrical contact with
self-assembledQDS, such that themost likely applicationswill be found in thefield of
optics. A major goal of research into self-assembled QDS is to fabricate nonclassical
light sources from single dots; another is to use the dots as light-addressable storage
devices (see Section 2.7).

2.6.3
Colloidal Quantum Dots

Colloidal QDS differ remarkably from the QD systems described above, as they are
chemically synthesized using wet chemistry, and are free-standing nanoparticles or
nanocrystals grown in solution [88]. In this case, colloidal QDs simply represent a
subgroup of a broader class of materials that can be synthesized at the nanoscale,
using wet chemicalmethods. In the fabrication of colloidal nanocrystals, the reaction
chamber contains a liquidmixture of compounds that control nucleation and growth.
In a general synthesis ofQDs in solution, each of the atomic species that will form the
nanocrystal building blocks is introduced into the reactor as a precursor. (Aprecursor
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is a molecule or a complex containing one or more atomic species required for
growing the nanocrystal.) Having been introduced into the reaction flask, the
precursors will decompose to form new reactive species (the monomers) that will,
in turn, cause nucleation and nanocrystal growth. The energy required for precursor
decomposition is provided by the liquid in the reactor, either by thermal collisions or
by a chemical reaction between the liquid medium and the precursors, or by a
combination of these two mechanisms [89].

The key parameter in the controlled growth of colloidal nanocrystals is the
presence of one or more molecular species in the reactor, which are broadly termed
�surfactants.� (A surfactant is a molecule that, under the reaction conditions, is
dynamically adsorbed to the surface of the growing QD.) Surfactants must bemobile
enough to provide access for the addition of monomer units, but stabile enough to
prevent nanocrystal aggregation. The choice of surfactant varies from case to case.
For example, a molecule that binds too strongly to the surface of the QD would be
unsuitable as it would not allow the nanocrystal to grow. In contrast, a weakly
coordinating molecule would yield large particles, or aggregates [90]. Examples of
suitable surfactants include alkyl thiols, phosphines, phosphine oxides, phosphates,
phosphonates, amides or amines, carboxylic acids, and nitrogen-containing aro-
matics. If the nanocrystal growth is carried out at high temperatures (e.g.,
200–400 
C), it is essential that the surfactant molecules are stable under such
conditions in order to exert control over the crystal growth.

At low temperatures, or more generally when growth has ceased, the surfactants
will bemore strongly bound to the surfaces of thenanocrystals, the solubility ofwhich
will be increased in a wide range of solvents. This coating allows for a synthetic
flexibility, in that it can be exchanged for another coating of organic molecules with
different functional groups or polarity. The surfactants may also be temporarily
removed, and an epitaxial layer of another material with different electronic, optical,
or magnetic properties then grown on the initial nanocrystal [91, 92].

By controlling the mixture of surfactant molecules present during the generation
and growth period of the QDS, an excellent control is possible of both their size and
shape [89, 93, 94].

As colloidal nanocrystals are dispersed in solution, they are not bound to any solid
support, as is the case for the two QD systems described above. Consequently, they
can be produced in large quantities in a reaction flask, and later transferred to any
desired substrate or object. For example, it is possible to coat the crystal surface with
biological molecules (e.g., proteins or oligonucleotides) that are capable of perform-
ing tasks ofmolecular recognitionwith extremely high efficiency. In particular, ligand
molecules may bind with very high specificity to certain receptor molecules, similar
to a lock-and-key system. Hence, if a colloidal QD is tagged with ligand molecules, it
will bind specifically to all positions where receptor molecules are present. This has
led to the creation of small groups of colloidal QDs that are not only mediated by
molecular recognition [95–97] but also have the ability to label specific cell compart-
ments with different types of QD [98–100].

Although colloidal QDs are difficult to connect electrically, a number of electron-
transport experiments have been conducted in which nanocrystals have been used as
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the active material in devices that behave as single-electron transistors [101, 102]
(see also Section 2.8).

2.7
Optical Properties of Quantum Dots

2.7.1
Absorption and Emission Spectra

In chemistry, size-dependent optical properties of colloidal semiconductor particles
have been observed since the early twentieth century (e.g., in CdS colloids [103]),
although it was only during the 1980s [57] that this was rationalized in terms of �size
quantization.� As discussed in Section 2.5, themost striking effect in semiconductor
nanoparticles is the widening of the gap Eg between the highest occupied electronic
states (the top of the original valence band) and the lowest unoccupied states
(the bottom of the original conduction band) [104]. This has a direct effect on the
optical properties of QDs as compared to the corresponding bulk material. The
minimum energy needed to create an electron–hole pair in a QD (an exciton) is
defined by its band gap (Eg), as light with energy lower than Eg cannot be absorbed by
the QD. As the band gap depends on the size of a QD, the onset of absorption is also
size-dependent [55, 89]. That smallerQDshave an absorption spectrum that is shifted
to shorter wavelengths with respect to larger QDs and to the bulk case, is shown in
Figure 2.11.

Excitons in semiconductors have a finite lifetime due to a recombination of the
photo-excited electron–hole pair. In QDs, the energy released upon exciton annihi-
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Figure 2.11 Absorption (solid lines)
and emission spectra (dotted lines) of
colloidal CdSe QDs of different sizes. The
absorption peak of green/yellow/orange/red

fluorescent nanocrystals of 2.3/4.0/3.8/
4.6 nm diameter is at 507/547/580/
605 nm, while the fluorescence peaks are
at 528/57/592/637 nm.
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lation is too large to be dissipated by vibrational modes; instead, it is released in the
form of emitted photons. A radiative decay through the emission of photons – in
other words, fluorescence – is a highly probable decay channel in QDs [105].

As is the case of organic fluorophores, the range of energies emitted from a
colloidal dot sample after excitation is centered at a value that is smaller than that
required to excite the sample (and which must be at least as large as its band gap). In
other words, the wavelength of fluorescence is longer than that of the absorbed light.
The shift between the lowest energy peak in the absorption spectrumof a QD and the
corresponding emission peak is termed the �Stokes shift� [9] (see Figure 2.11), the
explanation ofwhich requires amore advancedmodel than is presented in Figure 2.8.

In QDs, the Stokes shift is explained by examining the complex exciton struc-
ture [106–109]. Indeed, more complex theoretical models and calculations have
shown that the ground state of an exciton in a dot has a total angular momentum
equal to zero. In the dipole approximation, the creation of an exciton through the
absorption of a photon leads to an exciton state having an angular momentum equal
to �1. The energy needed for this excitation is the absorption energy. In QDs, this
excited state then relaxes very rapidly to a state with an angularmomentum of 2; such
relaxation is nonradiative. In the first order, this state cannot relax to the ground state
with angular momentum 0 by emitting a photon, because only transitions that
change the angular momentum by �1 are allowed; as no photon can be emitted in
first order, this state is referred to as a �dark exciton.�However, slight perturbations of
the crystal lattice and even a weak coupling with phonons will allow this state to relax
under the emission of a photon, which results in the decay time of the fluorescence
being long and the fluorescence energy being red-shifted with respect to the
absorption band edge energy [110]. The dark exciton model has been supported
by many experimental data, and in particular by magnetic field-dependent
lifetime measurements. The position of the luminescence peak is also dependent
on the average QD size, while the peak width is correlated to the nanocrystals size
distribution (Figures 2.11 and 2.12). Consequently, the maximum of the emission
spectrum and its width can be used to estimate the mean size and the size
distribution during nanocrystal growth.

2.7.2
Spectral Diffusion and Blinking

Several crucial differences are apparent between self-assembled and colloidal QDs.
For example, stable, ultra-narrow fluorescence peaks have been observed in the
emission spectra of single, self-assembled QDs, whereas colloidal semiconductor
QDs may have a very narrow size distribution, as observed using transmission
electron microscopy (TEM). Nevertheless, in ensemble measurements their emis-
sion spectra will still have a full-width at half maximum of several meV [111, 112].
Although this broad range of emission energies was initially ascribed to the residual
size distribution, it has now been ascribed to an intrinsic property of colloidal QDs.
Whilst the emission peak from a single colloidal QDmay be less than 0.1meV wide,
its emission energy shifts randomly over time. Such behavior was referred to as a

2.7 Optical Properties of Quantum Dots j29



�spectral jump,� or �spectral diffusion� [112]. First observed by Empedocles et al. at
cryogenic temperatures, spectral diffusion has since also been observed at
room temperature [113, 114]. The condition is most likely related to the local
environment of the QDs, which create rapidly fluctuating electric fields that may
perturb the energy levels of the system. Spectral diffusion may also be observed in
single organic fluorophores [115]. Conversely, self-assembled QDs embedded in a
matrix do not exhibit spectral jumps, because their local environment does not
change with time.

Although, in self-assembled QDs, multi-exciton states can be observed and
studied at high pumping power, they have never been observed in colloidal QDs.
The absence of multi-excitons in single colloidal QDs is believed to correlate with the
fluorescence intermittence observed in these dots [116]. The fluorescence emission
from a single QD exhibits a dramatic on/off behavior that is referred to as �blinking,�
and represents another spectroscopic feature to distinguish between colloidal and
self-assembled QDs [117, 118]. This blinking behavior is similar to that of single
organic fluorophores [119], and in CdSe QDs it can be readily observed using
standard epifluorescence microscopy. In a nanocrystal, the �off� periods of blinking
may vary from milliseconds to several minutes; the mechanism responsible is

Figure 2.12 Colloidal CdSe QDs of
different size dissolved in chloroform.
The size of the QDs increases from the
left to the right vial. (a) Photograph image

of the solutions; (b) Photographic image
of the solutions upon UV-illumination
from below, showing the different colors
of fluorescence.
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believed to involve anAuger photoionization of the colloidal QD. In thismodel, if two
electron–hole pairs are present simultaneously inside the QDs, then the energy
released by the annihilation of one electron–hole pair is transferred to the other pair.
The resultant excess of energy may cause one of the carriers to be ejected into the
environment of the QD, leaving it charged. If an electron–hole pair is created during
this time, the energy released by its recombination is transferred to the third
remaining carrier via a nonradiative process – which is why ionized QDs do not
emit. If the ejected carrier returns inside theQD, or if the QD is neutralized, then the
radiative emission is restored. The probability of Auger processes occurring in
nanocrystals is greater than in the bulk due to a breakdownof translational symmetry.
Such probability is also related to the spatial overlap of the carrier wavefunctions, and
for this reason it is higher in colloidal than in self-assembled QDs, with the former
usually being much smaller than the latter. The probability of Auger processes is
increased further in the case of finite and defective barriers, which offer a wide range
of electronic states where the excited carriers can be localized. Again, this is the case
with colloidal QDs but not with self-assembled QDs, which are buried in an
inorganic, defect-free, thick matrix. A more detailed description of the Auger effect
in colloidal QDs may be found elsewhere [112, 120, 121].

2.7.3
Metal Nanoparticles

Colloidalmetal nanoparticlesmay have optical absorption spectra with an absorption
peak that resembles that of colloidal semiconductor particles (cf. Figure 2.11 and
Figure 2.13). However, this absorption does not derive from transitions between
quantized energy states. Instead, in metal particles the collective modes of motion
of the electron gas may be excited, and these are referred to as �surface plasmons�
[122, 123]. The peak in the absorption spectrum is the resonance frequency for the
generation of surface plasmons. The size-dependence of the plasmon frequency is
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Figure 2.13 Absorption spectrum of colloidal gold nanocrystals of 10 nm diameter.
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negligible; for instance, the absorption maximum for colloidal gold nanocrystals
remains essentially unshifted for nanoparticles in the size range between 5 and 30
nm. This contrasts with the dramatic size-related effect in the absorption of colloidal
semiconductor nanocrystals, when the diameter is changed by only fractions of a
nanometer (see Figure 2.11).

2.7.4
Overview of Some Selected Applications

Many applications of the quantum-mechanical aspects ofQDs can be found in optics.
As in the more general case of atoms or molecules, QDs may be excited either
optically or electrically although, regardless of the nature of the excitation, they may
emit photons as they relax from an excited state to a ground state. Based on these
properties, QDs may be used as lasing media, as single photon sources, as optically
addressable charge storage devices, and/or as fluorescent labels.

Self-assembledQDs incorporated into the active layer of a quantumwell laser have
caused significant improvements in the laser�s operating characteristics, due to the
zero-dimensional density of the states of theQDs. InQD lasers, the threshold current
density is reduced, the temperature stability is improved, and the differential gain is
increased. A first demonstration of the lasing operation of a QD laser structure was
provided back in 1994 [124, 125], since which time the lasing characteristics have
been greatly improved due to a better control of the growth of self-organized QD
layers. In fact, QD lasers are today rapidly approaching commercial status [126]. Both,
optical gain and stimulated emission have also been observed from CdSe and CdS
colloidal nanocrystal QDs [127]. On the basis of these results, it is conceivable that
future optical devices might also be built using a self-assembly of colloidal QDs.

In the past, QDs have been used not only as conventional laser sources but also as
�nonclassical� light sources. Photons emitted from thermal light sources have
characteristic statistical correlations; in terms of arrival time, they tend to �bunch�
together (super-poissonian counting statistics). For applications in quantum infor-
mation processing, however, it would be desirable to emit only single photons at a
time (sub-poissonian counting statistics, or anti-bunching). During the past few
years, it has become possible to demonstrate the first prototypes of such single-
photon sources, based on single QDs [128–132].

The use of self-assembledQDs has also been discussed as the basis of an all-optical
storage device in which excitons are optically generated and the electrons and holes
are stored separately in coupled QD pairs [133]. By applying an electric field, the
electron and hole could be forced to recombine so as to generate a photon which
would provide an optical read-out.

Colloidal QDs have also been used in the development of light-emitting
diodes [134, 135], by their incorporation into a thin film of conducting polymer.
Moreover, colloidal QDs have also been used in the fabrication of photovoltaic
devices [136, 137].

Chemically synthesized QDs fluoresce in the visible range with a wavelength that
is tunable by the size of the colloids. The possibility to control the onset of absorption
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and color of fluorescence by tailoring the size of colloidal QDsmakes them objects of
interest for the labeling of biological structures [98, 99], in the form of a new class of
fluorescent marker. Such tenability, combined with their extremely reduced photo-
bleaching,makes colloidal QDs an interesting alternative to conventionalfluorescent
molecules [88]. Possible biological applications of fluorescent colloidal QDs are
discussed elsewhere in this book (see Chapter 6).

2.8
Some (Electrical) Transport Properties of Quantum Dots

Electron transport through ultrasmall structures such as QDs is governed by charge
and energy quantization effects. Charge quantization comes into play for structures
with an extremely small capacitance. The capacitance of a nanostructure – which,
roughly speaking, is proportional to its typical linear dimension – may become so
small that the energy required to charge the structure with one additional charge
carrier (electron, hole, copper pair) exceeds the thermal energy available. In this case,
charge transport through the structure is blocked – an effect which appropriately has
been termed �Coulomb blockade� (CB). As shown below, this effect can be exploited
tomanipulate single electrons within nanostructures. Likewise, due to the small size
of the structures, energy quantization may become considerable. In contrast to bulk
structures, charge carriers within a QD are only allowed to occupy discrete energy
levels, similar to electrons within an atom. In a manner which resembles the
scattering effects known from atomic and nuclear physics, the occurrence of these
discrete energy levels can lead to amodification of the charge transport characteristics
of ultrasmall devices. In metallic nanostructures, Coulomb blockade can also occur
without �quantum aspects,� as the energy level spacing in these structures is usually
too small to be observable. Yet, energy quantization is in fact what makes the QD
�quantum,� and differentiates it frommost othermetallic nanostructures; indeed, in
extremely small metallic nanoparticles and clusters the quantum effects may be
considerable. At this point, a brief introduction is provided of the history
and fundamentals of Coulomb blockade. Single-electron tunneling transport
throughQDs is also discussed, and an overview provided of the possible applications
of these effects.

2.8.1
Coulomb Blockade: Basic Theory and Historical Sketch

The Coulomb blockade effect was originally observed in experiments on small
metallic or superconducting particles [138–141], in which nanometer-sized metallic
grains were embedded within a metal oxide–metal tunnel junction. Electronic
measurements performed on these systems at low temperatures (T� 1K) revealed
an anomalous behavior of the resistance (or differential capacitance) at zero bias. It
was realized that this behavior was caused by the extremely small capacitance of the
metallic particles. In a simplemodel, a spherical particle of diameter d embedded in a
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dielectric with permittivity e has a capacitance

C ¼ 2pee0d ð2:18Þ
and therefore at low enough temperatures the charging energy3)

EC ¼ e2

2C
¼ e2

4pee0d
ð2:19Þ

required for the addition of a single electron to the particle may well exceed the
thermal energy kBT (where kB is the Boltzmann constant). As an example, a metallic
particle of radius 10 nm embedded in a dielectric with e¼ 4 has a charging energy of
EC¼ 18meV, which corresponds to a temperature of about 200K. Below this
temperature (as a rule of thumb, EC> 10 kBT should be satisfied), it is impossible
to add or remove a single charge to the particle at zero bias, and therefore electronic
transport is blocked. This explains the highly increased resistance of the tunnel
junctions at low temperatures observed in the early experiments. However, the
Coulomb blockade can be lifted if enough energy is supplied by applying a bias over
the structure. It is found that for jVbiasj > e=2C the conductance starts to rise from its
suppressed value. The voltage interval [�e/2C,þ e/2C] over which conduction is
suppressed is often referred to as the �Coulomb gap.� Apart from the small size of the
conductive island, the other essential requirement for Coulomb blockade to be
observed is that themetallic island or particle be isolated from the contacts via tunnel
barriers. This ensures that the charge on the island is �sufficiently well quantized.� If
the island were coupled more strongly to the contacts, charge could �leak out� and
thusdestroy the effect. To bemoreprecise, the energy uncertainty of the electrons due
to the finite lifetime t of its energy state (given roughly by the RC time of the island,
where R is resistance) should be less than the charging energy, that is:

DE � �h
t
¼ �h

RC
<

e2

C
ð2:20Þ

Solving forR yields as a condition for the resistanceR > �h
e2 which justmeans thatR

should be on the order of the resistance quantum.4)

Many years after the initial experiments, the Coulomb blockade effect was
observed for the first time in a lithographically defined metallic structure [142]. In
contrast to the earlier experiments, the effect could now be observed for a single
metallic island rather than averaged over a large population of nanoparticles. Shortly
afterwards, Coulomb blockade was also observed in a semiconductor microstruc-
ture [143]. The use of lithographic techniques facilitates the realization of well-
defined three-terminal geometries. In such a geometry, in addition to the source and

3) Although the charging energy EC¼ e2/4pee0d (Eq. 2.19) closely resembles the Coulomb energy
ECoul¼�1.8�e2/2pee0d (Eq. 2.15), both terms describe different situations. The charging energy
describes the energy required to add an additional electron to an already negatively charged system (a
sphere with capacity C), and therefore it is repulsive (E> 0). The Coulomb energy describes the
attraction (E< 0) between an electron and a hole within a sphere.

4) h̄/e2 is the �resistance quantum�; it is equal to the resistance of a single nondegenerate conduction
mode of a 1-D conducting channel connecting two large reservoirs.
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drain contacts, a gate electrode is placed near the electron island which allows the
electrostatic energy of the island to be tuned; in this way, the number of electrons on
the island can be changed, one by one. A variation of the gate voltage will therefore
lead to almost periodic conductance oscillations which indicate the charging of the
island with single electrons (see discussion below).

In most cases, for a metallic nanostructure Coulomb blockade is a purely classical
(electrostatic) phenomenon, in the sense that the energy level spacing DE in the
structure is much smaller than the thermal energy kBT which is due to the metal�s
high density of states at the Fermi level. This is strikingly different for semiconductor
nanostructures, for which the level spacing can become comparable to, or even larger
than, the charging energy. Hence, in semiconductor nanostructures the energy
required to add or remove single electrons is strongly modified by the quantum-
mechanical energy levels. For this reason, the term QDs is normally used for such
ultrasmall semiconductor structures. Following the initial experiments mentioned
above, a huge body of data has been produced on the transport properties of metallic
islands and semiconductor QDS in the Coulomb blockade regime.

2.8.2
Single-Electron Tunneling

A number of excellent reviews on the theoretical and experimental aspects of
Coulomb blockade and single-electron tunneling have been produced during the
past decade. Among these, an early review on single-electron tunneling in metallic
islands was provided by Averin and Likharev [144], while an updated treatment by
Sch€on emphasized other aspects [145]. The theoretical aspects of Coulomb blockade
in semiconductor nanostructures have also been surveyed [146]. An excellent review
of transport experiments on semiconductor QDs [147] is recommended, together
with other reviews [148, 149]. At this point, a brief introduction is provided to a simple
model of a single-electron transistor which captures many of the relevant aspects.
(Formore detailed discussions, the reader is referred to themore specialized data and
references listed in these reviews.)

A schematic representation of a single-electron transistor is depicted in Fig-
ure 2.14. This consists of a small conducting island that is connected to its
surroundings via two tunneling barriers and a gate electrode. The capacitances of
the barriers and the gate are denoted CS, CD and CG, the drain-source and gate
voltages V¼VD�VS and VG. The total capacitance of the island is given by C¼CS

þ CD þ CG. The electrostatic energy of the island in this model is given by:

EðN;QGÞ ¼ ðNe�QGÞ2
2C

ð2:21Þ

where the integer N is the number of electrons on the island, e– is the electronic
charge, and the gate chargeQG¼CDVD þ CGVG þ CSVS (in the circuit diagram,VS

has been set at 0, the reference potential). Terms independent ofN have been omitted
in this expression. E(N,QG) defines a set of parabolas with minima at Ne¼QG.
Whereas, the gate charge QG can be varied continuously by the external voltage
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sources, in the Coulomb blockade regime the charge on the island can only vary in
integer numbers. For different gate charges (gate voltages) the island may therefore
be occupied by a different number of electrons; in otherwords, the gate voltage can be
used to tune the number of electrons on the island. The charge can fluctuate,
however, if the energies for two successive occupation numbers are degenerate, that
is, if E(N þ 1,QG)¼E(N,QG). At these points, the Coulomb blockade is lifted and
charges can be added to or removed from the dot; that is, the conductance of the dot
becomes finite. Solving for the gate charge leads to the condition for charge
fluctuation5)QðNÞ

G ¼ ðNþ 1=2Þe. The distance between two adjacent degeneracy points
is thereforeQðNþ 1Þ

G �QGðNÞ ¼ e. By considering the special caseVDS¼ 0 (zero bias),
then QG¼CGVG and DVG ¼ V ðNþ 1Þ

G �V ðNÞ
G ¼ e=CG. This shows that the gate vol-

tages at which a finite conductance can be measured are equally spaced – leading to
the periodic conductance oscillations of a single-electron transistor in the Coulomb
blockade regime (Figure 2.15).

In a thermodynamic description of the system, the charge on the island can
fluctuate if the probability to findN electrons on the island equals that to findN þ 1

Figure 2.14 A schematic circuit diagram for a
single-electron transistor. The electron island,
indicated by the black dot, is connected to
source and drain contacts via tunneling barriers
having capacitancesCS andCD. Additionally, the

electrostatic energy of the island can be tuned
with a capacitively coupled gate (capacitance
CG). In this circuit, the source contact has been
set to ground, and the gate voltage is applied
with respect to the ground potential.

5) By using Eq. (2.19), the condition for charge fluctuation E(N þ 1,QG)¼E(N,QG) becomes:

ððNþ 1Þe�QGÞ2=2C ¼ ðNe�QGÞ2=2C
, ðNþ 1Þ2e2�2ðNþ 1ÞeQG þQ2

G ¼ N2e2�2NeQG þQ2
G

, N2e2 þ 2Ne2 þ e2�2NeQG�2eQG þQ2
G ¼ N2e2�2NeQG þQ2

G

, 2Ne2 þ e2�2eQG ¼ 0

, 2eQG ¼ ð2N þ 1Þe2
, QG ¼ ðNþ 1=2Þe
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electrons, or P(N)¼P(N þ 1), where the equilibrium probability P is given by:

PðNÞ ¼ 1
Z
expð�ðEðNÞ�mNÞ=kBTÞ ð2:22Þ

where Z is the partition function (Zustandssumme) [150] and m is the chemical
potential of the contacts. The condition for fluctuation thus becomes E(N þ 1)¼
E(N)¼m. The left-hand side of this equation is called the addition energy for the
(N þ 1)-th electron. If a finite bias V is applied over the system, the electrochemical
potentials of the two reservoirs differ by eV. In this case, a �conductance window�
opens and the Coulomb blockade is lifted for

m�exV < EðN þ 1Þ�EðNÞ < mþ eð1�xÞV ð2:23Þ
where xð0 � x � 1Þ is the fractional voltage drop over the drain barrier.

Current–voltage (I–V) curves can be calculated from a master equation for
the occupation probability of the Coulomb blockade island. For the single-
electron transistor with two tunneling barriers and one island, the master equation
is [144, 145]:

Figure 2.15 Schematic depiction of
electrostatic energy E/EC, occupation numberN
and conductance G of the single-electron
transistor shown in Figure 2.14, as a function of
the gate charge QG. The occupation of the
single-electron transistor changes when the

energy for N electrons equals that of N þ 1. At
those points where the charge can fluctuate, the
conductance becomes finite and the Coulomb
blockade is lifted. In real systems, the line shape
of the conductance peaks is determined by
temperature and/or lifetime broadening.
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d
dt
pðN; tÞ ¼ CL! IðN�1ÞþCR! IðN�1Þ½ �pðN�1; tÞþ CI! LðNþ 1Þ½

þCI!RðNþ 1Þ�pðNþ 1; tÞ�½CL! IðNÞþCI!RðNÞ

þCR! IðNÞþCI!RðNÞ�pðN; tÞ ð2:24Þ

where p(N,t) is the nonequilibrium probability to find N electrons on the island at
time t. The CX !Y ðNÞ are tunneling rates for transitions from X to Y, where X and Y
can be L (left contact), R (right contact), or I (island). An example for a typical I–V
curve obtained from the master equation is shown in Figure 2.16. In the Coulomb
blockade regime (when the gate charge isQG¼Ne), the current in the Coulomb gap
aroundV¼ 0 is zero. ForQG¼ (N þ 1

2= )e, the Coulomb blockade is lifted and the I–V
curve is linear with finite slope at V¼ 0.

For a QD, it is also necessary to account for the energy quantization of the
electrons on the island. In the simplest model, which sometimes is referred to as
the constant interaction (CI) model, it is assumed that the electrons successively
occupy single-particle energy levels ei (see Figure 2.4

6)) and themutual electrostatic
repulsion of the electrons is accounted for by a classical capacitance. Thus, the
energy for N electrons on the QD is
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Figure 2.16 Calculated current–voltage
(I–V) curves for a single-electron transistor
for two different values of the gate charge.
The source and drain tunnel resistances and
capacitances are assumed equal, the charging
energy is 100 kBT. For gate charge QG¼ 0,
the single-electron transistor is in the Coulomb
blockade regime, and the I–V curve exhibits the

�Coulomb gap.� For a gate charge QG¼ 0.5,
the Coulomb blockade is lifted (cf. Figure 2.15),
and the I–V curve is linear around V¼ 0.
The calculation was performed using the
program SETTRANS by A. N. Korotkov,
available for noncommercial use at:
http://hana.physics.sunysb.edu/set/software/
index.html

6) In order to avoid confusion, here are denoted the discrete energy levels of electrons in a potential well
with ei. These energy levels are identical to those shown in Figure 2.4. For a 3-D potential box, we
obtain ei¼ i2h2/2md2, i¼ 1, 2, 3,. . . [cf. Eq. (2.12)]. The lowest possible energy (i¼ 1) is h2/2md2.
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EðNÞ � ðNeÞ2
2C

þ
XN
1

ei: ð2:25Þ

The addition energy therefore becomes:

EðNþ 1Þ�EðNÞ ¼ ð2Nþ 1Þe2
2C

þ eNþ 1 ð2:26Þ

and the distance between two adjacent conductance resonances follows as:

DmN ¼ EðNþ 1Þ�2EðNÞþEðN�1Þ ¼ e2

C
þDeN ð2:27Þ

where DeN ¼ eNþ 1�eN is the N-th level spacing. In the CI model, the distance
between adjacent conductance maxima is given by a classical charging term and the
spacing between single particle energy levels. This shows how the quantumnature of
QDs directly enters its electrical properties.

In systems where the CI model can be applied, the spectrum of the QD can, in
principle, be deduced from transport or capacitance measurements – experimental
techniques which therefore have been termed transport or capacitance spectroscopy.
The CI model is quite reasonable for systems with very few electrons, but in many
situationsmany-body effects lead to strong deviations from this simple behavior. The
relative importance of energy quantization versus charging energy can be judged
from the magnitude of the terms e2/C and De in the expression above. Typically, the
capacitance C scales with the diameter d of a system like C� 2pee0d [cf. Eq. (2.18)],
and thus EC/ e2/ee0d [cf. Eq. (2.19)], whereas the quantization energies are on the
order ofDe� h2/2m�d [cf. Eq. (2.13)]. Most trivially, for smaller systems the quantum
effects become stronger.

2.8.3
Tunneling Transport: The Line Shape of Conductance Peaks

A slightly different approach to treat electron transport through QDs considers
conduction as a transmission problem through an electron island. In this formu-
lation, single-electron tunneling through QDs bears similarities to the well-known
description of resonant tunneling transport. The latter occurs when a system with
discrete energy levels is connected to two reservoirs via tunneling barriers. In the case
of QDs, the discreteness of the energies naturally comes in either due to Coulomb
blockade or to quantum confinement, or both. Such a system is depicted schemat-
ically in Figure 2.17, where the tunneling rates through the left and right tunnel
barriers are denoted by CL and CR, and the quantum level in the dot has energy e1. It
can be shown that the transmission at energy E through such a system is given
approximately by:

TðEÞ ¼ CLCR

ðE�e1Þ2 þ CL þCR
2

� �2 ð2:28Þ
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where the tunneling rates have been assumed energy independent. The current is
then given by:

I ¼ 2e
h

ð
½ f ðEÞ�f ðE�eVdsÞ�TðEÞdE ð2:29Þ

where f(E) denotes the Fermi function and the factor of two accounts for spin
degeneracy. From this expression, the conductance of the system can be determined
and hence the shape of the conductance oscillations in the Coulomb blockade
regime. Depending on the relative size of the coupling energies hCL; hCR and the
thermal energy kBT, the line shape is dominated by lifetime broadening of the energy
state on the island or by temperature broadening. In the low-bias regime (eVDS� 0),
the Fermi function in the above expression can be expanded which yields for the
conductance

G ¼ � 2e2

h

ð
f 0ðEÞTðEÞdE ð2:30Þ

Thus, if temperature broadening dominates, the conductance oscillations have
the shape of the derivative of the Fermi function (/ cos h�2(E/2kBT )). However, if
lifetime broadening dominates, the conductance peaks are of a Lorentzian shape.

2.8.4
Some Applications

The peculiar properties of QDs described above may lead to their use in a variety of
device applications. The most important of these features are the discrete energy

Figure 2.17 Electron transport through a
QD, viewed as double barrier tunneling.
The �resonant energies� of the QD are given
by the addition energies, as discussed in
the text. In the constant interaction
model, the difference between adjacent

resonances is approximated by a charging
term and the single particle energy level
spacing. The chemical potentials of the
reservoirs are denoted mL and mR, and
the tunneling rates through the barriers
are CL and CR.
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spectrum, the smallness of the capacitance, and, in relation, the possibility to
manipulate single charges. The survey of device applications provided in the
following sections is by no means complete; the intention is simply to demonstrate
the depth of investigations conducted in this field, and the many directions pursued.

The possibility to manipulate single charges in single-electron tunneling devices
led to early proposals for metrological applications of the Coulomb blockade effect.
For this, devices referred to as �electron turnstiles� can be used to count single
electrons, forming the basis of accurate current standards based on the definition of
the second. An electron turnstile consists of a number of electron islands connected
together via tunneling barriers, with the potentials of the islands being controlled
individually by the use of gates. If the gate voltages are changed in a particular
operation cycle, the potentials of the islands can be changed in such a manner that
single electrons are �pumped� through the system. If the operation cycle is be
repeated at a frequency f, the resulting current (I¼ ef ) is linked directly to the
definition of the second via frequency [151–153]. The same principles can be used to
construct capacitance standards [154].

Single-electron transistors have also been proposed as a basis for logic circuits,
with attempts to implement conventional CMOS (complementary metal-oxide-
semiconductor) logic by using single-electron transistors as replacements for
n-MOS and p-MOS transistors (depending on whether the single-electron transistor
is in the Coulomb blockade region, or whether the blockade is lifted) [155, 156]. For
other concepts, the logical states are essentially represented by single electrons, for
example, in QD cellular automata [157]. Whilst all of these proposals face strong
conceptual and technical challenges, to date it seems unlikely that a single-electron
approach can offer a competitive alternative to traditional CMOS-based logic. Among
problems encounteredhave been the required smallness of theQDs for reliable room
temperature operation, the sensitivity to background charges, the need for strategies
for reproducible placement and interconnection of QDs to build very-large-scale
integration (VLSI) structures, and the lack of gain of single-electron transistors [158].

Due to their low capacitance, nanometer-sized metallic islands or QDs are
extremely sensitive to neighboring charges. Whereas, in some situations this is
unfavorable – for example, if fluctuating background charges disturb the operation of
a single-electron transistor – this effect can also be exploited for device applications.
One promising application of the charge sensitivity ofQDs is the fabrication of single-
electron memories. In one approach, the floating gate memory technique (which is
already used in CMOS memories) is adapted to utilize single-electron effects. For
this, a single-electron transistor is used as an electrometer to sense the charging/
discharging of a floating gate [159]. The charge state of the floating node can thus be
used as memory, the state of which is read by the single-electron transistor.

Some of the most promising applications of single-electron devices lie in the area
of sensorics, the most obvious being that of charge sensing and electrometry. In this
respect, single-electron transistors are the most sensitive charge detectors developed
to date, with an equivalent charge noise of the order of 10�3 to 10�5 e=

ffiffiffiffiffiffiffi
Hz

p
at 10Hz

operation frequency [160, 161]. Achargenoise of approximately 2�10�5 e=
ffiffiffiffiffiffiffi
Hz

p
maybe

achieved at a higher operation frequency of 4 kHz [162], and even 1:2�10�5 e=
ffiffiffiffiffiffiffi
Hz

p
at
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1.1MHz (with an �RF-single-electron transistor�) [163]. Single-electron transistor-
based electrometers were also used to monitor other physical systems; typical
examples included the characterization of quantum Hall edge states [164] and the
capacitance spectroscopy of vertical QDs [165]. Single-electron transistor electro-
meters have also been used as charge sensors for scanning probe microscopy
(SPM) [166]. One interesting application not based explicitly on charge sensitivity,
was to use QDs to detect single photons in the far-infrared range [167]. More
generally, single-electron transistors are expected to prove useful in many low-noise
analog applications, notably in the amplification of quantum signals [168].

Most of the above-mentioned device proposals do not rely on the quantumnature
of QDs, but simply make use of the Coulomb blockade effect, based on the
ultrasmall capacitance of small electron islands. Although the majority of applica-
tions of energy quantization within QDS are naturally found in optics (see
Section 2.7), the possible use of QD energy levels for quantum information
processing has recently attracted considerable attention in the field of electronics.
In order to build a quantum computer, techniques must first be developed to
produce andmanipulate �qubits� (quantumbits), the information unit employed in
quantum information processing and quantum computing. Qubits can be realized
in any physical system with two quantum states that can be identified as logical �0�
or �1� (in Dirac notation 0j i and 1j i). The difference between classical and quantum
logical states is that a quantum system can also be in a superposition of 0j i and
1j i [169]. Certain classes of computational problems – for example, the factorization
of large numbers – are expected to be solved more efficiently on quantum
computers. Possible realizations of qubits are the spin states of particles (spin
up–spin down), the polarization of photons (vertical–horizontal), or other physical
systems which can be approximately described as two-level quantum systems. The
implementation of QDs in quantum computers makes use of the quasi-molecular
states formed in two coupled QDs [170]. The 0j i and 1j i states correspond to an
electron localized on either of the two dots, and superpositions can be formed by
strongly coupling the two dots together. The first experimental realizations of such
artificial molecular states in QDs have already been reported [171, 172]. Compared
to other proposals for quantum computers, QD-based schemes have the important
advantage of being compatible with conventional solid-state electronics. Onemajor
problem, however, is posed by the relatively short decoherence times which may
corrupt the desired evolution of the system states.
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3
Syntheses and Characterizations

3.1
Zintl Ions

3.1.1
Homoatomic and Intermetalloid Tetrel Clusters – Synthesis, Characterization,
and Reactivity

Sandra Scharfe and Thomas F. F€assler

3.1.1.1 Introduction
The elements of the carbon group (tetrels) have the outstanding property that they
undergo a transition from one of the best insulating materials (diamond) through
the most commonly used intrinsic semiconductor (silicon) to typical metals (lead).
Even the various allotropes of the individual elements mirror these dramatic
changes, such as insulating diamond versus metallic graphite or semi-metallic
a-Sn versus metallic b-Sn. Another related property of these elements is the
formation of larger homoatomic aggregates, illustrated either by their different
modifications (such as carbon fullerenes or nanotubes) or in terms of homoatomic
cluster anions, as will be outlined below. These ligand-free homoatomic polyhedral
anions (Zintl ions) show a rich variety in structures, and are also fascinating
because of their simplicity. The investigation of their versatile chemical reactivity
revealed their potential as starting materials for the formation of nanostructured
materials such as hexaporous germanium, or the synthesis of well-defined clusters
which consist exclusively of two or more types of (semi)metals (intermetalloid
clusters).

This chapter reviews the synthesis, structures and physical properties of homoa-
tomic Zintl ions and recent developments in the formation of mixed clusters
consisting of the tetrel elements Ge, Sn, and Pb and various d-block elements. A
brief summary is provided of the chemistry of homoatomic clusters (this has been
reviewed earlier [1, 2]), with the main focus being oriented towards the latest results
in the field of intermetalloid clusters [3, 4]
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3.1.1.2 Homoatomic Clusters of Tetrel Elements

3.1.1.2.1 Discrete Clusters in Neat Solids and from Solutions The chemistry of
homoatomic main group element clusters can be traced back to the observation
made by A. Joannis in 1891, who described the dissolution of a lead bar in
sodammonium [5]; this started the fascinating field of the chemistry of polyanions
ofmain group elements. Joannis� report delineates thefirst observation of the green
solution of a polyanion –many years later determined as [Pb9]

4� – from the reaction
ofNa andPb in liquid ammonia. The successive studies of Krauss, Smyth, andZintl
established the existence of highly charged particles of several Group 14, 15, and 16
elements [6]. The existence of such polyanions was finally confirmed by the
structure determination of an [Sn9]

4� ion, in 1976 [7].
In themeantime, homoatomic ligand-free Zintl clusters of tetrel atoms are known

for compositions [E4]
4�, [E5]

2�, and [E9]
n� with E¼ Si, Ge, Sn, Pb and n¼ 2–4. A

unique example of a cluster with ten vertices is [Pb10]
2� with a bicapped quadratic

anti-prismatic structure (Figure 3.1). The smallest clusters [E4]
4�were first prepared

in solid-state reactions of alkali metals (A¼Na, K, Rb, Cs) with elemental tetrels
(E¼ Si, Ge, Sn, Pb) in a 1 : 1 ratio [8].

In a salt-like description of these compounds, AE, the alkali metal A transfers its
valence electron to the tetrel E, and – in agreement with the Zintl–Klemm–Busmann
concept [9] – the tetrel elements form P4-analogous tetrahedral clusters [E4]

4�. These
highly charged clusters [E4]

4� are retained in a liquid ammonia solution of RbPb, as
shown by Korber et al. via the crystallization of the ammoniate Rb4Pb4(NH3)2 [10].
The isotypic compounds A4Sn4(NH3)2 were obtained for A¼Rb and Cs from
reactions of the element Sn, as well as from Cs with Sn(C6H5)4 in liquid
ammonia [10].

The structures of D3h-symmetric [Sn5]
2� and [Pb5]

2� clusters were elucidated
some time ago, in 1977 [11]. They form in ethylenediamine solutions of A–E alloys
with different A:E ratios in the presence of [2.2.2]crypt, and without any additional
oxidizing agents. A similar route led to the discovery of [Ge5]

2� about 20 years
later [12]. This anion was gained from reactions in liquid ammonia, and
also characterized as an [Aþ ([2.2.2]crypt)] salt with A¼K or Rb [13]. For the
synthesis of the corresponding [Si5]

2�, the binary compound K12Si17 was extracted

Figure 3.1 Structures of known homoatomic tetrel clusters.
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with liquid ammonia in the presence of [2.2.2]crypt and treated with
triphenylphosphine [14].

Intermetallic compounds of the general composition A12E17 contain both tetra-
hedral clusters [E4]

4� and [E9]
4� polyanions (A¼Na, K, Rb, Cs and E¼Si, Ge, Sn)

[15, 16]. In these compounds, two [E4]
4� units and one anionic cluster [E9]

4� are
counterbalanced by 12 positively charged alkali metal cations.

However, nine-atom clusters are most prominent in the intermetallic compounds
A4E9 (A¼Na, K, Rb, Cs; E¼Si, Sn, Pb). Cs4Ge9 was the first representative of which
the crystal structure was presented by Sevov et al. in 1997 [17]. At this time, [E9]

4�

clusters were conventionally extracted from intermetallic alloys of the nominal
composition A4E9 with polar aprotic solvents such as ethylenediamine (en), liquid
ammonia, and dimethylformamide (dmf). Intensive investigations have since
followed, both in the solid-state and in solution, and the crystal structures of K4Ge9,
K4Sn9 and of A4Pb9 with A¼K, Rb, Cs have been elucidated [16, 18]. So far, a
compound containing exclusively [Si9]

4� clusters and alkali metal cations has not
been obtained, and all experiments aimed at obtaining nine-atom silicon clusters in
solution started from A12Si17 Zintl phases (A¼K, Rb, K/Rb) [19–21].

Nonetheless, inmost cases the potassiumsalts K4E9 (E¼Ge, Sn, Pb) are selected to
study the chemistry of Ge9, Sn9 and Pb9 clusters [2, 4], whereas the first crystal
structure determination was presented for Na4Sn9(en)7 by Diehl, Kummer and
Str€ahle [7].

Amajor step forward in order to obtain crystallinematerial suitable for the structure
determination of soluble Zintl ions by X-ray crystallography was achieved by using
alkali metal ion-sequestering agents such as [2.2.2]crypt [22] as employed by Corbett
[23], and [18]crown-6 [24] used by F€assler [25], thereby enhancing the solubility of the
intermetallic phases. Sequestered cations also have a major influence on the ion
packing in the solid, and the emergingproducts display an exciting structural diversity.

The structures of [E9]
4� clusters in alkali metal-crypt or -crown-ether salts [2] were

consecutively determined for E¼Ge, Sn and Pb, and the series was recently
completed by Korber, who presented the crystal structure of [Rb([18]crown-6)]
Rb3Si9(NH3)4, crystals, obtained by dissolving the ternary phase K6Rb6Si17 in liquid
ammonia in the presence of [18]crown-6. The structure of the [Si9]

4� anion deviated
slightly from the expected monocapped square antiprism, and was coordinated by
seven Rbþ cations [21].

Nine-atom clusters with a threefold negative charge [E9]
3� were isolated from

solution for all heavier Group 14 elements (E¼Si to Pb), and obtained exclusively
as [Kþ ([2.2.2]crypt)] salts [14, 26–28]. These compounds contain either one or two
symmetrically independent E9 clusters per asymmetric unit, beside [2.2.2]crypt-
sequestered potassium cations and various amounts of solvent molecules. In the
solid state, all compounds show anisotropic electron paramagnetic resonance (EPR)
signals, with increasing line widths from Ge to Pb. In compounds with two E9
clusters per asymmetric unit, one cluster always is well ordered, whereas the second
cluster shows disorder for some of the tetrel atoms. Detailed magnetic studies on [K
([2.2.2]crypt)]6E9E9(en)1.5(tol)0.5 (E¼ Sn, Pb) revealed that only 50% of the clusters
were paramagnetic [26]. Consequently, a threefold negative charge for the ordered
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cluster and a superposition of [E9]
2�and [E9]

4� clusters – and thus disproportion-
ation of [E9]

3� for the disordered one cluster – have been assumed.
In the mixed-valent compound [Kþ ([2.2.2]crypt)]6[Ge9]

2�[Ge9]
4�(en)2.5, a cluster

with the shape of a strongly distorted tricapped trigonal prism was interpreted as
[Ge9]

2� [29]. The charge distribution, however, has not been verified by magnetic
measurements. Aside from this result, we and other groups repeatedly obtained
crystals that crystallized in the hexagonal crystal system and contained strongly
disordered [Ge9]

2� clusters that were counterbalanced by two [2.2.2]crypt-seques-
tered K cations per cluster unit. In spite of numerous attempts, the crystal structure
could not be solved to date, because of heavy disorder. However, the structure of a
compound with the same cell parameters and disordered cluster units, but different
color, was reported to contain [Ge10]

2� anions [30]. [E9]
3� clusters have not yet been

observed in neat solids.
Until now, a nine-atom cluster with an unambiguous charge of �2 has been

isolated and structurally characterized only in [K([18]crown-6)]2Si9(py) [19]. This
compound was obtained by the dissolution of K12Si17 in liquid ammonia in the
presence of Ph3GeCl, whose role during the synthesis remains unexplained. Sub-
sequently, the reaction product was crystallized from pyridine.

Finally, the closo cluster [Pb10]
2� was obtained after the controlled oxidation of an

ethylenediamine solution of K4Pb9 with (PPh3)Au(I)Cl [31]. This ten-vertices cluster
represents the largest empty tetrel atom cluster.

Homoatomic clusters with six, seven, eight, or more than ten vertices have not yet
been isolated from solution, although both gas-phase experiments and theoretical
investigations have predicted a remarkable stability for the stannaspherene [Sn12]

2�

and the plumbaspherene [Pb12]
2� [32]. Octahedral [E6]

2� clusters have only been
isolated as transition metal-stabilized species {[EM(CO)5]6}

2� (E¼Ge and Sn; and
M¼Cr, Mo or W). These display an almost-perfect E6 octahedron, with each E atom
coordinated to an M(CO)5 fragment [33].

3.1.1.2.2 Cluster Shapes and Ion Packing The structures of tetrahedral [E4]
4�,

trigonal bipyramidal [E5]
2�, and bicapped quadratic–antiprismatic [E10]

2� clusters
strictly follow Wade�s rules and form 12¼ 4� 2 þ 4) skeletal electron (ske) nido-,
12¼ 5� 2 þ 2) ske closo-, and 22¼ 10� 2 þ 2) ske closo-clusters, respectively [34].
Each Group 14 atom has four valence electrons, two of which remain as a �lone pair�
at each vertex equivalent to the covalent exo-BHbonds in boranes and are not involved
in the framework bonding.

The crystal structures of the ammoniates containing [E4]
4� clusters show remark-

able similarities to those of the corresponding intermetallic 1 : 1 phases with respect
to cluster shape and coordination spheres [10]. Thus, strong contacts between the
alkali metal cations and the tetrel atoms abound in all compounds.

A deltahedral closo-cluster with nine atoms (n¼ 9) corresponds to a tricapped
trigonal prism and D3h point group symmetry (Figure 3.1c) if 2n þ 2¼ 20 ske are
available for the cluster skeleton bonding. Hence, a cluster with a twofold negative
charge, [E9]

2�, is appropriate for a closo-cluster, and [E9]
4� is on par with a nido-cluster

due to 2n þ 4¼ 22 ske, forming a C4v-symmetric monocapped square antiprism
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(Figure 3.1d). The shape of a 21 ske cluster [E9]
3� should integrate between the closo-

and the nido-form in a C2v-symmetric structure, which derives from a tricapped
trigonal prism with one or two elongated prism heights.

Numerous crystal structures that contain [E9]
4� clusters obtained from liquid

ammonia and ethylenediamine solutions for E¼Ge, Sn, and Pb exist [2]. A careful
examination of the atomic displacement parameters of the cluster atoms has shown
that the static structure usually obtained by X-ray structure determination does not
unambiguously allow an assignment to one of the boundary structures. Indeed, the
energy barrier for the intermolecular conversion between the D3h-closo and the C4v-
nido structure is very low [35]. Nuclear magnetic resonance (NMR) experiments in
solution proofed that [Sn9]

4� and [Pb9]
4�clusters exhibit fluxional behavior on the

NMR time scale [36]. Likewise, [E9]
n� (n¼ 2–4) clusters frequently display distortions

from the expected ideal cluster shapes in the solid-state structures. As a consequence
of the small energy barriers between the various conformers, ion packing also highly
influences the cluster shape in the solid. In binary solids, an A4E9 multi-faceted
coordination of the alkali metal cations to the [E9]

4� clusters occurs. These contacts
are feasible towards the cluster vertices, edges and triangular faces, although g4-
coordination to the open square face of a nido-cluster was also found.

In various [E9]
4� compounds obtained from solution, the Aþ ions are either

surrounded by crypt molecules and by less encapsulating crown ethers, though the
compounds can also contain unsequestered cations. Compared to the solid-state
structures of the binary intermetallic compounds A4E9, the number of A–E9 contacts
gradually decreases with increasing content of solvent and sequestering molecules,
resulting in lower-dimensional networks – that is, layers and chains (Figure 3.2).

Figure 3.2 Examples of structures with ion packings resembling one- and two-dimensional
intermetallic motifs of (a) a linear chain 1

1½K4Sn9� in ½Kð½18�crown-6Þ�3KE9 [25], (b) a 2-D-layer
2
1½ðK3Se9Þ�� in [K([2.2]crypt)][K3Ge9](en)2 [39] and (c) a 2-D-layer 2

1½K4Sn9� in [K([18]crown-
6)]2K2Sn9(en)1.5 [42].
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In solvate crystals obtained from liquid ammonia and ethylenediamine germa-
nium, nido- [Ge9]

4� clusters were found together with �naked� K or Rb and Rb or Cs
cations, respectively [37, 38], in which all cations were coordinated to the cluster
anions in numerous contacts, resulting in a three-dimensional (3-D) network very
similar to that in the binary intermetallic phases. The solvent molecules in the lattice
are attached to the alkalimetal atoms, but the compoundsA4Ge9(en) (A¼Rb,Cs) lose
their ethylenediamine easily upon heating, thereby leaving A4Ge9 [38].

A two-dimensional (2-D) network of [Ge9]
4� clusters was found in [K([2.2]crypt)]

[K3Ge9](en)2, where anionic
2
1½ðK3Se9Þ�� layers were separated by layers of [Kþ ([2.2]

crypt)] cations that were coordinated to the Ge9 nido-cluster in a g4-capping position
(Figure 3.2) [39].

A solvate compound with the composition Na4Sn9(en)7 was identified, though the
results of its solid-state structure determination remain unsatisfactory [7]. Appar-
ently, the [Sn9]

4� cluster has contacts to two sodium atoms via triangular faces, and
adopts the shape of a distorted tricapped trigonal prismwhich is, in fact, contradictory
to Wade�s rules. Further investigations yielded the isotypic compounds [K([2.2.2]
crypt)]3KE9 [28, 40] and a series of different compoundswith the general composition
[K([18]crown-6)]4�xKxE9(sol) (x¼ 0–2 for E¼ Sn; x¼ 0, 2 for E¼Pb) [25, 41–43]
which all display multiple cation–anion contacts in the solid state. Although most of
the clusters have approximate C4v symmetry, [Sn9]

4� also appears as a distorted
tricapped trigonal prism in [K([18]crown-6)]4Sn9 and [K([18]crown-6)]3KSn9(en)
(Figure 3.3a) [25]. In the latter case, infinite inorganic chains of 1

1½K4Sn9� lance
through the crystal (Figure 3.2a), and are surrounded by crown ether molecules.
Similar chains are found in [K([2.2.2]crypt)]3KE9 although, due their spherical
coordination by [2.2.2]crypt, the encapsulated cations exhibit no contacts to the
almost C4v-symmetric anions, which results in a 1

1½ðK3Se9Þ3�� chain [28, 40].
In [K([18]crown-6)]2K2E9(en)1.5, the slabs of

2
1½K4Sn9� are separated by [18]crown-

6 [42, 43] molecules, as also observed in the isotypic compound [Rb([18]crown-
6)]2Rb2Sn9(en)1.5 [44]. Two and three [K([18]crown-6)] units are coordinated to the E9
cluster in [K([18]crown-6)]4Sn9 and [K([18]crown-6)]4Pb9(en)(tol), leading to isolated
structure motifs that are furthest away from those found in the binary intermetallics
(Figure 3.3) [25, 41].

Figure 3.3 Structure detail of (a) [K([18]crown-6)]3K[Sn9] [25] and (b) [K([18]crown-6)]4[Pb9] [41]
with two and three connected [K([18]crown-6)] units, respectively.
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In the crystal structure of [Na([2.2.2]crypt)]4Sn9 all cations are completely sur-
rounded by cryptandmolecules, and no interactions occur between the anionic nido-
clusters and Naþ [23].

[E9]
4� clusters without direct contacts to alkali metal cations also exist in the

compounds [Li(NH3)4]4E9(NH3) with E¼Sn, Pb, where the coordination sphere of
the Li ions is completed by four ammonia molecules [45]. This situation resembles
that of all structures containing paramagnetic [E9]

3� clusters, in which no cation–a-
nion interactionswere ever found.All of the [E9]

3�units adopt the shape of a distorted
tricapped trigonal prism with approximate C2v symmetry, except for [Sn9]

3� which,
surprisingly, retains almost perfect D3h symmetry.

Similarly, the closo-[Si9]
2� cluster noticeably deviates from an ideal D3h cluster

shape expected according to its 20 ske [19]. The [Si9]
2� unit interacts with two K

cations via two deltahedral cluster faces, and the shape of the cluster is best described
as a distorted tricapped trigonal prism with one elongated prism height.

3.1.1.2.3 Linked E9 Clusters The formation of stable radicals [E9
.]3� also opens the

possibility of cluster dimerization and – through further oxidation – the formation of
polymeric chains with exo-bonds between the clusters. Hitherto, such oxidative
coupling reactions have been reported exclusively for Ge9 clusters (Figure 3.4). In

Figure 3.4 Examples of structures of covalently linked Ge9 clusters.
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dimeric cluster anions, two nido-shaped Ge9 units are connected via an exo-bond
between two atoms of the open rectangular cluster faces [37, 46–48]. The clusters
deviate from C4v symmetry and, in general, the diagonal of the open face that points
towards the exo-bonded atom is significantly shorter than the second diagonal. In all
cases several alkali metal cations coordinate to the dimeric cluster units [Ge9–Ge9]

6�,
which leads to low-dimensional overall structures such as chains [46, 47] or layers [37,
46, 48] in the solid state. Apparently, the complete encapsulation of the alkali metal
atoms by the sequestering agent seems to be the crucial factor for the stabilization of
free cluster radicals in the crystals. Further oxidation to formal [Ge9]

2� then leads to
the one-dimensional (1-D) cluster polymer 1

1½ðGe9Þ2�� [39, 49, 50]. The connection
always proceeds via two opposite vertex atomsof the open faces of thenido-clusters. In
the structure of [K([18]crown-6)]2{11½Ge9�}(en) – which was the first example of its
kind studied using X-ray crystallography – one of the two [Kþ ([18]crown-6)] units is
seen to cap a triangular face of the cluster, while the other unit serves as spacer
between the polymeric chains, which thus are separated by more than 14Å [49].

Other experiments with weak oxidation agents led to the discovery of a linear
trimeric and a linear tetrameric anion, where three or four Ge9 units are doubly
linked with each other via two parallel exo-bonds. The individual clusters in
[Ge9¼Ge9¼Ge9]

6� [51] and [Ge9¼Ge9¼Ge9¼Ge9]
8� [52, 53] adopt the shape of a

tricapped trigonal prism, and these units are collinearly interconnected via two of
their three prism heights that are consequently elongated. The intercluster bonds
are longer than the exo-bonds observed in [Ge9–Ge9]

6�, and thus are supposed to
have a bond order less than one, which is supported by the overall cluster charge of
�6 and �8, respectively. Thus, the intercluster bonds within the trimer and
tetramer should not be regarded as 2-electron–2-center exo-bonds, but rather as
part of a delocalized electron system that comprises the whole anion [52], with the
cluster charge being equally distributed among the clusters units. It is worth
mentioning at this point that most of the dimeric, oligomeric and polymeric cluster
compounds have been obtained without the addition of oxidation agents.

3.1.1.3 Intermetalloid Clusters of Tetrel Elements

3.1.1.3.1 Complexes of Zintl Ions Soluble homoatomic Zintl ions [E9]
4� launch a

unique possibility for the feasible formation of heteroatomic clusters. The starting
material is easily accessible and available in good quantities. For potassium-contain-
ing representatives, the elements are fused at high temperatures in metal ampoules
in the ratio K: E¼ 4 : 9. Originally, the phases were dissolved in liquid ammonia, but
the resulting K4E9 phases are also soluble in ethylenediamine, as shown byDiehl and
Kummer [54]. In order to increase the synthetic potential, other solvents have been
employed, for example, dmf which was successfully debuted for the synthesis of an
[Ge9–Ge9]

6� anion [48]. Another simple and efficient one-pot route for the synthesis
of compounds containing the elements Sn and Pb proceeds via their reduction with
Na or K in liquid [18]crown-6 at 40 �C [25].

The study of the reactions of Zintl ions with transitionmetal compounds started in
1988when Eichhorn andHaushalter discovered the anion [Sn9Cr(CO)3]

4� as the first
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nonborane transition metal-main group element deltahedral cluster [56]. Subse-
quently, the synthesis of other complexes [E9M(CO)3]

4� (E¼Sn, Pb; M¼Cr, Mo,W)
of this series was attained (Figure 3.5a) [55, 57]. The nido-E9 cluster predominantly
coordinates with its four atoms of the open square to the transition metals in a g4-
fashion, but isomerization of the resulting closo-clusters also gives access to g5-E9
complexes (Figure 3.5b) [55]. The g5-Pb5 coordination is rather similar to that found
in [(CO)3Mo(Pb5)Mo(CO)3]

4� [89] (Figure 3.5c), with a planar cyclo-Pb9 ligand. The
latter anion was obtained as K2[K([2.2]-crypt)]2[Pb5{Mo(CO)3}2](en)3 using [2.2]-crypt
(diazo[18]crown-6) instead of themore frequently used [2.2.2]-crypt, inmoderate and
reproducible yields, from the reaction of a [Pb9]

4� solution with [MesMo(CO)3].
Transitionmetal complexes, for example, (CO)3Cr(g

6-1,3,5-C6Me3H3) [56], react with
Group 14 Zintl ions in ligand-exchange reactions, and in the products the E9 clusters
act as six-electron donors. Recently, other complexes involving d-block elements have
been isolated: [Sn9–Ir(cod)]

3� [58] (Figure 3.5d), [Ge9–Cu(P
iPr3)]

3� [59] (Figure 3.5e),
[E9–Zn(C6H5)]

3� (E¼ Si–Pb) [20], (Figure 3.5f) and [Sn9–Cd(Sn
nBu3)]

3� [60].
According to the isolobal concept, M(CO)3 fragments with M¼Cr, Mo, and W, as

well as Ir(cod)þ , CuPR3
þ andMRþ (M¼Zn,Cd andR¼C6H5 and Sn(alkyl)3) units

act as zero-electron building blocks. Therefore – based on the Wade–Mingos rules –
the cluster expansion corresponds to the transformation of a nine-atom nido-cluster
to a ten-atom closo-cluster with 9� 2 þ 4¼ 22 ske and 10� 2 þ 2¼ 22 ske, respec-
tively, as the number of delocalized skeleton electrons does not change through the
coordination of the transition metal fragment.

Figure 3.5 Coordination compounds with Zintl ions. (a, b) Isomers of [E9-M(CO)3]
4�(E¼ Sn, Pb;

M¼Cr, Mo, W) [55–57]; (c) [(CO)3Mo(Pb5)Mo(CO)3]
4� [89]; (d) [Sn9-Ir(cod)]

3� [58]; (e) [Ge9-Cu
(PiPr3)]

3� [59]; (f) [E9-Zn(C6H5)]
3� (E¼ Si to Pb) [20].
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3.1.1.3.2 Ligand-Free Heteroatomic Cluster: Intermetalloids The isolation of a com-
pound containing a 1

1½ðHg Ge9Þ2�� [61] chain (Figure 3.6c) as one of the first ligand-
free complexes of aZintl anionwith a d-block element (Figure 3.6c) initiated a further
round inZintl ion chemistry. The formation of heterometallic ligand-free anions now
allows an approach of intermetallic phases from a �bottom-up� synthesis. In analogy
to Schn€ockel�s term of metalloid clusters [62], the expression �intermetalloid
clusters� was introduced [3] for cluster compounds, that consist exclusively of atoms
of at least two different (semi)metallic elements and which might even exhibit
topological similarities to structural motifs of related intermetallic compounds.

Whereas, the anionic polymer in Figure 3.6c was obtained by the direct reaction of
a solution containing [Ge9]

4� ions and elementalHg [61, 63], an oligomer cutout with
almost identical connectivity of the atoms, [Hg3(Ge9)4]

10�, was generated recently by
the reaction of the Zintl ion withHg(C6H5)2 [64]. These complexes are best described
by assuming covalent Ge–Hg contacts between Ge9 clusters. Each exo-bond of the
[Ge9]

4�nido-cluster reduces the charge by one; hence, with two exo-bonds per cluster,
the charge of the nido-clusters arises to �2.

The anion [(g4-Ge9)Cu(g
1-Ge9)]

7� (Figure 3.6a) is closely related to [(g4-Ge9)Cu–P
(i-Pr3)]

3� (Figure 3.5d), but P(i-Pr)3 is substituted by a second [Ge9]
4� ligand [59].

Therefore, this anion represents a rare case where the homoatomic cluster acts as a
two-electron s-donor ligand. A similar bonding situation has been observed before
only in the octahedral complexes [E(Cr(CO)5]6]

2� (E¼Ge and Sn) [33].
The replacement of Cu by Au using (PPh3)Au(I)Cl as reactand leads to the related

cluster [Ge9Au3Ge9]
5�, as shown in Figure 3.6b [65]. In [Au3Ge18]

5�, three Au atoms
are arranged in a triangle that bridges two clusters, with the triangular gold unit being
almost coplanar to the two deltahedral faces of the neighboring [Ge9]

4� clusters;
rather short Au–Au contacts within the triangle hint at aurophilic interactions [90].
The positive nature of the charge of the Au atoms was confirmed using density
functional theory (DFT) calculations.

Figure 3.6 Zintl ions with ligand-free d-block metal atoms. (a) [(g4-Ge9)Cu(g
1-Ge9)]

7� [59]; (b)
[Ge9Au3Ge9]

5� [65]; (c) 1
1½ðHg Ge9Þ2�� [61].
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Stripping off the ligands in complexes shown in Figure 3.5 can lead to filled nine-
atom clusters. The smallest transition metal-filled Zintl clusters were found in
[Ni@Ge9]

3� [66, 67] and [Cu@E9]
3� for E¼Sn and Pb [68] (Figure 3.7). [Ni@Ge9]

3�

was obtained from reactions of K4Ge9 with Ni(cod)2. [Cu@E9]
3� resulted from

reactions of Cu–Mes with the respective Zintl phases K4Sn9 and K4Pb9 in dmf. In
these compounds, the E9 cluster skeleton is retained, and a transition metal is
incorporated into it. The clusters can be considered as paramagnetic [Ni0@(Ge9)

3�]
and diamagnetic [Cuþ@(E9)

4�]. The valence state of nickel in [Ni@Ge9]
3� was

confirmed using EPR measurements [66, 67], while for the copper compounds
119Sn-, 207Pb- and 63Cu�NMR investigations approved diamagnetismby sharpNMR
signals [68]. The charge of Cu(I) was also confirmed by DFT calculations.

The structure refinement of [Ni@Ge9]
3� suffers from an intense disorder [66, 67],

in that the cluster apparently adopts the shape of a strongly distorted tricapped
trigonal prismwith unequally elongated prismheights in the range of 3.089–3.560Å.
In [Cu@E9]

3�, the cluster atoms also build a tricapped trigonal prismwith elongated
heights.Maximizing the strength of nineCu–E interactions leads to an almost perfect
spherical shape of the nine-atom cluster, and not to the typical nido-type structure of
22 skeleton electron [E9]

4� clusters. The prism heights in this anion differ from each
other bymaximal 5% (E¼Sn) or 6% (E¼Pb), but they are extended by 17% and 15%,
respectively, compared to empty clusters with a similar skeleton (as shown in
Figure 3.1d). As a result of this elongation, the Cu–E distances vary in a very narrow
range of �0.05Å for both compounds, with slightly longer contacts to the capping
atoms leading to an almost perfect sphere of E atoms around the Cu atom. NMR
experiments using [Cu@E9]

3� solutions again illustrated the structural flexibility of
the E9 clusters [68].

The endohedral ten-vertices cluster [Ni@Pb10]
2� (Figure 3.7b) was obtained from

the reaction of Ni(cod)2 with K4Pb9 in ethylenediamine [69]. Herein, the Ni0 atom
occupies the center of a bicapped square antiprism, as predicted from DFT calcula-
tions [70]. 207Pb-NMR studies again revealed a fast atom exchange of the cluster
atoms in solution, as only one (broad) signal at �996 ppm was detected [69].

The process of formation of the ten-vertices clusters remains unexplained to date.
Apparently, an oxidation with the cod ligand serving as oxidizing agent takes places,
as the resulting cyclo-octene could be detected using gas chromatography-mass
spectrometry (GC-MS) measurements [71]. However, as noted above, oxidation
reactions have also been observed without the addition of further reactands. The

Figure 3.7 Representative Zintl ions with one endohedral metal atom. (a) [Cu@E9]
3� (E¼ Sn,

Pb) [68]; (b) [Ni@Pb10]
2� [69]; (c) [M@Pb12]

2� (M¼Ni, Pd, Pt) [71, 72] and [Ir@Sn12]
3� [58].
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icosahedral cluster [Ni@Pb12]
2�was found as aminor byproduct from the reaction of

Ni(cod)2 with K4Pb9 (Figure 3.7c) [71]. For the heavier homologs Pd and Pt,
the isostructural clusters [Pd@Pb12]

2� and [Pt@Pb12]
2� were obtained from the

reaction of K4Pb9 with Pd(PPh3)4 and Pt(PPh3)4, respectively [71, 72]. Again, the
cluster atoms are oxidized during the reaction which, in this case, is ascribed to
PPh3. The cluster shape follows Wade�s rules that predict a closo-structure for a
cluster with twelve vertices and 2n þ 2¼ 26 electrons. Although the corresponding
Pd and Pt analogs of [Ni@Pb10]

2� have not yet been studied in the solid state or in
solution, they are known to occur in the gas phase and were identified using laser
desorption–ionization–time-of-flight (LDI-TOF) mass spectroscopic measure-
ments on dmf solutions of crystalline samples of [K(2.2.2crypt)]2[M@Pb12]
(solv.) [71]. These studies also demonstrated the presence of the empty Zintl
clusters [Pb10]

2� and [Pb12]
2�. All of these gas-phase species must arise during

the fragmentation process of [M@Pb12]
2�.

Acomparisonof the solid-state structures of [M@Pb12]
2� confirms that the smaller

the transition metal is, the stronger distorted is the lead skeleton [71]. While the
interstitialPt atomissurroundedbyanalmostperfect icosahedronwithvirtually equal
Pb–Pb distances, the Pb–Pb contacts for the interstitial Pd and Ni atoms vary over a
larger range with increasing variances. The cluster distortion manifests in the
distributionof theM–Pbdistances that increases fromPt toNi.Thearising anisotropy
certainly indicates the instability of the cluster, whereas for M¼Ni the ten-vertices
cluster is clearly favored. In solution, one 207Pb-NMR resonance was found for
[M@Pb12]

2� (Ni: 1167 ppm, Pd: 1520 ppm, Pt: 1780 ppm); this either reflects the
high symmetry of the cluster, or it can be ascribed to a fluxional behavior [71].

An analogous germanium compound displaying a metal atom-centered Ge12
cluster has not been reported to date.

Recently, the successful synthesis of an endohedral twelve-atom tin cluster was
conducted, [Ir@Sn12]

3� [58] which, apparently, is formed in a stepwise reaction
which starts from an ethylenediamine solution of K4Sn9 and [IrCl(cod)]2
(Scheme 3.1). Initially, the Ir(cod)-capped Sn9 cluster is formed (Figure 3.5d), but
if the ethylenediamine solution of this ten-vertices cluster is heated to 80 �C it is
transformed into [Ir@Sn12]

3�under loss of the cod ligand. The reaction is accelerated
by the addition of PPh3 or dppe. The phosphines act as oxidation agents, as it has also
been shown previously [71]. The cluster can be written as [Ir1�@(Sn12)

2�], and the
cluster skeleton fulfills Wade�s rules; notably, the twelve tin atoms form an almost
perfect icosahedron, with Sn–Sn distances in a slightly larger range than are found in
[Pt@Pb12]

2�.

9
4-

      +      [IrCl(C8H12)]2 9Ir(C8H12)]
3-–

  + cod + 2 Cl–

[Ir@Sn12]
3–

 + 2 cod + "Ir/Snx"2 [Sn

2 [Sn2 Sn

9Ir(C8H12)]
3-– oxidation

Scheme 3.1 Step-by-step synthesis of the endohedral cluster [Ir@Sn12]
3� [58].
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Hints for the formation of larger assemblies comprising 17 or 18 tetrel atoms
are given by [(g4-Ge9)Cu(g

1-Ge9)]
7� (as shown in Figure 3.6a), and by a class of E9

clusters which are filled and simultaneously capped by a transition metal, such as
the anions [(Ni@Sn9)Ni-CO]3� and [(Pt@Sn9)PtPPh3]

3� [73] (see Figure 3.8a and
b, respectively) as well as by modified Ge9 clusters [(Ni@Ge9)Ni–R] (R¼CO,
C–C–Ph, en) [67]. Assuming that a ligand exchange in [Ge9–Cu(P

iPr3)]
3� (as

discussed above) would also take place in [(Pt@Sn9)PtPPh3]
3�, the formation of a

cluster species that include two transition metals and 18 tetrel atoms (see e.g.,
Figure 3.8f) could be achieved. However, more complex redox reactions must be
assumed. The educts that led to the discovery of [M@Pb12]

2� gave clusters of
different sizes when reacting with Sn9 clusters. Three new clusters of higher
nuclearity, [Ni2@Sn17]

4� [74], [Pt2@Sn17]
4� [75], and [Pd2@Sn18]

4� [76, 77], were
synthesized in ethylenediamine solution from Ni(cod)2, Pt(PPh3)4, and Pd
(PPh3)4, respectively (Figure 3.8c, d, and f). The cluster formation requires the
partial oxidation of the Sn9 clusters, along with the reduction of cyclo-octadiene
involving also the solvent ethylenediamine. In [Ni2@Sn17]

4�, two [Ni@Sn9]
2�

subunits are connected via one apex-like, central Sn atom that participates in both
Sn9 clusters [74]. The clusters deviate significantly from deltahedral structures.
With a more open shape, [Ni2@Sn17]

4� displays D2d point group symmetry, and
the central Sn atom is surrounded by a pseudo-cube of eight Sn atoms. The high
coordination number of the central Sn atom causes remarkably long Sn–Sn
contacts that are more common in solid-state compounds such as BaSn5, in which
Sn atoms even reach a twelve-fold coordination by other tin atoms [78]. The
dynamic behavior of this cluster was examined by temperature-dependent 119Sn-
NMR experiments in dmf solutions [74]. At a temperature of �64 �C, four
resonances appeared in the 119Sn-NMR spectrum (�1713 ppm, �1049 ppm,
�1010 ppm, þ 228 ppm) that were assigned to the different cluster atoms via
peak intensity analysis, while the central Sn atom generated the most deshielded
signal. At 60 �C, only one signal was observed at �1167 ppm, which indicated fast
atom-to-atom exchange reactions. In contrast, [Pt2@Sn17]

4� (Figure 3.8d) gener-
ated only one 119Sn-NMR resonance over the whole temperature range (�742.3
ppm), and apparently was fluxional in dmf solution even at �60 �C [75]. The solid-
state structure of [Pt2@Sn17]

4� differs significantly from that of the isoelectronic
[Ni2@Sn17]

4�. The Sn17 cluster cage encloses two Pt atoms at a distance of
4.244 Å, which does not indicate the presence of bonding contacts between the
two Pt atoms [75].

A similar ellipsoid structure was found for the cluster [Pd2@Sn18]
4� [76, 77] that

is accessorily isoelectronic to the earlier-discovered anion [Pd2@Ge18]
4� [79]. In

both clusters, two Pd0 atoms are encapsulated by 18 tetrel atoms that form a
prolate deltahedral cluster; these units are the largest endohedral tetrel atom
clusters with a completely closed cluster shell yet discovered. The interstitial Pd
atoms with d10 electron configuration approximately occupy the ellipse focuses.
Even though the Pd–Pd distance of 2.831 Å is shorter in the smaller Ge cage [79]
than in the Sn cage (3.384 Å) [76], no bonding Pd–Pd contacts were considered in
both cases [79]. The [Pd2@Sn18]

4� cluster was shown to be fluxional at room
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Figure 3.8 Representative Zintl ions with one or two endohedral metal atoms. For structure
assignment, see the text.
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temperature in ethylenediamine solution, with only one 119Sn-NMR resonance
at �751.3 ppm [76].

The intermetalloid cluster [Ni3@Ge18]
4� displayed a somewhat similar structure,

where a linear trimer of Ni atoms was found to bind to two separated, widely opened
Ge9 clusters [66]. These two Ge9 units featured the same shape as that of the two E9
subunits found in [Pd2@E18]

4�. Although the Ge atoms of the two cluster units are
not connected, the relative orientation of the atoms of each open face is already
staggered, as it is required for an 18-vertices cage [79].

For all endohedral clusters with more than nine skeleton atoms (and even for
those), the mechanism of the cluster formation remains unclear [4]. However,
observations made during the synthesis of several empty transitionmetal E9 clusters
clearly flag a possible reaction path. The above-mentioned anions [Ge9Cu–P(i-Pr3)]

3�

and [Ge9Cu–Ge9]
7� are formed in reactions of K4Ge9 with (i-Pr3)P–CuCl in liquid

ammonia, but at different temperatures [59]. At �70 �C, the Cu–P bond remains
intact, and [Ge9Cu–P(i-Pr3)]

3� crystallizes from the solution. After storing this
solution at �40 �C, [Ge9Cu–Ge9]

7� forms – that is, the phosphine ligand is substi-
tuted by a s-donating [Ge9]

4� unit. Two consequences are clear from this result. First,
the ligand at the transition metal can be stripped off after the metal atom is
coordinated. Second, two reaction paths are possible: (i) the transition metal atom
can subsequently slip into the E9 cluster if the cage size is suitable, as occurs for
[Cu@E9]

3� and [Ni@Ge9]
3�; or (ii) the empty coordination site of the d-block metal

can add a second cluster under formation of [Ge9Cu–Ge9]
4�7�. Yet, there remain

some open questions: for example, it is not clear why a Ni atom builds a ten-vertices
cluster during the reaction with the Pb9 unit, whereas nine much smaller Ge atoms
are able to enclose the same transition metal suitably. Apparently, the numerous
structures of endohedral clusters obtained from solution chemistry and reported in
the literature are constructed in a completely different way, as it is assumed from the
results of gas-phase experiments where the tetrel atoms assemble step-by-step
around the �doping� element [80].

3.1.1.4 Beyond Deltahedral Clusters
The bottom-up synthesis of well-defined (semi)metal and intermetalloid clusters that
can reach the nanometer scale represents a major challenge. Deltahedral structures
reach a limit in size unless more capable templates are found. However, Zintl ions
themselves can serve as building units for the formation of larger structures,
including classical and nonclassical tetrel–tetrel bonds. Two further examples justify
the plan to use such tetrel clusters as precursors for nanoscale clusters:

1) Recently, the family of intermetalloid clusters was expanded to include
electron-poor transition elements such as Co, in which a nondeltahedral
structure which is much more similar to structures usually observed in
intermetallic compounds was found. The anion [Co@Ge10]

3� (Figure 3.9a)
was formed during the reaction of K4Ge9 with Co(C8H12)(C8H13), and repre-
sents a completely new, unprecedented cluster type [81]. The germanium
atoms build a D5h-symmetric pentagonal prism which contains no triangular
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faces at all. This cluster shape indicates that neither the electron count nor the
bonding situation follow conventional rules. According to Wade�s rules, this
cluster is expected to have a D4d-symmetric bicapped square antiprismatic
structure. However, DFT calculations have revealed that for [Co@Ge10]

3� the
potential surface for this cluster is rather flat with an energy difference of
13.3 kcalmol�1 between the stationary points. That is, the cluster unit can
easily switch from the favored D5h- to the energetically unpropitious D4d-
symmetric atom arrangement [81]. For comparison, the same calculations for
[Ni@Ge10]

2� revealed an energetic minimum for a D4d-symmetric arrange-
ment, while the pentagonal prism corresponded to a ground state at 5.33 kcal
mol�1 [81, 82]. Thus, a globalminimum cannot be determined indisputably for
these clusters, whereas the empty [Ge10]

2� units clearly prefer a bicapped
square antiprism [83]; this was also found from calculations for the clusters in
[Cu@Ge10]

� and [Zn@Ge10] [82]. Natural bond orbital (NBO) analyses of
[Co@Ge10]

3� indicated a natural charge of�1.05 for the incorporatedCo atom,
and consequently a d10 electron configuration [81]. The interatomic Co–Ge and
Ge–Ge distances in [Co@Ge10]

3� resemble a bonding situation encountered in
the binary intermetallic compound CoGe2 [84]. In the latter case, the Co atom
is located within a distorted cubic cavity of eight Ge atoms. The reaction of Fe
(2,6-Mes2C6H3)2 with K4Ge9 leads to the formation of the analogous
cluster [Fe@Ge10]

3� [85]. Due to the odd number of electrons, the anion
would be expected to be paramagnetic, although no magnetic data have been
reported to date.

2) A change of the conditions of the reaction of K4Ge9 and Ph3PAu(I)Cl in
ethylenediamine solutions leads to the formation of a byproduct which contains
the fascinating large cluster [Au3Ge45]

9� [86]. In this ligand-free intermetalloid
cluster, five Ge9 units are covalently connected, four of which are deltahedral
clusters that are interconnected by the fifth. Within the overall structure, a large

Figure 3.9 (a) The nondeltahedral endohedrally filled anion [Co@Ge10]
3� [81]; (b) The largest

structurally characterized cluster of heavier tetrel elements [Au3Ge45]
9� [86].
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variety of bonding schemes appear which are reminiscent of the bonding
situations encountered in boranes. Multicenter bonds arise within the deltahe-
dral clusters, and covalent two-center, two-electron bonds link them together.
Long Ge–Ge contacts (shown as dashed lines in Figure 3.9b) form a Ge triangle
between the five-coordinated Ge atoms, and correspond to three-center, two-
electron bonds. The five-membered Ge faces resemble the structural motif of
3-D solids such as alkali and alkaline earth metal germanides with clathrate
structures. In contrast to the linear arrangement in the structure of oligomeric
[(Ge9)4]

8� (Figure 3.4c) [52, 53], the Ge–Au bonds in [Au3Ge45]
9� confine the

cluster to a more or less spherical shape. Interestingly [Au3Ge45]
9� exhibits no

Au–Au contacts, despite the presence of a large negative cluster charge [86].

Following this concept of cluster linking, a new Ge modification consisting
exclusively of Ge9 clusters has already been proposed (Figure 3.10a) [88]. Subsequent
quantum-chemical calculations have shown that even nanotubes composed of nine-
atom clusters (Figure 3.10b), as well as sizable clusters consisting of 30 Ge9 building
blocks, should be rather stable (Figure 3.10c) [87].
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Figure 3.10 Proposed Ge allotropes based on
Ge9 building units. (a) Two-dimensional
connection of nido-Ge9 clusters forming a
{21½Ge9�n} sheet; [88] (b) {11½Ge9�n} nanotube

composed of Ge9 clusters. The unit cell of the
tube is composed of six unit cells of the sheet
shown in Figure 3.10a; (c) (Ge9)30 cage derived
from a truncated icosadodecahedron [87].
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3.2
Semiconductor Nanoparticles

3.2.1
Synthesis and Characterization of II–VI Nanoparticles

Alexander Eychm€uller

During the past twodecades, the �synthesis� or �preparation� of II–VI semiconductor
nanoparticles has experienced an enormous development, to the point where the
published material related to the topic has become virtually unmanageable. Never-
theless, the aim of this chapter is to provide a chronological overview of some of the
major historical lines in this area, starting with the earliest studies with CdS
nanocrystals prepared in aqueous solution. At several points in the story – mostly
when successful preparations are first described – the chapter branches into evolving
sub-fields, leading to Sections 3.2.1.2 and 3.2.1.3. The remainder of the review then
relates to matters distinct from these preparational approaches. More complicated
nanoheterostructures, in which two compounds are involved in the build-up of
spherically layered particles, are detailed in Sections 3.2.1.4 and 3.2.1.5.

Naturally, in all chapters, the view of the author is indicated with regards to the
importance of the studies under review for the evolution of the subject as a whole.
Besides this necessarily subjective viewpoint, it is not impossible that other impor-
tant work might have been overlooked. Thus, even if a particular chapter provides
little more than a list of references, questions such as �What has been done in this
field� may be answered, but never those such as �What has not been done yet!�

3.2.1.1 Historical Review
Commonly, even the shortest history of the preparation of II–VI semiconductor
nanoparticles starts with the studies of A. Henglein during the early 1980s [1]. Like
others [2–7], Henglein�s report dealt with surface chemistry, photodegradation, and
catalytic processes in colloidal semiconductor particles. Yet, it was this very report
that revealed the first absorption spectrum of a colloidal solution of size-quantized
CdS nanocrystals. The community, however, obviously has lost sight of a report by
Katzschmann, Kranold and Rehfeld [8], in which the optical absorption of II–VI
semiconductor particles embedded in glasses was examined in conjunction with X-
ray small-angle scattering (SAS) measurements. These experiments revealed the
presence of small spherical particles with radii in the range of 1–5 nm, giving rise
to a variation of the optical constants. Particles above 5 nm were found to have
approximately the optical constants of the macroscopic crystal, while for smaller
particles the gap change was found to follow the law Eg¼A–r2 þ B, where Eg is the
bandgap of the particles and A and B are constants (e.g., for CdSe A¼ 1.70 eV
(nm)2 and B¼ 1.73 eV). The authors� explanation that, �A lattice contraction is
considered to be the cause for this optical anomaly,� was not correct, however.

Henglein�s CdS nanoparticles were prepared from Cd(ClO4)2 and Na2S on the
surface of commercial silica particles. The absorption onset is shifted considerably to
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higher energieswith respect to the bulk bandgap of CdS (515 nm). In addition, the sol
emits light upon excitation at 390 nm, which was also amatter of investigation in this
report. The first correct interpretation of the observed blue shift of the absorption as a
quantum mechanical effect stems was made by Brus [9] when, in the framework of
the effectivemass approximation, the shift in kinetic energy of the charge carriers due
to their spatial restriction to the volume of the nanometer-sized semiconductors was
calculated. (It should be noted that comparable experimental [10] and theoretical
studies [11] were carried out almost simultaneously on the I–VII compound CuCl in
the Soviet Union.)

In 1993, another milestone in the preparation of II–VI semiconductor nano-
crystals was the study of Murray, Norris and Bawendi [12], whose synthesis was
based on the pyrolysis of organometallic reagents such as dimethyl cadmium and
trioctylphosphine selenide, after injection into a hot coordinating solvent. This
approach provided a temporally discrete nucleation and permitted a controlled
growth of the nanocrystals. The evolution of the absorption spectra of a series of
CdSe crystallites, ranging in size fromabout 1.2 to 11.5 nm, is shown in Figure 3.11.

Figure 3.11 1993 state-of-the-art absorption spectra of CdSe colloidal solutions (�Hot-injection
synthesis�). From Ref. [12].
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This series spanned a range of sizes, from more or less molecular species to
fragments of the bulk lattice containing tens of thousands of atoms. The remark-
able quality of these particles can be seen clearly in several features of the
absorption spectra, such as the steepness of the absorption onset, the narrow
absorption bands, and the occurrence of higher energy transitions. Subsequently,
major progress wasmade in the preparation of such systems within about a decade
of these initial findings.

In order to illustrate the occurrences of this time, at this point it is worth detailing
both the preparation and characterization studies conducted in various different
laboratories, worldwide. For example, Rossetti et al. described the quantum size
effects in redox potentials and the electronic spectra of CdS nanocrystals [13]. On
this case, resonance Raman spectra were recorded using freshly prepared samples
and from larger, �aged� particles, while the size distributions were studied using
transmission electron microscopy (TEM); the crystallinity and crystal structures of
the samples were also determined. In a series of reports, Henglein and coworkers
investigated the dissolution of CdS particles [14], enlarged the field by preparing
ZnS and ZnS–CdS co-colloids (including via TEM characterization) [15, 16],
provided insight into photophysical properties such as time-resolved fluorescence
decays [17], and introduced the term �magic agglomeration numbers� [18]. Like-
wise, Ramsden and Gr€atzel described the synthesis of CdS particles formed in
aqueous solution from Cd(NO3)2 and H2Sor Na2S [19]. A combination of lumi-
nescence data and TEM imaging led to the particles obtained being assigned to the
cubic phase. In 1985, A. J. Nozik entered the arena with a report on phosphate-
stabilized CdS and small PbS colloids [20] whilst, after yet another theoretical
treatise [21], Brus again produced a form of review in 1986 [22] which summarized
the then current status in the field of semiconductor clusters, from both exper-
imental and theoretical viewpoints. Also in 1986, attempts at fractional separation
(using exclusion chromatography) of an as-prepared sol of hexametaphosphate
(HMP; more correctly, Grahams salt)-stabilized CdS particles were described,
together with stopped-flow experiments on extremely small clusters [23]. The
binding of simple amines to the surface of CdS particles of various sizes, prepared
not only via conventional routes but also in AOT–H2O–heptane reverse micelles,
led to a dramatic enhancement of the luminescence quantum yield [24]. This effect
was interpreted as amodification of themid-gap states thatmight play an important
role in the nonradiative recombination processes of electron and hole in the
materials under investigation. Subsequently, a series of novel preparative ap-
proaches was presented, which included the preparation of CdS particles in
dihexadecyl phosphate (DHP) surfactant vesicles [25], and also the synthesis of
colloidal CdSe [26]. Indeed, the latter approach has today become the most
important model system for investigating the properties of nanocrystalline matter.
As determined using pulse radiolysis experiments, an excess electron on the
surface of CdS colloids causes a bleaching of the optical absorption at wavelengths
close to the onset of absorption [27]. A year later, the results of a study were reported
(originally from the Henglein group, but frequently cited since then [28]) which
referred to CdS sols with particle sizes ranging from 4 to 6 nm (as measured via
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TEM-based particle size histograms) that had been prepared by first precipitating
Cd2þ ions with a stoichiometric quantity of injected H2S. This was followed by an
�activation� of the colloid by the addition of NaOH and excess Cd2þ ions, and
resulted in a strong emission band close to the energy of the band edge. The
influence of the �starting pH� on the color of the emitted light following this
activation process, as well as on the particle size, is shown in Figure 3.12. This
activation is interpreted in terms of the precipitation of cadmium hydroxide onto
the surface of the CdS particles. By using this procedure, the photostability of the
sols would be greatly increased, so as to approach that of organic dyes such as
Rhodamine 6G.

The reported fluorescence quantum yields (>50% in this report and 80% in
reports by others [24]) seem overoptimistic. From a modern viewpoint, the
�activation� should rather be interpreted as being the result of the creation of a
shell of the large bandgap material Cd(OH)2 on the surface of the CdS particles
(cf. also Section 3.2.1.4). This results in the formation of an electronic barrier at the
surface of the particles, preventing the charge carriers from escaping from the
particles� core. This preparation operates as the basis for core–shell structures and
multilayered nanotopologies (as described in greater detail in Sections 3.2.1.4 and
3.2.1.5).

An enormous step forward [especially in terms of the characterization involving,
among others, infrared (IR) and NMR spectroscopy, high-resolution transmission
electron microscopy (HR-TEM) and X-ray diffraction (XRD)] was achieved during
studies conducted from 1988 onwards by the group of Steigerwald and Brus at

Figure 3.12 Absorption and luminescence spectra of CdS sols (�polyphosphate preparation�)
with varying starting pH. From Ref. [28].
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AT&T [29]. In this case, organometallic compounds were used to synthesize
nanometer-sized clusters of CdSe in inverse micellar solutions. Following chemical
modification of the surface of these clusters, the cluster molecules could be removed
and isolated from the reaction mixture; a detailed powder XRD investigation was
subsequently conducted. Later during that year, several reports describing micro-
heterogeneous systems weremade which involved CdS, ZnxCd1�xS, and CdS coated
with ZnS, all of which were formed in and stabilized by (again) DHP vesicles [30].
Additionally, layers of CdS particles (5 nm in size) were prepared via the Langmuir–-
Blodgett technique [31]. These and many more results of studies involving small
particle research, both on metal and on semiconductor particles, have been sum-
marized in reviews by Henglein [32, 33] and by Steigerwald and Brus [34]. Further-
more, considerable progress has been made in the radiolytic production of CdS
particles [35], in the preparation of CdTe and ZnTe [36], and in the application of
scanning tunneling microscopy (STS) to quantum-sized CdS [37]. The use of
thiophenol as a stabilizing agent for CdS clusters has been reported by Herron
et al. [38]. In this case, the competitive reaction chemistry between CdS core cluster
growth and surface capping by thiophenolate is assumed to be responsible for the
evolution of clusters, the cores of which consist essentially of cubic CdS, and of which
the reactive surface has been passivated by covalently attached thiophenyl groups.
The synthesis of porous, quantum-size CdS membranes has been achieved in three
subsequent steps: (i) an initial colloid preparation following standard procedures [28];
(ii) concentration of the suspension and dialysis; and (iii) a controlled evaporation of
the residual solvent [39]. In a study of photoreductive reactions on small ZnS
particles, an elaborate HR-TEM analysis was conducted which enabled a determi-
nation of the actual particle size by simply counting the lattice planes [40]. The post-
preparative size separation of colloidal CdS by gel electrophoresis was also demon-
strated [41], and an ion-dilution technique utilized in order to generate ultrasmall
particles of CdS and CdSe in Nafion membranes [42]. Following a series of initial
investigations into the recombination processes of electron–hole pairs in clusters [17,
43–45], two reports weremade on this topic, both of which proposed amechanism of
delayed emission for the radiative �band-to-band� recombination [46, 47]. At about
the same time, several reports described the processes of quenching and
�antiquenching� (i.e., an enhancement of the luminescence of nanosized CdS), all
of which contributed in a qualitativemanner to a deeper understanding of the optical
properties of suspended nanocrystals [48–53]. CdSnanoparticles were synthesized in
several nonaqueous solvents, and their catalytic efficiency in the photoinitiation of
the polymerization of various vinylic monomers examined in detail [54].

Early in 1993, a special issue ofThe Israel Journal of Chemistrywhichwas devoted to
quantum-size particles, contained several reports that were concerned predominant-
ly with the synthesis and characterization of II–VI-semiconductor nanoparticles [55–
61]. Later that year, two (now frequently cited) reports provided a summary of the
achievements in the field [62, 63]. Notably, the characterization of wet-chemical-
synthesized CdTe and HgTe, as well as of ternary HgCdTe compounds (including
XRD, TEM and photoluminescence), formed the focus of a series of studies by
M€ullenborn et al. [64]. In this case, the nature of the stabilizer was shown to play an
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important role in the efficiency of luminescence quenching, as demonstrated by the
comparison of inversemicelle–HMPand thiophenol-capped CdS [65]. Thiol capping
was also the clue to synthesizing differently sizedCdTe particles prepared in aqueous
solution [66], whereby the bandgaps of 2.0 nm, 2.5 nm, 3.5 nm, and 4.0 nm crystal-
lites were estimated from pulse radiolysis experiments. Interestingly, their depen-
dence on the size of the particles was shown to better agree with pseudopotential [67]
and tight-binding models [68, 69] than with the effective mass approximation [21].
One important result of the studies conducted by Rajh et al. was the observation that
the extinction coefficient per particle was independent of the size, as had been
predicted theoretically [70–72]. In going full circle, this brings to attention the studies
performed by Murray et al. [12], of which yet another aspect should now be
mentioned, namely the extremely thorough characterization of the particles pre-
pared. Among other findings, HR-TEM images revealed the presence of stacking
faults in certain crystallographic directions; they also showed that the particles were
prolate, and that the crystallites would arrange themselves freely into secondary
structures. These investigations, which probed only a limited number of particles,
were supplemented by a carefully conducted XRDwhich included structural simula-
tions. These studies formed the basis of the �organometallic preparative route� (also
named the �TOP–TOPO method,� �hot injection synthesis,� or �synthesis in
organics�). It should be noted that some of these names refer to alterations of the
original preparative route, while others do not (though no attempt will be made to
judge the validity of this point). A deeper discussion – including an attempt to
distinguish between �hot-injection� and �heating-up� methods – has been provided
by Reiss [73]. Some of the more recent accomplishments of these synthetic
approaches are outlined in Section 3.2.1.3, while details of investigations into
core–shell nanoparticles are provided in Section 3.2.1.4.

Thiol stabilization also proved to offer a very successful route towards the creation
of monosized nanoparticles of various compounds; however, as it has also attracted
widespread interest it will be outlined separately in Chapter 3.2.1.2. In this chapter,
from this point onwards, attention will be focused on recent developments that differ
from the �hot injection synthesis� and from the thiol technique.

A narrowing of the size distribution of a quite polydisperse CdS colloid, by virtue
of size-selective photocorrosion, was demonstrated by Matsumoto et al. [74]. In
order to replace the hazardous metal alkyls in the organometallic synthesis, a
single-source approach to the synthesis of II–VI nanocrystallites was presented by
Trindade and O�Brian [75]. In this case, the CdSe particles were formed from
methyldiethyldiselenocarbamato cadmium (II), a compound synthesized before-
hand fromdimethyl cadmiumand bisdiethyldiselenocarbamato cadmium (II). The
vesicles were again used as the reaction compartments [76], while the nanophase
reactors were generated by binary liquids at the surface of colloidal silica particles,
which also served as reaction compartments for small CdS and ZnS particles [77].
The creation of composites fromCdSe nanoclusters and phosphine-functionalized
block copolymers was the aim of Fogg et al. [78]. CdS particles formed from Na2S
and CdSO4 have been studied extensively using 113Cd-and 1H-NMR [79]. Based
on the results of a careful analysis of the temperature-dependent NMR spectra,
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three different Cd2þ species (located in the core, at the surface, and in solution)
could be distinguished, while a considerable quantity of water was found to be
present in the dry samples. Several procedures have been reported by which the
surface could be protected (e.g., with SiO2 [80]), or an encapsulation achieved [81,
82]. However, there appears to be a complex interplay between the nature of the
solvent, the anions of the cadmium salt, the ratio of salt to thiourea, and the
temperature, which controls the morphology and sizes of the nanocrystalline CdS
products. As shown with XRD and TEM, spheres of various sizes, rods, and even
nanowires of up to 900 nm in length were generated using a solvothermal
process [83]. The luminescence properties of CdS particles – prepared either in
the presence of a poly(aminoamine) dendrimer or polyphosphate – were reinves-
tigated, with special emphasis placed on the polarization of the emitted light [84]
and on the luminescence lifetimes [85]. Further synthetic efforts yielded HgE
(E¼S, Se, Te) nanoparticles [86], PbS sols with various capping agents [such as poly
(vinyl alcohol; PVA), poly(vinylpyrrolidone) (PVP), gelatin, DNA, polystyrene, and
poly(methylmethacrylate) (PMMA) [87]], and ZnS nanoparticles in a silica
matrix [88]. Likewise, small CdTe particles were shown to be accessible by con-
ducting their preparation in reversemicelles [89], while exciton interactions in CdS
nanocrystal aggregates in reverse micelle have been examined [90] and �peanut-
like� nanostructures of CdS and ZnS were obtained by reactions at a static
organic–aqueous biphase boundary [91]. In 2001, the group of Lahav reported
details of the organization of CdS and PbS nanoparticles in hybrid organic–inor-
ganic Langmuir–Blodgett films, and characterization of the layers using XRD and
TEM techniques [92]. The zeolite MCM-41 was shown to be suitable as a host for
CdS nanocrystals, which were formed via an ion-exchange reaction (as shown by
Zhang and coworkers [93]). In the past, mesoporous materials have played a clear
role in hosting nanosized semiconductor particles in many reports (e.g., [94–98]).
An example of this was a synthetic approach to cadmium chalcogenide nanopar-
ticles in the mesopores of SBA-15 silica (as the host matrix), whereby the use of
cadmium organochalcogenolates allowed nanoparticles of all three cadmium
chalcogenides to be prepared, following the same experimental protocol [95]. A
completely new approach to the synthesis of Cd-chalcogenide nanoparticles was
demonstrated by Peng and Peng, who used CdO as the cadmium precursor and
strong ligands (such as hexylphosphonic acid or tetradecylphosphonic acid [99]). In
this way, very fine (�high-quality�) nanocrystals could be prepared, and a limited
degree of shape control (i.e., spheres or rods) was also possible. Four types of
binding site at the surface of CdS particles, prepared by precipitation from a
solution of cadmium carboxylate in dimethyl sulfoxide (DMSO), were identified by
means of IR and NMR spectroscopy – namely oxidized sulfur, adsorbed acetate,
oxygen-bound DMSO, and hydroxyl ions [100]. Micelles of various compositions
have been involved in the preparation of CdS (block-copolymer (compound)
micelles [101, 102]) and triangular CdS nanocrystals (Cd(AOT)2–iso-octane–water
reverse micelles [103]). The concept of the encapsulation of nanoparticles in
micelles has recently been investigated by Fan [104], who described a rapid,
interfacially driven microemulsion process in which the flexible surface chemistry
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of the nanocrystal (NC) micelles caused them to be water-soluble and to provide
biocompatibility. The protection of CdS particles by capping with a shell of silica
was reported by Farmer and Patten [105]. Furthermore, organic dendrons have
been used to stabilize CdSe quantum dots (QDs) [106]. The optical properties of
CdS QDs in Nafion was the focus of a study conducted by Nandakumar et al. [107],
namely the two-photon absorption and the photon-number squeezing with CdSe
particles in PMMA [108]. Molecular species such as (Li)4-[Cd10Se4(SPh)16] as
fragments of the bulk structure may serve as templates for the growth of nano-
crystalline CdSe in hexadecylamine as solvent [109]. This approach may also be
applied to the synthesis of ZnSe and CdSe–ZnS core–shell nanocrystals. The use of
dendrimers as stabilizing entities has also been investigated recently [110, 111], and
has led to advanced highly sensitive methods for detecting oligonucleotide targets
using QD-functionalized nanotubes containing a cascade energy band-gap
architecture [112].

The details of many such efforts have been included in review-like articles [62, 63,
113–119], with empiricism, chemical imagination, and intuition largely forming the
basis for the preparation of nanosized objects in solution. In the present author�s
opinion, this will continue for a number of years despite attempts to successfully
predict superior preparative routes by means of combinatorial and computer-aided
scientific approaches [120].

3.2.1.2 Thiol-Stabilized Nanoparticles
The use of thiols as capping agents in the synthesis of II–VI semiconductor
nanocrystals has been referred to several times above. Following preliminary
studies [55, 121, 122] based on earlier investigations conducted by Dance
et al. [123–125] and others [126, 127], this approach came to full fruition for the
first time in a report by Herron et al. [128], in which the synthesis and optical
properties of a cluster with a 1.5 nm CdS core having the total formula
[Cd32S14(SPh)36] 4 DMF (SPh¼ thiophenol, DMF¼N,N-dimethylformamide), was
described. The structure of this material, as part of a cubic lattice determined with
single-crystal XRD, is discussed in greater detail in Section 4.1.1. In 1994, a report
was made on the synthesis, characterization and optical properties of thiol- and
polyphosphate-stabilized CdS particles which ranged in size from 1.3 nm to about
10 nm, as determined using small- andwide-angle XRD and TEM imaging [129]. The
report, which also provided chemical and thermogravimetric analysis data, explained
(also for CdS small particles) the independence of the extinction coefficient per
particle on the particle size, identified the temperature dependence of the first
electronic transition for the different-sized particles, and also described the obser-
vation of a �reversible absorbance shift.� The latter was detected as the difference
between the transition energy recorded in solution and that of afilm formed from the
particles on a quartz slide.

Initially, this was taken as an indication of a cluster–cluster interaction that was
operative in the films, but a year later Nosaka et al. described the formation process of
�ultrasmall particles� from cadmium complexes of 2-mercaptoethanol [130]. In this
very thorough study, the stopped-flow technique was used to gain insight into the
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very first steps of particle evolution, while NMR yielded information as to the
presence of several different cluster species in solution. Among these, [Cd17S4
(SR)24]

2þ (RS¼ 2-mercaptoethanol) exhibited the same tetrahedral core structure as
the crystallized [Cd17S4(SR)26] cluster of Vossmeyer et al. [131].

The same preparative approach – that is, the dissolution of a metal salt in water
in the presence of a stabilizing thiol – yielded nanocrystals of CdSe [132], CdTe
[133–136], HgTe [137], ZnSe [138], CdHgTe [139–141], ZnCdSe [142], and
CdSeTe [143] (for recent reviews on this subject, see also Refs [144, 145]). The
thiols used included 1-thioglycerol, 2-mercaptoethanol, 1-mercapto-2-propanol,
1,2-dimercapto-3-propanol, thioglycolic acid, thiolactic acid, and cysteamine [146].
In order to achieve specific functionalities, this �classical� list of thiol-stabilizers
may be easily extended to include for example, dihydrolipoic acid (DHLA) [147],
l-glutathione (GSH) [148], and 2-mercaptopropionic acid (2-MPA) [149]. Subse-
quent to the first steps in the preparation, heating of the reaction solution may be
applied in order to initiate particle growth. Thus, this preparative approach relies on
the separationofnucleation andgrowth in a very similarmanner to the organometallic
TOP–TOPO (tri-octyl phosphine–tri-octyl phosphine oxide) preparation (which is
outlined inmore detail in Section 3.2.1.3 [12]). Yet another similarity between the two
strategies is the postpreparative treatment that involves the application of a size-
selective precipitation to the crude cluster solutions [150]. The sizes of the evolving
nanocrystals depend mainly on the concentration ratios of the chemicals involved,
and on the duration of the heat treatment. Some typical room-temperature phospho-
luminescence (PL) spectra (normalized) of colloidal solutions of ZnSe, CdTe,
HgTe together with alloyed nanocrystals are shown in Figure 3.13. In this case,

Figure 3.13 Normalized emission spectra of various thiol-capped nanocrystals.
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the PL bands are located typically close to the absorption thresholds (so-called
band-edge or �excitonic� PL), and are sufficiently narrow (full-width at half
maximum as low as 35 nm being increased up to 55–60 nm for fractions of larger
NCs). The position of the PL maximum of the smallest (�2 nm) luminescing CdTe
NCs is located at 510 nm (green emission), whereas the largest (�8 nm) CdTe
nanocrystals obtained emit in the far red with a PL maximum at 800 nm. The
whole spectral range between these two wavelengths is covered by the interme-
diate sizes of CdTe NCs. The PL quantum yield of as-synthesized CdTe nano-
crystals depends on the nature of the stabilizing agent [144, 145]. The PL quantum
yield lies typically below 10% for thioglycerol-, dithioglycerol- and mercaptoetha-
nol-stabilized NCs, while values of 30–35% for 2-(dimethylamino)ethanethiol-
stabilized nanocrystals have been attained. Recent improvements in synthetic
protocols have demonstrated means by which 40–60% PL quantum yields [151]
may be received for as-prepared CdTe NCs in the presence of thioglycolic acid
(TGA) or MPA, if the Cd: stabilizer ratio present at the start of the synthesis was in
the range of 1–1.5. A detailed investigation of this phenomenon shows that the
formation of relatively low-solubility uncharged Cd–TGA complexes under these
conditions is favorable for the further controlled growth of higher quality
NCs [152]. In most cases, the PL quantum yield can be sufficiently improved by
post-preparative treatments of the NCs, such as size-selective precipitation and
photochemical etching [145].

The findings of standard characterization studies on nanosized HgTe particles
have been described [137]; an example is shown in Figure 3.14, which demonstrates

Figure 3.14 Powder X-ray diffractogram of HgTe nanocrystals (�thiol synthesis�) with
corresponding bulk values given as a line spectrum. From Ref. [37].
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the powder X-ray diffraction (P-XRD) pattern of a fraction ofHgTe nanoparticles. The
crystalline structure derived from the positions of the wide-angle diffraction peaks is
clearly the cubic (coloradoite) HgTe phase, while the wide-angle diffraction peaks are
broadened because of the small particle size. The mean cluster sizes estimated from
the full-width at half-maximum intensity of the (111) reflection, according to the
Scherrer equation, gives a value of about 3.5 nm. The weakly resolved small-angle
XRD peak indicates a rather broad size distribution of the HgTe nanocrystals in the
aqueous colloidal solution.

The synthetic procedure for ZnSe NCs [138] was very similar to that of CdTe NCs.
The stabilizer of choice was TGA, and the synthesis of ZnSe NCs was carried out at
pH 6.5, giving rise to stable colloidal solutions with a moderate luminescence [153].
As a beneficial post-preparative treatment, photochemical etching was applied and
studied in detail; the result was that, under optimal conditions, a PL quantum yield of
25–30% could be achieved. Not only the optical spectra but also P-XRD andHR-TEM
analyses showed that the improvement in PL quantum yield was accompanied by
growth of the NCs. The XRD reflexes also shifted to values which were characteristic
of ZnSe–ZnS alloys (the sulfur appears as a product of photodecomposition of the
TGA in solution [154]). The formation of such a shell of a larger band gap material
provided an additional stabilization of the core particle, which led in turn to better and
more robust optical properties.

The photophysical properties of these thiol-stabilized particles, such as PL [155]
and optically detected magnetic resonance (ODMR) [156], their dispersion in
polymer films in order to fabricate light-emitting devices [157–159], their possible
use in telecommunication devices [160], further structural properties unraveled by
EXAFS (extended X-ray absorption fine structure) [161–165], and their incorporation
into photonic crystals [166–168] and silica spheres [169], have been described and in
part reviewed in a number of survey reports [144, 145, 170–173].

As an example of the capabilities of EXAFS spectroscopy, the mean Cd–S
distances as a function of the diameters of a series of CdS nanocrystals are depicted
in Figure 3.15 [163]. These data are gained from a thorough temperature-depen-
dent study of the size dependence of various structural and dynamic properties of
CdS nanoparticles ranging in size from 1.3 to 12.0 nm. The properties studied
include the static and the dynamic mean-square relative displacement, the
asymmetry of the interatomic Cd–S pair potential, with conclusions drawn as to
the crystal structure of the nanoparticles, the Debye temperatures, and the Cd–S
bond lengths. As seen from Figure 3.15, the thiol-stabilized particles (samples 1–7)
show an expansion of the mean Cd–S distance, whereas the phosphate-stabilized
particles (samples 8–10) are slightly contracted with respect to the CdS bulk values.
The difference between the two series of nanocrystals relates to the type of
interaction between the ligands and the Cd atoms at the surfaces. The thiols are
covalently bound, and through this they have an influence on the structure of the
particles as a whole (most probably including steric requirements of the ligands at
the surfaces), whereas the phosphates are only loosely bound, which allows the
particles to contract slightly, in the same way that a liquid droplet tries to minimize
its surface.
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A large percentage of the atoms of particles in the nanometer size regime are
located at their surface, which makes investigations into the surface structure
highly desirable. The surface structure of thiophenol-stabilized CdS nanocrystals
has been the subject of two reviews (in 1997 and 1998) [174, 175], in which both
research groups used NMR techniques in order to study the functionalization,
structure, and dynamics of the terminating ligands. The PbS [176] and ZnS [177,
178] nanocrystals may also be prepared with thiols as capping agents, showing
again the versatility of this approach. The interaction of c-radiation with Cd2þ - and
thiol-containing sols yields small CdS particles, with the dose of the radiation
determining the size of the evolving particles [179]. The reverse process – that is,
the size-selective dissolution of preformed CdS nanocrystals by photoetching – was
demonstrated recently by Torimoto et al. [180]. In an impressive study, Aldana,
Wang and Peng provided a detailed insight into the photochemical degradation of
thiol-stabilized CdSe particles [181]. At least three steps were involved in the
process: (i) a photocatalytic oxidation of the thiol ligands on the surface; (ii) photo-
oxidation of the nanocrystals; and (iii) precipitation of the nanocrystals. A bichro-
mophoric nanoparticle system consisting of thioglycolic acid-stabilized CdTe parti-
cles and layer-by-layer (LbL) assembled films of an anionic polyelectrolyte was
presented by Westenhoff and Kotov [182]. The first investigation into the electronic
structure of a nanoparticle dimer was reported by Nosaka and Tanaka [183]. The
semiempirical molecular orbital calculations first investigated the influence of
phenyl-capping of polynuclear cadmium complexes, and subsequently yielded a
negligible influence on the excited state by dimer formation. The stability of thiol-
stabilized semiconductor particles was investigated in another report (see Ref. [33]).
Various analytical methods such as analytical ultracentrifugation, UV-visible

Figure 3.15 MeanCd–Sdistancesof thiol- andphosphate-stabilizedCdSnanocrystals determined
by extended X-ray absorption fine structure (EXAFS) spectroscopy at 5 K as a function of the particle
diameter. From Ref. [163].
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absorption spectroscopy, NMR spectroscopy, and powder XRD have also been
applied. Reduced particle sizes are found in solution at low particle concentrations.
Most probably, the assumed covalently bound thiols desorb from the surface of the
particles, leaving behind vulnerable unstabilized particles that might even undergo a
continuous decay over time. Additionally, breaking of the intra-ligand S�C bond is
observed, resulting in a cadmium sulfide particle synthesis introducing sulfur only
by the ligands, without any additional sulfide ions.

Finally, itmay be noted that the nanocrystals prepared in aqueous solutionsmay be
transferred into different nonpolar organic solvents [184]. This is accomplished by a
partial ligand exchange, with acetone playing an important role in the efficient phase
transfer. As the nanocrystals retain their luminescence properties after being
transferred, this procedure provides a new source of easily processable luminescent
materials for possible applications. Theuse of aqueous solutions and the avoidance of
high temperatures and unstable precursors allow this synthetic approach to be easily
up-scaled. Moreover, as the reaction yields (which approach gram quantities of dried
products) are limited by the laboratory facilities, they may be further increased by
using industrial-scale equipment.

3.2.1.3 The �Hot-Injection� Synthesis
The term �Hot-injection� synthesis, which refers to an organometallic approach to
the synthesis of CdE (E¼S, Se, Te) nanocrystals, was first introduced in 1993 by
Murray et al. [12]. The preparative route is based on the pyrolysis of organometallic
reagents [e.g., dimethylcadmium and bis(trimethylsilyl)selenium] by injection into a
hot coordinating solvents [e.g., tri-n-octylphosphine oxide (TOPO) and tri-n-octylpho-
sphine (TOP)]. This provides temporally a discrete nucleation and permits the
controlled growth of nanocrystals; a subsequent size-selective precipitation leads to
isolated samples with very narrow size distributions. The widespread success of this
procedure is due largely to its versatility, its reproducibility and, last but not least, to
the high quality of the particles in terms of their crystallinity and uniformity. The
versatility is seen, for example, in a successful transformation of the preparation
principles beyond the II–VI materials to the classes of the III–V and IV–VI semi-
conductor nanocrystals [185–216]. It is probably not an exaggeration to identify the
first reports on the organometallic synthesis also as the trigger for elaborate
theoretical studies on the size-dependent properties of semiconductor clusters, such
as the electronic structure (see, e.g., Refs [217–233]). The years immediately after the
�invention� of the hot-injection synthesis were characterized by investigations into
the optical properties of CdSe particles of a wide range of sizes, and the surface
properties of the evolving nanocrystals. Details of many of these exquisite studies
were presented in an excellent review by the founders of the field [234], including the
outstanding investigations into F€orster energy transfer which takes place in close-
packed assemblies of CdSe QD solids [235, 236]. Their photostability and high
luminescence quantum yield led to the particles becoming ideal candidates for
single-particle emission studies [237–245].

Some of the early studies on the �high-tech� applications of semiconductor
nanoparticles have been based on the above-mentioned preparative route, namely
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the construction of a light-emitting diode (LED) produced from CdSe nanocrystals
and a semiconducting polymer [246, 247]; in fact, even a single-electron transistor has
been created by using CdSe nanocrystals [248].

The fate of the photogenerated charge carriers has been the subject of several
studies of particles derived via the organometallic procedure (e.g., see Refs [249, 250]
and references therein). The spin spectroscopy of �dark excitons� in CdSe particles of
various sizes was conducted as a function of temperature and magnetic field
strength [251]. The influence on the sizes, size distributions, and luminescence
quantumyields of various amines on addition to the reactionmixtureswas studied by
Talapin and coworkers [252–254]. Alternative routes towards high-quality CdSe
nanocrystals were identified by Qu, Peng and Peng, by varying the solvents–ligands
and the precursors such as CdO and Cd(Ac)2 instead of Cd(CH3)2 [99, 255].
Nowadays, ZnE (E¼S, Se, Te) materials can also be prepared with high optical
quality (ZnS [256]; ZnSe [257]; ZnTe [258]) via similar high-temperature syntheses
such as those employed for the CdE materials. Synthetic progress has also been
achieved by signifying that the solvent in the reaction does not necessarily need to be
coordinating by itself, but that high-boiling noncoordinating solvents (e.g., octade-
cene) [259] may also allow size and shape control of II-VI semiconductor materials
when coordinating agents such as carboxylic acids, phosphonic acids or amines are
present in the reaction mixture in small amounts.

More recently, the dangerous organometallic precursors (especially dimethylcad-
mium)have been replaced by less dangerous cadmiumcompounds, such asCdO [99]
orCd-acetate [260], both ofwhich canbe dissolved inTOPOorODE in the presence of
carboxylic or phosphonic acids. This makes the high-temperature synthesis of
nanocrystals in organic solvents much easier (and therefore accessible), without
losing any of the excellent optical properties of the particles.

Organometallically synthesizedCdSe (and InAs) nanocrystals have been employed
as experimental examples in a very interesting study concerning the kinetics of
nanocrystal growth [238]. It has been shown that diffusion-limited growth can lead to
a narrowing of size distributions with time and that, under certain conditions, the
kinetics of nanocrystal growth may also be influenced by the variation of the surface
energy with size. In a theoretical study, the proposals of Alivisatos [261] were
reconsidered, providing an even more detailed insight into the evolution of en-
sembles of nanoparticles in colloidal solutions [262]. An outline is provided of how
the growth of nanoparticles in a diffusion-controlled regimemay result in better final
size distributions than those found for nanoparticles grown in a reaction-controlled
regime. In addition, possible ways of controlling the particle size distributions in
colloidal solutions have been discussed; these include, for example, an increase in the
surface tension at the solvent–nanoparticle interface, and a decrease in the diffusion
or mass transfer coefficient. A related experimental study was conducted by Qu and
Peng in 2002 [263] in which the photoluminescence quantum yield (PL-QY) of
organometallically prepared CdSe nanocrystals was studied during their growth. A
�bright point� was observed which denoted the fact that, under a given set of initial
conditions of the colloidal solution, the PL-QY was increased to a maximum value
before decreasing again. Very similar resultswere reported in an evenmore thorough
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investigation by Talapin et al. [264]. In this case, results concerning the dynamic
distribution of growth rates within ensembles of CdSe and InAs nanoparticles
prepared organometallically, and CdTe prepared in aqueous solutions, were pre-
sented which indicated that the observed phenomenon of fraction-dependent PL-QY
was of a more general character. By relating these results to the above-mentioned
theoretical studies, it is proposed that the nanocrystal fractions with the best surface
quality (in terms of a minimum of defects) corresponded to particles with the
smallest net growth rate within the ensemble, because annealing of surface defects
was most effective at this �zero growth rate.�

In two studies, the absorption cross-section (or extinction coefficient) of CdSe
nanocrystals has been under investigation [265, 266]. Initially, Striolo et al. [265]
reported (among other results) that the oscillator strength of the first exciton
transition per CdSe unit was more or less independent of the particle size, in accord
with Schmelz et al. [267]. In contrast, Bawendi and coworkers clearly showed that as
the QD radius decreased, the oscillator strength per CdSe unit of the lowest-energy
transition increased (as had been reported by others for CdS [129] and CdTe [133],
prepared in different ways), whereas the spectra converged for higher energies. For
InAs QDs of mean radii ranging from 1.6 to 3.45 nm, the per-QD particle oscillator
strength of the first-exciton transition was found to be constant for all sizes
studied [268]. For small PbSe particles it was reported that, at high photon energies,
e scaled with the nanocrystal volume, irrespective of the particle size, and that from
this size-independent absorption coefficients could be calculated. At the band gap,
however, e was size-dependent, while the resulting absorption coefficient increased
quadratically with decreasing PbSe size. [269]. A theoretical study conducted by Sun
and Goldys [270] aimed at providing an understanding of the experimental findings
(seeRef. [271] and the references above). The experimental results forCdSe, CdS, and
CdTewhich, depending on theQDsize, crossed over froma strong to an intermediate
confinement regime with a radius greater than the hole Bohr radius, and for PbS
nanocrystals which fell into the strong confinement regime were well reproduced.
Due to model limitations, however, departures of the theoretical curves from the
experimental data were more pronounced at lower energies than for larger nano-
particles, which were more weakly confined.

3.2.1.4 Core–Shell Nanocrystals
Coating a given ensemble of nanoparticles with another material yields �core–shell�
nanocrystals (see above; see alsoRefs [272, 273]). In these structures, the coresmay be
any type of colloidal particle, such as metals, insulators, and all classes of semi-
conductors. Likewise, the shells may consist of type of material, including organics.
At this point, attention is focused on semiconductor cores and inorganic shells,
mainly of semiconductor materials.

In the majority of cases, the electronic structure of the core–shell particles is as
follows. The core material, having a certain bandgap, is capped by a material with a
larger bandgap, such that the conduction band energy of the capping material is
higher (more negative in an electrochemical sense) than that of the core material,
while the valence band energy of the capping material is lower (more positive on the
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electrochemical energy scale) than that of the core material. This energetic situation
is frequently referred to as a type-I structure. Themain consequence of this capping is
that the exciton photogenerated in the core is prevented from spreading over the
entire particle, and in this way it is forced to recombine while being spatially confined
to the core. In most cases, this is accompanied by enhanced luminescence.

Early reports on the formation of coated nanoparticles include the aqueous
polyphosphate-stabilized CdS–Cd(OH)2 system [28]. Here, the preparative proce-
dure was to add to a given sol of CdS particles a large excess of Cd ions, while
increasing the pH to achieve strongly basic conditions. The obtained increase in
luminescence quantum yield in comparison with the uncoated CdS particles was
explained by a saturation of free valences at the particle surface, and this was taken
as an indication of the formation of the proposed structure. The report was
speculative in a sense that a structural characterization was not performed. Yet,
this was not very surprising, since obtaining clear-cut evidence for shell formation
of a few monolayers of material on nano-objects represents a characterizational
challenge that has been accepted more or less since then in a wealth of reports on
systems such as Ag2S on CdS, ZnS on CdS, Ag2S on AgI, CdSe on ZnS, CdSe on
ZnSe, HgS on CdS, PbS on CdS, CdS on HgS, ZnSe on CdSe, ZnS on CdSe, CdS
on CdSe, and vice versa. As many of these endeavors have already been reviewed
(see Refs [33, 62, 63, 113, 114, 172, 272, 273]), they will not be mentioned here in
detail. A very fine example of themost careful characterization of the overgrowth of
CdSe nanocrystals with ZnS was reported by Dabbousi et al. [274], where for shell
growth on preformed CdSe nanocrystals, diethylzinc and hexamethyldisilathiane
were used as Zn and S precursors. The dissolution of equimolar amounts of the
precursors in suitable solvents was followed by a dropwise addition to vigorously
stirred CdSe colloidal solutions held at temperatures between 140 and 220 �C,
depending on the core sizes. Besides optical spectroscopy, the authors performed
wavelength dispersive X-ray spectroscopy, X-ray photoelectron spectroscopy (XPS),
small- and wide-angle X-ray scattering, and (high-resolution) electron microscopy.
Figure 3.16, which serves as an example of the thorough characterization con-
ducted in these studies, shows the X-ray scattering in the small-angle region of
bare 4.2 nm CdSe dots (curve a) and the increase of the dot diameters with the
increase in the ZnS shell thickness from 0.65 monolayers (curve b) to 5.3
monolayers (curve e). The gradual shift of the ringing pattern to smaller angles
indicated that ZnS was in fact growing onto the CdSe dots, instead of nucleating
separate ZnS nanocrystals. This point was also deduced from the size histograms
gained from electron microscopy studies of the same series of particles. In
Figure 3.17, the uniform growth of the particles is clearly demonstrated, together
with a broadening of the size distribution. The aspect ratio histograms
(Figure 3.17b) of the slightly elongated particles are also monitored, and used
to generate accurate fits to the small-angle X-ray data shown above. In an effort to
relate the structural to the optical properties, growth of the ZnS shell on the CdSe
core is described as �locally epitaxial.� The ZnS shell tends to create defects at
coverages of more than 1.3 monolayers, accompanied by a decrease in lumines-
cence quantum yield.
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Based on the results of these studies, progress has been made with similar
particles, for example, in understanding the photo- and electrodarkening effects
and in the assembly of luminescing semiconductor nanocrystals with biological
objects in order to create fluorescent probes for sensing, imaging, or other diagnostic
applications. To name a few, in other reports of the synthesis of CdSe–ZnS core–shell
particles, high-resolution spectral hole burning has been performed, or effects such
as photo-oxidation and photobleaching have been investigated on the single particle
level. Likewise, the emission properties of single ZnS- or CdS-overcoated CdSe
particles have been investigated by several groups. Other reports have included
structures in which either the core or the shell is a II–VI semiconductor material,
such as CdS capped by sulfur or polysulfide, InAs capped by CdSe, ZnSe and ZnS, or
InP capped by ZnCdSe2 or ZnS. Other synthetic approaches have included the
formation of core–shell-type particles from CdTe and CdS, ZnSe on CdSe, and CdS
on HgTe [276]. In the latter report, a synthetic route to strongly IR-emitting
nanocrystals was outlined, whereby the capping enhanced the robustness of the
particles rather than the (already high) luminescence quantum yield. The body of
these studies has been summarized elsewhere (see Refs [171, 272, 273, 275]).

Early reports of ternary core–shell–shell (CSS) structures stem fromReiss et al. and
Talapin et al. [277, 278]. In the latter case, CdSe nanocrystals stabilized with TOP and
TOPOwere coatedwith a shell of CdS or ZnSe. The second (i.e., outermost) shell was
composed of ZnS in both cases. According to the authors, the main purpose of the

Figure 3.16 Small-angle X-ray scattering data from bare 4.2 nm CdSe particles (a) overgrown by
0.65 (b) through 5.3 (e) monolayers of ZnS. From Ref. [274].
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outermost ZnS shell was to avoid charge carrier penetration towards the surface of
the particles. The problem of the large lattice mismatch between CdSe and ZnS was
overcome by using ZnSe or CdS as an intermediate shell, which effectively acted as a
�lattice adapter.� Another benefit of the CSS structures was their greatly enhanced
photostability, whichwas assigned to an improved stability against photo-oxidation of
the CSS structures in comparison with the core–shell particles. Recently, Jun et al.
presented a simplifiedone-step synthesis forCdSe–CdS–ZnSCSSnanocrystals [279].
Another example of CSS structures with a lattice-adapting layer was reported by
Mews et al. in 2005 [280]; in this case, the authors presented the possibility of
including a 50 : 50 alloyed layer of Zn0.5Cd0.5S in the structure, which resulted in
CdSe–CdS–Zn0.5Cd0.5S–ZnSCSS particles. The coating steps were performed using

Figure 3.17 Left column: Size histograms of a series of CdSe nanocrystals overgrownwith 0.65 (b)
to 5.3 (e) monolayers of ZnS (a) and corresponding aspect ratios (right column). From Ref. [274].
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the SILAR (successive ion layer addition and reaction) technique, as introduced by
the Peng group [281] which, again, utilizes high-boiling but noncoordinating
solvents. Figure 3.18 shows impressively the quality of the particles in terms of
uniformity, crystallinity, and homogeneity. Another interesting structure developed
by Peng and coworkers was the CdSe–ZnS–CdSe CSS system [282], where the ZnS
was the high band-gapmaterial and the two CdSe units were electronically separated,
giving rise to two distinct emission signals emanating from one nanocrystal, where
none of the signals was trap-related. The two distinct emissions that occurred with
relatively thick intermediate ZnS layers were interpreted as a complete electronic
decoupling of the outer CdSe quantum well and the CdSe core. Most recently, this
concept has yielded white light emission from semiconductor QDs [283].

While type-I nanoheterostructures are superior compared to homogeneous QDs
in terms of fluorescence quantum yield and photostability, the type-II heterostruc-
tures also exhibit several interesting properties (as pointed out above). The staggered
band alignment gives rise to a spatially indirect transition which occurs at lower
energies than both band gap energies of the two materials used. Thus, type-II
core–shell QDs can be emitters at a wavelength that cannot be achieved with either
one of the two materials alone. In addition, the emission lifetime of type-II hetero-
structures is strongly increased. The potential applications of type-II core–shell QDs
are based on the lasing of the nanoparticles [284]. A comparative study of CdTe–CdS
core–shell nanocrystals (type-I situation) and CdTe–CdSe core–shell nanocrystals
(type-II situation) has been presented recently [285]. In addition, these authors

Figure 3.18 TEM images of the plain CdSe
cores and core–shell nanocrystals obtained
under typical reaction conditions. (a) TEM
images of CdSe cores (before injection of Cd2þ

solution); (b) (a) plus two monolayers of CdS;
(c–e) (b) plus 3.5 monolayers of Zn0.5Cd0.5S;
(d–f) (c) plus two monolayers of ZnS. From
Ref. [280].
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presented results obtained with ternary heterostructures containing CdTe, CdS, and
CdSe. The relative positions of the conduction and valence band edges of the relevant
semiconductors were such that the hole would be expected to be located in the CdTe-
core of the particles in all cases discussed. The electron, however, would be
delocalized over the whole nanocrystal in the case of CdTe–CdS nanocrystals, but
would be located in the CdSe shell in the case of CdTe–CdSe and CdTe–CdS–CdSe
nanocrystals. Thus, any overlap of the electron and hole wave functions would be
expected to vary significantly in the different heterostructures. All structures showed
large quantum efficiencies, whereas in all cases the overgrowth of the CdTe core with
at least one layer of another II-VI material was found to lead to a reduction in the
nonradiative rate. In the case of the CdSe-containing systems, in which a type-II
structure was formed, this was confirmed by a red shift of the absorption and
emission spectra, and also by a prolonged radiative lifetime. In contrast, theCdSe free
nanoparticles showed a type-I behavior; that is, only a small red shift and an
unchanged radiative lifetime. By sandwiching a CdS shell between the CdTe core
and the CdSe shell, the charge carrier separation was shown to be tunable, and with
this also the luminescence lifetimes of the nanoheterostructures. This would be of
major importance in future applications, such as bio-labeling and lasing of semi-
conductor nanocrystals.

3.2.1.5 Quantum Dot Quantum Wells
As an extension of the studies involving the precipitation of HgS on polyphosphate-
stabilized CdS and CdS on HgS, a wet chemical synthesis has been developed which
yields a nanoheterostructure consisting of three domains, viz., the system
CdS–HgS–CdS. The basic preparative idea involves the substitution reaction

CdSþ nHg2þ !CdSþHgSþ nCd2þ ð3:1Þ

taking place at the surface of the preformed CdS particles. This reaction proceeds
because of the at least 22 orders of magnitude smaller solubility product of HgS
compared to that of CdS. The art here consists of managing the reaction to take place
only at the surface, and this is largely achieved by applying a strict control to the
experimental conditionswith regards to pH, concentrations, duration of the addition,
stirring, and so on. When a monolayer of HgS has been built on the CdS cores, this
structure is capped bymoreCdS via the addition ofH2S and further Cd ions. Thefirst
study described the use of structures with a CdS core of about 5 nm surrounded by a
shell of one to three monolayers of HgS, which again was coated by up to five
monolayers of CdS [286, 287]. Subsequently, b-HgS with a bulk band gap of 0.5 eV
formed a quantumwell inside the cubicCdS (bulk band gap 2.5 eV),which caused the
authors to describe these new structures as �quantumdot quantumwells� (QDQWs),
although perhaps an even better term would be �quantum well in a quantum dot.�
Colloquially, the term �nano-onions� was established in themeantime. The first four
reports on these particles, published in 1993 and 1994, described the synthesis,
characterization, transient bleaching after laser excitation [288], and a widely applied
theory based on the �effectivemass approximation� [289]. As with the other findings,
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the bleaching experiments on nanoheterostructures caused them to appear as
homogeneous electronic systems, and the results could not be explained by a
superposition of the properties of the segments. Together, these efforts have been
summarized in several reviews (see Refs [114, 290, 291]). It should be noted that
Ref. [290] also incorporates the results ofMews andAlivisatos [292, 293], including an
impressive HR-TEM investigation (see also Ref. [116]) with accompanying simula-
tions presenting information concerning the shape and crystallinity of the particles.
Hole burning and fluorescence line narrowing experiments have provided evidence
on the degree of charge carrier localization in the HgS layer. Theoretical reports (see
Refs [294, 295]) have referred to these experiments and deduced that a �dark exciton�
also represents the lowest excitation state in these nanoheterostructures. A recent
tight-binding study conducted by Perez-Conde and Bhattacharjee also detected
bright and dark states, together with the strong localization of electron and hole
states within the HgS well [296]. The tight-binding approach was also utilized by
Bryant and Jaskolski to provide a good description for nanosystems with monolayer
variations in composition [297]. It should benoted that trap states cannot bedescribed
solely as states in the quantum well; instead, depending on the shell thickness and
band offset, trap states can have a large interface character.

Two reports by El-Sayed and coworkers [298, 299] published in 1996 and 1998,
proved experimentally that the electronic structure was more complicated and could
be observed using advanced spectroscopic techniques. These authors carried out
experiments which were analogous to the transient bleaching at CdS and
CdS–HgS–CdS particles, but with femtosecond time resolution. By this means, it
was possible to observe the kinetics of the charge carrier capture in traps and in the
HgSquantumwell, respectively. Clearly, the spectral diffusion of the bleaching (of the
�optical hole,� as referred to by the authors) takes place over an intermediate state, to
which the authors assigned an energetically relatively high �dark exciton� state, as
predicted by theory [295]. In this state, the electron is situated in the HgS well,
whereas the hole is in the CdS cladding layer of the particle and the �well� has a rather
barrier-like effect on the hole. In a subsequent study, similar experiments were
carried out on particles with a two monolayer-thick well of HgS, with the results
agreeing well with theoretical predictions regarding the exciton energies [300]. The
dynamics of the localization of the exciton in CdS–HgS QDQWs has also been the
subject of an investigation by Yeh et al. [301]. By comparing the results from
nanosecond hole-burning experiments with those having femtosecond time reso-
lution, Yeh et al. concluded that the primary optical interaction would excite electrons
fromadelocalizedQDQWground state, andnot froma localizedHgSwell state.Only
after longer times (of the order of 400 fs) would the exciton finally be localized in the
HgS well. Optically detected magnetic resonance (ODMR) was applied to QDQW
samples with varying layer thicknesses ofHgS, as well as of the outer CdS, by Lifshitz
and coworkers [302]. Because of the technique�s sufficient longevity, it proved
possible to study (in particular) the trap luminescence which, when compared to
the near band edge fluorescence, was red-shifted by about 400–700meV. Conse-
quently, changes in luminescence that were induced by magnetic resonance in the
excited statewere detected. Based onmeasurements carried out that depended on the
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intensity of the luminescence excitation, and on the frequency of the coupled
microwaves, with subsequent simulations of the spectra, it was concluded that there
were at least two different recombination channels via traps in the particles. These
traps would be localized in the CdS–HgS interfaces, andmight possibly be twin grain
boundaries and edge dislocations. Subsequently, in a photoluminescence experi-
ment, an enhancement of the band edge emissionwas observed upon excitationwith
two differently colored beams, instead of with one beam as in an ordinary exper-
iment [303]. This result was explained as being the consequence of a partial
quenching of the defect emission, and suggested a mutual interaction of the two
luminescence events.

A strong reduction in the spectral and intensity fluctuations was observed when
QDQWs of CdS and HgS were compared with pure CdS particles in single-particle
emission studies [304]. This, again, was explained by charge carrier localization in the
HgS region of the nanocrystals.

A QDQW with a large lattice mismatch, namely ZnS–CdS–ZnS, was prepared by
the group of El-Sayed [305], where established techniques were combined to
synthesize small seeds of CdS and ZnS, with nanoepitaxy later being applied to
grow ZnS–CdS nanoheterostructures. The evolving absorption spectra of the par-
ticles were presented, together with a theoretical treatment.

Yet another QDQW – namely that of composition CdS–CdSe–CdS – was recently
synthesized from TOPSe and cadmium oleate in octadecene [306]. The absorption,
emission, and Raman scattering spectra of colloidal CdS–CdSe–CdS QDQWs with
different thicknesses of the CdSe well have been investigated and discussed.

Recently, the Georgia Tech group of El-Sayed reported the initial results of a
QDQWsystem containing two wells ofHgS, separated by a wall of CdS. The two-well
system, when characterized by absorption and emission spectroscopy, clearly re-
vealed the formation of a two-well system rather than a single double-layer
structure [307].

During the same year, Dorfs described a similar effort, namely the preparation and
characterization of a series of QDQWs containing two wells [308]. The preparative
route first followed established procedures which yielded single-well particles con-
sisting of a CdS core of diameter 4.7 nm, surrounded by one or two monolayers of
HgS capped by two, three, or four layers of CdS. Following the same concept as that
for the single-well particles – that is, a repetition of the replacement of the surfaceCdS
by HgS – the addition of a second monolayer of HgS and capping of the whole
structure by three monolayers of CdS yielded a whole new family of particles. With
regards to nomenclature, the authors suggested for these nanoheterostructures the
following (cf. Figure 3.19): CdS–HgS is represented by �abcd,� where, starting with
the CdS core, �a� is the number ofHgSmonolayers, �b� is the number ofmonolayers
ofCdS as the barrier between thewells, �c� is thenumber ofmonolayers of the second
HgS well, and �d� is the number of cladding layers.

In Figure 3.20 are summarized the absorption spectra of a total of eight different
double-well QDQWs prepared according to the above-outlined procedures. All eight
samples had in common the core size 4.7 nm and the outer cladding of three
monolayers of CdS. However, they differed in the three inner compartments: the
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inner well consisted of either one or twomonolayers of HgS, the barrier between the
wells were either two or threemonolayers wide, and the outer well again consisted of
one or two monolayers of HgS. Thus, the structures CdS–HgS 1213, 1223, 1313,
1323, 2213, 2223, 2313, and 2323 were generated. The most remarkable findings
gained from the absorption spectra and the accompanying TEM study were as
follows:

1) Judging from the particle size histograms, there was no indication of separately
formed CdS or HgS. Exclusively homogeneous particle growth was observed.

2) The greater proportion of HgS present in the structures, the further into the red
spectral region was the position of the first electronic transition.

3) When comparing the four pairs of samples with the same well composition, the
transition was located further into the red when the wells were separated by only

HgS
CdS

CdS
HgS

CdS a b c d

Figure 3.19 Schematic drawing of the double-well nanoheterostructures described in the text. The
wells (a and c) consist of the small bandgap material b-HgS, the core, the barrier between the wells
(b) and the cladding layer (d) are made from CdS From Ref. [208].

Figure 3.20 Absorption spectra of eight different double-well nanoheterostructures. In CdS
nanocrystals, two wells of HgS are embedded, well thickness and well separations are varied (for
details of nomenclature, see the text). From Ref. [308].
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two monolayers of CdS instead of three; this was explained by an enhanced
electronic coupling on decreasing the well separation.

4) The onset of absorption of the particles exhibiting an asymmetric inner potential
(e.g., CdS–HgS 2313 and 1323) took place at the same energy.

5) The high-energy absorption depended on the total amount ofmaterial present in
solution.

Some of these findings have been treated from a theoretical basis already, and have
provided an insight into the very interesting electronic properties and charge
separation features [309]. In an investigation using XPS with tunable synchrotron
radiation, a member of this family of particles was compared to single-well
CdS–HgS–CdS QDQWs [310]. As might be expected, the photoemission spectra of
the CdS–HgS–CdS–HgS–CdS double-quantum-well nanocrystals appeared quite
similar to those of the single-well species. In addition to a bulk species, high-
resolution spectra also revealed a surface environment for Cd, while different S
species could not be resolved. To some extent, the XPS experiments allowed the
characterization and verification of the onion-like structure of the QDQW nano-
crystals, as shown also by the extension of a previously developed model for core–-
shell nanocrystals [311].
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3.2.2
Synthesis and Characterization of III-V Semiconductor Nanoparticles

Uri Banin

3.2.2.1 Introduction
The preparation of nanocrystals of group III–V semiconductors has presented a
significant and important challenge to research groups in the field for over a
decade [1–7]. Unlike silicon, many of the group III–V semiconductors are direct
gap semiconductors, and this has led to their widespread implementation as the
central building blocks of present-day optoelectronic devices such as diode lasers that
are ubiquitous in telecommunication applications. They have also provided an
obvious technological motivation for the development of wet chemical synthesis
approaches used to prepare nanocrystals of these materials. Furthermore, the
opportunity to develop such routes for the preparation of III–V semiconductor
nanocrystals presents a challenge for synthetic chemistry. While group II–VI
semiconductors can be created directly in aqueous media by using ionic precursors,
no equivalent synthetic procedures has yet been developed for the III–V semicon-
ductor compounds. However, this results from the more covalent bonding that is
typical of III–V compounds, and to the high energetic barriers involved in the
formation of semiconductors from suitable precursors.

The availability of high-quality group III–V semiconductor nanocrystals has
contributed significantly to fundamental studies of the size-dependent electronic,
optical, electrical and structural properties of nanocrystals [8–10]. An interesting
case is that of InAs, a narrow band semiconductor (bulk band gap Eg¼ 0.42 eV).
Under the conditions of quantum confinement, the band gap of InAs nano-
crystals can be tuned over a broad range in the near-IR, where the selection of
traditional organic dyes is poor and their stability is low. This points out potential
applications of such nanocrystals in optoelectronic devices relevant for telecom-
munications [11], and as biological fluorescent markers in the near-IR spectral
region [12].

As group III–V semiconductor QDs (e.g., InAs) can also be prepared via strain-
induced growth mechanisms using molecular beam epitaxy (MBE) [13, 14], there is
an opportunity for a direct comparison of the properties of twoQD systems: colloidal-
grown nanocrystals versus MBE-grown dots [15].

Early attempts to prepare group III–V semiconductor nanocrystals included the
synthesis of GaAs nanocrystals in 1990 by Olshavsky et al. [16], using a dehalo-
silylation reaction of GaCl3 and As(Si(CH3)3)3 as developed by Wells, [17], where
quinoline was used as both the solvent and as the surface passivating ligand.
Although these reactions produced nanocrystals with sizes of about 3–4 nm
diameter, the optical absorption of the particles showed some interferences due
to suspected Ga–quinoline complexes or quinoline oligomeric species [18]. To date,
most studies on the preparation of III–Vnanocrystallinematerials have been based
on similar dehalosilylation reactions with variations on the reactants, reaction
conditions, and solvents.
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An additional route for the preparation of GaAs was reported by Nozik et al. [19],
who used Ga(acac)3 and As(Si(CH3)3)3 with triglyme as the solvent to produce GaAs
nanocrystals. However, the absorption spectra did not show a well-defined feature
that shifted with particle diameter, which indicated a poor size distribution or other
problems associated with nanocrystal quality. Wells et al. [20, 21] have also prepared
nanocrystallineGaAs andGaPusing themetathetical reaction ofGaCl3 and (Na–K)3E
(E¼P, As) in glymes. Whilst these reactions produced nanocrystalline material,
there was no separation of sizes, and the optical spectra did not exhibit the
characteristic well-defined absorption feature.

InP nanocrystals were prepared by Nozik et al. using the dehalosilylation
reaction of an uncharacterized InCl3–oxalate complex and P(Si(CH3)3)3 with
trioctylphosphine oxide (TOPO) serving as the solvent and surface-passivating
group [4]. This synthesis procedure provided high-quality nanocrystals, and a size-
dependent feature was observed in the absorption spectra. Nozik also reported the
synthesis of nanocrystals of the indirect gap semiconductor GaP and the ternary
material GaInP2, using analogous reactions. Additionally, Guzelian et al. reported
the successful synthesis of size-controlled InP nanocrystals [3] where InCl3,
dissolved in TOP, was reacted with P(Si(CH3)3)3 in TOPO. The preparation of
InAs nanocrystals provided an example where a very high level of control on
particle size and monodispersity has been demonstrated [5]. Thus, the decision
was taken to focus on this particular system, in order to obtain a more detailed
view of the reaction procedure. Recently, Nozik and coworkers also reported the
synthesis of colloidal GaN nanocrystals, by using a polymeric gallium imide
precursor, {Ga(NH)3�2}n, that was reacted in trioctylamine at 360 �C to produce
GaN nanocrystals [22].

Following improvements in the synthesis of InAs and InP nanocrystals, various
research groups in the field have implemented a variety of strategies to improve the
fluorescence and stability of the functional particles. The optical and electronic
properties of the particles can be further controlled by fabricating advanced
core–shell nanocrystal structures, where a shell of a higher band gap semicon-
ductor is grown on the core, yielding superior surface passivation as demonstrated
first for group II–VI semiconductor nanocrystals [23–26], and more recently for
group III–Vnanocrystals. The synthesis of core–shell nanocrystals with InAs cores
was recently developed and will be outlined here [24–26]. The preparation of
InP–ZnS core–shells with improved luminescence properties was reported by
Weller and coworkers [27], while Nozik and colleagues described the synthesis of
lattice-matched shells of ZnCdSe2 on InP cores [28]. Another approach to improve
the luminescence of InP nanocrystals was reported by Nozik and coworkers, by
etching with HF [29].

This section first provides a general discussion of the synthetic strategy employed
for group III–V semiconductor nanocrystals, followed by a description of the
synthesis of InAs nanocrystals as a prototypical example. The characterization of
the particles produced, using a variety of methods, is briefly reviewed, after which
details are provided of the synthesis of core–shell nanocrystals with III–V semicon-
ductor cores, focusing particularly on InAs cores.
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3.2.2.2 Synthetic Strategy
The first step in the synthesis of a nanocrystal is a nucleation of the particles, as a
successful nucleationwill indicate whether the reaction in question is appropriate for
the formation of nanocrystals. For amonodisperse sample, the nucleation eventmust
be well separated in time from the growth step; this generally means that nucleation
must occur on a short time scale, on the order of a fraction of a second. In contrast, if
nucleation is spread out in time, such that the nucleation and growth overlap, then
different nucleation sites will undergo growth of varying durations, resulting in a
broad size distribution.

One effective way to separate nucleation from growth is to inject suitable
precursors into a solvent at high temperature, such that nucleation occurs imme-
diately on contact with the hot solvent. This method has been perfected for the
preparation ofCdSenanocrystals [30, 31], andhas also been implemented for InPand
InAs nanocrystals [3–5]. One difficulty in fully realizing the benefits of the injection
method in the case of group III–V semiconductor nanocrystals lies in the need for
prolonged reaction times in order to overcome thehigh reaction barriers, alongwith a
need to anneal at high temperature in order to achieve a better crystallinity of the
nanocrystals.

The next stage in nanocrystal synthesis is growth of the particles. As with
nucleation, intermediate species and the growing particle must stay in solution
throughout the process. Thus, the growth is completed when the reagents are
consumed, although a further period of high-temperature annealingmay be required
to obtain good crystallinity. Under prolonged high-temperature annealing, the
possibility of Ostwald ripening arises as an undesired mechanism that will broaden
the size distribution [32]. Growth can also be effectively quenched by cooling the
reaction mixture. A typical behavior during the growth stage was demonstrated by
Alivisatos and coworkers, who investigated the growth of both CdSe and InAs
nanocrystals, and introduced the important concept of �size focusing� [31]. This
concept is based on the existence of a critical size that depends on the reaction
conditions (concentration of reactants, temperature, solvent, etc.). Above the critical
size, the growth rate is decreased with increased size, and this leads to a narro-
wing–focusing of the size distribution. In contrast, below the critical size defocusing
will result because the growth rate of smaller particles is slower than that of the bigger
particles. In order to achieve a narrow distribution the conditions must be optimized
so that, during growth, the reaction remains within size-focusing conditions.

An additional critical issue to produce high-quality nanocrystals is passivation of
the surface. During the synthesis, surface passivation helps to control the growth of
the nanocrystal, prevents agglomeration and fusing of particles, and also provides
for the solubility of the nanocrystals in common solvents. Solvation is important
not only for the nanocrystals, but also for the reactants and intermediates. Surface
passivation is achieved by using an organic molecule to coordinate or bond to the
nanocrystal surface and, most commonly, this is the solvent used for the reaction.
This strategy benefits from having the capping molecule in huge excess, and from
including a common solvation medium for the reactants, intermediates, and
nanocrystals.
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Capping groups typically contain an electron-rich donating group such as phos-
phine oxides, phosphines, amines, or thiols, and behave as a Lewis base which
coordinates to the electron-poor Lewis acid-like metal of the semiconductor, such as
cadmium or indium. This coordination passivates the dangling orbitals at the
nanocrystal surface, preventing further growth or agglomeration. The other end of
the ligand imparts solubility to the nanocrystal by providing the particle with a
hydrophilic or hydrophobic surface. For example, the alkyl groups of TOPO or TOP
result in nanocrystals that are soluble in relatively nonpolar solvents, whereas the use
of ligands such as mercaptobenzoic acid renders the particles soluble in polar
solvents (e.g., methanol) [33].

Whilst surface passivation plays an important role during the synthesis, it can also
be used to further derivatize the surface of the particles, providing an additional
chemical control to attach nanocrystals to a surface [34], to electrodes [35], to other
nanocrystals, and to biomolecules [36]. Due to the relatively weak coordination bonds
of most surface-capping groups, these molecules can be easily exchanged after the
initial synthesis. Many of the properties of nanocrystals (notably their photolumi-
nescence) are sensitive to the surface passivation, and manipulation of the surface-
capping groups can be used to tune these properties [37, 38]. The core–shell approach
discussed below has proved to be a powerful method for enhancing not only the
fluorescence quantum yield but also the stability of particles against oxidation and
photodegradation.

The improvement of size distribution after synthesis represents a widely used
strategy for achieving monodisperse samples. Size-selective precipitation is com-
monly applied to obtain fractions of nanocrystals with improved size distribution
from a given reaction [5, 30]. Themethod is based on the size-dependent solubility of
the nanocrystals, that can be used to first destabilize the dispersion of large particles.
This is achieved by adding controlled amounts of a nonsolvent to the solution of
particles,which in turn leads to theprecipitation of largenanocrystals that can be then
separated either by filtration or by centrifugation. These steps can be carried out
consecutively so as to obtain a sequence of nanocrystal fractions with increasingly
smaller diameters. A similar procedure may, in principle, be applied to each fraction
once again to further narrow the size distribution.

While the precise chemical mechanisms of nanocrystal syntheses have not been
investigated, several general comments can be made regarding the effect of the
reaction mechanism on the nanocrystal product. In order to accomplish the ideal
nucleation event discussed above, the reaction must be both rapid and complete –

characteristics which point towards simple mechanisms, using reagents with low
barriers to reaction. For example, at one extreme is the aqueous or micelle synthesis
ofCdSorCdSe,where cadmiumsalts such asCdCl4 serve as the cadmiumsource and
H2S orH2Se serves as the group VI source. In these types of reaction, themetal ion is
available for reaction with a very simple group VI source; moreover, these reactions
are rapid and can even occur at room temperature.On the downside, the reactions are
so facile that it is difficult to control and isolate the nucleation.

The chemistry of group III–Vmaterials has proven to bemore difficult with regards
to designing a system with the attributes of both rapid and complete, yet controlled,
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nucleation. Incontrast tocadmium, thegroup IIImetals are too reactive foruseas ionic
sources as theywould react too strongly with the solventmedium.Attempts to develop
reactions involving group III alkyls analogous to (CH3)2Cd (a reagent commonly used
in the synthesis of CdSe nanocrystals) also appear to be too reactive as they tend to
proceed uncontrollably to the bulk phase, regardless of any capping group.

A general strategy to reduce the reactivity of these materials would be to attach
ligands to the group III and group V centers, and then to react these molecules,
presumably in a more controlled fashion. Over the past few years, much interest has
arisen in novel routes to bulk group III–Vmaterials [39–42], particularly GaAs, due to
the difficult and hazardous nature of traditional reactions involving Ga(CH3)3 and
AsH3. Substituted gallium and arsenic compounds were developed in the hope of
reducing reactant toxicity, eliminating gaseous reagents, and lowering the reaction
temperatures. As mentioned, Wells and coworkers [17] developed a dehalosilylation
reaction using GaCl3 þ As(Si(CH3)3)3 that produced GaAs with the elimination of
CH3SiCl, while Barron et al. [43] used an analogous reaction to produce bulk InP.
These reactions are driven by formation of the CH3SiCl bond, in combination with
the good lability of the Si(CH3)3 ligand. Such reactions are used widely in the
synthesis of group III–V semiconductor nanocrystals.

3.2.2.3 InAs and InP Nanocrystals

3.2.2.3.1 Synthesis of InAs and InP Nanocrystals As the syntheses of InP and InAs
are analogous, at this point InAs will be treated in detail. All steps of the reaction and
manipulation of the reagents are carried out under argon, or in a dry box. The set-up
to perform the synthesis is shown schematically in Figure 3.21. The nanocrystals

Figure 3.21 Schematic reaction set-up and reaction scheme for III–V semiconductor nanocrystals,
either for cores coated by organic ligands (1), or for core–shell nanocrystals (2).
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produced are crystalline and highly soluble in a variety of organic solvents, including
hexanes, toluene, and pyridine. Particles with diameters ranging from�2 to 10 nm,
and with narrow size distributions can be prepared. The surface of the nanocrystals
can be further derivatized with a variety of ligands, including amines, thiols, and
phosphines.

The reaction can be written as:

InCl3 þAsðSiðCH3Þ3Þ3 ! InAsþ 3SiðCH3Þ3Cl ð3:2Þ

Whilst details of this synthesis are reported elsewhere (see Refs [5, 7, 31]), at this
point it is pertinent to discuss a typical preparation. For this, 3 g of TOPwas heated in
a three-necked flask on a Schlenk line under an Ar atmosphere to a temperature of
300 �C, with vigorous stirring. A 1ml aliquot of stock solution (see below) was rapidly
injected and the solution cooled to 260 �C for further growth; the growth was
monitored by recording the absorption spectra of aliquots removed from the reaction
solution. Additional injections were used to grow larger-diameter cores and, on
reaching the desired size, the reaction mixture was allowed to cool to room
temperature before being transferred into the glove box. Anhydrous toluene was
added to the reaction solution, and the nanocrystals were precipitated by adding
anhydrous methanol. The size distribution of the nanocrystals in a typical reaction
was on the order of �15%; however, this was improved using a size-selective
precipitation, with toluene andmethanol as the solvent and nonsolvent, respectively.

Stock solution of InAs Core Under an Ar atmosphere, 9 g of InCl3 was dissolved in
30ml of TOP at 260 �C, with stirring. Then solution was then cooled and taken into a
glove box. The stock solution was prepared by mixing a desired amount of (TMS)3As
and InCl3-TOP solution with the As: In molar ratios at 1 : 2 to 1 : 1.5.

In the stock solution, InCl3 forms a complex with TOP. Although this complex has
not been isolated, several examples of InCl3–phosphine oxide complexes have been
discussed [44], and an interaction between the Lewis acid-like InCl3 and the strongly
donating phosphine or phosphine oxide ligand would be expected. This complex is
necessary for success of the reaction, as it helps to maintain the solubility of the
reaction intermediates and also establishes the interaction that ultimately passivates
the surface of the nanocrystals.

At this point, it is valuable to examine this nanocrystal synthesis using the
methodology of nucleation, growth, and termination described earlier. Whilst
details of the reaction�s initial stages have not yet been elucidated, the studies of
Barron [43] and Wells [45] can provide insight into the structure of these initial
reaction intermediates in the case of InP. Both research groups have used the
InCl3 þ P(Si(CH3)3)3 reaction to synthesize bulk InP at temperatures above
400 �C, while investigating intermediate production at lower temperatures. Thus,
a stepwise elimination of the three equivalents of (CH3)3SiCl was reported, starting
with the formation of [Cl2InP(SiCH3)2]x at room temperature or below. The exact
intermediate product in the reaction discussed here most likely has a slightly
different structure, due to the action of the coordinating solvent and evidenced by
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the increased solubility of the product, although the important element is the
formation of the In–P bond. Wells further established this In–P interaction by
providing a crystal structure for the related 1 : 1 adduct I3In�P(Si(CH3)3)3. Barron
provided evidence of the elimination of additional CH3SiCl at temperatures as low
as 150 �C, along with the appearance of peaks in the XPS spectrum characteristic of
indium in an InP environment. However, in order to eliminate the final equivalent
of CH3SiCl and to obtain a crystalline material, higher temperatures are required
with the reactions producing InP or InAs nanocrystals at a minimum of
about 240 �C.

Termination of the particle is accomplished by the coordinating solvent medium.
Both, TOPO and TOP are effective in passivating the particle surface, with TOP in
particular recognized as a strong donor ligand with both high polarity and polariz-
ability contributing to its donor strength [44, 46, 47]. Based on the analogy with CdSe
and standard donor–acceptor analysis, TOP would: (i) coordinate to acceptor indium
surface sites, thus providing a passivating shell to terminate growth; (ii) prevent
agglomeration among particles; and (iii) through its alkyl groups, provide for
excellent solubility in organic solvents such as toluene and hexanes.

In order to study size-dependent phenomena, a variety of different sizes – each
with a narrow size distribution – must be isolated. By taking advantage of the
differential solubility of various sizes of nanocrystals, it is possible to obtain
narrow size distributions by using size-selective precipitation techniques. The
solubility of a specific nanocrystal is determined by several factors, most notably
the size of the particle, its shape, and the nature of the particle surface. Due to the
alkyl groups of the TOP cap, the particles are soluble in relatively nonpolar
solvents. However, if a more polar solvent is added to a solution of nanocrystals,
the ability of the combined solvent system to solvate the nanocrystals will be
reduced. The mechanism of agglomeration is dominated by attractive van der
Waals forces among particles [48–51]; however, at some composition of solvents
the solvation ability of the system will no longer overcome these attractive forces,
and the particles will begin to agglomerate and precipitate. The key to size-selective
precipitation is that different sizes, shapes, and surface coverages will have
different solubilities, and thus may be separated. Assuming that the dominant
difference in the nanocrystals is that of particle size, then the ensemble of
nanocrystals will be separated by size, while the degree of resolution among sizes
will be determined by the smaller differences in the sample, such as shape or
surface structure. The largest particles will precipitate first, due to their stronger
attraction, with the primary solvent system employed being toluene–methanol (the
nanocrystals are soluble in toluene, but insoluble in highly polar methanol). Thus,
starting with the initial reaction mixture diluted in toluene, the incremental
addition of methanol will result in a size-selective precipitation of the nanocrystals
and the isolation of individual distributions.

3.2.2.3.2 Structural and Basic Optical Characterization of InAs and InP Nanocrystals
The evaluation of nanocrystal structure encompasses several important areas,
including the identity and crystallinity of the core, the morphology of the particles,
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Figure 3.22 Powder X-ray diffraction spectra of InAs nanocrystals with different sizes. The domain
size was calculated from the width of the reflections, as detailed in the text. Reproduced from
Ref. [188].

and the composition of the nanocrystal surface. The crystallinity of the core can be
studied using both powder XRD and electron diffraction, while the morphology of
the particles, including their shape and size distributions, may be monitored using
TEM. X-ray photoelectron spectroscopy (XPS) can also be used to examine the
nanocrystal composition, with particular attention being paid to the surface-capping
groups (as discussed in SectionNaN, concerning the core–shell nanocrystals). At this
point, the InAs and InP nanocrystals will be treated together, with representative data
shown from one or both systems.
The powder XRD analysis of a series of InAs nanocrystal sizes is shown in

Figure 3.22, where the peak positions are seen to index well with the bulk InAs lattice
reflections. Information on the domain size of the sample can be obtained from the
width of the lattice reflections, using the Debye–Scherrer formula for spherical
particles [52]:

D ¼ 1:2l
½ðD2qÞðcosqÞ� ð3:3Þ
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In this equation, l is 1.5418 Å for CuKa radiation,D2q is themeasured linewidth
in radians, q is 1–2 of the measured diffraction angle, and D is the estimated
particle size (in Angstroms). An average domain size for a given sample was
obtained by averaging D for the (111), (220), and (311) peaks, and this is shown in
the figure.

Currently, TEM is crucial for investigating the structure of the nanocrystals, as it
allows a direct evaluation of both the size and shape of the particles. A high-resolution
TEM image of InAs nanocrystals, 2 and 6 nm in diameter, is shown in Figure 3.23.
Here, cross fringes are observed, indicating a high degree of crystallinity, with the
lattice spacings indexing to those of InAs; the nanocrystals are near-spherical in
shape.

The use of TEM is also essential when calculating the size and size distribution of a
nanocrystal sample and, for the wide variety of size-dependent properties exhibited
by the nanocrystals, this is clearly a crucial measurement. Size distributions can be
obtained by the direct measurement of nanocrystals images for a large number of
particles, typically a few hundred. The results of these measurements for InP show
size distributions with standard deviations of about 20% in diameter, whereas for
InAs the distributions are substantially narrower than 10%.

The quality of the size distribution is most clearly borne out in Figure 3.24, which
shows ordered, self-assembled solids of InAs nanocrystals, with diameter of 5.8 nm,
dissolved in toluene, and deposited onto the TEM grid. The real space images for
three different superlattice (SL) faces detected on the grid are exhibited in
Figure 3.24a–c, while Figure 3.24d–f represent the optical diffraction patterns
measured for the corresponding TEM negatives. In this case, ordered domains,
extending over regionswithmicron length scales, were observed. Both, the real space
images and the diffraction patterns – which in effect correspond to a 2-D Fourier
transform of the image – allow an assignment of the three different faces to different
views along three zone axes of the close-packed face-centered cubic (fcc) structure.

Figure 3.23 HR-TEM images of two InAs nanocrystals, 2.2 and 5 nm in diameter. Reproduced
from Ref. [188].
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Figure 3.24a, and its corresponding diffraction pattern Figure 3.24d, represent the
superlattice when viewed along the (111)SL zone axis, Figure 3.24b (diffraction
pattern Figure 3.24e) represent the (110)SL zone axis, and Figure 3.24c (diffraction
pattern Figure 3.24f) represent the (100)SL zone axis. Figure 3.24g–i show images of
ordered monolayers with three different packings corresponding to three different
superlattice faces resolved in Figure 3.24a–c, respectively.

Quantum confinement effects of nanocrystals are evidenced most clearly in the
optical properties of the system, as the electronic energy levels of the clusters become
a function of size (a detailed account of this aspect is provided inChapter 5). The basic
optical characterization of semiconductor nanocrystals provides important informa-
tion on particle size – from the position of the band gap energy, and the size
distribution – from the sharpness of peaks in absorption and luminescence.
Figure 3.25 shows the room-temperature absorption spectra for a series of InAs
nanocrystal sizes, along with the photoluminescence spectra. The quantum con-
finement effects are clearly evident from the size-dependent nature of the spectra,
with the band gap in all samples being shifted substantially from the bulk InAs gap of
0.42 eV. In all samples, the absorption onset is characterized by a distinct feature at

Figure 3.24 TEM images of arrays and
superlattices prepared from InAs nanocrystals,
5.8 nm in diameter. Frames (a–c) show ordered
superlattices prepared from InAs nanocrystals,

while frames (d–f) show the optical diffraction
pattern from the micrographs, respectively.
Frames (g–i) show TEM images of the
monolayers. See text for details.
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the absorption edge corresponding to the first excitonic transition. Additional
features are resolved at a higher energy, corresponding to higher excited states. All
states shift with nanocrystal size. The width of the features is primarily due to
inhomogeneous broadening resulting from size variations of the particles within a
specific sample. The size distribution, as monitored using TEM, is shown in the
right-hand frame of Figure 3.25. The absorption of InP nanocrystals showed similar
effects, with an absorption onset shifting to the bluewith decreasing cluster diameter
(as discussed in Ref. [4]).

3.2.2.4 Group III–V Core–Shell Nanocrystals: Synthesis and Characterization
The emission color from semiconductor nanocrystal QDs is tunable by the size as a
result of the quantum-confinement effect [53, 54]. Harnessing this emission for real-
world applications, such as biological fluorescence marking [55, 56] and optoelec-
tronic devices [11, 57–60], represents an important challenge which imposes
stringent requirements of a high fluorescence quantum yield (QY), and of stability
against photodegradation. These characteristics are difficult to achieve in semicon-
ductor nanocrystals coated by organic ligands, due to an imperfect surface passiv-
ation. In addition, the organic ligands are labile for exchange reactions because of
their weak bonding to the nanocrystal surface atoms [37]. As discussed above, a
proven strategy for increasing both the fluorescence QYand the stability is to grow a
shell of a higher band gap semiconductor on the core nanocrystal [23–27, 61]. In such
composite core–shell structures, the shell type and shell thickness provide further
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control for tailoring the optical, electronic, electrical, and chemical properties of
semiconductor nanocrystals. As several reports of Group III–V core–shell nanocrys-
tals have been already described, attention will be focused here on the present
authors� detailed study of core–shell nanocrystals with InAs cores [6, 7]. The band gap
energy of these core–shell nanocrystals is tunable in the NIR spectral range, covering
the wavelengths that are important for telecommunication applications. Recently,
they were also successfully incorporated with semiconducting polymers to form an
LED structure that provides efficient electroluminescence at 1.3mm. Such core–shell
nanocrystals may be further developed to serve as efficient fluorescent labels for
biological applications in the NIR range.

The core–shell approach is conceptually closely related to the approach used in 2-D
quantum wells (QWs) [62]. In a QW, a thin nanometric dimensional layer of a low
band gap semiconductor is sandwiched between thick layers of a high band gap
semiconductor, thus forming a square potential well for the electron and hole
wavefunctions. The determining factor for the growth ofQWs is the latticemismatch
between the two semiconductors, while the electronic properties of the QW are
determined primarily by the energetic offsets between the conduction and valence
band edges of the two semiconductors. Thus, the influence of the lattice mismatch
and band offsets on the growth and electronic properties of core–shell nanocrystals
with InAs coreswas investigated. Figure 3.26 shows, schematically, the values of both
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Figure 3.26 Summary of the band offsets (in eV) and lattice mismatch (in %) between the core
InAs and the III–V semiconductor shells (left side), and II–VI semiconductor shells (right side)
grown in these studies. CB¼ conduction band; VB¼ valence band. Reproduced from Ref. [7].
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parameters for InAs and a variety of shell materials [63]. The latticemismatch ranges
from nearly zero for CdSe shells, to as high as 10.7% for ZnS shells; the band offsets
also cover a broad range of values. It should be noted that the shell materials include
both group II–VI and III–V semiconductors, a selection that provides substantial
tunability for the properties of the composite core–shell nanocrystals.

3.2.2.4.1 Synthesis of Core–Shell Nanocrystals with InAs Cores Preparation of the
InAs core–shell nanocrystals is carried out in a two-step process. In the first step, the
InAs cores are preparedusing the injectionmethodwithTOPas solvent. This allowed
hundreds of milligrams of nanocrystals per synthesis to be obtained (as detailed
above), with a size-selective precipitation being used to improve the size distribution
of cores to s� 10%. In the second step, the shells of the variousmaterials were grown
on the prepared cores. This two-step approach followed methods developed for the
synthesis of group II–VI core–shell nanocrystals.

Details of the synthesis of core–shell nanocrystals are available elsewhere [6, 7].
Briefly, TOP-capped InAs cores (5–20mg) were dissolved in 3–6 g of TOP (or a
mixture with TOPO) in a three-necked flask. Under an Ar flow on a Schlenk line, the
nanocrystal solution was heated to 260 �C, and the shell precursor solution intro-
duced into the hot solution by drop-wise addition. The growth of core–shells was
monitored using UV-visible spectroscopy of aliquots taken from the reaction flask.
Following growth of the desired shell thickness the reaction mixture was cooled to
room temperature, after which the core–shell nanocrystals passivated by TOP were
obtained by precipitation, using a mixture of methanol and toluene.

An attempt to grow the group III–Vsemiconductor shells, InPandGaAs, at a lower
temperature of 160 �C in TOP proved to be unsuccessful, as the low temperature
reduced the rate of nucleation of nanocrystals of the shell material, with the latter
process competing with shell growth. The alloying process of the core and shell
materials was also less likely at low temperatures and, indeed, growth could not be
achieved at 160 �C. Rather, these shells could be grown only at higher temperatures
(T> 240 �C). Aminimal temperature is required to overcome the reaction barrier for
the precursors, similar to the conditions required for growth of III–Vsemiconductor
nanocrystal cores. Above this limit, a controlled growth of InP shells of varying
thickness was achieved.

Although thin GaAs shells could also be grown, unlike InP shells the growth was
limited to a thickness of less than twomonolayers. This differencemay be related to
a strong bonding of Ga to TOP, consistent with the observation that it is difficult to
synthesizeGaAs nanocrystals in this way [64]. An additional difference between the
GaAs and InP shells can be seen in the solubility of the core–shell nanocrystals of
each type; typically, the InAs–InP core–shells are readily soluble in organic
solvents, following precipitation of the nanocrystals from the growth solution.
Special conditions were required to obtain a good solubility of the InAs–GaAs
core–shells [1].

In contrast to the group III–V semiconductor shells, growth of the II–VI semi-
conductor shells (CdSe, ZnSe, and ZnS) was observed at low temperatures above
150 �C. For the CdSe shells, by limiting the nucleation such that a controlled shell
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growth could be achieved, TOP could be used instead of TOPO as the growth
medium. This finding was consistent with the stronger bonding of Cd to TOP
compared to TOPO.

In the case of InAs–ZnSe and InAs–ZnS core–shells grown inTOP, their solubility
following separation from the growth solution was poor, and the TOP ligands could
easily be removed by usingmethanol. Additionally, when growing thick ZnS shells, a
substantial nucleation of the ZnS nanocrystals was observed by XRDmeasurements.
In order to overcome these difficulties, a mixture of TOP–TOPO was used as the
growth solution instead of TOP; this allowed a minimization of nucleation such that
soluble nanocrystals were obtained. The growth rate of ZnSe and ZnS shells was
substantially slower for the TOP–TOPO mixture compared to TOP alone. These
features were consistent with the stronger bonding of Zn to TOPO than to TOP, as
hadbeen reported for the synthesis ofZnSenanocrystals [65]. Cd is a softer Lewis acid
thanZn, and bindsmore strongly to TOP, which is a softer Lewis base than TOPO; in
contrast, Zn (the harder Lewis acid) binds more strongly to TOPO (the harder Lewis
base). These characteristics follow the general hard–soft concept for interaction
strength between Lewis acids and bases [66].

3.2.2.4.2 Optical Characterization of the Core–Shell Nanocrystals The most direct
and immediate probes for shell growth are the absorption and fluorescence
spectra. Figure 3.27 shows the sequence of absorption spectra measured for
aliquots taken from the reaction solution during the growth of InP shells on
InAs cores with an initial radius of 1.3 nm. In this case, the first absorption peak
shifts to the red upon shell growth. The red shift occurs because the conduction
band offset between InAs and InP is smaller than the confinement energy of the
electron; thus, as the shell grows the electron wavefunction extends to a larger box
and its confinement energy is lowered. As the electron effective mass, me, in InAs
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is extremely small (me¼ 0.024me, whereme is the mass of the free electron [67]), it
is highly delocalized and a large potential step is required for it to be confined to
the core. The spectral features remain sharp during the reaction, indicating that
the growth is controlled and that the size distribution is maintained. However, the
fluorescence of the InAs–InP core–shells is quenched substantially when com-
pared to the original cores.

For CdSe, which has a conduction band offset similar to that of InP, shell growth
also leads to a red shift of the absorption onset. Figure 3.28a andb shows the evolution
of the absorption and emission spectra during the growth of InAs–CdSe core–shells
with two different initial core radii, namely 1.2 nm (Figure 3.28a), and 2.5 nm
(Figure 3.28b). As in the case of InP shells, this red shift resulted from the lower
confinement energy of the electron, the wavefunction of which extended to the shell
region. In this case, the sharpness of the spectral features was partially washed out
during the growth. In contrast to InAs–InP core–shells, the band gap fluorescence
QY for InAs–CdSe core–shellswas substantially enhanced, up to amaximumvalue of
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monolayers) and QY for the traces from bottom
to top are respectively: 0, 1.2%; 0.6, 9%; 1.5,
18%; 2.5, 14%; (d) InAs–ZnSe with initial core
radius of 2.8 nm. The shell thickness (in number
of monolayers) and QY for the traces from
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(in number of monolayers) and QY for the
traces from bottom to top are respectively: 0,
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with initial core radius of 1.7 nm. The shell
thickness (in number ofmonolayers) andQY for
the traces frombottom to top are respectively: 0,
1.1%; 0.6, 5%; 1.3, 7.1%; 2.2, 6.3%.
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21%, and almost 20-fold larger than theQYof the cores. These values ofQYcompeted
favorably with the QY values for organic NIR laser dyes [12]. This pronounced
difference in the emission of InP versus CdSe shells was assigned to the different
quality of the outer surface of the nanocrystals. In both cases, the similar and
relatively small conduction band offset led to a substantial probability of the presence
of an electron wavefunction at the nanocrystal surface. As a result, for both cases the
emission was sensitive to the outer surface, and susceptible to trapping in unpassi-
vated surface sites. Indeed, this problem has been reported for InP nanocrystals that
have been prepared in TOP–TOPO and which have a very low fluorescence QY that
could be enhanced by surface treatments such as oxidation and etching [22].
CdSe–TOP–TOPO-coated nanocrystals, on the other hand, display band gap emis-
sion with a room-temperature QY of a small percentage.

ZnSe and ZnS are shell materials with much larger band offsets relative to InAs.
The evolution of the absorption and emission spectra for ZnSe and ZnS shell growth
on cores with various radii, is shown in Figure 3.28c–f, respectively. For both
core–shells, the absorption onset is almost the same as in the original core, a fact
which can be explained by the large conduction and valence band offsets of ZnSe and
ZnS relative to InAs, which create a substantial potential barrier for the electron and
hole wavefunctions at the core–shell interface. In this case, unlike the CdSe and InP
shells, the electron and hole wavefunctions are both confined primarily to the core
region, such that the band gap does not shift from the value of the core. As shown in
Figure 3.28c–f, the fluorescence QY is enhanced for both shells: for ZnSe, the
maximumQYvalues were 20%,while in ZnS amaximumQYof 8%was achieved for
a shell thickness of 1.2 to 1.8monolayers.With further shell growth, the QYwas seen
to decrease, a reduction that may be assigned to trapping of the charge carriers at the
core–shell interface. The latticemismatch between InAs and bothZnSe andZnSwas
large. In thin shells, the strain could be sustained and epitaxial growth of the shell on
the core could occur. With further shell growth, however, defects may form at the
core–shell interface that could trap the carriers and lead to a gradual reduction of QY
in the thicker shells. A similar observation was reported for the group II–VI
semiconductor core–shells, CdSe–ZnS and CdSe–CdS [25, 26].

The selection of core–shells extends the control afforded for the electronic
properties of the composite nanocrystals. As an example of flexible control, two
types of core–shells can be demonstrated, InAs–ZnSe and InAs–CdSe, both of which
emit strongly at 1.3mm, a wavelength with significant technological importance in
fiber-optic communications. Figure 3.28b shows the absorption and emission spectra
for a CdSe shell overgrown on a core with a radius of 2.5 nm, where the core band gap
emission is at 1220 nm; in this case, with growth of the shell the emission shifts to the
red, accompanied by a substantial enhancement of theQY, to a value of 17% achieved
at 1306 nm.However, for ZnSe shells the band gap hardly shifts. Figure 3.28d shows
that, by using amuch larger core, with radius of 2.8 nm, a highQYof 20% at 1298 nm
could be achieved by growing the ZnSe shell. Such core–shell nanocrystals have been
used recently as the optically active chromophores in efficient LEDs covering theNIR
spectral range [11]. In this case, the LED was based on a nanocrystal–semiconductor
nanocrystal composite.
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3.2.2.4.3 Chemical and Structural Characterization
X-Ray Photoelectron Spectroscopy (XPS) The technique of XPS can be used
effectively to examine the chemical composition of the core–shells [68]. Fig-
ure 3.29 shows the XPS survey spectra for InAs cores, 1.7 nm in radius, and for
InAs–CdSe core–shells prepared with the same core and with a shell thickness of
three monolayers. The indium and arsenic peaks are clearly resolved for the core
(lower spectrum). Additional peaks belonging to Cd and Se (the shell materials)
can be identified in the core–shells (top spectrum). The ratio of the XPS peak
heights between core and core–shell for the core atoms, is energy-dependent. The
relative intensity of the peaks at high binding energies (e.g., InMNN), which have a
small kinetic energy and thus a small escape depth, is quenched more upon shell
growth, compared to the peaks at small binding energy and large escape depth
(e.g., AsLMN).
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Figure 3.29 XPS survey spectrum for InAs
coreswith radius of 1.7 nm (lower trace), and for
InAs–CdSe core–shells with shell thickness of
threemonolayers (top trace). The assignmentof

the peaks is indicated. The new peaks in the XPS
spectrum for the core–shells associated with Cd
and Se are emphasized in bold italic type.
Reproduced from Ref. [7].
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High-resolution XPS provides quantitative evidence for shell growth based on
the finite escape depth, l, of photoelectrons from the core atoms [26]. The typical
escape depths are on the order of the shell thickness, and the photoelectron
signal from core atoms should decrease accordingly in the core–shell structure [68].

The application of XPS to study shell growth is demonstrated in Figure 3.30, which
shows the XPS data for InAs–ZnSe core–shells with an initial core radius of 1.7 nm.
For this, high-resolution XPS measurements were performed on a sequence of
core–shell samples with varying thickness. Figure 3.30 shows the experimental
results (squares) for the log of the ratio of the In3d5 to the InMNN Auger peak,
normalized by the ratio in the core; the ratio was increased upon ZnSe shell growth.
The number of atoms for the two peaks was identical, and the increase in the ratios
was due to the difference in escape depths, which was lower for the Auger peak. As a
result, shell growth led to larger reduction in the relative intensity of the Auger peak.
To check these effects, the expected ratio for a spherical geometry was simulated
assuming either a core–shell configuration (solid line) or alloy formation (dashed
line). Clearly, only the calculated ratio for the core–shell structure was in agreement
with experimental data.

Transmission Electron Microscopy The HR-TEM images of core and core–shell
nanocrystals are shown in Figure 3.31, where Figure 3.31b shows an InAs core with
radius of 1.7 nm, and Figure 3.31a and c show, respectively, the InAs–InP and
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Figure 3.30 Summary of high-resolution XPS
data for InAs–ZnSe. The log of the ratio of the
intensities of the In3d5 to the InMNN is shown,
versus the shell thickness. The ratio is
normalized to the ratio in the cores.

Squares¼ experimental data; solid
line¼ calculated ratio for core–shell structure;
dotted line¼ calculated ratio for alloy
formation. Reproduced from Ref. [7].
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InAs–CdSe core–shell nanocrystals with thick shells grown on similar cores. Here,
the crystalline interior is viewed along the [011] zone axis of the cubic lattice. The
cubic lattice is also resolved for the InAs–CdSe core–shell, as clearly revealed by the
Fourier transform of the image presented in Figure 3.31d. Although, in general,
CdSe nanocrystals grown under such conditions form the wurtzite structure, here
they adopt the cubic structure on the InAs core. For all three cases, the fringes are
visible across the entire nanocrystals, in accordance with epitaxial shell growth in
these particles.

X-Ray Diffraction The powder XRD patterns for the InAs core, 1.7 nm in radius, and
for InAs–InP core–shells with increasing thickness, are presented in Figure 3.32.
The InAs XRD pattern consists of the characteristic peaks of cubic InAs, which
are broadened because of the finite crystalline domain. With InP shell growth,
the diffraction peaks shift to larger angles, consistent with the smaller lattice
constant for InP compared with InAs. The shift is most clearly resolved for the
high-angle peaks and, in addition, the diffraction peaks are narrowed; this is
demonstrated for the (111) peak shown in the inset of Figure 3.32. Such
narrowing indicates that the crystalline domain is larger for the core–shells,
thus providing direct evidence for the epitaxial growth mode of the shell. The
relatively simple diffraction pattern for cubic InAs allows for a clear observation
of the narrowing as the shell is grown. In contrast, in the case of core–shells with
CdSe cores, the narrowing is masked by the complex diffraction pattern of the
wurtzite structure [15].

The XRD patterns for a series of core–shells with different shell materials and
varying thickness are displayed in Figure 3.33 (filled circles), where the general
pattern of the cubic lattice is maintained for all materials. Although the diffraction
peaks narrow with shell growth in the case of CdSe, ZnSe and GaAs shells (for the
reasons discussed above), this is not the case for ZnS, most likely due to the very
large lattice mismatch of ZnS and InAs (10.7%). In this case, the large strain may
lead to cracking at the InAs–ZnS interface at an early growth stage. Moreover, ZnS
nanocrystals grown under these conditions form the wurtzite structure preferen-

Figure 3.31 HR-TEM images of (a) InAs–InP
core–shell (core radius 1.7 nm, shell thickness
2.5 nm), (b) InAs core (core radius 1.7 nm), and
(c) InAs–CdSe core–shell (core radius 1.7 nm,
shell thickness 1.5 nm). The scale bar is 2 nm.

The nanocrystals are viewed along the [011]
zone axis; (d) Fourier transform of image (c).
The pattern corresponds to the diffraction
pattern from the [011] zone of the cubic crystal
structure. Reproduced from Ref. [7].

3.2 Semiconductor Nanoparticles j119



tially, and this may create additional defects on shell growth. Both effects may
explain the relatively small enhancement of the phospholuminescence QY for the
ZnS shells.

To further prove the interpretation of theXRDdata, and to obtainmorequantitative
information concerning the core–shell structures, the powder diffraction patterns
were simulated [7, 69]. Nanocrystals were built by stacking planes along the (111) axis
of the cubic lattice, and the sumof the specified core radius, rc, and shell thickness, rs,
was used to carve out the nanocrystal, assuming a spherical shape.

The experimental data (filled circles), and the simulation results (thin lines) for
the core and a series of core–shells are displayed in Figure 3.33, where simulation
of the cores was seen to fit the experimental data very well. The fit was obtained
using the simulated XRD pattern for an equally weighted combination of two
types of core nanocrystal structures with the same radii, differing in the (111)
plane stacking sequence. Both nanocrystal structures had three stacking faults,
namely that the experimental diffraction intensity between the (220) and the (311)
peaks did not go to zero, while in the simulated pattern for nanocrystals without
stacking faults the value was close to zero. Thus, three stacking faults along the
(111) direction were required to quantitatively reproduce the experimental
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Figure 3.33 X-ray diffraction patterns for InAs
cores and various core shells. The experimental
curves (filled circles), are compared with the
simulated curves (thin solid lines). See text and
Table 1 for details of the simulated structures.
The markers at the bottom of each frame

indicate the diffraction peak positions and the
relative intensities for the InAs core material
(lower frame), and the various shell materials
(other traces). The vertical dashed lines indicate
the positions of the InAs core nanocrystal
diffraction peaks. Reproduced from Ref. [7].
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pattern; however, the introduction of surface disorders had a minimal effect on
the simulated patterns.

For InAs–CdSe core–shells, the lattice mismatch was zero, and the experimental
peak positions did not shift with shell growth (this was well reproduced in the
simulation). An additional stacking fault was added in the shell region for the thicker
shell of three monolayers, so as to better reproduce the experimental pattern.

For the other core–shells there was a lattice mismatch which ranged from 3.13%
for InP to 10.7% for ZnS. A gradual shift of the diffraction peaks with shell growth
towards larger angles was observed for these core–shells (Figures 3.32 and 3.33),
whichmeant that the lattice spacing had beenmodified in the shell region. In order to
achieve an epitaxial growth mode, atoms in both the core and shell regions at the
core–shell interface must have identical lattice spacings, and to simulate the smooth
switching of the lattice spacing from the core to the shell a Fermi-like switching
function was used. This provided a physical model for understanding the epitaxial
growth mode, while reproducing the observed change in the peak positions on shell
growth.

The simulated patterns reproduced the two main effects observed upon shell
growth in InAs–InP, InAs–ZnSe, and InAs–GaAs core–shells, namely the shifting
of all diffraction peaks to larger angles, and the narrowing of the peaks
(Figure 3.33), and provided further evidence for the epitaxial shell growth mode.
In the case of InAs–ZnS, no narrowing was observed in the experimental
diffraction pattern; this indicated that, in the InAs–ZnS core–shells, the interface
region was not fully epitaxial (as explained above). Similar to the InAs–CdSe
core–shells, in the case of the thick InP shells (6.2 monolayers) it was necessary to
add stacking faults in the shell region to better reproduce the experimental pattern.
On average, a stacking fault was seen to exist for every four to five layers in InAs
core–shell nanocrystals, and within these stacking faults the bonds of atoms
remained fully saturated and charge carrier traps did not necessarily form. Thus, it
is likely that these planar stacking faults do not cause any substantial reduction in
the fluorescence QY.

3.2.2.4.4 Model Calculations for the Band Gap The core–shell band offsets provide
control for modifying the electronic and optical properties of these composite
nanocrystals. To examine the effect of the band offsets of various shells on the band
gap of the composite nanocrystals, calculations using a particle in a spherical box
model were performed [16, 70]. Briefly, in this model the electron and hole
wavefunctions are treated separately, after which the coulomb interaction is added
within a first-order perturbation theory [71]. Three radial potential regions should
be considered in the core–shell nanocrystals, namely the core, the shell, and the
surrounding organic layer. Continuity is required for the radial part of the wave-
functions for both electron and hole at the interfaces. In addition, the probability

current, 1
m	

i

d
dr RiðkirÞ, where m	

i is the effective mass in region i, Ri is the radial part

of the lowest energy 1Se-h electron or hole wavefunction, and ki is the wave vector in
region i, must be continuous. The effective masses, and dielectric constants of the
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bulk semiconductors were used in these calculations [67], while the band offsets
were taken from Ref. [63]. First, for InAs cores of 1.7 nm radius, a barrier height of
4.5 eV was used for the surrounding organic layer for both carriers. The confine-
ment energy for the electron is sensitive to the barrier height because of the small
electron effective mass, whereas the heavier hole is much less sensitive. The
experimental value obtained was in reasonable agreement with the calculated band
gap, although there was a minor deviation that was understandable in this
simplistic model [72]. The calculated versus measured relative change of the band
gap upon growth of the different shells, is plotted for various core–shells in
Figure 3.34. The error in the band gap shifts should be small compared to that
in the absolute band gap energies, and the agreement for the band gap shifts was
good. For the ZnS shells (the dot-dashed line), hardly any shift was observed, both
in the experiment and in the calculations, and this was consistent with the large
band offsets between InAs and ZnS. For both the InP (dashed line) and CdSe (solid
line) shells, the experimental and calculated band gaps shifted to the red upon shell
growth, due mainly to a reduction in the electron confinement energy in the
core–shells. The lowest 1Se level of the electron was above the core–shell barrier for
both InP and CdSe shells, which led to a high probability of the presence of
electrons in the shells.
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Figure 3.34 Experimental and calculated
shifts of the band gap energy in various
core–shells versus the shell thickness.
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3.2.2.4.5 Stability of Core–Shell Nanocrystals Core–shell passivation with a shell
of a semiconductor material that has large band offsets compared to the core,
provides also increased protection and stability compared to organically passiv-
ated core nanocrystals. The photostability of the core–shells were compared to
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Figure 3.35 Comparison of stability of (a)
cores, (b) InAs–CdSe core–shells, and (c)
InAs–ZnSe core–shells. The absorption spectra
(solid lines) and PL spectra (dashed lines) are
shown on the same energy scale for fresh

(bottom traces in each frame), and for
nanocrystalskeptinanoxygensaturatedsolution
for 10 months (top traces in each frame). The
photoluminescence QY is also indicated in each
case. Reproduced from Ref. [7].
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IR140, a typical NIR organic laser dye [73]. Solutions of nanocrystals and of the
dye saturated with oxygen, were irradiated at 810 nm with a Ti-sapphire laser for
30min, using an intensity of 250mW such that the optical density of the
irradiated solutions was 0.2 at 810 nm. Under these conditions, each nanocrystal
and dye molecule absorbed a total of approximately 0.5� 106 photons. For the
dye, following irradiation, the main absorption peak at 830 nm vanished, which
indicated that the dye had completely degraded. For InAs cores (radius 1.7 nm),
the absorption maximum shifted to the blue by 10 nm, the optical density was
slightly decreased, and the phospholuminescence intensity was decreased by a
factor of 2.1. For InAs–ZnSe core–shells (core radius 1.7 nm, shell thickness
approximately two monolayers), the absorption did not change upon irradiation,
and the phospholuminescence intensity was decreased by a factor of 1.7, though
to a value which was still eightfold stronger than for the fresh core. Finally, for
InAs–CdSe core–shells (core radius 1.7 nm, shell thickness �1.8 monolayers),
the absorption shifted to the blue by 5 nm, and the phospholuminescence
intensity was reduced by only 10%. The results of these experiments demon-
strated the improved photostability of the core–shells compared to a typical NIR
laser dye.

These core–shells also displayed a greatly increased stability against oxidation
compared to the cores alone. The stability of the bare (TOP-coated) InAs cores, and
of the two core–shell samples similar to those examined above, were studied. For
this, the absorption and emission spectra of fresh samples, and of samples
maintained for ten months in a solution saturated with oxygen under daylight
conditions, were compared (as summarized in Figure 3.35). Under these condi-
tions, the InAs cores exhibited a considerable blue shift of the absorption, accom-
panied by a washing out of the spectral features, and the emission was quenched by
a factor of 40 compared to the fresh cores (Figure 3.35a). Taken together, these
phenomena indicated that a substantial oxidation of the bare cores had occurred.
Yet, under similar conditions the core–shells showed very different behaviors: for
InAs–CdSe core–shells the absorption shifted slightly to the blue while the QY was
decreased from 16% to 13% (Figure 3.35b). By comparison, for the InAs–ZnSe
core–shells the absorption was hardly shifted and the emission QY was reduced
from 19% to 15% (Figure 3.35c).
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3.2.3
Synthesis and Characterization of Ib–VI Nanoclusters

Stefanie Dehnen, Andreas Eichhöfer, John F. Corrigan, Olaf Fuhr, and Dieter Fenske

3.2.3.1 Introduction
The synthesis of chalcogen-bridged molecular clusters of the coinage metal ele-
ments, copper, silver, and gold, represents an area of increasing activity in recent
chemical and materials science research. This can be attributed in large part to two
facts. First, binary coinage metal chalcogenides feature relatively high ionic [1] and
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even higher electric [2] conductivity in the solid state, leading to properties that are
positioned between those of semi-conducting and metallic phases. Second, an
enormous general interest exists in the size dependency of the chemical, physical,
and structural properties of substances when going from small molecules to bulk
materials [3]. Therefore, numerous research groups are concentrating on the
syntheses and properties of colloidal nanoparticles with narrow size distribu-
tions [4]. An alternative approach is the formation and isolation of crystalline
cluster compounds that are suitable for single-crystal X-ray diffraction (XRD)
studies. In both cases, the molecules must be kinetically protected from further
condensation reactions so as to form the thermodynamically favored binary phases.
Therefore, a ligand sphere coordinating to either surface metal centers or chalco-
gen atoms is necessary, and this in most cases consists uniquely of tertiary
phosphine molecules or phosphines in combination with other organic groups.
Herein, attention is focused on ligand-stabilized, chalcogen-bridged metal
nanoclusters.

Both, experimental [5–33] and quantum chemical [34–37] investigations have been
undertaken during the past decade in order to study the transition from the obviously
nonmetal Cu2E monomer (E¼S, Se, Te) to bulk Cu2E [38–40]. From the synthetic
point of view, the merit of the endeavors was the perception of a close relationship of
the chosen reaction conditions with the formation of the desired products, as well as
the use of the acquired knowledge for the synthesis of different cluster types.
Furthermore, the great number of isolated and structurally characterized cluster
compounds and comprehensive computational studies on this subject have allowed
the development and explanation of size-dependent structure principles observed in
the molecules. Lastly, various calculations and measurements have been carried
out in order to obtain an insight into the physical properties of the cluster materials
[10(b)–12].

3.2.3.2 Chalcogen-Bridged Copper Clusters

3.2.3.2.1 Synthesis Routes The compounds are – with some exceptions – highly
air- and moisture-sensitive; consequently, all reaction steps must be carried out with
the rigorous exclusion of air and moisture in a high-purity, inert atmosphere by
employing standard Schlenkline techniques. All solvents are dried and freshly
distilled prior to use. Most chalcogen-bridged copper compounds have been syn-
thesized according to the following general reaction pathway, and possess one of the
formulas shown in Scheme 3.2.

From Scheme 3.2, it is possible to recognize the importance of the CuX to
phosphine ratio, the counterion X of the copper salt, and especially the nature of
the phosphine used. In the first step, the latter complexes to the copper center to
result in a coordination complex, the reactivity of which can be subtly modified by
the choice of X and PR2R0. Furthermore, the driving force of the reactions is the
formation of thermodynamically stable SiMe3X, and is thus determined by the choice
of X via the bond strength of the Si�X bond [41]. Finally, the steric demand of the
PR2R0 molecules coating the cluster surface – as measured by Tolman�s cone angle
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H [42] – is, though not linearly, closely related to the final size and shape of the copper
chalcogenide core.

In addition to these variables, other reaction conditions, such as the chosen solvent
and the reaction temperature or temperature program, strongly influence the course
of the synthesis. It has been shown that, under similar reaction conditions, the use of
derivatives RE(SiMe3) (R¼ organic group) leads to the formation of completely
different structures compared to reactions employing Se(SiMe3)2. The reason for
this is the different reactivities of the compared substances, as well as a partly
incomplete Se�C bond cleavage. Thus, some RE� fragments are bonded at the
periphery of the cluster framework and also act as surface ligands in conjunctionwith
the phosphines.

The copper atoms in the vast majority of the clusters can be assigned a formal
charge of þ 1, while the chalcogen ligands are formally viewed as E2� or RE�

groups. Some of the selenium-bridged species, however – and nearly all copper
telluride clusters – form nonstoichiometric compounds that display mixed valence
metal centers in the formal oxidation states 0 and þ I or þ I and þ II. These
observations correlate with those made for the binary phases Cu2S, Cu2�xSe, and
Cu2�xTe [38–40].

Even though most ligand-covered copper chalcogenide clusters were prepared
using the above-describedmethods, other approaches for the generation of ligated or
naked [Cu2nEn] cluster compounds have been reported previously. In addition to
syntheses in solvent environments [5–31] that led to the formation of, for example,
[PhMe3As]4[Cu8{S2C2(CN)2}6] [5], (Me4N)2[Cu5(SPh)7] [6], (Ph4P)4[Cu12S8] [7], or
[Cu6{Se(2,4,6-iPr3C6H2)}6] [8], ligand-free particles have been generated and char-
acterized by means of laser ablation techniques, in combination with mass
spectroscopy.

3.2.3.2.2 Sulfur-Bridged Copper Clusters The reactions yielding the phosphine-
coated sulfur-bridged copper clusters that have been isolated and structurally

+ PR2R′ + E(SiMe3)2
roro

+ dppR + RESiMe3
CuX [CuX(PR2R′) x]y [Cu2nEn(PR2R′)m]

organic solvent or – SiMe3X or
[CuX(dppR)x]y – byproducts [Cu2nEn(dppR)m]

or
[Cu2nEn–a(ER)2a(PR2R′)m]
or
[Cu2nEn–a(ER)2a(dppR)m]

X = Cl, OAc (Ac = OCCH3)
R, R′ = organic group
dppR = bis-(diphenylphosphino)-alkane, -alkene, alkyne or -aryl
E = S, Se, Te

main byproducts are Cu2E, E=PR2R′, (Me3Si)2, (RE)2

Scheme 3.2 General synthesis route for the formation of phosphine-ligated, chalcogen-bridged
copper clusters.
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characterized to date are summarized in Scheme 3.3, in order of increasing
cluster size.

Sulfur-bridged clusters could not be obtained by reactions starting from copper
halides. The reason for this is the lower reactivity of a primary copper acetate–
phosphine complex when compared to analogous halide complexes due to chelating
acetate ligands that leave in a double-step substitution of sulfur ligands for oxy-
gen [43]. Reactants of higher reactivity lead directly to the formation and precipitation
of Cu2S, even at low temperatures. The kinetic restrictions at the beginning of the
synthesis combine with those at the end of the cluster growth. The phosphine
molecules must display a certain minimum steric demand, as it has not yet proved
possible to generate sulfur-bridged copper clusters stabilized with PMe3 ligands
using this strategy.

Half of the number of known copper sulfide clusters adhere to the general formula
[Cu12S6(PR2R0)8], which represents the smallest known copper chalcogenide [Cu2-
nEn] cluster core (1–5) [13, 15, 18]. The respective molecular structure corresponds to
one of two possible isomers that can both be derived from two highly symmetric
polyhedra of metal or chalcogen atoms. The highly symmetric conformation is the
reason for the strong preference for �Cu12� species, where an S6 octahedron is
penetrated by aCu12 cubo-octahedron. The latter is distorted, however, because of the
coordination of themetal centers to phosphine ligands, as there is only enough space
for eight instead of 12 phosphine molecules at the cluster surface within reasonable
Cu�P bond distances. Different distributions of the terminal ligands to the cubo-
octahedron atoms lead to the formation of isomers I or II, respectively. Both cluster
structures as well as a computed hypothetical �naked,� undistorted [Cu12S6] [35] core
are shown in Figure 3.36.

R = R′ = Et
[Cu12S6(PEt3)8] 1 [13]

R = Et, R′ = Ph
[Cu12S6(PEt2Ph)8] 2 [29]

R = Ph, R′ = Et
[Cu12S6(PEtPh2)8] 3 [13]

R = R′ = nPr
[Cu12S6(PnPr3)8] 4 [15]

R = Ph, R′ = nPr
[Cu12S6(PPh2nPr)8] 5 [29]

CuOAc + PR2R′

Et2O (6: THF)
–80 °C

+ S(SiMe3)2

R = R′ = Ph
[Cu20S10(PPh3)8] 6 [13]

R = tBu, R′ = nBu
[Cu20S10(PnButBu2)8] 7 [15]

warming up to
–25 °C (1, 5–10)
or to r.t.
(2, 3)

– SiMe3OAc
R = iPr, R′ = Me

[Cu24S12(PMeiPr2)12] 8 [17]

R = tBu, R′ = Me
[Cu28S14(PtBu2Me)12] 9 [17]

R = tBu, R′ = Me
[Cu50S25(PtBu2Me)16] 10 [17]

Scheme 3.3 Survey of the synthesis of sulfur-bridged copper clusters protected by terminal
phosphine ligands.
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In the �Cu12� clusters, two coordination modes for copper atoms can be observed.
The copper atoms that do not bind to phosphine ligands are nearly linearly coordi-
nated by sulfur neighbors, andpositioned either in the equatorial Cu4 ring of the cubo-
octahedron (I) or two each in the top and bottom of the Cu4 planes (II). Copper atoms
that are attached toPR2R0 groups are surrounded in a nearly trigonal planarmanner by
two sulfur neighbors and one phosphorus atom. The phosphine molecules formally
�pull� the respective metal atoms out of the based Cu12 polyhedron, whereas the
�naked� copper atoms are slightly pushed towards the cluster center. All sulfur ligands
act as m4 bridges between copper atoms. In molecules of type I, the eight phosphorus
atoms are arranged around the cluster surface in a cubic manner, whereas a P8 delta-
dodecahedron is found in the other isomer. Both arrangements are counted among
the most stable polyhedra of eight points on a spherical surface.

Quantum chemical investigations with the program system TURBOMOLE [44,
45], employing MP2 [46] and density functional theory (DFT) [47, 48] methods, were
carried out assigning the highest possible symmetry in order to explain the obvious
experimentally observed preference for type I clusters in comparison to those of type
II [36]. For model ligands PH3 (MP2 and DFT, highest possible symmetry: D4h for
type I or S4 for type II), both structures that represent local minima on the energy
hyperfacewere isoenergetic within the limits of themethods used.On calculating the
clusters [Cu12S6(PR3)8] with R¼Et or R¼Pr according to both structural isomers
(DFT, highest possible symmetry: C4h or S4), that is, one real (1, 4) and one
hypothetical species each, there is no direct correlation of a certain type of substituent
at the phosphorus atoms with purely thermodynamic stabilization. Thus, further
kinetic effects such as the solubility and mobility of the hydrocarbyl groups at the
experimental temperatures (g
K)were found to play key roles in the discrimination
of isomers. The same cone angle values of PEt3 and PnPr3 also serve to underline this
conclusion.

Figure 3.36 Molecular structures of [Cu12S6(PEt2Ph)8] (2) and [Cu12S6(PnPr3)8] (4) (without
organic groups) and of a calculated �naked� [Cu12S6] core. Cu: shaded spheres; S: black spheres; P:
white spheres.

3.2 Semiconductor Nanoparticles j131



A second pair of isomers is formed in the presence of sterically more demanding
phosphines, PPh3 or PnButBu2, that contain 20 copper atoms in the cluster
framework [13, 15]. The positions of eight Cu�P groups again determine the shape
of the entire cluster, the undistorted base of which can be viewed as a formal
condensation product of the two [Cu12S6] units given in Figure 3.36.

A continuation of cluster growth also takes place with PMeiPr2. Being too bulky for
an arrangement of eight molecules around a [Cu12S6] core and not generating a
suitable ligand sphere with six terminal ligands, the phosphine groups force a formal
dimerization of �Cu12� clusters to the [Cu24S12] core in 8 [17]. Figure 3.37 shows the
formal dimerization of two [Cu12S6(PR2R0)8] clusters of type II, which results in the
molecular structure of 8 after the loss of two phosphine groups.

In contrast to the formal condensation, 2� �Cu12� ! �Cu20�� 4 Cu, that leads to
the sharing of a Cu4 rectangular face in 6, a conjunction can be observed via two Cu3

“– 2 PMe
i
Pr2”

2 “[Cu12S6(PMe
i
Pr2)8]”

8

Figure 3.37 Formal dimerization–
condensation reaction of two hypothetical
clusters �[Cu12S6(MeiPr2)8],� resulting in the
molecular structure of [Cu24S12(PMeiPr2)12] (8)
(without organic groups). Cu: shaded spheres;

S: black spheres; P: white spheres. Phosphine
ligands that are formally lost during the
dimerization–condensation are marked by a
cross.
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triangular faces of the two based cubo-octahedra. Thus, a Cu6 octahedron is formed
around the inversion center of the cluster. These six copper atoms show a novel
coordination pattern: they are surrounded in a trigonal planar manner exclusively by
sulfur neighbors. The four sulfur atoms in the cluster center are found to act as m5
bridges, whereas all sulfur ligands in the previously described clusters and all other
additional sulfur ligands in 8 are m4 bridging. Naturally, the m5 bridges exhibit longer
average Cu�S bond distances when compared to m4 bridging sulfur ligands by
binding to four copper neighbors within normal distances (2.159(3)–2.378(3) Å) and
possessing one significantly longer Cu�S bond each to copper atoms of the opposite
asymmetric unit (2.485(3), 2.509(3) Å).

In the molecular structure of 8, the start of the transition is observed, from the so-
called �small� copper sulfide clusters to the �middle-sized� species. Both cluster sizes
possess spherical Cu�S�P frameworks with copper centers near the Sn polyhedral
edges, but the �middle-sized� examples show some new structural features: coor-
dination numbers other than four for sulfur atoms, and copper centers that bind to
more than two sulfur neighbors.

The sameobservations aremade for clusters 9 and 10, and to a greater extent for the
latter [17]. Unlike the clusters described above, clusters 9 and 10 are topologically
independent from smaller complexes. They are, however, themselves structurally
related and are indeed produced side-by-side from the same reaction. Themolecular
structures of 9 and 10 are given in Figure 3.38, emphasizing their structural
relationship. In Figure 3.39, the based S14 or S25 polyhedra are contrasted.

9

10

Figure 3.38 Molecular structures of [Cu28S14(PtBu2Me)12] (9) and [Cu50S25(PtBu2Me)16] (10)
(without organic groups). Cu: shaded spheres; S: black spheres; P: white spheres. The atoms of
topologically equal zones are highlighted in bold.
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Besides various bridging modes of the sulfur atoms (m3–m5 in 9, m4–m6 in 10) and
the higher numbers of three sulfur ligands around several copper atoms in 10, both
clusters show another new structural feature characterizing �middle-sized� Cu�S
clusters. Only for these two largest examples of copper sulfide clusters does one
observe sulfur atoms inside an outer Cu�S shell, generating inner Cu�S units. In 9,
one sulfur ligand centers a distorted S13 deltahedron with four copper atoms bonded
to the central sulfur atom to yield an inner [SCu4] unit. The remaining Cu centers are
positioned either slightly below the edges of the S13 polyhedron if they shownoCu�P
bonds, or slightly above if bonded to phosphine ligands. Near C3 symmetry of the
Cu�S core is distorted by an �irregular� position of a single copper atom that also
promotes them3 orm5 bridgingmodes of two sulfur ligands. The spherical cluster core
is enclosed by a distorted icosahedron of the 12 phosphorus atoms. The sulfur
substructure of 10 represents a cylinder-shaped polyhedron of near D5d symmetry
with a length of 17.14Å. Underlining the supposition that 10 is formed from 9
through rough dimerization–condensation, three inner sulfur atoms are present.
Two of them – formally arising from the central sulfur atom in 9 – are also m4
bridging, resulting in an [SCu4] fragment. One of the corresponding copper centers
in each of these units, however, belongs to the cluster surface rather than remaining
an inner metal atom because of structural differences between 9 and 10 when
approaching the center in10.Here canbe observed themost unusual feature of any of
the copper sulfide clusters reported: the central sulfur ligand binds to six copper

(a)

(b)

Figure 3.39 S14 (a) and S25 (b) polyhedra in 9 and 10, respectively. The drawn S�S contacts do not
represent binding interactions, but serve only to explain the geometries of the polyhedra.
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atoms in a slightly corrugated chair-type manner. This arrangement, which is
unknown for all other copper sulfide compounds, displays large Cu�S distances
in the range 2.633(4)–2.673(5) Å, which are about 0.3–0.5 Å longer than
usual Cu�S bonds. Considering the next ten copper atoms at distances of within
2.896(5)–3.814(5) Å around the sulfur center, a spherical [SCu16] arrangement
results in the cluster hub. The structural observations give evidence for an
interstitial S2� anion rather than a more covalently bonded sulfur ligand.

By a comprehensive ab initio study of clusters [Cu2nSn(PH3)m](n¼ 1–4, 6, 10;
m¼ 0, 2, 4, 6, 8) with an MP2 level (program system TURBOMOLE), stabilization
energies for the sequential attachment of one Cu2S unit to a given �naked� cluster
(m¼ 0, Figure 3.40), as well as the course of the phosphine-binding energies for
clusters containing up to 12 copper atoms (m> 0, Figure 3.41) were developed [35].
For �naked� clusters, the stabilization energies increase continuously with the cluster
size, which proves the investigated molecules to be thermodynamically unstable
species in vacuo, and thus must be stabilized by ligands. Moreover, the increment of
the stabilization energy per monomer unit decreases with increasing cluster size as
expected, since it should theoretically convergewith infinite cluster size – that is, solid
Cu2S.

As a third result, it can be gathered from the calculations that the Cu�P binding
energy perCu�Pbonddecreases rapidly froma value of about 140 kJmol�1 for [Cu2S
(PH3)2] – with a short relaxation when the Cu:P ratio is decreased (1 for n¼ 1–3,>1
for n¼ 4, 6) – to a value of about 56 kJmol�1 for the �Cu12� species. Even if a higher
Cu�P binding energy is assigned to the �real� tertiary phosphines with organic side
chains, it is evident that the phosphine ligands are bonded very weakly to the copper
sulfide core. Therefore, an additional stabilization by solvents or a crystal lattice is
required.

En   [kJ·mol–1]

n

100

500

1 5 10

200

400

300

Figure 3.40 Course of the stabilization energies per monomer unit En in �naked� clusters [Cu2nSn]
(n¼ 1–4, 6, 10). The given values consider the total energies of the most stable structural isomers
computed on MP2 level.
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3.2.3.2.3 Selenium-Bridged Copper Clusters The reactions yielding all PR2R0-
coated selenium-bridged copper clusters that have been isolated and structurally
characterized to date, in order of increasing cluster size, are summarized in
Scheme 3.4.

In contrast to the sulfur-bridged compounds, the synthesis of selenium-bridged
clusters can start from either copper acetate or copper chloride. This can be ascribed
to the lower reactivity of Se(SiMe3)2 when compared to the sulfur analog [49, 50].
Thus, the formation of Cu2Se does not occur as rapidly as the formation of Cu2S, and
the cluster growth and ligand protection can often be observed even at room
temperatures. However, by reacting copper acetate and by choosing low tempera-
tures, it is possible to obtain smaller clusters that can be characterized as being
intermediates during the course of the formation of largermolecules. In addition to a
great number of �stoichiometric� compounds that formally contain Cuþ and Se2þ ,
some clusters were characterized that exhibited a Cu: Se ratio of less than two,
indicating mixed valence metal centers. All selenium ligands feature the formal
charge 2, as no Se�Se binding interactions can be found, such that CuI and CuII can
be assigned within the same cluster core in 14, 17, 27, and 33. The phosphine ligands
again play a key role in the determination of the observed cluster size and shape;
however, the number of known compositions is approximately fourfold that of the
copper sulfide system, and the cluster growth proceeds to a much higher extent.
Again, the lower tendency to precipitate the binary phase can be held responsible for
this observation.

Another route into selenium-bridged copper polynuclear complexes or clusters is
their synthesis using RSeSiMe3 (R¼ organic group) in the presence of either tertiary
phosphines or chelating ligands such as 1,2-bipyridyl, diphenylphosphino acid or
bidentate phosphines dppR (R¼ organic spacer). The compounds thus prepared are
listed in Scheme 3.5, and ordered according to their core size.

Eb   [kJ·mol–1]

100

500

200

400

300

n
1 2 5  6 3

0

4

Figure 3.41 Course of the Cu�P binding
energies per Cu�P bond Eb in phosphine-
ligated clusters [Cu2nSn(PH3)m](n¼ 1–4, 6;
m¼ 2, 4, 6, 8). The given values consider the

total energies of the most stable structural
isomers computed onMP2 level with respect to
the total energy of PH3 calculated by the same
method.
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R = Ph, R′ = Et
[Cu12Se6(PEtPh2)8] 11 [13]

R = R′ = nPr
[Cu12Se6(PnPr3)8] 12 [29]

R = R′ = nPr
[Cu12Se6(PCy3)6] 13 [18]

R = R′ = Et
[Cu20Se13(PEt3)12] 14 [10b]

R = Et, R′ = Ph
[Cu26Se13(PEt2Ph)14] 15 [18]

R = R′ = Cy
[Cu26Se13(PCy3)10] 16 [18]

R = R′ = iPr
[Cu29Se15(PiPr)12] 17 [10a]

R = R′ = iPr

R = tBu, R′ = Me
[Cu30Se15(PR2R′)12]

18 [10a]

19 [17]
R = tBu, R′ = Me

[Cu31Se15(SeSiMe3)(PtBu2Me)12] 20 [17]

CuX + PR2R′

Et2O or THF

+ Se(SiMe3)2

(X = Cl, OAc)
R = R′ = Ph

[Cu32Se16(PPh3)12] 21 [21]

R = R′ = tBu
[Cu36Se18(PtBu3)12] 22 [10a]

– SiMe3X

R = Et, R′ = Ph
[Cu44Se22(PEt2Ph)18] 23 [14]

R = tBu, R′ = nBu
[Cu44Se22(PnButBu2)12] 24 [14]

R = Me, R′ = Ph
[Cu48Se24(PMe2Ph)20] 25 [17]

R = R′ = Ph
[Cu52Se26(PPh3)16] 26 [21]

R = R′ = Ph
[Cu59Se30(PCy3)15] 27 [18]

R = iPr, R′ = Me

R = tBu, R′ = Me
[Cu70Se35(PR2R′)21]

28 [29]

29 [17]
R = R′ = Et

[Cu70Se35(PEt3)22] 30 [10b]

R = Et, R′ = Ph
[Cu70Se35(PEt2Ph)n](n = 23, 24) 31 [26]

R = R′ = Ph
[Cu72Se36(PPh3)20] 32 [21]

R = R′ = Cy
[Cu74Se38(PCy3)18]

33 [31]
R = R′= Et

R = Et, R′ = Ph
[Cu140Se70(PR2R′)34]

34 [23]

35 [31]
R = R′ = Et

R = R′= Ph

[Cu140Se70(PEt3)36]

[Cu146Se73(PPh3)30]

36 [23]

37 [12]

Scheme 3.4 Survey of the synthesis of selenium-bridged copper clusters protected by terminal
phosphine ligands.
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Again, clusters containing exclusively CuI, as well as compounds with mixed-
valence metal centers, can be found. In contrast to the compounds presented in
Schemes 3.3 and 3.4, one example of a selenido–selenolato-bridged cluster exists
apparently containing CuI and Cu0. Apart from this peculiarity, the cluster size and
conformation of the Se2–SeR-bridged compounds is nownot only influenced by the
nature and steric demand of the phosphine used, but it is also dependent on the
spatial properties of the organic substituent at the selenium reactant. This deter-

[Cu2(SePh)2(PPh3)3] 38 [30]

R = bd
[Cu2(SePh)2(dppbd)3] 39 [20]

R = m
[Cu3(SeMes)3(dppm)] 40 [22]

[Cu6(SePh)6(bipy)2] 41 [30]

[Cu9(SePh)6(O2PPh2)3] 42 [30]

R = be
[Cu16Se4(SePh)8(dppbe)4] 43 [20]

[Cu(dppp)2][Cu25Se4(SePh)18(dppp)2] 44 [22]
R = p

[Cu32Se7(SenBu)18(PiPr3)6] 45 [23]

R = a
[Cu36Se5(SePh)26(dppa)4] 46 [22]

R = e
R = b

[Cu36Se13(SePh)12(dppR)6]
47 [30]
48 [30]

R = p
R = b

[Cu38Se13(SePh)12(dppR)6]
49 [30]
50 [22]

CuX + dppR
        or PPh3 (38)
        or PiPr3 (45, 51, 53)
        or bipy (41)
        or Ph2PO2H (42)

THF or toluene

+ PhSeSiMe3
   or MesSeSiMe3 (40)
   or nBuSeSiMe3 (45)
   or tBuSeSiMe3 (51)

+ additional
   Se(SiMe3)2 (53)

– SiMe3X

[Cu50Se20(SetBu)10(PiPr3)10] 51 [23]

R = a
[Cu58Se16(SePh)24(dppa)6] 52 [22]

[Cu73Se35(SePh)3(PiPr3)21] 53 [23]

Mes = 2,4,6 - (CH3)3C6H2

X = Cl, OAc

dppR = µ-Ph2P-R-PPh2

= bis-(diphenylphosphino)-alkane

-alkyne
-aryl

organic spacers R:

m= methane a = acetylene
e = ethane bd = 1,3-butadiene
p = propane be = benzene
b = butane

-alkene

Scheme 3.5 Survey of the synthesis of selenido–selenolato-bridged copper clusters protected by
monodentate or chelating bidentate ligands.
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mines both the Se2�:SeR� ratio and the ensuing arrangement of Se2� ligands
positioned inside the cluster core and SeR� ligands at the periphery of the
molecules.

The delicate, nonlinear structural influence of the phosphine ligands allows for
the formation of different clusters of often significantly varying size and shape in
the presence of the same phosphine. The isolation of various cluster compounds is
then enabled only by the judicious choice of reaction conditions. In contrast, the use
of different PR2R0 ligands can lead to clusters of the same [Cu2nSen] cores that
possibly display differing numbers of terminal ligands and/or structural isomer-
ism. These observations have already been illustrated and explained for the sulfur-
bridged copper clusters, but they are more pronounced for the Cu�Se species, and
a much higher structural variety is found. As for the copper sulfide compounds, it is
possible to discriminate between �small� (11–13) and �middle-sized� (14–27)
clusters with respect to their shape and the coordination properties of the atoms
concerned. However a novel group of �large� clusters (28–37) exists for the Cu–Se
system. Whereas, the transition from the first to the second type of molecular size
occurs almost seamlessly, a clear break occurs when the number of copper atoms
exceeds 59.

The only composition and structure that is identical for both the copper sulfide and
selenide clusters is that for [Cu12E6(PR2R0)8] (E¼S, Se; PR2R0 ¼PEtPh2, PnPr3;
respective cone angles: 141, 132). Compounds 11 [13] and 12 [29] are topologically
identical to their sulfur analogs. Theuse of amuch larger phosphine ligandPCy3 does
not lead to a condensation or dimerization of cluster cores as observed for 6–8 with
PR2R0 groups of medium or large size around. Unlike the copper sulfide system, in
the presence of PPh3, PnButBu2,or PMeiPr2, a reduction in the number of terminal
ligands to six is acceptable in the case of 13 [18], and the resulting ligand shell is
suitable for the cluster core. The clearly larger cone angle of PCy3 when compared to
PPh3, PnButBu2, or PMeiPr2 (170� versus 145, 146, and 165) allows a distorted P6
octahedron to sufficiently protect the copper selenide framework, although a third
variation of a distortion of the [Cu12E6] core is observed.

With the clusters discussed, strong preference is perceived for highly symmetric
substructures of all components involved in the heavy-atom framework. Capped or
uncapped, sometimes condensed octahedral, prismatic, cubic, dodecahedral, cubo-
octahedral, or icosahedral arrangements of either metal, chalcogen or phosphorus
atoms penetrate or enclose each other in all structures. Among the discussed
compounds, the �Cu12� molecules possess the most symmetric substructures,
although selenium ligands evidently prefer higher bridging modes. Therefore, the
formation of �small� clusters with a strong m4 bridging restriction is disadvantaged
and thus rarer than the formation of larger clusters. For the Cu�Se clusters, three
additional �middle-sized� compounds are interesting with respect to their symmetry
properties, as well as being an additional illustration of the phosphines� structural
influence. The cluster frameworks of 14 [10b], and the Cu�Se isomers 15 [18]
and 16 [18] can, again, be described as an alternating packing of copper, selenium,
and phosphorus polyhedra, respectively. Regular polyhedra are, however, only
observed in the structures of 14 and 15, whereas the [Cu26Se13] isomeric core of 16,
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being surrounded by only ten PCy3 (versus 14 PEt2Ph groups), does not follow a
known polyhedral pattern. The molecular structures of 14–16 are shown in
Figure 3.42.

Clusters 14 and 15 are topologically related, as both contain a centered icosahedron
of selenium atoms, although the penetrating polyhedra of copper atoms are arranged
in different manners according to the different number of copper atoms and
Cu–PR2R0 fragments (14: R¼R0 ¼Et, 15: R¼Et, R0 ¼Ph) in both clusters
(Figure 3.43).

In 14, a Cu8 cube surrounds the inner selenium atom below the Se3 faces of the
Se12 icosahedron. An outer Cu12 icosahedron follows, which is positioned above and
perpendicular to the Se12 shell. The eight copper centers inside the cluster thus form
tetrahedral [CuSe4] groups, while the 12 outer copper centers display a [Se3CuP]
environment by binding to the equally oriented P12 icosahedron of the PEt3 ligands.
In 15, the inner selenium atom has 12 copper next-nearest neighbors that form an
icosahedron, each edge being positioned below an Se�Se edge of the enclosing Se12
polyhedron and perpendicular to it, resulting in an coordinative occupation of one
copper atomper Se3 face. Slightly above the Se12 icosahedral surface, an arrangement
of 14Cu–PEt2Phunits can be described as a sixfold capped cube. The 12 inner copper
atoms and the eightmetal centers of the capped cube that are all placed near Se3 faces
are approximately tetrahedrally coordinated by either four selenium ligands or three
selenium atoms and one phosphorus ligand – characteristic of clusters being larger
than �small� ones. The six remaining Cu�PCy3 fragments are situated above six
Se�Se edges, and therefore represent three-coordinated [Se2CuP] units, common for
both �small� and �middle-sized� clusters. When comparing the Cu: Se ratio for 14
and 15, it is easy to see the fundamental difference that may be responsible for the

Figure 3.42 Molecular structures of [Cu20Se13(PEt3)12] (14), [Cu26Se13(PEt2Ph)14] (15), and
[Cu26Se13(PCy3)10] (16) (without organic groups). Cu: shaded spheres; Se: black spheres; P: white
spheres.
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structural differences. Cluster 14 represents a mixed-valence compound featuring
formally six CuII and 14 CuI centers to balance the 26� charge of the Se13
substructure. The intermetallic distances in 14 however (Cu(1)aCu(1): 2.821(4),
Cu(1)aCu(2): 2.678(4) Å) do not suggest any significant interatomic interactions,
despite the partial deficiency of electrons. The only structural hint of different valence
situations in 14 or 15 is that, apart from equal average Cu�P bond lengths (2.247Å
in 14 and 15) and similar average intermetallic distances Cu�Cu (2.707Å in 14,
2.682Å in 15), significantly shorter averageCu�Sebonds aremeasured in themixed-
valence compound 14 (2.365Å) versus 15 (2.457Å).

Themolecular structure of 16 differs from those of 14 and 15, since a very irregular
Se13 deltahedron forms the selenium substructure. Twelve of the copper centers and
ten Cu–PCy3 fragments are bonded to the Se13 polyhedron in such a way that they are
again three- or four-coordinate. Unlike the situation in 14 or 15, it is also possible to
observe four copper atoms that show a near-linear coordination to two selenium

Figure 3.43 Comparison of the penetrative polyhedra in 14 (a) and 15 (b) that form the heavy atom
cluster cores. Cu: gray spheres; S: black spheres; P: white spheres. The drawn lines only represent
polyhedral edges and do not specify binding interactions.
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neighbors. This pattern is typical of �small� Cu�E clusters, and again underlines the
partial propagation of these properties in the �middle-sized� compounds.

Similar to the �Cu12�a�Cu20�, �Cu12�a�Cu24� and �Cu28�a�Cu50� relationships
discussed for copper sulfide clusters, the molecular structures of 14 and 15 have
proved to be closely related, even though the numbers and ratios of heavy atoms are
very different. In contrast, a similar number of copper and selenium atoms can (but
need not necessarily) lead to a topological relationship. Compounds 17–21 [10a, 17,
21] contain 29, 30, 31 and 32 copper atoms, respectively, in addition to 15 or 16
selenium ligands. Nevertheless, three completely different molecular frameworks
are observed. Thefirst structural type is adopted by 17 [10a], 18 [10a], and 19 [17]; as an
example, the molecular structure of 17 is shown in Figure 3.44.

Although the number of copper atoms is reduced by one in 17 in comparison to 18
or 19, indicating a mixed valence situation, all clusters show identical Cu�Se�P
cores. The additional copper atom present in 18 and 19 is positioned in the cluster
center. A reaction employing the same reactants and temperatures as for the
synthesis of 19, but using a 40% higher PtBu2Me: CuOAc ratio, yields com-
pound 20 [17]. Analogous atomic arrangements or corresponding polyhedra are
not found in 19 and 20, even though the cluster core of 20 (Figure 3.45) can equally be
described as consisting of five parallel planes of copper and selenium atoms that are
surrounded by 12 phosphine ligands.

The SeSiMe3 group in 20, the occurrence of which is unique for copper
chalcogenide clusters, not only influences the molecular structure of 20 but also
clarifies the obvious reason for the structural differences for this series. Cluster 20
can be viewed as a �frozen� intermediate on the way to the formation of a larger
cluster such as the �Cu70� cluster 29 [17] (see below), as a leaving group is still
present. The latter acts uniquely as a protecting unit with the phosphine ligands,
and therefore further cluster growth is slowed to such an extent that the compound

Figure 3.44 Molecular structure of [Cu29Se15(PiPr)12] (17) (without organic groups). Cu: shaded
spheres; Se: black spheres; P: white spheres.
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crystallizes preferentially. Its formation is thus naturally independent of the cluster
growth yielding 19. A third structural type for similar cluster sizes is found
in 21 [21], in which the selenium atoms form a flattened polyhedron consisting
of nonbonded Se3 triangles. The copper atoms show quasi-linear, distorted trigonal
planar or tetrahedral coordination geometries. These coordination patterns and m5
and m6 bridging modes of the selenium ligands are common for �middle-sized�
Cu�E clusters. Complexes 17 and 21 represent exceptions for their cluster size in
another way, as they do not contain copper or selenium atoms inside a spherically
tolerable Cu�Se shell. All other �middle-sized� clusters with 20 copper atoms and
upwards (beginning with 14) have either central copper atoms (18, 19) or central
selenium ligands (14–16, 20). The larger molecules 22–27 [10a, 14, 17, 18, 21a] also
enclose selenium atoms within a Sen polyhedron (n¼ 18, 22, 24, 26, or 30). The
number of inner selenium ligands consequently increases with increasing cluster
size from one central atom (22) [10a] to two inner ones (23–25) [14, 17] to three
selenium centers inside the cluster core (26, 27) [18, 21]. The respective underlying
selenium substructures are summarized and contrasted in Figure 3.46.

Although these six compounds are all classified as being spherical �middle-sized�
clusters, and all have central units within a Cu�Se surface, it is possible
to distinguish two different shapes. Clusters 22 and 26 (Figure 3.47) adopt a
triangular topology, whereas 23–25 and 27 form ellipsoid-type cluster surfaces
(Figures 3.48 and 3.49).

Themolecular structures of both 22 and 26 display idealized C3 symmetry that is
not realized in the crystal (22: C1 symmetry, 26: C2 symmetry). Along the idealized
threefold axis, a selenium ligand is found at the top and at the bottom of the

Figure 3.45 Molecular structure of [Cu31Se15(SeSiMe3)(PtBu2Me)12] (20) (without PtBu2Me
groups). Cu: shaded spheres, Se: black spheres; P: white spheres; Si: criss-cross pattern; C: small
black spheres.
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flattened trigonal prism, as roughly formed by the cluster atoms. In 22, a third
selenium ligand is positioned between the latter two in the cluster center, whereas
in 26, three inner selenium atoms are grouped around the center of the Cu�Se core
and two copper atoms are arranged along the pseudoC3 axis between the two above-
mentioned selenium ligands. Beginning with the central unit, the cluster is formed
by the usual alternating bonds from copper to selenium atoms. For 22, [Se2Cu],
[Se3Cu], or [Se2CuP] coordination environments around copper centers and m3–m6
bridging selenium ligands result, with Cu�Se distances of between 2.347(4) and
2.875(5) Å. The larger cluster core of 26 features consequently higher coordination

Figure 3.46 Selenium substructures in 22–27 (from top left to bottom right). The drawn Se–Se
contacts donot represent bonding interactions, but rather illustrate the geometries of the polyhedra.

Figure 3.47 Molecular structures of [Cu36Se18(PtBu3)12] (22) and [Cu52Se26(PPh3)16] (26) (without
organic groups). Cu: shaded spheres; Se: black spheres; P: white spheres.
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numbers that show near-tetrahedral [Se3CuP] arrangements, in addition to two-
and three-coordinated copper atoms as in 22, and the selenium atoms act as m4–m8
bridgeswithin awideCu�Se range of distances ranging from2.19 to 2.91 Å. Twelve
PtBu3 ligands enclose the copper selenide core of 22, while 16 PPh3 ligands are
bonded to the Cu�Se core of 26.

The structural isomers 23 and 24 are obtained via completely different reaction
conditions, including the use of phosphine ligands, different molar ratios of CuOAc:
PR2R0, and the exposure of the reaction mixtures to different final reaction
temperatures.

The spatial demands of the phosphine ligands allowed ligand shells of either 18
PEt2Ph or 12 PnButBu2 groups to sufficiently stabilize a [Cu44Se22] core. In 23, the
phosphorus atoms form a regular deltahedron of alternating, eclipsed rings P3,P6,P6,
and P3 along the long axis of the cluster. The 12 phosphorus atoms at the periphery of
the cluster core in 24 define a highly distorted icosahedrons (Figure 3.48). As a result
of the different number, and thus arrangement, of PR2R0 ligands that expectedly
affect the core geometry by �pulling� the attached copper atoms somewhat out of the
Cu�Se core, some differences are observed on examining the copper selenide
frameworks in detail. This is clearly seen when the respective Se22 substructures
are compared with each other (Figure 3.46). Apart from different distortions of the
described peripheral Se20 polyhedron (total lengths or widths of the Se22 substruc-
tures according to the orientations inFigure 3.49: 11.43� 8.64Å in23, 8.34� 10.60Å
in 24), the relative positions of the inner Se2 �dumbbells� are perpendicular to each
other. Thus, a fragment of 12 copper and two seleniumatoms can be assigned in both
cluster cores that are positioned completely differently, which is initiated by the
significantly different situations on the cluster surface mentioned above. The
isomerism observed with the �Cu44� clusters again shows that certain [Cu2nEn]

Figure 3.48 Molecular structures of [Cu44Se22(PEt2Ph)18] (23) and [Cu44Se22(PnButBu2)12] (24)
(without organic groups). Cu: shaded spheres; Se: black spheres; P: white spheres.
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compositions represent �isles of stability� –within given limits of structural isomers
– that are experimentally obtained whenever a suitable ligand shell can be realized by
means of the selected phosphine molecules.

Two further ellipsoid-like arrangements are found for clusters 25 and 27
(Figure 3.49). Apparently, it is not possible to create a phosphine shell for
surrounding a [Cu44Se22] cluster by a suitable number and arrangement of PMe2Ph
groups (cone angle: 127). Instead, the smallest compound to be stable and insoluble
enough for isolation is the slightly larger cluster 25, which is however structurally
related to the somewhat smaller species 23. The ellipsoid-like Se24 substructure
of 25 (Figure 3.46) can be derived from the Se22 arrangement in 23 via substitution
of two selenium ligands capping the outer Se6 rings for the single Se center in the
smaller polyhedron. Again, all coordination features typical of �middle-sized�
Cu�Se clusters are found, with four copper atoms that show a near-tetrahedral
environment of four selenium ligands. Unlike all smaller clusters that contain
selenium atoms inside the cluster core, 25 displays two tetrahedral [SeCu4] units –
linked by a trans-edge junction via a compressed Cu4 tetrahedron –with a uniquely
small bridging number of four at the two inner selenium ligands (cf. bridging
modes of the inner selenium ligands in 14–16, 20, 22–24: m5–m8, m12). Together
with 14 and 17, 27 is the third copper selenide cluster that displays a number of
metal centers that is too small for an overall þ I oxidation state at the copper atoms.
A single Cu2þ center cannot however be assigned, and the �lack� of one electron is
likely to be delocalized over the cluster framework. As in 23–25, the molecule is
oblong in shape and represents the largest spherical copper selenide cluster known.
It concludes the series of �middle-sized� Cu�Se clusters. The selenium atoms
form a highly irregular Se27 polyhedron around three inner chalcogen centers

Figure 3.49 Molecular structures of [Cu48Se24(PMe2Ph)20] (25) and [Cu59Se30(PCy3)15] (27)
(without organic groups). Cu: shaded spheres; Se: black spheres; P: white spheres.
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(Figure 3.46) that can alternatively be viewed as a rough arrangement of
selenium ligands in three layers. The molecular structure of 27 includes all
possible coordination environments around copper atoms, [Se2Cu], [Se3Cu],
[Se4Cu], [Se2CuP], and [Se3CuP]. Selenium ligands are observed to act as m4, m5,
m6, or m7 bridges.

Summarizing the structural properties of the �small� Cu–Se clusters 11–13 and
the �middle-sized� clusters 14–27, it is possible to perceive the spherical shape and
the absence of any topological relationship with that of the bulk material Cu2Se as a
central feature. Only the tendency toward higher coordination numbers three and
four at the copper centers with increasing cluster size approaches the situation in the
binary phase. The principal difference between �small� and �middle-sized� clusters
is the occurrence of inner atoms that appears firstly with a copper selenide core of 33
atoms (14). Typical of the coordination patterns in the �middle-sized� molecules is a
mixture of higher and lower coordination numbers or bridging modes, the lower
being observed in �small� clusters without variation.

Although only 11 additional copper atoms are observed in compounds 28–31 [17,
10b, 29, 26], these represent the smallest examples of a new type of copper selenide
clusters. The so-called �large� Cu�Se clusters are characterized by significantly
different cluster shapes, structural principles and relationships to the bulkmaterial
when compared to the smaller species. Clusters 28–37 display A–B–A-type packed
layers of selenium atoms that form large triangular frameworks. A weak image of
the molecular structures of 22 or 26 arises; however, a closer examination clearly
enables the latter series to be distinguished from the layer-type structures. Clus-
ters 28–37 are all based on three such selenium layers, of which the middle one
possesses the most chalcogen atoms. Figure 3.50 shows the selenium networks of
the �large� clusters 28 [29] (as an example of the Cu70Se35 cores), 32 [21] (Cu72Se36
core), 33 [31] (Cu74Se38 core), 34 [23] (as an example of the Cu140Se70 cores),
and 37 [12] (Cu146Se73 core). It is worth mentioning that this structural pattern
seems to be exceptionally advantaged for large copper selenide clusters, as it is
observed equally for a size range from �Cu70� to �Cu146,� that is, even with a
doubling of the molecular mass.

Clusters 28–31 contain Se10, Se15 and Se10 layers that represent perfect triangles.
The next largest selenium substructure should be formed by an arrangement of Se15,
Se21, and Se15 triangular layers, each displaying one more row of selenium atoms. A
corresponding �[Cu102Se51]� cluster core is as yet unknown; rather, the formation of
smaller clusters in between this range that show selenium layers with themiddle one
deviating from a perfect triangular shape, is observed. In 32, one corner of themiddle
layer is modified with respect to the corresponding corner in the �Cu70� clusters in
such a way that two selenium atoms replace one. All three corners are similarly
changed, to result in the Se10Se18Se10 selenium framework of 33, and this compound
is another cluster featuring fewer copper centers than Cu2n with respect to Sen. The
third �idealized� cluster composition is actually realized with 34, 35 and 36. The
underlying selenium layers contain 21, 28, and 21 atoms. By replacing all corner
selenium centers of the middle triangle by two chalcogen atoms, the Se73 substruc-
ture that is observed in 37 is obtained. For this third possible size, a successive
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substitution of triangle corners in themiddle layer could not as yet be experimentally
proven, whereas for the first, smaller size (35 selenium atoms), a modification of one
or three corners was observed.

The reason for themissing �Cu102� clustermight be related to the primary steps of
the cluster growth mechanism. Selenium networks consisting of three triangle
hexagonal layers based on 0.5[n(n þ 1)] selenium atoms (n¼number of straight
rows in the triangle network) in A–B–A order offer three possible situations for the
center of the triangle: this results in either finds a hole (representing the unoccupied
C position), one selenium atom in the middle layer (located on a B position), or two
selenium atoms belonging to the two outer layers (located on Apositions). Since only
such �large� Cu�Se cluster that follow the last two possibilities were observed, the
presence of a central CuxSey axis (SeA�Cu�Cu�SeA in 28–33, Cu�SeB�Cu
in 34–37) seems to be necessary for the formation of a stable cluster core. Assuming
that the cluster growth begins in the center of the molecule, the presupposition of
such a [Cu2Se] or a [Cu2Se2] fragment being situated at this place appears feasible for
a nonspherical cluster. Therefore, only those molecules that contain either one
(middle; cf. 34–37) or two (outer; cf. 28–33) selenium layers with a central selenium
atom instead of a central triangular hole are formed and experimentally observed.
Indeed, neither Se15 nor Se21 layers that would be exclusively underlying a �Cu102�
molecule contain central selenium atoms and should therefore be only found
together with other triangles.

Figure 3.50 Selenium substructures
in 28, 32, 33, 34, and 36 (from top left to bottom
right) which contain 35, 36, 38, 70, or 73
selenium atoms. The drawn Se�Se contacts do
not represent binding interactions, but only
serve to visualize the A–B–A packing of

selenium atoms in three layers, which is
additionally demonstrated by the
supplementary view of the Se36 substructure
of 32 (top mid). The open circles represent the
positions of disordered copper atoms (see text
and following figures).
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In Figure 3.51, the cores of the clusters containing 70 (28–31),72 (32) and 74 (33)
copper atoms are compared.

The �Cu70� core is quite tolerant with regard to its ligand shell. An increase in the
spatial demand of the PR2R0 molecules is not strictly coupled with a decreased
number of terminal ligands. However, there is still a rough correlation, since 21
groups of the bulkier phosphines PMeiPr2 (cone angle: 146) and PtBu2Me (cone
angle: 161�) are arranged around the Cu–Se core, whereas 22 and 23 terminal ligands
are observed for the smaller phosphines PEt3 or PEt2Ph (cone angles: 132 or 136�

respectively). The clusters 28, 29 [17], and 31 [26] differ marginally with respect to
their molecular structures. In 28 and 29, the only observable difference is a slightly
less complete ligand shell achieved by the less demanding PMeiPr2 groups. Clus-
ter 31 displays a disorder problem with the PEt2Ph groups, such that it cannot be
determinedwith certainty whether the total number of phosphine ligands sums to 23
or 24. Accordingly, for the formation of the cluster, another two (or three) additional
phosphinemolecules – versus 28 or 29 – are formally arranged in the triangle corners
in such a way that two (or three) corners possess four instead of three Cu–PEt2Ph
groups and one corner (or none) retains three of them. An intermediate number of
phosphine ligands, 22, is observedwith amore distinct structuralmodification, but it
is again the corner region that is affected. In contrast to all of the corner arrangements

Figure 3.51 Molecular structures of
[Cu70Se35(PR2R0)21] (R¼ iPr, tBu; R0 ¼Me)
(28, 29), [Cu70Se35(PEt3)22] (30),
[Cu70Se35(PEt2Ph)n] (n¼ 23, 24) (31),
[Cu72Se36(PPh3)20] (32), and [Cu74Se38(PCy3)18]
(33) (without organic groups). Cu: shaded

spheres; Se: black spheres; P: white spheres.
Two copper atoms that are positioned around
the central Se�Cu�Cu�Se axis are statistically
distributed with a 0.67 occupation over three
positions in 28, 29, or 31.
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of copper and seleniumatoms in the other �Cu70� clusters that cannot be described by
means of regular patterns, in 30 [10b] only two corners follow this pattern. The third
shows a highly ordered [Cu9Se3(PEt3)4] configuration featuring a centered cube of
copper atoms that is capped at three faces by m4-selenium ligands and carries four
phosphine groups at the bottom atoms. This peculiarity of one cluster corner in 30 is
one of two reasons for the missing pseudo-threefold molecular symmetry. A C3

symmetry of the [Cu70Se35] core of 28, 29 or 31 is additionally approached – apart
from one �wrong� Cu–PR2R0 position in 28 or 29 – by the statistical disorder of two
copper atoms. The latter are distributed over three positions –with an accordant 0.67
occupancy – around the Cu�Se�Se�Cu pseudo-threefold axis running through the
center of themolecule. Thementioned disorder situation of PEt2Ph ligands in 31 also
leads to a pseudo-C3 axis as far as 24 phosphine groups are assigned to the ligand
shell. In contrast, a close look to the cluster center in 30 shows an open copper atom
position. The two other metal atom sites are fully occupied, leading to a lower – but
crystallographically realized – C2 symmetry.

The molecular structure of 32 can be derived from that of 28 or 29 in a simple
manner if, first, all three positions of the copper atoms around the Cu�Se�Se�Cu
axis mentioned above are fully occupied, and second, if one [Se2CuPPh3] unit is
formally substituted for one corner selenium atom such that a modification of the
central selenium layer occurs. The number of phosphine groups that enclose the
respective corner is additionally reduced to two, as two of the three copper atoms that
bind PR2R0 ligands in the analogous corners in 28 or 29 remain �naked� in 32. Such
(formal) alteration of the cluster corner, and full occupation of the Cu3 group around
the cluster center, cause the formation of themixed-valence cluster framework in 33.
With pseudo-C3h symmetry, the point group symmetry of the molecule does not
exceed C2 in the crystal because of slight distortions and the positions of the organic
groups bonded to phosphorus atoms.

The largest copper selenide clusters isolated to date possess 140 or 146 copper
atoms with 70 or 73 selenium ligands, respectively. The molecular structures
of 34, 36 [23], and 37 are shown in Figure 3.52.

The different number of PR2R0 groups observed in 34 or 35 on the one hand
and 36 on the other hand, affects the corresponding molecular structures in a
manner similar to that for the �Cu70� species. On re-examining the corners, 34,
which contains 34 terminal PEt3 ligands, reveals an enlarged analog of 30. As in the
smaller compound, two corners are arranged irregularly, whereas the third corner
shows the regular, centered cubic fragment. By increasing the number of PEt3
groups to 36 in 36, all three corners show an ordered arrangement of copper,
selenium, and phosphorus atoms. This structural unit, which is only found for the
PEt3-ligated �large� Cu�Se clusters, underlines the structural relationship of 30, 34,
and 36 and demonstrates another steric influence of certain types of PR2R0

molecules. All other phosphine ligands that surround �large� copper selenide
clusters feature larger cone angles, which might be the reason for a forced
modification to a more staggered arrangement if four corner Cu–PR2R0 units
were present. Consequently, in 35, all three corners show arrangements similar to
that in the smaller analog 31. Disordered copper atoms that increase the molecular
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pseudo-symmetry are again present in the �Cu140� clusters. Additionally, there is a
twofold disorder of one central copper atom on two positions to result in an actual
�Cu0:5�–Se–�Cu0:5� axis. Such metal atoms are again affected by a two-thirds
occupancy factor, and lie in the plane spanned by the middle selenium layer. In
addition, the six next-but-one metal atoms viewed from the cluster center are
disordered statistically to amount to four atoms in the sum.

Three formal replacements [Se2Cu(PR2R0
2)] of three corner selenium atoms

removal of six PR2R0 molecules in 36, and full occupation of all split positions
present in the �Cu140� clusters yield the composition and D3d symmetric molecular
structure of 37. Thus, the structural transitions of the �Cu70� compounds to slightly
larger species, and the transition occurring with the largest known copper selenide
clusters, are related.

All of the �large� Cu�Se clusters show an A–B–A packing of selenium hexagonal
layers, the metal centers occupying either trigonal or tetrahedral holes or being
situated outside the selenium layers in a likewise trigonal or tetrahedral coordination
environment. Thus, the layer-type clusters clearly show a closer relationship to solid-
state structures than do the spherical ones. For the Cu2xSe phases, however, only
cubic and not hexagonal modifications are known. Interestingly, for the Cu2S
(chalcosine) high-temperature phase [38], a hexagonal lattice with mainly trigonally
surrounded copper atoms in addition to tetrahedrally and linearly coordinated atoms

Figure 3.52 Molecular structures of
[Cu140Se70(PEt3)34] (34), [Cu140Se70(PEt3)36]
(36), and [Cu146Se73(PPh3)30] (37) (without
organic groups). Cu: shaded spheres; Se: black
spheres; P: white spheres. In 34 and 36, the two

central copper atoms are each half-occupied to
result in one atom in the sum, being statistically
distributed over two sites. Six further copper
atoms are assigned a 0.67 occupation resulting
in four instead of six metal atoms in the sum.
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does exist. In contrast, the cubic Cu2xSe crystal structures [39] can be derived from an
anti-fluorite lattice [51] by positioning the selenium atoms on defined lattice places.
In this case, six to eight copper atoms per unit cell – according to the phase
composition – are localized in trigonal, tetrahedral or octahedral holes. In a-Cu2Se,
the metal centers are placed in an ordered manner within the selenium lattice,
whereas in b-Cu2Se they are statistically distributed. Even though the reported
structural properties of copper selenide binary phases are not uniform, there is a
clear agreement regarding the dominating coordination number of four for the
copper atoms and the absence of any linearly coordinated metal centers. Because of
the hexagonal modification and the preferred coordination number of three for the
copper atoms, the layer-type Cu�Se clusters approach the bulk material situation
only in principle.

For the copper selenide clusters presented herein, it can be perceived that it is not
possible to assign a special range of cluster sizes to one given phosphine ligand,
being followed by another PR2R0 type to protect the next larger clusters, and so on.
Rather, it can be recognized that even very different types of phosphines – perhaps
varying in size – are in the position to provoke the formation and crystallization of
similar, isomeric, or even identical Cu–Se cores if the ligand shells comply with
certain requirements of regular geometry, and thus protective properties. In
contrast, an examination of Scheme 3.4 rationalizes the formation of several
clusters that may vary significantly in size, in the presence of the same phosphine,
where different reaction conditions permit various suitable ligand shells to be
realized. In order to illustrate the dependence of the size of the cluster core on the
use of different copper salts, stoichiometries, solvents, and reaction temperatures,
the cluster formation reactions in the presence of PEt2Ph as phosphine ligand are
shown in Scheme 3.6, with a thorough description of the respective conditions.

As for the copper sulfide clusters, comprehensive theoretical investigations within
the MP2 approximation (program system TURBOMOLE) were carried out for the
[Cu2nSen] clusters [34]. Again, stabilization energies per monomeric unit for a
�naked� cluster growth from n¼ 1 to n¼ 6 and n¼ 10 were calculated, as were the
phosphine-binding energies for the mono-, di-, tri-, tetra-, and hexameric species.

)13()51(
[Cu26Se13(PEt2Ph)14] [Cu70Se35(PEt2Ph)n] (n = 23, 24)

+ 1 PEt2Ph –20 °C, Et2O         + 2 PEt2Ph + 20 °C, DME

CuOAc
+

0.5 Se(SiMe3)2

CuCl
+

0.5 Se(SiMe3)2

+ 1 PEt2Ph     0 °C, Et2O         + 1 PEt2Ph     0 °C, Diglyme

[Cu44Se22(PEt2Ph)18]
(23)

[Cu140Se70(PEt2Ph)34]
(35)

Scheme3.6 Synthesis of various copper selenide clusters in the presence of PEt2Phunder different
reaction conditions.
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The results are given in Figures 3.53 and 3.54, respectively. The corresponding
graphs for theCu–S clusters (seeFigures 3.40 and 3.41) are reproducedoncemore for
comparison.

The course of both energies is equivalent for the quantum chemically investigated
sulfur- or selenium-bridged copper clusters. Thus, the statement describing the
kinetic stability of the species and the very low Cu�P binding energy is the same as
that for theCu�S compounds. Additionally, a comparison of the energetic properties
of sulfur- versus selenium-bridged copper clusters produces two results. First, with
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Figure 3.53 Course of the stabilization energies per monomer unit En in �naked� clusters [Cu2nEn]
(E¼ S, Se; n¼ 1–4, 6, 10). The given values consider the total energies of the most stable structural
isomers computed on MP2 level.
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Figure 3.54 Course of the Cu�P binding
energies per Cu�P bond En in phosphine-
ligated clusters [Cu2nEn(PH3)m] (E¼ S, Se;
n¼ 1–4, 6; m¼ 2, 4, 6, 8). The given values

consider the total energies of the most stable
structural isomers computed on MP2 level with
respect to the total energy of PH3 calculated by
the same method.

3.2 Semiconductor Nanoparticles j153



near-identical courses of the stabilization energy (maximum differences: G5 kJ
mol�1, <2%) up to n¼ 4, there is a stabilization gain for the Cu�S species from
n¼ 6 onwards. This correlates with a larger absolute value for the formation enthalpy
of solid Cu2S(DHf: 83.4 kJmol�1) [49] when compared to solid Cu2Se (DHf: 59.3 kJ
mol�1) [50]. The stabilization energies per monomeric unit for the calculated, rather
small, clusters however do not exceed differences of 5%. Thus, it is comprehensible
why the laser ablation spectra of copper chalcogenides does not vary much for the
different chalcogen types. Second, the phosphinemolecules are generally bonded by
4–7 kJmol�1 (4–9%)higher values of theCu�Pbinding energy for the sulfur-bridged
compounds. This correlates with the discrepancy between the experiments reported
by Dance et al. [32], which showed a similar behavior for different chalcogens – in
agreement with the calculations of �naked� species – and the experimental observa-
tions of significant differences in the syntheses and structures of phosphine-clad
sulfur or selenium-bridged copper clusters, respectively. The larger Cu�P binding
energies computed for Cu�S clusters, when compared to the Cu�P binding
energies of their Cu�Se analogs, help to explain the different synthetic product
spectra. Assuming that the activation energy Ea for Cu�P bond cleavage increases by
a value comparable to the Cu�P binding energy itself when going from theCu�Se to
the Cu�S systems, a decrease can be calculated in the respective reaction rate
constant k by means of the Arrhenius equation [Eq. (3.4)] [52].

k ¼ A � e�Ea=ðR �TÞ ð3:4Þ

For a typical cluster formation temperature T (e,g., 250K), an increase in the
activation energyEa of about 5 kJmol1 causes a reduction in the rate constant k by one
order of magnitude. Thus, the cluster growth that is initiated by the descent of a
primary terminal phosphine ligand shell will occur less intensely for sulfur-bridged
clusters. Consequently, unlike the selenium-bridged copper clusters, the Cu�S
species show a much lower tendency to exceed the aggregation beyond �Cu12.�

The use of alkylated or arylated derivatives RSeSiMe3 (R¼ organic group) provokes
syntheses according to another mechanism that leads to the formation of selenido-–
selenolato-bridged copper clusters. The given synthesis route (Schemes 3.2
and 3.5) in no case produces selenolato-free species. This differs from similar
reactions with tellurolato reactants RTeSiMe3 (see below). The experimentally
isolated and characterized compounds that are listed in Scheme 3.5 display
significantly different structures with regard to the purely E2�-bridged molecules
(E¼S, Se). This applies even for reactions in the presence of tertiary phosphines
PPh3 or PiPr3 that were likewise used for the syntheses of copper selenide
clusters. The expanded ligand properties of SeR, which can act as both a bridging
and a terminal ligand, leads to the crystallization of low nuclearity complexes with
two, three, six, or nine metal centers respectively (38–42) [20, 22, 30] if Se–C bond
cleavage is suppressed. Larger cluster compounds can be isolated whenever Se2�

particles are produced during the reaction to make inner selenium bridges
available. However, these molecules containing selenide and selenolato ligands
show structural patterns that are also common for Cu�Se clusters as far as the
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inner core is concerned. In Figure 3.55, the compounds illustrated (38–42)
contain only SeR� and no Se2� ligands.

Binuclear complexes 38 [30] and 39 [20] formally show analogous compositions,
but differ structurally according to the restrictions of the different types of ligating
component present. These restrictions have structural relevance for all Se2�–SeR-
bridged copper clusters as follows. First, bidentate phosphines dppR (R¼ organic
spacer) bridge two copper centers at the periphery of the polynuclear complex or
cluster molecule, and therefore act simultaneously as protecting groups. Second,
selenolato ligandsSeR�usually behave like dppRmolecules, although they are able to
bridge two or three metal centers. Additionally, they can be terminally bonded, as
found in 39when the Cu�Cu distance (9.01Å) is too large for a m2-SeR bridge. Third,
tertiary phosphines PR2R0 act exclusively as terminal ligands, and thus the copper
atoms in 38 are held by SePh� fragments at a distance of 2.846(1) Å. The molecular
structure of 40 [22] also follows these patterns, againwith thefinal purpose of optimal
protection of the heavy-atom framework by organic groups. Compounds 41 [30]
and 42 [30] are the only examples that could be isolated by employing the bidentate
amine ligand bipyridyl (41) or diphenylphosphino acid Ph2PO2H(42). Cluster 41
seems to represent a �snapshot� molecule of cluster growth, since two [Cu(bipy)]þ

fragments are unsymmetrically attached to a quite regular cluster center. The latter is
formed fromadistorted tetrahedronCu4 (Cu�Cu: 2.650(4)–2.824(4) Å), the six edges
of which are m2-bridged by SePh� ligands.

Four of the phenyl selenolato groups, however, act as m3 bridges, as each pair binds
to the additional Cu(bipy)þ units. Much higher molecular and crystallographic
symmetry is found for 42. Two six-membered Cu3(SePh)3 rings are conjunct by three

38 39

40 41 42

Figure 3.55 Molecular structures of [Cu2(SePh)2(PPh3)3] (38), [Cu2(SePh)2(dppbd)3] (39),
[Cu3(SeMes)3(dppm)] (40), [Cu6(SePh)6(bipy)2] (41), and [Cu9(SePh)6(O2PPh2)3] (42) (without
hydrogen atoms). Cu: shaded spheres; Se: gray spheres; P: white spheres; C: small black spheres.
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�naked� copper centers, leading to a m3 bridging function of the SePh� groups.
Additionally, the rings are held by three Ph2PO2

� ligands that bind to the six copper
atoms. Twelve phenyl groups envelop the uncharged cluster, and therefore enable the
termination of atomic aggregation and crystallization in tetrahydrofuran (THF).

As for the copper chalcogenide clusters 1–37, the nature of the phosphine ligands
plays a key role in the size and structures of the observed product molecules – even
though they are no longer the only protective groups at the cluster peripheries.
Success in the synthesis of copper selenide–selenolate clusters was achieved by the
use of bidentate phosphines. The variation of organic spacers between the two
ligating [Ph2P] fragments replaces the former variation of organic substituents R of
PR2R0 with the selenolato-free clusters. Again, one given dppR ligand does not
necessarily restrict the synthesis to the formation of one single cluster product;
rather, the outer reaction conditions select between several potential compounds that
can all be conveniently protected by the phosphine employed. Thus, with ethane,
propane, butane, acetylene, or benzene spacers, clusters are obtained with 16, 25, 36,
38, or 58 copper centers (43 [20], 44 [22], 46–50 [22, 30], 52 [22]). The only tertiary
phosphine PR3 that was successfully used for the formation of higher nuclearity
Se2–SePh-bridged copper clusters was PiPr3. The synthesis of molecules featuring
32, 50, or even 73 metal centers (45, 51, 53) [23] was observed by variation of the
reaction conditions with this phosphine. Figure 3.56 shows themolecular structures

Figure 3.56 Molecular structures of [Cu16Se4(SePh)8(dppbe)4] (43) and [Cu(dppp)2]
[Cu25Se4(SePh)18(dppp)2] (44) (without terminal phenyl groups). Cu: shaded spheres; Se: black
spheres; SeR: gray spheres; P: white spheres; C: small black spheres.
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of 43 and the anion in 44, the only ionic copper selenide cluster compound isolated to
date via this synthetic method.

The clusters 43 and 44 are both oblong in shape. The selenium substructure of 43
can, however, be viewed as a beginning of hexagonal packing of selenium atoms. The
middle �layer� consists of six atoms arranged in zigzag fashion, the two enclosing
�layers� each containing three selenium centers occupying the quasi-A position with
respect to the quasi-B position of the atoms in between. Four of the chalcogen (Se2�)
bridges act as m4 or m6 bridging ligands. The SePh

� ligands are bonded to two or three
copper neighbors each, and at the same time contribute to the protection of the
Cu�Se core bymeans of their organic substituents. Six copper atoms are surrounded
linearly by two selenium ligands: two of these show an almost trigonal planar [Se3Cu]
coordination, whereas the remaining eight metal centers occupy the centers of
slightly distorted [Se3P] tetrahedra. In contrast to 43, the chalcogen framework of 44
rather represents an ellipsoid-type deltahedron of four Se2� ligands and 18 selenium
atoms of the SePh� groups. Again, the bridging grade of the chalcogen centers is
higher for the �naked� ligands (m5 or m7) than for the SePh� fragments (m2–m4 with
regards to the Cu�Se bonds). There are 18 copper atoms positioned at the cluster
periphery, and these belong to almost planar [Se3Cu] or distorted tetrahedral [Se3-
CuP] units. The observation that no linear [Se2Cu] arrangements are present in 44
underlines the trend to higher coordination numbers at the metal center with
increasing molecular size, as reported for the copper selenide clusters without
selenolato ligands. The cluster corpus is large enough to accommodate some inner
copper atoms that are either two-, three-, or – rarely – five-coordinated by selenium
neighbors. Comparing the compositions of 43 and the anion in 44, it can be perceived
that there is an increasing preference for ligation by SePh� ligands rather than by
phosphine donors. This may be explained by the ambivalent character of the SePh�

groups, which first form fairly stable Cu�Se cluster bonds, and second, carry
protective organic substituents. Thus, the ratio of �terminally ligating selenium
atoms� to phosphorus atoms increases from 1 : 1 in 43 to 4.5 : 1 in 44.

The molecular structures of the cluster compounds 45 and 46 are given in
Figure 3.57, while Figure 3.58 shows the packing of selenium atoms in 45 and the
selenium substructure in 46.

As for the comparison of 43 and 44, it is possible to discuss a smaller cluster, the
structure ofwhich is based on a regular packing of seleniumatoms in layers (45) and a
larger, rather spherically shaped compound, that features a polyhedral selenium
framework (46). The selenium layers in the SenBu-bridged species 45 are packed in
an A–B–C fashion similar to the Cu2Se solid-state structure, which is so far
unparalleled for all known copper chalcogenide clusters. This similarity between
the atomic arrangement of a cluster molecule and the nonmolecular Cu2Se suggests
that a fragment of a bulk structure may indeed be stabilized to nanosize by coating
the surface with suitable groups. This tendency is also observed in three silver
selenide–selenolate clusters, [Ag112Se32(SenBu)48(PtBu3)12], [Ag114Se34(SenBu)46
(PtBu3)14], and [Ag172Se40(SenBu)92(dppp)4] (see Section 3.1.3.3) [53]. Cluster 45 is
the only copper selenide–selenolate compound that contains SenBu� groups like
these silver clusters. It is not yet proven, but it is at least possible, that the packing of
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the selenium atomsmay be influenced by the nature of the organic group attached to
the selenolato ligand. The chalcogen layers in 45 are centered by a large planar
rhombus of nine seleniumatoms;five of these are �naked� Se2� ligands in the cluster
network, while the four vertex atoms are SenBu� groups. Above and below this
middle layer can be found two truncated rhombuses consisting of only eight
selenium atoms, with the �central� atoms not being bonded to organic substituents.
However, the size dependency of structural properties seems to be different from that
of the selenolato-free copper clusters: layer-type structures are observed even for
smaller molecules such as 43 or 45, in addition to larger, spherical structures. A
reversion to lower average coordination numbers in larger clusters may also appear,
as observed in 45. Of the 32 copper atoms in 45, twelve have a trigonal planar
coordination geometry and two show an ideal tetrahedral environment; the remain-
ing 18 metal atoms are shifted away from the centers of tetrahedral holes. Hence,
each of these displays only three normal Cu�Se bonds, with the fourth Cu�Se
distance being relatively long (3.18–3.35Å). The tendency to occupy tetrahedral holes
– even without perfect realization – again correlates with the structural properties of

Figure 3.57 Molecular structures of
[Cu32Se7(SenBu)18(PiPr3)6] (45) and
[Cu36Se5(SePh)26(dppa)4] (46) (without n-butyl,
i-propyl or phenyl groups). Cu: shaded spheres;
Se: black spheres; SeR: gray spheres; P: white

spheres; C: small black spheres. Three copper
atoms (marked with a cross) in the cluster
center of 46 are distributed over six sites with an
occupation of 0.5.
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bulk Cu2Se. In 46, five inner Se2� ligands are enclosed by a shell of 26 SePh�

fragments. The bridging grades of the Se2� ligands amount to m7 or m8, whereas the
selenium atoms of the SePh� groups act only as m2–m4 bridges between next copper
atoms. The copper centers feature coordinationnumbers of two, three, or four,within
[Se2Cu], [Se3Cu], [Se4Cu], or [Se3CuP] units, respectively. Depending on their
position inside the cluster or at the surface, the selenium neighbors of the metal
atoms are either exclusively Se2� or a combination of Se2� and SePh� ligands. As
for 43 and 44, the number of terminal selenolato groups is a multiple of the number
of ligating phosphorus atoms (SeR: P ratios are 3 : 1 in 45, and 3.25 : 1 in 46).

Four closely related Cu�Se�SePh clusters are formed in the presence of either
dppe, dppp, or dppb (47–50). The syntheses of isomeric, mixed valence com-
pounds 47 and 48 containing 36 copper centers were carried out in THF; the
isomeric �Cu38� clusters 49 and 50 that formally display exclusively Cuþ crystallize
from toluene. As well as being performed in different solvents, the reactions
producing the dppp-ligated compounds 48 or 50 differed in the CuCl: dppp ratios
(3.1 : 1 for 48, 5 : 1 for 50). Themolecular structures of 47 and 49 are given as examples
in Figure 3.59.

Cluster 47 crystallizes in the trigonal space group R3, whereas 48–50 crystallize in
triclinic space (P1). Despite the different crystallographic symmetry, all four com-
pounds display very similar structural properties. A closer look at the atomic
arrangements helps to put the preference of this prototypic cluster framework down
to highly symmetric substructures. A central selenium atom positioned on the

Figure 3.58 Selenium substructures in 45
(top) and 46 (bottom). Se: black spheres; SeR:
gray spheres. The drawn Se�Se contacts do not
represent bonding interactions, but only serve

to visualize the A–B–C packing of selenium
atoms in three layers in 45 or explain the
geometry of the polyhedron in 46.
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inversion centers of the clusters is surrounded by a distorted icosahedron of 12
copper atoms. The latter is itself enclosed by another distorted Se12 icosahedron. An
alternate packing of Cu12 and Se12 icosahedra has already been discussed for the
Cu�Se clusters 14 and 15 (see Figures 3.42 and 3.43). In these compounds, one
polyhedron is positioned with its edges perpendicular to the edges of the polyhedron
below. In contrast to this pattern, the Se12 and Cu12 icosahedra in 47–50 are arranged
such that one of the idealized fivefold axes of one polyhedron parallels one of the
idealized threefold axes of the other, and vice versa. The central [Se13Cu12] unit of 47 is
shown as an example in Figure 3.60.

Figure 3.59 Molecular structures of [Cu36Se13(SePh)12(dppe)6] (47) and
[Cu38Se13(SePh)12(dppp)6] (49) (without phenyl groups). Cu: shaded spheres; Se: black spheres;
SeR: gray spheres; P: white spheres; C: small black spheres.

Figure 3.60 Central [Se13Cu12] unit in 47. Cu: white spheres; Se: black spheres. The drawn lines
only represent polyhedral edges and do not specify bonding interactions.
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In this way, six edges and six faces of the Cu12 icosahedron are bridged by the
selenide ligands that form the Se12 polyhedron. The cluster core expands out to
the periphery by coordination of the Se12 substructure to another 24 copper
atoms, 12 of which are bonded to the six dppR ligands. These copper atoms are
bridged by 12 m3-SePh

� groups that are positioned at the cluster surface with the
phosphine molecules. Except for the m12 bridging central selenium atom, the
selenide ligands act as m6 (each six in 47 and 48, all in 49 and 50) or m5 bridges
(each six in 47 and 48) between copper centers. The different numbers of copper
neighbors per selenium atom in 47 and 48 on the one hand and 49 and 50 on
the other hand is caused by two copper atoms being formally �missing� in the
molecular structures of 47 or 48, resulting in the mixed-valence situation. The
metal centers are distorted trigonal planar or tetrahedrally surrounded. All Cu�Se
distances in the mixed-valence clusters lie within the range of the Cu�Se bond
lengths in all four clusters (2.301(4)–2.888(3) Å), and thus give no evidence of any
localization of the Cu2þ centers. However, the range of the Cu–Cu contacts in 47
or 48 (2.511(3)–2.943(4) Å) is somewhat narrower than that found in 49 or 50
(2.305(4)–3.040(3) Å). The spherical, somewhat oblate molecules show maximum
diameters of 23.9–25.7 Å.

Theuse of different selenolato sources anddifferent optimized reaction conditions
leads to three various copper selenide–selenolate clusters with terminal PiPr3
ligands, 45 (Figure 3.57) 51 (Figure 3.61), and 53 (Figure 3.64). The latter is
synthesized in an uncommonmanner by the use of both PhSeSiMe3 and Se(SiMe3)2
in the same reaction, and is discussed below. The syntheses of the PiPr3-clad clusters,
specifying the reaction conditions in detail, are summarized in Scheme 3.7, while
Figure 3.61 shows the molecular structure of compound 51.

On examining Figure 3.61, it can be surmised that a �normal� cluster growth
occurred in the presence of a tertiary phosphine – indeed under Se–Cbond cleavage
conditions – to result in the formation of a copper selenide cluster which is
represented by the [Cu40Se20] central unit of 51. Only the sidewise attachment of

(45)
[Cu32Se7(SenBu)18(PiPr3)6]

m = 0.53                       0 °C → +20 °C
+ 1.2 nBuSeSiMe3       Et2O m = 2

+ 0.5 PhSeSiMe3

                               [Cu73Se35(SePh)3(PiPr3)21]
CuCl

+
  m PiPr3

– 70 °C, Et2O (53)
+ Se(SiMe3)2

m = 1 → + 20 °C
+ 1.0 tBuSeSiMe3 + 20 °C, Et2O

[Cu50Se20(SetBu)10(PiPr3)10]
(51)

Scheme 3.7 Synthesis of various selenido–selenolato-bridged copper clusters in the presence of
PiPr3 under different reaction conditions.
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two symmetry-equivalent [Cu5(SetBu)5] fragments reflects the presence of the
selenolato reactant. This is in contrast to the related PiPr3-ligated structure of 45,
which shows only seven Se2� ligands with 18 SetBu� groups. A definite correlation
between the significantly different course of the cluster formation and the respec-
tive reaction conditions cannot be evaluated based on the low statistic, although it is
very likely that the Cu: P ratio of the reactants and the temperature play an
important role. The copper atoms in 51 bind to Se2�, SePh, and PiPr3 ligands
in different ratios to achieve coordination numbers of two (with a bend coordina-
tion geometry indicating a weak third interaction), three, and four. The selenium
atoms that carry t-butyl groups act as m3 bridges between copper atoms, whereas the
Se2� ligands bridge between five, six, or seven copper neighbors. The molecules
are regularly protected by PiPr3 ligands and the organic substituents of the
SetBu� groups.

Themolecular structure of another dppR-ligated copper cluster (R¼ a¼ acetylene)
with both selenido and selenolato ligands, 52, again displays high symmetry, andhere
the molecular symmetry is underlined by very high crystallographic symmetry. The
compound crystallizes in the cubic space group F4�3c, and is thus the second copper
chalcogenide cluster known besides 14 (space group Fm3) with a cubic crystal lattice.
The molecular structure of 52 is illustrated in Figure 3.62.

As observed for 47–50, the cluster core is oblate in shape although, in contrast
to 47–50, it is not based on icosahedral fragments. Instead, a central tetrahedron
Cu4 can be perceived which shares its corners with four further Cu4 units that
themselves share the trans face with each octahedral Cu6. The remaining 30
copper atoms are situated between these polyhedral, or are connected at the
outside of the polyhedral arrangement. The copper substructure of 52 is shown in
Figure 3.63.

Figure 3.61 Molecular structure of [Cu50Se20(SetBu)10(PiPr3)10] (51) (without organic groups).
Cu: shaded spheres; Se: black spheres; SeR: gray spheres; P: white spheres.
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Even though the Cu58 substructure must be assigned the formal charge 56þ

(assuming Se2� and SePh� ligands as well as electroneutrality in the sum),
which leads to an extraordinary mixed valence Cuþ–Cu0 compound, there is no
suggestions of any exceptional Cu�Cu binding interactions. The Cu�Cu dis-
tances lie within the usual range of 2.540(3) and 3.012(4) Å. Thus, the cluster

Figure 3.62 Molecular structure of [Cu58Se16(SePh)24(dppa)6] (52) (without phenyl groups). Cu:
shaded spheres; Se: black spheres; SeR: gray spheres; P: white spheres; C: small black spheres.

Figure 3.63 Copper substructure in 52. The connected tetrahedra Cu4 and octahedra Cu6 are
highlighted by gray shading. Cu�Cu distances are drawn up to 3.012Å.
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core is habitually held together by bridging selenido or selenolato ligands, where
the former act as m5 or m6 bridges, and the latter are m3 bridges between next
neighboring copper atoms. Despite the large cluster size, near-linear as well as
trigonal planar or tetrahedrally coordinated metal centers, are observed. There-
fore, it is again proved that the size-dependence of the structural principles
discussed for chalcogenolato-free copper sulfide or copper selenide clusters are
widely invalid in the Cu�Se�SeR cluster systems. Six dppa ligands and 24
phenyl groups of the SePh� fragments ligate the cluster molecule. Hence, 52
continues the series of compounds that show a significant preference for
protection by SeR� groups rather than phosphine ligands. The clusters 43
and 47–51 represent exceptions to this series, as their SeR: P ratios are all 1 : 1.

The largest copper cluster with both Se2� and SeR� ligands in the framework is 53,
the molecular structure of which is shown in Figure 3.64. The cluster displays a
[Cu70Se35] core that is identical to that observed in 28 or 29 (see Figures 3.15 and 3.16).
Only three additional Cu�SePh fragments positioned at the corners of the triangular
molecule distinguish 53 from the slightly smaller clusters. The fact that a typical
copper selenide cluster structure with only a few selenolato groups present can be
observed is surprising, as PhSeSiMe3 was the first selenium source to be added
during the synthesis. This indicates again the distinct preference for the �Cu70�
molecular structure that is formedwhenever the reaction conditions (see Scheme3.7)
and the solubility situation enables cluster growth to proceed until crystallization of
this large cluster compound can occur.

Figure 3.64 Molecular structure of [Cu73Se35(SePh)3(PiPr3)21] (53) (without organic groups). Cu:
shaded spheres; Se: black spheres; SeR: gray spheres; P: white spheres.
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3.2.3.2.4 Tellurium-Bridged Copper Clusters In this section, attention is focused on
describing the syntheses and structures of ligand-stabilized copper telluride cluster
molecules. Solid-state copper tellurides, as well as ternary alkali metal copper
telluride compounds, which consist of n-dimensionally linked copper telluride
clusters, are beyond the scope of this review. Although their syntheses have recently
undergone an acceleration, only a limited number yet exist, including KCuTe [54],
NaCuTe [55], KCu3Te2 [56], NaCu3Te2 [57], K2Cu5Te5 [58], and K4Cu8Te11 [59], all of
which have been prepared by means of melt reactions. The recently synthesized
compound K3Cu11Te16 [60] is the first example of a ternary alkali metal copper
telluride crystallized from supercritical 1,2-diaminoethane.

According to the general reaction pathway shown in Schemes 3.8 and 3.9, the
syntheses of ligand-stabilized copper telluride clusters have mainly been achieved in
one of three different ways [11, 16, 19, 20, 24, 25, 31, 61].

The reaction of copper(I) acetate with Te(SiMe3)2 at low temperatures (�50 to
�20 �C) yields smaller cluster compounds with stoichiometric composition. How-
ever, at higher reaction temperatures (up to 25 �C), larger clusters can be isolated
that are mostly of the mixed-valence type. Similar mixed-valence compounds have
also been isolated from reactions of copper(I) chloride with Te(SiMe3)2 at lower
temperatures (down to �70 �C). By treating copper(I) chloride or copper(I) acetate
with tellurolate compounds RTeSiMe3 (R¼ tBu, nBu, Ph), it is possible to obtain
clusters that contain both RTe� and Te2� ligands as a result of the facile cleavage of
the Te�C bond. In some cases, clusters featuring Te�Te bridges were isolated.
Examples of the synthesis of larger copper telluride clusters, starting from cluster
precursors, include the light-induced formation of [Cu50Te17(TePh)20(PEtPh2)8]
[PEtPh3]4 (72) from [Cu6(TePh)6(PEtPh2)5] (64) in benzene [19], and the co-
condensation of [Cu12Te3(TePh)6(PEt3)6] (67) with [Cu5(TePh)6(PEt)3][PEt3Ph]
(63) to form [Cu29(TePh)12Te9(PEt3)8] [PEt3Ph] (71), as outlined in Scheme 3.9 [61].

All of the Cu�Te cluster compounds that have been synthesized and structurally
characterized to date, using single-crystal XRDanalysis, are summarized inTable 3.1.
The species can be subdivided into four main groups, three of which consist of
stoichiometric compositions [Cu2nTenx(TeR)2x(PR2R0)m] that differ in the nature of
their tellurium ligands, while the fourth group represents themixed-valence clusters.

The structures of the tellurium-bridged copper clusters (Figures 3.65–3.69; also
see below) differ from those of the copper sulfide or selenide clusters, with the
exception of some smaller clusters. This can be more easily understood against the
background of the larger atomic and ionic radii of the tellurium atoms compared to
the lighter chalcogen atoms,which allowhigher coordination numbers and therefore
new binding geometries that lead to different structures. In addition, there is a
greater tendency to formmixed-valence clusters. This is in line with the existence of
many stable binary compoundswith compositionsCu2xTe [40], andwith the situation
found in the ternary alkali copper telluride compound K2Cu5Te5 [58].

In the case of copper telluride clusters, the turning point in size has not yet been
reached where the whole core structures display bulk structure characteristics, as
seen for the copper selenide species. Nevertheless, the tellurium frameworks in the
largest cluster compounds, 85–87 display hexagonal structure properties. Powder
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– SiMe3OAc

– SiMe3Cl

– SiMe3OAc

+ PR3 or PR2R′

+ PR3 or PR2R′

+ PR3 or PR2R′

+ PR3 or PR2R′

+ PR3 or PR2R′CuOAc  +  0.5 Te(SiMe3)2

CuCl +  0.5 Te(SiMe3)2

+ PR3 or PR2R′

– SiMe3Cl

[Cu4(Te2)2(PiPr)4] (60)
[Cu16Te9(PEt3)8] (74)
[Cu16Te9(PEt2Ph)8] (75)
[Cu23Te13(PiPr3)10] (77)
[Cu26Te10(Te2)3(PtBu3)10] (61)
[Cu28Te13(Te2)2(PEt2Ph)12] (62)
[Cu29Te16(PiPr3)12] (81)

CuOAc + nBuTe(SiMe3)2 [Cu11Te(TenBu)9(PPh3)5] (65)

CuCl + tBuTe(SiMe3)2

CuCl + PhTe(SiMe3)2

CuCl + nBuTe(SiMe3)2

[Cu18Te6(TenBu)6(PnPr3)8] (69)
[Cu23Te13(PEt3)12] (78)
[Cu58Te32(PPh3)16] (86)

[Cu18Te6(TetBu)6(PEtPh2)7] (68)
[Cu19Te6(TetBu)7(PEt3)8] (70)
[Cu27Te15(PMeiPr2)12] (80)
[Cu58Te32(PnButBu2)14] (87)

[Cu6(TePh)6(PEtPh2)5] (64)
[Cu12Te3(TePh)6(PPh3)6] (66)
[Cu12Te3(TePh)6(PEt3)6] (67)
[Cu5(TePh)6(PEt)3][PEt3Ph] (63)

– SiMe3Cl

– SiMe3Cl

[Cu4Te(Te2)2(PCyPh2)4] (59)
[Cu6Te3(PCyPh2)5] (54)
[Cu8Te4(PPh3)7] (55)
[Cu12Te6(PPh3)8] (56)
[Cu16Te8(PPhnPr2)10] (57)
[Cu16Te9(PPh3)8] (73)
[Cu23Te13(PPh3)10] (76)
[Cu24Te12(PiPr3)12] (58)
[Cu26Te12(PEt2Ph)12] (79)
[Cu44Te23(PPh3)15] (82)
[Cu44Te23(PPhnPr2)15] (83)
[Cu44Te23(PCyPh2)15] (84)
[Cu58Te32(PCy3)16] (85)

Scheme 3.8 Survey of the reaction pathways for the synthesis of ligand-stabilized tellurido or
tellurido–tellurolato-bridged copper clusters.

THF / RT

h  / C6H6[Cu6(TePh)6(PEtPh2)5] (64) uC[  50Te17(TePh)20(PEtPh2)8][PEtPh3]4 (72)
− TePh2

[Cu12Te3(TePh)6(PEt3)6] (67)

[Cu5(TePh)6(PEt)3][PEt3Ph] (63)

[Cu29(TePh)12Te9(PEt3)8] [PEt3Ph] (71)
− 1,5 TePh2

Scheme 3.9 Reaction pathways for the formation of larger telluride–tellurolato-bridged copper
clusters, starting from cluster precursors.
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Table 3.1 Classification of copper telluride clusters into stoichiometric or mixed valence, according to the types of tellurium ligand.

Stoichiometric Mixed-valence

Only with Te2- ligands With additional Te-Te bridges With additional TeR- ligands

[Cu6Te3(PCyPh2)5] (54)
[31] [Cu4Te(Te2)(PCyPh2)4] (59)

[31] [Cu5(TePh)6(PEt3)3][PEt3Ph] (63)
[69] [Cu16Te9(PPh3)8] (73)

[24]

[Cu16Te9(PEt3)8] (74)
[11]

[Cu16Te9(PEt2Ph)8] (75)
[11]

[Cu8Te4(PPh3)7] (55)
[24] [Cu4(Te2)2(PiPr3)4] (60)

[11] [Cu6(TePh)6(PEtPh2)5] (64)
[19] [Cu23Te13(PPh3)10] (76)

[24]

[Cu23Te13(PiPr3)10] (77)
[11]

[Cu23Te13(PEt3)12] (78)
[16]

[Cu12Te6(PPh3)8] (56)
[24] [Cu26Te10(Te2)3(PtBu3)10] (61)

[11] [Cu11Te(TenBu)9(PPh3)5] (65)
[16] [Cu26Te12(PEt2Ph)12] (79)

[24]

[Cu16Te8(PPhnPr2)10] (57)
[24] [Cu28Te13(Te2)2(PEt2Ph)12] (62)

[11] [Cu12Te3(TePh)6(PPh3)6] (66)
[19] [Cu27Te15(PMeiPr2)12] (80)

[25]

[Cu12Te3(TePh)6(PEt3)6] (67)
[69]

[Cu24Te12(PiPr3)12] (58)
[24] [Cu18Te6(TetBu)6(PEtPh2)7] (68)

[25] [Cu29Te16(PiPr3)12] (81)
[11]

[Cu18Te6(TenBu)6(PnPr3)8] (69)
[16]

[Cu19Te6(TetBu)7(PEt3)8] (70)
[25] [Cu44Te23(PPh3)15] (82)

[24]

[Cu44Te23(PPhnPr2)15] (83)
[24]

[Cu44Te23(PCyPh2)15] (84)
[24]

[Cu29(TePh)12Te9(PEt3)8][PEt3Ph] (71)
[69] [Cu58Te32(PCy3)16] (85)

[31]

[Cu58Te32(PPh3)16] (86)
[16]

[Cu58Te32(PnButBu2)14] (87)
[25]

[Cu50Te17(TePh)20(PEtPh2)8][PEtPh3]4(72)
[19]
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Figure 3.65 Tellurium polyhedra in copper telluride clusters. Connections to the central tellurium atoms are omitted for clarity. Direct
Te�Te bonds in 61 and 62 are drawn as thicker lines.

168j
3
Syntheses

and
C
haracterizations



diffraction patterns of Cu2Te could be also indexed on the basis of a hexagonal cell of
tellurium atoms. However, the structural details for bulk Cu2Te have not yet been
completely established [40b].

In all the copper tellurium cluster molecules, the tellurium atoms form poly-
hedra with triangular faces. In the larger molecules, some of the tellurium atoms
are located inside the polyhedral, whereas for the smaller cluster molecules the
tellurium polyhedra can usually be derived from classical polyhedra (Figure 3.65).
Those of the larger molecules often show unusual cage structures. The distances
between the tellurium atoms are usually nonbonding, except for the Te�Te units
in 59–62.

The copper atoms reside in the holes and on the surface of the polyhedral, and are
coordinated by either two, three, or four tellurium atoms, with some being addi-
tionally coordinated by one further phosphine ligand.

The Cu�Te distance ranges that are regarded as bonding contacts range from
2.403 to 3.337Å for all the clusters under discussion. Even though the coordination
numbers (CN) for Te2� ligands range from 4 to 12, while those for TeR� are usually

Figure 3.66 Molecular structures of
stoichiometric copper telluride clusters
[Cu6Te3(PCyPh2)5] (54), [Cu8Te4(PPh3)7] (55),
[Cu12Te6(PPh3)8] (56), [Cu16Te8(PPhnPr2)10]

(57), and [Cu24Te12(PiPr3)12] (58). C and H
atoms are omitted for clarity. Cu: shaded
spheres; Te: black spheres; P: white spheres.
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smaller (CN¼ 2, 3, 4), there is no significant difference between the average Cu�Te
distances for the Te2� and TeR� ligands.

Those telluriumatoms that are located in the center of the clustermolecules tend to
bond to a large number of copper atoms. In some compounds, the copper atoms
themselves form polyhedra, described as Frank–Kasper polyhedra [62]. In these
cases, the clusters consist of interpenetrating Frank–Kasper polyhedra, which are
[34b, 63] well known from a number of intermetallic phases (e.g., Laves phases).

However, the observed Cu�Cu distances provide no indication of any strong
metal–metal (i.e., d10–d10) interactions, and theoretical investigations have pointed to
the same conclusions [63]. The shortest Cu�Cu contacts were observed in the
molecular structures of 62 (2.383Å), and 78 (2.382Å), but these involved copper
atoms which exhibited elongated thermal ellipsoids. Aside from these, the shortest
Cu�Cu distances were interestingly observed for the largest clusters, namely 85
(2.426Å), 86 (2.448Å), and 87 (2.433Å).

In the following section, all cluster structures will be briefly described and
discussed according to the division into four groups indicated in Table 3.1. The
molecular structures of the stoichiometric copper telluride clusters 54–58 are shown
in Figure 3.66.

In 54, three telluriumatoms forma triangle, in the center ofwhich a copper atom is
coordinated in a slightly distorted triangular fashion. Four [CuPPh2Cy] units are
doubly bridging two of the edges, while the third edge is bridged by a copper atom
which is bonded to two phosphine ligands.

The telluriumatoms in 55 forma tetrahedron, the six edges ofwhich are bridgedby
[CuPPh3] groups. An additional m3-[CuPPh3] fragment is bonded to a Te3 face, and
one naked copper atom is located in the center of the Te4 tetrahedron.

Cluster 56 features a Te6 octahedron, in which six [CuPPh3] groups act as m2-
bridges above six of the octahedral edges. Two further [CuPPh3] groups are coor-
dinated by three tellurium atoms, giving a tetrahedral environment around the
copper atoms. The other four copper atoms are each coordinated by three tellurium
atoms. Thus, 56 represents a novel isomer of the [Cu12E6(PR3)8] clusters (see above)
which was not observed for E¼ S, Se.

An octahedron of tellurium atoms is also found in 57; however, two further
tellurium atoms additionally cap two opposite triangular faces. Eight [CuPPhnPr2]
groups are bonded along edges of this polyhedron. Of the other eight copper centers,
two are tetrahedrally coordinated by one phosphine and a Te3 face, while the six
remaining metal atoms are bonded in a distorted trigonal planar mode by three
tellurium atoms and are located inside the cluster cavity.

The Te12 substructure of 58 cannot be described as a classical deltahedron, but
rather shows an arrangement of two highly distorted face-sharing tetragonal anti-
prisms. Four [CuPiPr3] groups bridge one Te�Te non-bonding edge each, and eight
[CuPiPr3] units act as m3-bridges above Te3 faces. The other 12 copper atoms are each
surrounded by three tellurium atoms, and are slightly shifted away from the Te3
planes toward the center of the molecule.

Some reactions of copper(I) chloride or copper(I) acetate lead to the formation of
copper telluride clusters that contain Te–Te bridges (59–62; see Figure 3.67).
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In 59, three tellurium atoms form an approximate isosceles triangle with a Te�Te
bond along the short edge (Te�Te: 2.791Å). The two longer edges of the triangle are
bridged by one [CuPPh2Cy] unit each, while the two other copper atoms are located
above and below the triangular face, and additionally coordinated by phosphine
ligands.

The four copper atoms in 60 form a �butterfly� structure bridged by two ditelluride
ligands (Te�Te: 2.800–2.812Å). Every copper atom is additionally coordinated by a
phosphine ligand.

Clusters 61 and 62 are spherical molecules based on tellurium polyhedra, parts of
which are strongly distorted because of the presence of Te�Te bonds. Both com-
pounds display Frank–Kasper polyhedra containing either 15 (61) or 16 (62) tellurium
atoms centered by one additional tellurium ligand. The tellurium polyhedron of 61 is
similar to that observed in 20, but differs by the presence of three Te�Te bonds
(2.936–3.011Å). The copper atoms are bonded to the tellurium atoms in a different
arrangement to that in 20 with eight [CuPtBu3] units being situated above the Te3
faces of the polyhedron, while two such units are edge-bridging. Eleven further

Figure 3.67 Molecular structures of
stoichiometric copper telluride clusters [Cu4Te
(Te2)2(PCyPh2)4] (59), [Cu4(Te2)2(PiPr3)4] (60),
[Cu26Te10(Te2)3(PtBu3)10] (61), and

[Cu28Te13(Te2)2(PEt2Ph)12] (62) containing
Te–Te bridges. C and H atoms are omitted for
clarity. Cu: shaded spheres; Te: black spheres; P:
white spheres.
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Figure 3.68 Molecular structures of stoichiometric copper telluride–tellurolate clusters [Cu5(TePh)6(PEt3)3][PEt3Ph] (63),
[Cu6(TePh)6(PEtPh2)5] (64), [Cu12Te3(TePh)6(PPh3)6] (66), [Cu29(TePh)12Te9(PEt3)8][PEt3Ph] (71), and [Cu50Te17(TePh)20(PEtPh2)8]
[PEt3Ph]4 (72) containing TeR

- ligands. C and H atoms are omitted for clarity. Cu: shaded spheres; Te: black spheres; TeR: gray spheres; P:
white spheres.
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Figure 3.69 Molecular structures of mixed-valence copper telluride clusters [Cu16Te9(PPh3)8] (73), [Cu23Te13(PPh3)10] (76),
[Cu26Te12(PEt2Ph)12] (79), [Cu44Te23(PPhnPr2)15] (83), and [Cu58Te32(PCy3)16] (85). C and H atoms are omitted for clarity. Cu: shaded
spheres; Te: black spheres; P: white spheres.
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copper atoms are coordinated by three tellurium atoms, eight of which are localized
below Te3 faces, while the other three bind between the central tellurium atom and
the tellurium atoms of the polyhedron. The remaining copper atoms are localized in
the center of the molecule and are each tetrahedrally surrounded by four tellurium
atoms.

In 62, two of the copper centers display relatively high thermal parameters, from
which it can be concluded that their positions are only partly occupied. A deficiency of
electrons at the tellurium atoms resulting from the partial occupation of copper sites
could either be formally delocalized in the valence band or localized as a ditelluride
group, following a structural deformation similar to a Peierls deformation [64].
Considering the tellurium polyhedra, the molecular structure of 62 shows two short
Te�Te bonds (2.848 and 2.876Å) and four Te�Te distances in the range
3.150–3.351Å. The latter tellurium atoms have thermal ellipsoids which are elon-
gated in the direction of the formal Te�Te bond. As the Te�Te bonds and copper
centers seem to be disordered to a certain extent in 62, the given formula represents
the idealized composition of a stoichiometric cluster compound with three Te�Te
bonds. The situation in 62 can therefore be viewed as being somewhat similar to that
in CuS, a well-known, mixed-valence compound that can be described as
(Cuþ )2Cu

2þ (S2)
2�S2� or as (Cuþ )3(S2)

2�S2� [65].
In a different approach to the synthesis of copper telluride cluster compounds,

alkyl-and aryl-(trimethylsilyl)tellurium compounds RTeSiMe3 (R¼ organic group)
were used. Because of the facile cleavage of theC–Te bond, clusters that feature either
exclusively TeR� ligands, amixture of TeR� and Te2� ligands, or solely Te2� ligands,
are obtained. The tellurium atoms of the tellurolato ligands bridge two or three
copper atoms at most, whereas �naked� Te2� ligands can coordinate to up to seven
copper atoms. The polyhedra of tellurium atoms usually possess unusual struc-
tures, even in the smaller clusters. In the larger clusters, the characteristics of layer-
type arrangements of tellurium atoms can be observed. As in the cluster com-
pounds discussed above, the copper atoms are coordinated in linear, trigonal, or
tetrahedral geometries by tellurium atoms, while the metal centers coordinated by
two or three chalcogens may also be ligated by a phosphine ligand. The molecular
structures of the copper telluride–tellurolate clusters 63, 64, 66, 71, and 72 are
shown in Figure 3.68.

The ionic cluster compound 63 contains six TePh� ligands, the tellurium atoms of
which define an octahedron. In contrast to 64 (see below), all tellurolato ligands act as
m2-bridges. There are two distinct coordination geometries around the copper, and
two of the metal centers are located inside the cluster below Te3 faces. The others are
coordinated by three tellurium atoms above Te3 faces and are also each ligated by one
phosphine ligand each.

The structure of 64 is also based on a nonbonded octahedral array of tellurolato
ligands. With the exception of one tellurium atom, which forms two Cu�Te
bonds, all of these atoms are bridging three copper sites. Four of the copper atoms
adopt tetrahedral geometries, either with three tellurium atoms and one phos-
phorus or through two Cu�Te and two Cu�P bonds. The other two copper atoms
lie in opposite deltahedral Te3 faces of the Te6 octahedron. Thus, 64 is related
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to the recently described homoleptic hexanuclear copper selenolate complex
[Cu6{Se(2,4,6iPr3C6H2)}6] [8].

Clusters 66 and 67 are identical except for the organic groups R of the PR3 ligands,
as both contain two tellurolato layers of three TePh� groups each, and one central
tellurido layer of three Te2� ligands. The resulting Te9 polyhedron can alternatively be
viewed as two face-sharing Te6 octahedra. Six of the 12 copper atoms are coordinated
in a distorted trigonal fashion by three tellurium atoms, resulting in shorter contacts
to Te2� ligands than to the TePh. The other six copper atoms are tetrahedrally
surrounded by three tellurium atoms and one phosphine ligand. Compounds 66
and 67may be viewed as condensation products of two (TePh)6 frameworks, similar
to those found in 64.

The synthesis of the ionic cluster compound 71 is the only example to date of a co-
condensation reaction of two smaller clusters, namely 67 and 63, to form a larger
cluster. However, the structure of 71 cannot be considered as being built up from
recognizable structural fragments of the precursor compound. The tellurium
atoms form an unusual polyhedron consisting of 12 TePh� ligands and nine Te2�

ligands, where two of the tellurolato ligands act as a m4-bridges and the other ten act
as m3-bridging atoms between the copper centers. The telluride ligands each
coordinate six, seven, eight, or ten copper atoms, with Cu�Te distances between
2.58 and 3.14 Å. Eight of the copper atoms which are bonded to phosphine ligands
cap Te3 faces at the cluster surface, while four further copper atoms without
phosphine ligands are coordinated to Te3 faces from the inside of the cluster core.
The remaining 17 copper atoms are surrounded in a tetrahedral manner in the
center of the molecule. Interestingly, a structurally related silver tellurium com-
pound, [Ag30(TePh)12Te9(PEt3)12] [71], can be prepared by the direct reaction of
AgCl with Te(SiMe3)2–PhTeSiMe3, which is in contrast to the synthesis of 71.
This cluster represents the only example of a copper–telluride–tellurolate cluster
yet isolated with a distinct structural relationship with its silver analog.

Upon standing in daylight, solutions of 64 in benzene gradually darken to a brown
color and, over the course of several days, brown platelets of the ionic, mixed
tellurido–tellurolato cluster 72 crystallize from these solutions. On the other hand,
when solutions of 64 in benzene are protected from light, they show no sign
of darkening, even after several weeks at room temperature. The detection of a
125Te{1H}-NMR-signal at d¼ 688 ppmreveals the formation of TePh2 in the solution,
providing good evidence for the mechanism of formation of the naked tellurido
ligands. The most striking feature of the cluster core is the manner in which the
tellurium ligands are arranged: themolecule consists of �top� and �bottom� layers of
m3-TePh

� ligands with a central tellurido (Te2�) layer. Sandwiched between these are
the 50 copper atoms, along with the remaining seven tellurido ligands. The 20
phenyltellurolato ligands are each bonded to three copper atoms and, in conjunction
with the eight coordinated PEt2Ph ligands, serve to effectively stabilize the inner
copper telluride core. The telluride ligands of the middle Te10 layer act as m6- and m7-
bridges between the copper sites. The seven remaining Te2� centers function as m6-,
m7-, or m8-ligands. Eight of the copper atoms are bonded to Te3 faces at the surface of
the cluster molecule and to one phosphine ligand. The 42 copper atoms in the center
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of the molecule are either trigonally (18) or tetrahedrally (24) coordinated by the
tellurium neighbors.

Counting the electrons for 73–85 on the assumption of Te2� and Cuþ leads to
an overall electron excess for 79 and an electron deficiency for the other
compounds; these compounds can therefore be thought of as being of mixed-
valence type. The molecular structures of 73, 76, 79, 83, and 85 are depicted in
Figure 3.69.

The smallest mixed-valence cluster molecules, 73–75, feature 16 copper atoms
arranged around a Te9 polyhedron. However, the tellurium substructure cannot be
derived from the skeleton of 57 by simply adding one tellurium atom, as might have
been assumed. Two of the copper atoms that carry a phosphine ligand bridge Te�Te
nonbonding edges, while the other six [CuPR2R0] units bridge three tellurium atoms,
such that the copper atoms are tetrahedrally coordinated. The remaining eight copper
atoms are coordinated by three telluriumatoms in a distorted trigonal planarmanner.
Assuming that the telluriumatomshave a formal charge of 2, it is possible to formally
assign 14 Cu1þ centers and two Cu2þ centers. However, the co-existence of Cu2þ

with Te2� is unlikely for thermodynamic reasons, because of an electron-transfer
process from the reducing Te2� ligand to the oxidizing Cu2þ center. An assignment
of 16 Cuþ , seven Te2� and two Te1� is not supported by structural means. The
compounds should, therefore, rather be described in terms of a �pure� Cuþ

substructure, ligated by tellurium centers with an average charge of 1.78. This
electron deficiency can be delocalized in the valence band of the compound, as has
recently been shown by calculations on the electron-rich compound 79 (see
below) [66].

Thirteen tellurium atoms form a distorted, centered icosahedron in the closely
related compounds 76–78. Ten of the 20 Te3 faces are bridged by copper–phosphine
units, whereas ten more copper atoms are situated below the remaining faces,
either trigonally coordinated or tetrahedrally surrounded, because of an additional
Cu–Te bond to the central tellurium atom. Compound 78 requires 12 phosphine
ligands for a sufficient shielding of the cluster core, but this can be put down to the
smaller steric demand of the phosphine PEt3 compared to PPh3. As a result, in 78,
twelve of the copper atoms are coordinated above Te3 faces, and eight below. The
three remaining copper atoms in all three compounds are positioned inside the
icosahedrons; each of these has three tellurium neighbors, two of which belong to
the Te12 shell, while one is the central tellurium ligand. The formal counting of
charges leads to an electron excess of three and, by assigning a charge of þ 1 to
every copper atom (as discussed above), an average charge of 1.77 is obtained for
the 13 tellurium ligands.

An icosahedron of tellurium atoms is also found in 79 although, in contrast to
those observed in 76–78, it does not contain a central atom. The arrangement of the
copper atoms above the Te3 faces is similar to that found in 78. This might have
been anticipated, given the Tolman angle for both phosphines. Twelve [CuPEt2Ph]
units are bonded above Te3 faces, while eight copper atoms cap the other Te3 faces
from the interior. In contrast to the situation in 76–78, in 79 six rather than three
copper atoms are located in the center of the cluster molecule, forming an
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octahedron with intermetallic distances between 2.592 and 2.607Å. These distances
lie within the range of Cu�Cu distances measured in the other copper telluride
clusters under investigation. Therefore, it cannot be determined from these
distances whether d10–d10 interactions are present within the Cu6 octahedron.
However, it is remarkable that two of the copper atoms must be formally uncharged
Cu0 atoms lying alongside 24 Cuþ centers, if a formal charge of 2� is assigned to all
of the tellurium ligands. Calculations of the electronic band structure reveal that a
localization of the oxidation states does not occur, and that the excess electron
density cannot be assigned to d10–d10 interactions [66]. The �additional� electron
pair, which arises if exclusively Cuþ and Te2� centers are assigned, is better
described as an MO embedded in the valence band of tellurium 5p orbitals and
copper 4s orbitals.

The largest copper telluride cluster molecules synthesized to date are also mixed-
valence compounds. Compounds 82–87 display ellipsoidal telluriumdeltahedra with
an increasing number of inner tellurium atoms, ranging from two inner tellurium
atoms in 82–84 to four such tellurium atoms in the centers of the molecular
structures of 85–87. As usual, the copper atoms that are coordinated by phosphine
ligands are coordinated above the Te3 triangles at the cluster surface. The other
copper atoms are either coordinated by three or, especially in the cluster center, by
four tellurium ligands. The structures of 85–87 already suggest the formation of
distorted layers of tellurium atoms showing incipient characteristics of bulk
Cu2Te [40]. However, the turning point has not yet been reached for copper telluride
cluster compounds. In view of the reported tendency for ever bigger molecules to be
necessary in order that bulk structure properties will be observed on going from
Cu�S to Cu�Se clusters, the cluster size that might begin to show bulk Cu2Te
structural characteristics should in fact be considerably larger than a �Cu58� species,
and probably even larger than a �Cu70� analog of the turning point to �large� clusters
found for the copper selenide system.

3.2.3.3 Chalcogen-Bridged Silver Clusters
The development of the chemistry of Cu2S, Cu2Se and Cu2Te complexes has yet to be
mirrored for the heavier metals Ag and Au. Monodentate phosphine ligands have
generally been shown to be incapable of providing a kinetically stabilizing sphere
when Ag(I) and Au(I) salts are reacted with E(SiMe3)2, and these reactions lead
instead to the formation of amorphous binary solids.

It is clear from the development of the chemistry of the copper chalcogenide
cluster complexes described above that: (i) the incorporation of additional surface
ligands in the form of SeR and TeR functionalities; and/or (ii) the use of bidentate
phosphine ligands, offer additional structural flexibility. Additionally, they may
be used to stabilize AgSe, AgTe, and AuSe cluster cores, which themselves are
synthesizedwith bis(silylated) reagents. The use ofmonosilylated chalcogen reagents
(as the hydrocarbonmoiety is relatively inert and unreactive towardmetal salts) could
therefore aid in inhibiting the formation of the bulk, amorphous solids. Furthermore,
the reaction chemistry of metal–selenolate and metal–tellurolate complexes can also
provide the source of E2� ligands required for the formation of larger polymetallic
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complexes [19, 61]. Thus, the use ofmonosilylated reagents RESiMe3 (R¼ aryl, alkyl)
has led to the development of nanometer scale Ag–Se–SeR and Ag–Te–TeR com-
plexes. The carbon chain on the chalcogen center is readily modified, and, as
discussed below, this plays an important role in governing the structures formed.
Hence, the general synthesis route is very similar to that shown in Scheme 3.2. A
survey on the accordant reactions and the resulting structures, as well as the
structural principles of the products, is provided in the following sections.

3.2.3.3.1 Sulfur-Bridged Silver Clusters The clusters with the highest number of
metal atoms synthesized and structurally characterized to date can be obtained by the
combination of the elements silver and sulfur. In contrast to the synthesis of copper
chalcogenide clusters described in Section 3.1.3.2, reactions of silver halides with S
(SiMe3)2 and stabilizing phosphanes always lead to the precipitation of silver sulfide.
This problem can be overcome by the use of silver carboxylates (AgO2CR). In the
presence of tertiary phosphanes, these carboxylates react with silylated sulfur
compounds to yield ligand-protected sulfur-bridged silver clusters (Scheme 3.10).
The driving force in these reactions is the formation of silylesters.

Another possible means of obtaining multinuclear sulfur-bridged silver clusters
would be to react silver thiolates (AgSR) with carbon disulfide (Scheme 3.11).

The largest clusters synthesized to date have been obtained by the reaction of silver
thiolates with S(SiMe3)2 in the presence of bidentate phosphanes. Depending on the
reactants, solvents and molar ratios used, clusters containing several hundreds of
silver atoms can be synthesized (Scheme 3.12). The formation of these metal-rich
compounds can only be observed in the presence of bidentate phosphanes. Although

AgO2CPh + PhSSiMe3 toluene/THF [Ag7(SPh)7(dppm)3] (88)                                  [67] 

 + dppm CH2Cl2/DMF [Ag22(SPh)10Cl(O2CPh)11(dmf)3]  (89)             [67] 

R = Ph, R’ = C6H4NMe2

phosphane = dppm 
[Ag65S13(SC6H4NMe2)28(dppm)5] (93) [68]

R = CF3, R’ = Ph 

phosphane = dppm 
[Ag70S20(SPh)28(dppm)20](O2CCF3)2 (94) [69]

AgO2CR + R’SSiMe3
R = Me, R’ = tBu

phosphane = dppxy 
[Ag123S35(StBu)50] (95) [71]

+ S(SiMe3)2 + phosphane 
R = CF3, R’ = SiMe3

phosphane = PnPr3

[Ag188S94(PnPr3)20] (96) [70]

R = Ph, R’ = tBu

phosphane = dppb 
[Ag262S100(StBu)62(dppb)6] (97) [69]

R = Ph, R’ = tBu

phosphane = dppxy 
[Ag344S124(StBu)96] (98) [71]

Scheme 3.10 Synthesis of various sulfur-bridged silver clusters by reactions of silver carboxylates
with silylated sulfur compounds in the presence of tertiary phosphanes.
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they are not built into the ligand shell, these phosphanes seem to be essential for the
process of cluster formation.

In [Ag7(SPh)7(dppm)3] (88), the seven silver atoms adopt a topology analogous to
the P7

3� anion, in which the edges and edges and faces are m2-, m3- and m4-bridged by
SPh� ligands, respectively. The core in [Ag10(SC6H2iPr3)10] (90) is a highly folded 20-
membered ring of alternating silver and sulfur atoms in which all silver atoms are
linearly coordinated by two silver atoms; both cluster cores are shown in Figure 3.70.

AgSC6H2iPr3 + CS2 gA[ 10(SC6H2iPr3)10] (90) [72] 

AgSPh + CS2 + PPh3 gA[ 14S(SPh)12(PPh3)8] (91) [73] 

(HNEt3)2n[Ag10(SC6H4tBu)12]n + CS2 tENH( 3)4[Ag50S7(SC6H4tBu)40] (92) [74] 

Scheme 3.11 Synthesis of various sulfur-bridged silver clusters by reaction of silver thiolates with
carbon disulfide.

R = tBu, dppX = dppp [Ag320S130(StBu)60(dppp)12] (99) [75]

AgSR + S(SiMe3)2 R = tBu, dppX = dppxy [Ag344S124(StBu)96] (98) [71]

+ dppX R = tC5H11, dppX = dppbp [Ag352S128(StC5H11)96] (100) [75]

R = tC5H11, dppX = dppbp [Ag490S188(StC5H11)114] (101) [75]

Scheme 3.12 Synthesis of various metal-rich, sulfur-bridged silver clusters by reactions of silver
thiolates S(SiMe3)2 in the presence of bidentate phosphanes.

Figure 3.70 Molecular structures of [Ag7(SPh)7(dppm)3] (88) (left) and [Ag14S(SPh)12(PPh3)8]
(91) (right) without Ph groups.
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The compound [Ag22(SPh)10Cl(O2CPh)11(dmf)3]1 (89; Figure 3.71) consists of a
polymeric chain in which [Ag20(SPh)10Cl] units are connected via [Ag2(O2CPh)4]
fragments. [Ag14S(SPh)12(PPh3)8] (91) is composed of an Ag6 octahedron, an Ag8
cube, and a S12 icosahedron centered around a m6-S

2� ion. The inner ion is weakly
bonded to the six silver atoms of the octahedron.

The larger the clusters become, themore complex structures are found. The cluster
anion [Ag50S7(SC6H4tBu)40]

4� in (92) shows a discus-like structure with a pseudo-
fivefold axis. In the inner part there is an Ag15 pentagonal prismatic unit which is
surrounded by another Ag20 decagonal prism, of which the five Ag4 rectangle
fragments cap the five Ag6 sidefaces of the inner pentagonal prism. The whole
structure isfinally surrounded by another 15 silver ions. The structure of this S13 core
in [Ag65S13(SC6H4NMe2)28(dppm)5] (93) can be described as a small part of a double
hexagonal closest packing, with three sulfur atoms representing an A layer, six sulfur
atoms a B layer, three sulfur atoms another A layer, and the last atom a C layer. This
part of the cluster is surrounded by a shell of 39 sulfur atoms, each ofwhich is bonded
to a dimethylanilino group. However, these sulfur atoms are not arranged in close-
packed layers. For charge balance, 65 silver ions are incorporated into the sulfur
substructure. In the X-ray structure analysis, 60 of these ions were unambiguously
located; the five remaining silver ions were disordered over 10 positions. A view of
both clusters is provided in Figure 3.72.

In the case of selenium-bridged copper clusters, it was found that there is a
structural transition frommolecular spherical structures towards cutouts of the bulk
structure when the clusters reach 70 copper atoms. An analogous structural trans-
formation has not yet been found in the case of sulfur-bridged silver clusters. For
example, the dication [Ag70S20(SPh)28(dppm)20]

2þ in 94 shows a shell-like sulfur
substructure that consists of an inner S8 and an outer S40 polyhedron (Figure 3.73).

Up to this composition, it is always possible to find a charge balancing between
Agþ cations on the one hand, and S2� and SR� anions on the other hand. Assuming
that silver is always in the oxidation state þ 1, the cluster [Ag123S35(StBu)50] (95;
Figure 3.74), when synthesized from silver acetate and amixture of tBuSSiMe3 and S

Figure 3.71 Section of the polymeric compound [Ag22(SPh)10Cl(O2CPh)11(dmf)3]1 (89).
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Figure 3.72 Molecular structures of [Ag50S7(SC6H4tBu)40]
4- in 92 (left) and [Ag65S13(SC6H4NMe2)28(dppm)5] 93 (right), without organic

groups at the RS ligands.
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(SiMe3)2, should be a triply charged cation. However, there is no evidence of any
counterions, and it is assumed therefore that there is a nonstoichiometric silver-to-
sulfur ratio. This situation is not surprising, because such an effect is also observed in
binary Ag2S.

A nonstoichiometric composition between silver and is not necessarily caused by
the cluster size, however. For example, the spherical cluster [Ag188S94(PnPr3)20] (96;
Figure 3.74), which can be synthesized from silver trifluoroacetate with S(SiMe3)2 in

Figure 3.73 The molecular structure of [Ag70S20(SPh)28(dppm)20]
2þ in 94.

Figure 3.74 Molecular structures of [Ag123S35(StBu)50] (95) (left) and [Ag188S94(PnPr3)20] (96)
(right).
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the presence of PnPr3, is strictly stoichiometric. Nonetheless, it can be said that the
metal-rich compounds synthesized to date have shown a increasing tendency to have
non stoichiometric compositions with increasing cluster size.

The use of silver benzoate as a metal source and a mixture of S(SiMe3)2 and
tBuSSiMe3 in the presence of the bidentate ligand 1,4-bis(diphenylphosphino)
butane (dppb), yields the ellipsoid-shaped [Ag262S100(StBu)62(dppp)6] (97). A similar
reaction using 1,4-bis(diphenylphosphanylmethyl)benzene (dppxy) as a ligand leads
to the formation of [Ag344S124(StBu)96] (98), where no phosphine ligands are present
in the ligand shell; nevertheless, the presence of the phosphine is essential for the
cluster formation. Recently, a two-step routewas established for the synthesis of giant
silver sulfide clusters. For this, thefirst step involved the isolation of silver thiolates (e.
g., AgStBu), the reaction of which with S(SiMe3) in the presence of phosphines led to
the clusters [Ag320S130(StBu)60(dppp)12] (99), [Ag352S128(StC5H11)96] (100), and
[Ag490S188(StC5H11)114] (101). Thefirst two clusters in this series still had an ellipsoid
shape,whereas the largest cluster could bedescribed as a double-ellipsoid. In contrast
to the silver selenide clusters with increasing cluster size, there was no structural
transition towards motifs that were related to solid-state phases of Ag2S. The cluster
cores of the giant clusters 97, 98, 99 and 100 are shown in Figure 3.75, while the
structure of the cluster core of 101 is illustrated in Figure 3.76.

The composition of these compounds can also be proved by using matrix-
assisted laser desorption/ionization-time-of-flight (MALDI-TOF)mass spectrometry
(Figure 3.77), whereas signals for highermasses indicated an aggregation of clusters
in the gas phase. By thermal decomposition, it is possible to displace the organic
groups to produce either nanosized mixed crystals of Ag–Ag2S or silver nanopar-
ticles, where the size of the particles depends on the composition of the initial
clusters.

The structural determinations of these large clusters with nuclearities greater than
�120 metal atoms proved problematic. For such clusters, the intensities of the
reflections dropped off rather sharply above 2q� 40� (for MoKa radiation), and the
structure refinement usually resulted in unsatisfactorily high R factors, with a high
residual electron density close to heavy atoms within the cluster molecule. More
satisfying R factors can only be obtained if this electron density can be modeled as
disordered atoms which, on the other hand, complicates efforts to provide precise
estimates of themolecular formulae. These effectsmay result from a range of factors:

. There is no perfect translational order in the lattice.

. With the silver-chalcogenide clusters there is a tendency towards nonstoichio-
metry, as seen for the binary phases [76]. This behavior could be a consequence of
the rather similar electronegativities of silver and the chalcogenides. There is no
clear distinction between Agþ and E2� (E¼ S, Se, Te), and the clusters behave
rather like alloys [77].

. The surface tension of the spherical molecules generates a Laplace pressure
within the molecule, which can result in a disorder or even a phase transition.

. Interactions between defects within the clusters can themselves lead to an
increase in the defect concentration [78].
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It is, therefore, no longer possible (in the strictest sense) to obtain precise
molecular formulae for these large clusters from their structure determinations.
Rather, it must be considered in terms of �idealized� formulae, resulting from the
assumptions that nonbonded Ag � � �Ag distances are larger than 280 pm, and that
nonbonding S � � � S distances are at least 410 pm. It is conceivable that different
spatial arrangements of Agþ and chalcogenide ions can be accommodated below the
ordered surface of the cluster. This possibility is supported by the observation that
datasets measured from crystals obtained from different synthetic reactions can
often not be refined with the same set of coordinates for the silver, chalcogen, and
carbon atoms, even though they have the same unit cells. Furthermore, a broad

Figure 3.75 Molecular structuresof [Ag262S100(StBu)62(dppp)6] (97) (top left), [Ag344S124(StBu)96]
(98) (bottom left), [Ag320S130(StBu)60(dppp)12] (99) (top right), and [Ag352S128(StC5H11)96] (100)
(bottom right).
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distribution of molecular ions in the mass spectrum is often observed. Today, the
structural determination of such large cluster molecules is pushing the currently
available techniques to their limits; indeed, it must be accepted that, at present, such
techniques may not always be capable of providing satisfactory answers.

Figure 3.77 MALDI-TOF mass spectrum of [Ag344S124(StBu)96] (98).

Figure 3.76 The molecular structure of [Ag490S188(StC5H11)114] (101) without organic groups.
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3.2.3.3.2 Selenium-Bridged Silver Clusters The reaction chemistry of Ag(I) and
RESiMe3 complexes in the presence of tertiary phosphine ligands is summarized in
Scheme 3.13. Of note is the requirement for acetate salts of silver for the successful
isolation of polynuclear complexes, as AgCl invariably leads to Ag2Se formation.
This contrasts with the reaction chemistry of Cu(I) described above, and also with
the chemistry of silver–tellurium complexes (see below). Of equal importance is the
facile formation of selenide (Se2�) ligands from RSe fragments, as this allows for
the formation of extremely large Ag�Se frameworks. Although this reactivity limits
the number of low-nuclearity complexes that can be isolated, and thus limits the
amount of information that can be obtained regarding condensation pathways, it
offers the distinct advantage of the formation of the largest structurally charac-
terized metal–chalcogenide complexes reported to date.

The reaction of silver benzoate with tBuSeSiMe3 and PPr3 at 40 �C in pentane as
solvent affords the light-sensitive, spherical cluster [Ag30Se8(SetBu)14(PPr3)8] 102
in good (60%) yield [79]. The structure of 102 (Figure 3.78) shows the surface
groups (PR3 and tBu) stabilizing the AgSe core. The SetBu ligands bridge two
and three silver centers, while the Se2� ligands adopt coordination numbers five
and six.

There are ten silver centers that are two-coordinate, bonded to two SetBu ligands,
two Se2� ligands, or one SetBu ligand and one Se2� ligand. The remaining 20 silver
atoms, including the eight that are bonded to PPr3 ligands, exhibit distorted trigonal
planar or tetrahedral coordination geometries. As is the case for the stoichiometric
copper–chalcogenide complexes described above, the shortest nonbonding contacts

−40 °C, C5H12

R = Ph
R’ = Pr
R” = tBu

[Ag30Se8(SetBu)14(PnPr3)8] 102 [79]

−40 °C, THF
R = Ph
R’ = Et
R” = tBu

[Ag90Se38(SetBu)14(PEt3)22] 103 [79]

AgO2CR

+

PR’3

+ R”SeSiMe3

– SiMe3O2CR

−30 °C, C5H12

R = C11H23
R’ = tBu
R” = nBu

[Ag114Se34(SenBu)46(PtBu3)14] 104 [79]

−30 °C,
C5H12/THF
R = Me
R’ = tBu
R” = nBu

[Ag112Se32(SenBu)48(PtBu3)12] 105 [79]

Scheme 3.13 The synthesis of selenido–selenolato-bridged silver clusters with monodentate PR3
ligands.
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(2.904–2.991Å) between the metal centers are consistent with the þ 1 oxidation
states assigned to all Ag atoms.

A similar reaction for the formation of 102 with PEt3 in THF leads to the larger
cluster [Ag90Se38(SetBu)14(PEt3)22] (103) in 60% yield (Figure 3.79) [79]. The similar
basicities and Tolman cone angles [42] for PPr3 and PEt3 suggest that the use of a
different phosphine ligand for 103 does not account for the different product
formation. A more likely reason is the combination of a different solvent (THF

Figure 3.78 The molecular structure of [Ag30Se8(SetBu)14(PnPr3)8] (102) (without organic
groups). Ag: shaded spheres; Se: black spheres; SeR: gray spheres; P: white spheres.

Figure 3.79 The core atoms in [Ag90Se38(SetBu)14(PEt3)22] (103). Ag: shaded spheres, Se: black
spheres, SeR: gray spheres, P: white spheres.
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versus pentane) with higher reaction–crystallization temperatures (20 �C for 103;
60 �C for 102). Higher reaction temperatures for these clusters leads to the formation
of bulk Ag2Se and other unidentified amorphous materials. The 38 Se2� ligands in
the core of 103 result in a larger, pseudo-spherical framework with core dimensions
of 1.1� 1.7� 1.9 nm3. The 90 Ag centers are ligated to the 38 Se2� and 14 SetBu
groups, with 22 also bonded to the surface PEt3 ligands. The metal atoms display
linear, trigonal planar, and tetrahedral coordination. The SetBu� groups ligate in m2-
and m3-fashion, and the Se2� centers also exhibit varying coordination modes, with
those in the outer shell bridging four and five silver atoms and the core ligands
forming five to eight bonds to the metals. The arrangement of the selenium centers
in 103 is best described in two ways (Figure 3.80). The projection at the top of
Figure 3.80 illustrates the approximately D6h symmetry found in the nonbonded
Se52 polyhedron, forming two �belts� of selenium ligands. The outer belt consists of
12 SetBu� and 18 Se2�, whereas the inner belt is composed exclusively of 18 Se2�. A
perpendicular view of the Se framework emphasizes the development of a layered
arrangement of these ligands, which dominates the overall structural motif observed
in the larger Ag�Se cluster complexes, as described below.

The 2.3� 2.3� 2.5 nm3 AgSe core in [Ag114Se34(SenBu)46(PtBu3)14] 104
(Figure 3.81) is reproducibly formed from the reaction of silver laurate
(C11H23CO2Ag), PtBu3 and nBuSeSiMe3 in pentane at 30 �C [79]. The increased
size of 104 compared to 102 and 103 is accompanied by a rathermarked change in the

Figure 3.80 Two projections of the Se52 selenium substructure in 103. Se: black spheres, SeR: gray
spheres.
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gross structural features exhibited. Specifically, the arrangement of Se atoms in 104
(Figure 3.82) corresponds to a distorted cubic-centered structure that is also observed
in solid Ag2Se. The Ag atoms have trigonal and tetrahedral coordination, and are
distributed between the layers of Se, which is also consistent with the structural
features observed in the bulk solid. This �transition� – that is, the size-dependent
structural changes – is also observed in the PR3-stabilized Cu2Se clusters, where a
clear relationship between molecule and bulk is observed for structures containing
70 or more Cu atoms, as described in Sections 3.2.3.2.3. The effect of the different

Figure 3.81 The core structures in [Ag114Se34(SenBu)46(PtBu3)14] (104) (top) and
[Ag112Se32(SenBu)48(PtBu3)12] (105) (bottom). Ag: shaded spheres, Se: black spheres, SeR: gray
spheres, P: white spheres.
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substituents on the selenolate ligands (nBu versus tBu) cannot be discounted,
however. The nBuSe� ligands in 104 bridge three and four Ag(I) centers, and the
selenide ligands again are within the bonding distance range to five, six, seven, and
eight metals.

The cluster [Ag112Se32(SenBu)48(PtBu3)12] 105 (Figure 3.81) is closely related to
that of 90, and is formed from the reaction of AgOAc, PtBu3 and nBuSeSiMe3 in
pentane–THFmixtures at 30 �C [79]. The number of selenium atoms in 104 and 105
is identical; however, the number of surface selenolate groups is greater in the
latter (48 versus 46), with a concomitant reduction in the number of PtBu3 ligands

Figure 3.82 The selenium frameworks in 104 (top) and 105 (bottom). Se: black spheres; SeR: gray
spheres.
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(12 versus 14). Two fewer (112) Ag centers in 105 relative to 104 is consistent with the
lower Se2�: nBuSe� ratio in the former (32 : 48 and 34 : 46, respectively).

Bidentate phosphine ligands have been successfully employed for the synthesis of
Cu–E–ER complexes (E¼Se, Te) from silylated reagents, as described above. Their
utility in stabilizing Ag–SeR and Ag–Se–SeR frameworks using analogous reaction
strategies is demonstrated and summarized in Scheme 3.14.

The use of bidentate phosphine ligands in conjunction with low-temperature
conditions is apparently sufficient to enable the isolation of low-nuclearity Ag–SeR
complexes from Ag(I) salts and RESiMe3, which hitherto was impossible when
working with PR3 ancillary ligands. For example, the cluster [Ag4(SeiPr)4
(Ph2PCH2PPh2)2] (106) is isolated in 45% yield from silver thiocyanate (or silver
benzoate), bis(diphenylphosphino)methane and iPrSeSiMe3 at low tempera-
tures [80]. Cluster 106 (Figure 3.83) consists of an Ag4 tetrahedron with each
nonbonded Ag–Ag edge bridged by a m2-iPrSe

� ligand. The trigonal planar

−60 °C→ −20 °C,
Et2O
X = SCN
R = iPr
P∩P =
Ph2PCH2PPh2

[Ag4(SeiPr)4(dppm)]2 106 [80]

+ RSeSiMe3

−40 °C→ RT,
C7H8/COD
X = O2CPh
R = Et
P∩P =
Ph2P(CH2)3PPh2

[Ag8(SeEt)8(dppp)]∞ 107 [80]

AgX

+

P∩P – SiMe3X
−20 °C→ RT,
CH2Cl2
X = O2CC11H23
R = tBu
P∩P =
tBu 2P(CH2)3PtBu2

[Ag124Se57(SePtBu2)4Cl6(tBu2P(CH2)3PtBu2)12] 108 [80]

−80 °C→ −20 °C,
CH2Cl2
X = O2CC11H23
R = nBu
P∩P =
Ph2P(CH2)3PPh2

[Ag28Se6(SenBu)16(dppp)4] 109 [80]

−20 °C→ RT,
CHCl3/C7H8
X = O2CC11H23
R = nBu
P∩P =
Ph2P(CH2)3PPh2

[Ag172Se40(SenBu)92(dppp)4] 110 [80]

Scheme 3.14 The synthesis of selenido–selenolato-bridged silver clusters with bidentate
phosphine ligands.
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coordination geometry about the Ag(I) centers is completed via coordination to a
phosphine ligand.

The m3-bridging capacity of alkylselenolate ligands and the flexible coordination
ability of bis(diphenylphosphino)propane ligands lead to an infinite repeat of
[Ag8(SeEt)8(Ph2PCH2CH2CH2PPh2)] units (Figure 3.84) in 107 [80]. This polymeric
structure consists of a strand of distorted Se6 octahedral arrangements of ethylse-
lenolate ligands, each of the EtSe� ligands functioning as m3-bridges to the Ag(I)
centers. There is no discrepancy between �intra� and �inter� unit bonding distances,
which range from 2.509(4) to 2.847(3) Å. In contrast to Ag4 cluster 106, the silver
atoms in the Ag8 cluster 107 display different coordination geometries: a linearly
coordinated Ag is bonded to two EtSe ligands above an edge, while a trigonal planar
Ag center resides in a deltahedral face of the Se6 octahedron; two additional silver

Figure 3.83 The molecular structure of [Ag4(SeiPr)4(Ph2PCH2PPh2)2] (106) (without H atoms).
Ag: shaded spheres; SeR: gray spheres; P: white spheres; C: wire representation.

Figure 3.84 A projection of the infinite repeat in [Ag8(SeEt)8(Ph2P(CH2)3PPh2)]1 (107) (without
organic groups). Ag: shaded spheres; SeR: gray spheres; P: white spheres.
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atoms show trigonal planar geometry �between� the octahedral subunits; and the
remaining silver atoms are three-and four-coordinate, occupying positions above and
within the Se6 octahedra. Although the ethyl groups bonded to the selenium sites
have poor shielding ability, the AgSe strand is effectively insulated and stabilized by
the dppp ligands (Figure 3.85).

Much larger Ag�Se frameworks are formed using bidentate ligands if the reaction
conditions and the selenium reagent are modified. The cluster [Ag124Se57
(SePtBu2)4Cl6(tBu2P(CH2)3PtBu2)12] (108; Figure 3.86) is isolated as black crystals

Figure 3.85 A space-filling model of polymeric 107. Ag: shaded spheres; Se: black spheres; SeR:
gray spheres; P: white spheres; C: light gray spheres; H: small white spheres.

Figure 3.86 A projection of the molecular structure of [Ag124Se57(SePtBu2)4Cl6(tBu2P(CH2)3-
PtBu2)12] (108) (without organic groups). Ag: shaded spheres; Se: black spheres; SeR: gray spheres;
P: white spheres.
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from the reaction of silver laurate, 1,3-bis(di-tert-butylphosphino)propane, and tert-
butylselenotrimethylsilane in methylene chloride at 20 �C [80]. Cluster 108, with a
spherical �2 nm AgSe core, is a very unusual member of the series of high-
nuclearity silver selenide clusters, bears no structural relationship to the clusters
104 and 105 described above, and displays no structural characteristics of the bulk
phases of Ag2Se.

The important structural features of 108 are the Frank–Kasper polyhedra
surrounding the central selenide ligand. A nonbonded (Se. . .Se¼ 4.93–5.36Å)
Se16 polyhedron surrounds the central Se2�, and is itself enveloped by 44 selenium
centers, four of which are from the surface SePtBu2� ligands (Figure 3.87). This
defined Se44 polyhedron (Se. . .Se¼ 3.80–5.99Å) possesses 84 D3 faces that can be
described as a growth of the inner Se16 deltahedron. The Se

2� ligands in 108 act as
m3, m4, m5, m6, m7 or m8 bridges to the silver atoms, with the Ag–Se distances ranging
from 2.491(3) to 3.101(3) Å. The four selenodi-tert-butylphosphido ligands, SePt-
Bu2, are m3-g

1(P): g2(Se)-bonded to 12 Ag(I) centers. The formation of these ligands
from the reaction conditions must result from the decomposition of the tBuSe-
SiMe3 and tBu2P(CH2)3PtBu2 ligands. For their part, the six surface chlorides,
which arise from the reaction solvent methylene chloride, are m3- and m2-bridging
to the silver centers.

The combination of 57 Se2, six Cl� and four SePtBu2� ligands again allows for þ 1
oxidation states to be assigned to the silver atoms. The 124 Ag(I) centers are
distributed as follows: 12 of the 28 tetrahedral sites of the central Se16 deltahedron
surrounding the central Se are occupied by silver atoms in distorted geometries; 80
silver atoms located between the Se16 and Se44 polyhedra exhibit linear, trigonal
planar and tetrahedral coordination; and the remaining 32 silver atoms are located at
the cluster surface with coordination numbers three and four.

Figure 3.87 The selenium substructure in 108. The central Se atom is surrounded by the Se16
Frank–Kasper polyhedron, which is itself surrounded by the Se44 polyhedron in a second
coordination sphere.
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The effects of solvent and reaction–crystallization conditions on product formation
are clearly evident in the syntheses of [Ag28Se6(SenBu)16(dppp)4] (109) and [Ag172-
Se40(SenBu)92(dppp)4] (110). The former is obtained in 45% yield from 1 : 0.25 : 1
mixtures of AgO2CC11H23: Ph2P(CH2)3PPh2: nBuSeSiMe3 in CH2Cl2 at �80 �C,
slowly rising to �20 �C [80]. In contrast, the same combination of reagents in
CHCl3–toluene at 20 �C generates cluster 110 in 20% yield when the reaction
solutions are allowed to warm to room temperature [79].

The red crystals of 109 formed from the reaction mixtures are very sensitive and
decompose at temperatures above 10 �C. An X-ray analysis of the highly solvated
crystals is possible, however, and the structure of 109 (Figure 3.88) displays the
features expected for a �medium-sized� Ag�Se complex that is not structurally
dissimilar to [Ag30Se8(SetBu)14(PPr3)8] (102). Each of the nBuSe� ligands is m3-
bonded on the surface of the cluster, and the six Se� atoms are arranged to form a
nonbonded octahedron at the center of the cluster. For their part, the Ag(I) atoms
display the (distorted) linear, trigonal planar and tetrahedral coordination geometries
expected in such a medium-sized cluster.

The cluster 2.4� 2.4� 2.0 nm3 AgSe core in [Ag172Se40(SenBu)92(dppp)4] (110)
represents the largest structurally characterized metal–selenide complex reported to
date (Figure 3.89) [79]. With increasing cluster size, the distribution of the silver
centers appears to become chaotic, and the refinement of the X-ray data for 110 is
correspondingly problematic. In this respect, 110 reflects the structure of solid
Ag2Se, where the Ag

þ cations are also disordered. On the cluster surface, 92 nBuSe
ligands are m3- and m4-bonded to the silver atoms (Se�Ag¼ 2.498(3)–3.064(3) Å).
Noteworthy is the fact that there are only eight phosphine–silver bonds (four dppp
ligands) on the surface, as the butyl chains of the selenolate ligands provide the
majority of the stabilization of the silver–selenide core. The 40 Se2� ligands act as m5,
m6, m7 and m8 bridges (Ag�Se¼ 2.44–3.30Å), and are arranged with the Se centers of
the nBuSe� groups to form layered arrangements of selenium.

Figure 3.88 A projection of the core atoms in [Ag28Se6(SenBu)16(dppp)4] (109) (without organic
groups). Ag: shaded spheres; Se: black spheres; SeR: gray spheres; P: white spheres.
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3.2.3.3.3 Tellurium-Bridged Silver Clusters Silver chloride is dissolved readily in
ether or hydrocarbon solvents using excess trialkylphosphine ligands. At room
temperature, the addition of nBuTeSiMe3 to these solutions proceeds with the
precipitation of insoluble, brick-red, amorphous materials or the formation of
Ag2Te. Low-temperature reactions again provide a route to access crystalline
products suitable for X-ray analysis (Scheme 3.15) [81]. The addition of nBuTeSiMe3
to pentane solutions of a 1 : 3 mixture of AgCl: PEt3 at 40 �C yields a gold-colored
solution from which bright yellow crystals of [Ag6(TenBu)6(PEt3)4] (111;
Figure 3.90) grow within several days in modest yield (30%). The six tellurolate
ligands define a nonbonded octahedron, with four of the nBuTe� ligands m3-bonded
and two nBuTe� ligands bridging two Ag atoms. Two Ag(I) centers are tetrahedral,
bonded to two PEt3 and two nBuTe

� ligands, while the four remaining silver atoms
are trigonal planar and bonded to the butyltellurolate ligands only, residing in the

Figure 3.89 The Ag, Se, and P atoms in the 2.4� 2.4� 2.0 nm3 AgSe core in
[Ag172Se40(SenBu)92(dppp)4] (110).

+ nBuTeSiMe3

−40 °C→ −30 °C,
C5H12
x = 3

[Ag6(TenBu)6(PEt3)6] 111 [81]

AgCl

+

x PEt3

– SiMe3Cl −40 °C→ −30 °C,
C5H12
x = 1

[Ag32Te7(TenBu)18(PEt3)6] 112 [81]

−40 °C→ −30 °C,
C5H12
x = 2

[Ag48Te12(TenBu)24(PEt3)14]
113 [81]

Scheme 3.15 A summary of the reaction chemistry of Et3P–AgCl and nBuTeSiMe3.
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deltahedral faces of the Te6 polyhedron. The importance of th phosphine: metal
ratio in the synthesis of metal–chalcogenide complexes with silylated reagents is
again highlightedwith the synthesis of [Ag32(TenBu)18Te7(PEt3)6] (112a): if the ratio
of phosphine to silver is only 1 : 1, there is no evidence of 111, and cluster 112a is
formed in low yield. The projection illustrates the layered nature of cluster 112a,
which resides on a crystallographic inversion center (Figure 3.91). The �top� layer of
112a consists of three m3-nTe(Bu)

� groups, whereas the second tellurium-rich layer
contains three m3-tellurolate and three m5-telluride (Te

2�) ligands. The latter form a
near-planar hexagonal Te3Ag3 ring (maximumdeviation¼ 0.10 Å), which lies above
(0.61 Å) a tetrahedral Ag center. The central tellurium layer contains six m3-nTe
(Bu)� ligands and one, central Te2� atom, which is within the range of bonding
distances to eight silver atoms. The arrangement of Te is repeated in the bottomhalf
of the structure. The result is that 24 Ag atoms all form three bonds to neighboring
Te atoms, and six Ag atoms achieve trigonal planar coordination by bonding to two
tellurolate ligands and one phosphine ligand. The butyltellurolate ligands in 112
symmetrically bridge three metal centers. The combination of 18 tellurolate (18)
and seven telluride ligands (14) again suggests a þ 1 oxidation state for the 32 silver
atoms. The yield of cluster 112a is low (�5%), although the synthesis is repro-
ducible. There appears to be some inherent stability associated with the Ag�Te
framework, as analogous [Ag32(TenBu)18Te7(PR3)6] clusters can be isolated
using other tertiary phosphine ligands, and [Ag32(TenBu)18Te7(PEt2Ph)6] (112b),
[Ag32(TenBu)18Te7(PnPr3)6] (112c) and [Ag32(TenBu)18Te7(PiPr3)6] (112d) are
also similarly prepared. Unlike 112a–112c, for which yields are low, the yield of
cluster 112d (R¼ iPr) is relatively good (40%), as reaction solutions (of AgCl, PiPr3
and nBuTeSiMe3) can be stirred at room temperature prior to crystallization
without the formation of insoluble, solid materials. Presumably, this facilitates

Figure 3.90 Themolecular structure of [Ag6(TenBu)6(PEt3)4] (111) (withoutH atoms). Ag: shaded
spheres; TeR: gray spheres; P: white spheres; C: wire representation.
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the formation of additional Te2� ions via the tellurium–carbon bond cleavage of
butyltellurolate moieties. The range of cone angles of the phosphines (132–160�)
for which identical cluster frameworks are observed illustrates the prominent role
that the alkyl chains on the Te centers play in stabilizing the cluster core, consistent
with the limited number (six) of phosphines on the surface of the cluster. Attempts
to improve the yields of clusters 112a–d by using a mixture of nBuTeSiMe3 and Te
(SiMe3)2 have not yielded any crystalline materials.

Bymodifying the ratio of triethylphosphine to silver chloride, such that AgCl: PEt3:
nBuTeSiMe3 was 1 : 2 : 1, the cluster [Ag48(TenBu)24Te12(PEt3)14] (113; Figure 3.92)
was isolated as dark-red crystals after several days at low temperatures. The cluster
consisted of two spherical Ag24Te16 subunits linked by four m3-TenBu

� ligands about
a crystallographic inversion center. In contrast to 112, the 14 Ag–PEt3 centers in 113
are all tetrahedral. The remaining silver atoms within the cluster core have coordi-
nation number three (trigonal planar) or four (tetrahedral), while longer Ag. . .Te
contacts also suggest intermediate bonding descriptions. The 24 nBuTe� ligands and
12 Te2� atoms were in agreement with a þ 1 oxidation state to be assigned to the Ag
sites, and the Ag(I). . .Ag(I) contacts ranged between 2.802(2) and 3.222(2) Å.

Although the synthesis of butyltellurolate–silver complexes requires low tempera-
tures in order to avoid the precipitation of amorphous solids, and relatively few
structural types of these compounds have been isolated (see above), the chemistry of
phenyltellurolate–silver complexes fromPhTeSiMe3 and AgCl is rich and varied with
respect to the polynuclear frameworks formed. These aryltellurolate reagents can also

Figure 3.91 The molecular structure of [Ag32(TenBu)18Te7(PEt3)6] (112a) (without organic
groups). Ag: shaded spheres; Te: black spheres; TeR: gray spheres; P: white spheres.
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be classified as being �gentler,� in that reactions between the phosphine-solubilized
metal salt and the silylated chalcogens can often be performed at room temperature
so as to yield medium-sized polynuclear complexes.

The reaction of a suspension of AgCl: 2PMe3 with PhTeSiMe3 yields two products,
[Ag10(m3-TePh)10(PMe3)2]1 (114) and [Ag14Te(TePh)12(PMe3)8] (115) and in 40% and
20% yield, respectively (Scheme 3.16) [82].

Complex 114 consists of a polymeric, one-directional arrangement, in which the
PhTe� ligands serve as both intra- and intermolecular bridges. A crystallographic
inversion center relates the two halves of the Ag10 cluster frame (Figure 3.93), which
is repeated to form the polymeric chain. All PhTe� ligands are bonded to three Ag(I)

Figure 3.92 The molecular structure of [Ag48(TenBu)24Te12(PEt3)14] (113) (without organic
groups). Ag: shaded spheres; Te: black spheres; TeR: gray spheres; P: white spheres.

RT, C5H12
R = R’ = Me

[Ag10(TePh)10(PMe3)2]∞

+

[Ag14Te(TePh)12(PMe3)8]

114 [82]

115  [82]

AgCl

+

2 PR2R’

+ PhTeSiMe3

– SiMe3Cl

RT, THF/C5H12
R = Et, R’ = Ph

[Ag14Te(TePh)12(PEt2Ph)8]

+

[Ag9(TePh)9(PEt2Ph)6]

116 [82]

117 [82]

Scheme 3.16 The synthesis of telluride–tellurolato-bridged silver clusters with monodentate
phosphine ligands.
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atoms, and the silver centers are three-coordinate and trigonal planar (sum of the
angles¼ 350.3–357.2) with the exception of those bonded to the PMe3 ligand, which
adopt a tetrahedral coordination geometry. There is no significant difference in
length between the inter- and intracluster Te�Ag contacts. The structure of 114
consists of a rather shell-like make-up: the inner core consists of silver atoms
surrounded by a Te–Ag layer which is itself surrounded by PMe3 and Ph ligands
(Figure 3.93). The structure consists of a repeating clustered arrangement of silver
and tellurium, forming an AgTe �wire.�

The second product formed in the reaction of AgCl: 2PMe3 with PhTeSiMe3 is the
molecular complex [Ag14Te(TePh)12(PMe3)8] (115) [82]. In 115 (Figure 3.94), the 14
silver centers are bonded to m3-, three m4- and twom-TePh� ligands with a central m6-
Te2�. The Ag–Te distances associated with the two m-TePh ligands are the shortest
(on average) within the cluster. The nonbonded Te13 framework can be described as a
capped, centered icosahedron in which one m5 vertex is missing. The eight silver
centers bonded to phosphine ligands exhibit tetrahedral coordination geometry, the
remaining sites being either trigonal planar or tetrahedral.

The highly distorted and asymmetric nature of the cluster 115 can be contrasted
with the framework observed in [Ag14Te(TePh)12(PEt2Ph)8] (116; Figure 3.95).
Although the ratio of Ag: TeR: Te: PR3 is the same in 115 and 116, there are marked

Figure 3.93 Two different views of the infinite repeat observed in [Ag10(m3-TePh)10(PMe3)2]1
(114) (H atoms omitted). Ag: shaded spheres; TeR: gray spheres; P: white spheres; C: wire
representation.
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differences in the structures of the two clusters [82]. The eight PEt2Ph ligands in 116
are located at the corners of a cube, while the 12 TePh� ligands are evenly distributed,
forming three (distorted) layers that are each bonded to three silver atoms. The
central telluride is within the range of bonding distances (2.768(1)–2.825(1) Å) to six
silver atoms. The Te13 framework can be described as a highly distorted centered
icosahedron. Of the 20 deltahedral faces of the icosahedron, eight are capped by the

Figure 3.94 The Ag–Te–P framework in [Ag14Te(TePh)12(PMe3)8] (115) (without organic groups).
Ag: shaded spheres; Te: black spheres; TeR: gray spheres; P: white spheres.

Figure 3.95 The Ag–Te–P framework in [Ag14Te(TePh)12(PEt2Ph)8] (116) (without organic
groups). Ag: shaded spheres; Te: black spheres; TeR: gray spheres; P: white spheres.
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tetrahedral Ag(PEt2Ph) sites. The Ag–Te distances at these four-coordinate silver
sites are longer than the six three-coordinate Ag(I), which lie within the Te13 frame:
the latter have Ag�Te contacts ranging from 2.660(1) to 2.825(1) Å, whereas for the
former set the Ag�Te contacts are longer, ranging from 2.838(1) to 3.026(1) Å. The
coordination about the three-coordinate silver centers is, however, highly asymmet-
ric, as invariably one of the Te�Ag�Te angles lies close to 90�.

The second, and major, product (60%) from the reaction of AgCl: PEt2Ph with Te
(Ph)SiMe3 is the cluster [Ag9(TePh)9(PEt2Ph)6] (117a; Scheme 3.16) [82]. The Ag�Te
framework (Figure 3.96) sits on a threefold rotation axis that bisects three three-
coordinate Ag(I) atoms in the center of the rather columnar cluster that are bonded to
three TePh� ligands in trigonal planar fashion. The other six silver atoms are each
bonded to onePEt2Ph and three TePh

� ligands, and are tetrahedral. All TePh� groups
bridge three Ag(I) atoms. The coordination environment about the three central
TePh� ligands is unusual in the Ag�TePh clusters described, as it consists of a �T-
shaped� coordination about tellurium. The central layer consists of a planar Ag
(TePh)3 arrangement, with the three phenyl rings lying in this plane. The extended
packing arrangement of 117a results in the central Ag(TePh)3 layers being aligned,
in a mixed aromatic-Ag�Te infinite repeat.

With the exception of [Ag32(TenBu)18Te7(PiPr3)6] (112d), the systematic access of
higher nuclearity, nanoscale AgTe clusters in good yield using monosilylated
reagents R–ArTeSiMe3 is not as effective as the corresponding technique for Cu�Te
or Ag�Se complexes. However, a combination of silylated tellurium sources (i.e.,
ArTeSiMe3 and Te(SiMe3)2) can be used to access metal–telluride clusters in good
yield, if the substituent on the tellurolate ligand is an aryl group. Thus, although the
reaction of AgCl: PR3 solutions and Te(SiMe3)2 leads to the formation of bulk Ag2Te,
AgCl dissolved in ethereal solvents with triethylphosphine reacts with a combination

Figure 3.96 The Ag–Te–P framework in [Ag9(TePh)9(PEt2Ph)6] (117a) (without organic groups).
Ag: shaded spheres; TeR: gray spheres; P: white spheres.
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of Te(SiMe3)2 and ArTeSiMe3 (Ar¼Ph, mes; mes (mesityl)¼C6H2Me3) to yield the
cluster complexes [Ag30(TePh)12Te9(PEt3)12] (118a) and [Ag46(Temes)12Te17(PEt3)16]
(119a), respectively (Scheme 3.17) [83].

When an AgCl: PEt3 (1 : 2) solution is treated with 0.5 equivalents of PhTeSiMe3
and 0.25 equivalents of Te(SiMe3)2 at 40 �C, red crystals of 118a form within a few
days at 30 �C in fair yield (20%). The�1.3� 1.1� 0.8 nm3 cluster core is comprised
of 12 tellurolate (PhTe�), nine telluride (Te2�), and 30 silver atoms (Figure 3.97).

−40 → −30
Et2O/THF
Ar = Ph

[Ag30Te9(TePh)12(PEt3)12]

[Ag30Te9(TePh)12(PEt2Ph)12]

[Ag30Te9(TePh)12(PnPr3)12]

118a [83]

118b

118c

AgCl
+

2 PR2R’

+ 0.5 ArTeSiMe3
+ 0.25 Te(SiMe3)2

– SiMe3Cl

−40 °C→ −30 °C
Et2O
Ar = mes

6H2Me3)

[Ag46Te17{Te(mes)}12(PEt3)16]

[Ag46Te17{Te(mes)}12(PEt2Ph)16]

[Ag46Te17{Te(mes)}12(PnPr3)16]

119a [83]

119b

119c

°C °C

(mes = C

Scheme 3.17 The synthesis of higher nuclearity telluride–tellurolato-bridged silver clusters from
AgCl, PR2R0, Te(SIMe3)2, and ArTeSiMe3.

Figure 3.97 A projection of the core atoms in [Ag30(TePh)12Te9(PEt3)12] (118a). Ag: shaded
spheres; Te: black spheres; TeR: gray spheres; P: white spheres.
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Similar complexes can be prepared using the different phosphine ligands [PEt2Ph
(118b) and PnPr3 (118c)].

The order of addition of the silylated reagents does not affect the yield of product.
The phenyltellurolate ligands in 118a act as both m3- and m4-bridges between the Ag
(I) centers. Each of the nine Te2� atoms forms six bonding contacts to the Ag
centers (Ag�Te¼ 2.703(3)–3.185(3) Å). Of the 12 phosphine-bonded silver sites, all
but two – which are trigonal planar – exhibit tetrahedral coordination. The
coordination environments of the silver atoms bonded only to tellurium are varied:
two silver atoms form two bonds, each [<(Te�Ag�Te)¼ 153.1(1)–153.22(9)], while
eight silver atoms are three-coordinate and six are tetrahedral. This varied coor-
dination geometry about silver in the cluster contrasts with the trigonal planar
geometry of the majority of the silver centers in 112 and 113, but is consistent with
the more close-packed nature of the AgTe framework in 118 and the higher
coordination modes of the interstitial Te ligands. Similar varied coordination
geometries have been observed for the copper–chalcogenide clusters described in
the preceding sections: whereas, for copper–sulfide clusters containing up to 28 Cu
centers, near-linear S�Cu�S and trigonal planar S2�Cu�P arrangements are
observed, the copper centers in larger selenium clusters exhibit tetrahedral and
trigonal planar coordination. Cluster 118a is structurally related to the copper–
tellurium cluster [Cu29(TePh)12Te9(PEt3)8][PEt3Ph] (71), which is formed from the
co-condensation reaction of the two smaller clusters [Cu12Te3(TePh)6(PEt3)6] (63)
and [Cu5(TePh)6-(PEt3)3][PEt3Ph] (67) [61]. This is the only example identified to
date where there is a distinct structural relationship between a copper–telluride–
tellurolate nanocluster and a silver analog. There are four additional PEt3 ligands on
the surface of 118a compared to 63, and the phosphine-bonded silver centers lie
well �outside� of the tellurium polyhedron, whereas the copper atoms �missing� the
phosphine in 63 are drawn into the cluster framework. The near-linear coordination
geometries of the two two-coordinate Ag centers in 118a are replaced with trigonal
planar copper sites in 63, and this is accompanied by an increase in the coordi-
nation numbers of two telluride ligands.

The substituted aryl ligand 2,4,6-Me3C6H2Te
� (mesTe) is also suitable for

stabilizing polymetallic AgTe frameworks. Thus, in an analogous reaction to
that for 118, AgCl: PR3 (PR3¼PEt3,PnPr3, PEt2Ph), solutions in ether solvents
are reacted with a combination of Te(mes)SiMe3 and Te(SiMe3)2. The clusters
[Ag46(Temes)12Te17(PR3)16] (119) are formed as dark red-black crystals in excellent
yield (80–85%) [83]. Cluster 119a (PR3¼PEt3) contains a distribution of telluride
ligands (Figure 3.98) in the central portion of the cluster, and tellurolate groups and
PEt3 are on the cluster surface. About the central Te2� are 12 additional telluride
ligands arranged to form a distorted [nonbonded Te. . .Te¼ 4.523(2)–5.288(2) Å]
centered icosahedron. The central atom telluride is within the range of bonding
distances to eight silver metal atoms [2.814(2)–3.198(2) Å], which occupy positions
within theTe13-centered icosahedron, and an additional sixAg atoms residewithin its
deltahedral faces. This central Ag34Te13 unit is surrounded by 12 m3-Te(mes)�, four
Te2�, and 12 Ag centers. The coordination number about the 46 silver atoms in 119a
varies from two (linear) to four (tetrahedral). The more condensed nature of the
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framework in 119a is reflected in its color of dark red-black as compared to the more
lightly colored (red) 118a.

Bidentate phosphine ligands have also been shown to be effective in stabilizing
AgTe polynuclear frameworks, and, as in the case of AgSe complexes, they can serve
as both inter- and intracluster bridges. Unlike the entry into PR3–Ag–Te–TeR
complexes, where AgCl is used as a source of Ag(I), the successful
preparation of {[Ag5(TePh)6(Ph2PCH2CH2PPh2)(Ph2PCH2CH2PPh3)]}y (120),
[Ag18Te(TePh)15(Ph2P(CH2)3PPh2)3Cl] (121), and [Ag38Te13(TetBu)12(Ph2PCH2CH2

PPh2)3] (122) requires carboxylate salts of Ag(I) (Scheme 3.18) [84].
A suspension of silver laurate and a half-equivalent of dppe in toluene can be

solubilized via the addition of one equivalent of tri-n-propylphosphine. The addition
of PhTeSiMe3 at room temperature to this solution results in the crystallization of
{[Ag5(TePh)6(Ph2PCH2CH2PPh2)(Ph2PCH2CH2PPh3)]}y (120) in moderate yield
(28%) after several days [84]. The structure of 120 (Figure 3.99) consists of
[Ag5(TePh)6] units linked by a dppe ligand. The arrangement of silver centers and
tellurolate ligands is similar to that observed in the copper–tellurium complex
[Cu5(TePh)6(PEt3)3][PEt3Ph].Therearethreem3-TePhgroups(Ag�Te¼ 2.786–2.993Å)
around the �base� of the cluster, and three m2-TePh bridges (Ag�Te¼ 2.662–2.837Å),
with the Te centers arranged to form a distorted nonbonded Te6 octahedron. There
are four silver atoms in the base of the cluster, and a lone, trigonal planar silver atom
bonded to the three m2-TePh bridges. The lone Ag atom centered in the base of the
cluster has noticeably shorter Ag–Ag contacts to the other three basal Ag sites (2.815
(7)–2.870(6) Å) than do the other silver atoms in 106 (>3.1 Å). The three additional
Ag(I) atoms are tetrahedral, bonded to one PPh2(CH2)-group. The dppe ligand
serves as an intercluster bridge between two [Ag5(TePh)6]

� cluster units, to form the

Figure 3.98 The molecular structure of [Ag46(Temes)12Te17(PEt3)16] (119a) (without organic
groups). Ag: shaded spheres; Te: black spheres; TeR: gray spheres; P: white spheres.
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infinite repeat observed in 106. The pendant [Ph2PCH2CH2PPh3]
þ cation balances

the negative charge on the cluster framework. Although the origin of this cation is
difficult to rationalize, the generation of phosphonium centers during photochem-
ically induced condensation reactions of Cu–TePh complexes is well estab-
lished [19, 61].

[Ag18Te(TePh)15(Ph2P(CH2)3PPh2)3Cl] (121) is synthesized by the 1 : 1 : 1 reaction
of AgOAc, Ph2P(CH2)3PPh2 and PhTeSiMe3 inCH2Cl2, the highly symmetric cluster
residing on a crystallographic C3 axis (Figure 3.100) [84]. Cluster 121 possesses a
pseudo close-packed arrangement of Te centers, with a central telluride ligand
present from Te–Cphenyl bond cleavage of a TePh fragment. The five silver atoms

25 °C, 1 eq. PPr3
C7H8
R = C11H23
R’ = Ph
x = 0.5
P∩P =
Ph2P(CH2)2PPh2

{[Ag5(TePh)6(Ph2PCH2CH2PPh2)
                                  (Ph2PCH2CH2PPh3)]}∞

120 [84]

AgO2CR

+

x P∩P

+ R’SeSiMe3

– SiMe3O2CR

−50 °C, CH2Cl2

R = CH3
R’ = Ph
x = 1
P∩P =
Ph2P(CH2)3PPh2

[Ag18Te(TePh)15(Ph2P(CH2)3PPh2)3Cl] 121 [84]

−50 °C, CH2Cl2

R = CH3
R’ = tBu
x = 1
P∩P =
Ph2P(CH2)2PPh2

[Ag38Te13(TetBu)12(Ph2PCH2CH2PPh2)3] 122 [84]

Scheme 3.18 The synthesis of telluride–tellurolato-bridged silver clusters with bidentate
phosphine ligands.

Figure 3.99 A projection of the polymeric
repeat in {[Ag5(TePh)6(Ph2P(CH2)2PPh2)
(Ph2P(CH2)2PPH3)]}1 (120). Ag: shaded
spheres; TeR: gray spheres; P: white spheres; C:

wire representation. For clarity, only the ipso
carbon atoms of the –PPh3

þ centers and the
carbon atoms of the methylene units on
phosphorous are illustrated.
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within the range of bonding distances to this central Te2� are arranged to formnear-
perfect trigonal bipyramidal coordination geometry about the tellurium. The
PhTe� ligands bridge either three or four Ag atoms, and, consistent with the
rather open nature of the Ag�Te framework, the majority (nine) of the 11
interstitial silver atoms are three-coordinate, the other two adopting tetrahedral
coordination. All phosphine-bonded Ag(I) sites and the lone Ag�Cl fragment are
also bonded to three PhTe� ligands. The dppp ligands are located exclusively
around the �base� of the pyramidal AgTe framework, with the chloride occupying
the apical position on the cluster.

The largest structurally characterized Ag–Te–TeR cluster stabilized with biden-
tate phosphine ligands, [Ag38Te13(TetBu)12(Ph2PCH2CH2PPh2)3] (122) is obtained
without the use of Te(SiMe3)2 as a source of telluride ligands [84]. Cluster 122 forms
as small, black crystals in �50% yield from the reaction of AgOAc, dppe and
tBuTeSiMe3 in a 4 : 4 : 3 ratio at low temperatures (Scheme 3.18). Gradual warming
of the reaction solutions to room temperature leads to the formation of 122 over
several weeks, and the stability of these solutions at higher temperature (versus the
precipitation of amorphous solids) accounts for the formation of such a �telluride-
rich� cluster.

The structure of 122 (Figure 3.101) contains a spherical Ag�Te framework. The 13
Te2� ligands are spatially arranged in the cluster core to form a centered icosahedron,
as is observed in [Ag46(Temes)12Te17(PR3)16] (119) [83]. The central telluride ligand of
this deltahedral sub-unit forms eight Ag�Te bonding interactions (3.049–3.199Å),
and the polyhedron is in fact surrounded by 12 Ag(I) atoms, which themselves are

Figure 3.100 The core atoms in [Ag18Te(TePh)15(Ph2P(CH2)3PPh2)3Cl] (121). Ag: shaded spheres;
Te: black spheres; TeR: gray spheres; P: white spheres.
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arranged to form an Ag12 (nonbonded) icosahedron. The outer Te12 and inner Ag12
�shells� are then surrounded by the 12 m3-tBuTe

� surface ligands and the additional
26 Ag(I) atoms. The 12 phosphine-bonded silver atoms have tetrahedral coordina-
tion, as they are each also bonded to three Te centers. Sixteen of the remaining Ag(I)
atoms are trigonal planar, and tenAg(I) atoms are tetrahedrally coordinated to four Te
ligands, in asymmetric fashion.

3.2.3.4 Selenium-Bridged Gold Clusters
The growing interest in gold–chalcogenide polynuclear chemistry can be attributed
partly to the demonstration that these systems exhibit rich photoluminescence
behavior, and partly to the interesting structural frameworks that are generated as
a result of weak Au(I)–Au(I) interactions [85].

The use of bidentate phosphine ligands in stabilizing metal–chalcogenide cores is
again demonstrated by the synthesis of [Au10Se4(Ph2PCH2PPh2)4]Br2 (123) and
[Au18Se8(Ph2PCH2CH2PPh2)6]Cl2 (124a, Scheme 3.19) from the reaction of Se
(SiMe3)2, [(AuBr)2(dppm)] and [(AuCl)2(dppe)] at ambient temperature, respectively.
The complex dication 123 is illustrated in Figure 3.102, and features four m3-selenide
ligands and four bidentate DPPM ligands bonded to ten Au(I) centers [86]. The m3-
Se2� ligands are symmetrically bonded to three gold atoms (Se–Au¼ 2.423(1)–2.461
(1) Å),with two ligands on either side of theAu10 �plane.� The arrangement of the ten
gold atoms has eight Au(I) atoms forming an outer, corrugated octahedron that
surrounds two central Au(I) atoms. The molecule can also be regarded as consisting
of two [Au5Se2]

þ units held together by two dppm ligands, together with a contri-
bution from the aurophilic interaction of the central Au(I)–Au(I) atoms [3.127(1) Å].
These two gold atoms are bonded to two selenide ligands, with a noticeable deviation

Figure 3.101 The core atoms in [Ag38Te13(TetBu)12(Ph2P(CH2)2PPh2)3] (122). Ag: shaded
spheres; Te: black spheres; TeR: gray spheres; P: white spheres.
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from linear geometry [164.7(1)–168.6(1)] due to the metal–metal interaction. The
eight additional gold sites are each bonded to one phosphorus and one selenium
ligand, again with moderate deviations from linear geometries [<P�Au�Se¼ 168.5
(1)–177.2(2)] and Au(I)–Au(I) distances of 3.031(1)–3.364(1)Å, similar to those
observed in the structurally related complex [Au12(dppm)6S4]

4þ .
The larger gold-selenide cluster [Au18Se8(Ph2PCH2CH2PPh2)6]Cl2 (124a;

Figure 3.103) is prepared in 90% yield from [(AuCl)2(dppe)] and Se(SiMe3)2. The
structure of the complex dication in 124 consists of two [Au9(m3-Se)4(dppe)3]

þ

fragments formed from three Au4Se3dppe �rings.� Each of these forms a catenated
structurewith the corresponding ring in the secondAu9 fragment, such that there are
three pairs of interlocked rings, resulting in a central Au6Se2 heterocubane unit. The
six gold atoms in this heterocubane are two-coordinate, each linearly bonded to two
selenide ligands [<Se�Au�Se¼ 173.7(1)–174.9(1)]. The Au(I). . .Au(I) distances in

RT, CH2Cl2
X = Br
P∩P =
Ph2PCH2PPh2

[Au10Se4(dppm)4]Br2 123 [86]

(AuX)2(P
∩P)

+ Se(SiMe3)2

– SiMe3Cl

RT, CH2Cl2
X = Cl
P∩P =
Ph2P(CH2)2PPh2

 [Au18Se8(dppe)6]Cl2 124 [86]

Scheme 3.19 The synthesis of selenido-bridged gold clusters with bidentate phosphine ligands.

Figure 3.102 The molecular structure of the cationic framework in [Au10Se4(Ph2PCH2PPh2)4]Br2
(123) (without H atoms). Au: shaded spheres; Se: black spheres; P: white spheres; C: wire
representation.
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the Au6Se2 unit are in the range 2.940(2)–3.002(2) Å, and in the rest of the cluster are
in the range 2.948(2)–3.327(3) Å. The remaining 12 Au(I) centers display the same,
expected coordination geometries, as they are bonded to one phosphine and one
selenide ligand [<P�Au�Se¼ 66.8(1)–173.1(1)]. The m3-Se ligands symmetrically
bridge the Au(I) centers (2.430(2)–2.481(3) Å), with six of the selenide ligands
distributed around the periphery of the AuSe frame. It is noteworthy that reactions
of [(AuCl)2(dppe)] with RESiMe3 (R¼Et, iPr, tBu, nBu) invariably lead to the
formation of [Au18Se8(dppe)6]Cl2 (124a) via Se�C bond cleavage, with no evidence
to date of any intermediate, Au–SeR, containing complexes that can be isolated.
However, the chloride counterions may easily be substituted via the reaction of 124a
with KPF6 and NaBPh4 to yield [Au18Se8(dppe)6](PF6)2 (124b) and [Au18Se8(dppe)6]
(BPh4)2 (124c), respectively.

High-resolution electrospray ionizationmass spectrometric investigations of 124b
have displayed the expected isotopic distribution centered around m–z 3283.89,
corresponding to the dication 124, with no evidence of fragmentation. Controlled,
collision-induced fragmentation reactions of 124 with argon have indicated that the
preferred dissociation path is into two Au–Se fragments, [Au13Se6(dppe)3]

þ and
[Au5Se2(dppe)2]

þ , with the concomitant loss of dppe. The results of these experi-
ments suggest similar Au�Se and Au�P binding energies in 124.

Figure 3.103 A projection of the molecular structure of [Au18Se8(Ph2P(CH2)2PPh2)4]
2þ (124) (H

atoms and phenyl rings omitted for clarity). Au: shaded spheres; Se: black spheres; P: white spheres;
C: wire representation.
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3.3
Synthesis of Metal Nanoparticles

This sub-chapter is divided into two parts. In the first part, attention is focused on
particles, except for a few examples that consistmainly of noblemetals. Nanoparticles
of noble metals, in particular, have a long tradition and the fundamental synthetic
strategies associated with these materials have long been known. Thus, the aim here
is not to describe the vast number of synthetic pathways for metal nanoparticles, but
rather to summarize the recognized syntheses (although some novel procedures
have been included in so far as they complement traditional procedures).

The second part of the sub-chapter deals exclusively withmagnetic particles, which
have attracted much attention during the past decade. The reason for this relates to
the manifold future applications in nanodevices. This second part also describes the
most important properties of these particles.

3.3.1
Noble Metal Nanoparticles

G€unter Schmid

3.3.1.1 Introduction
Advancements of the understanding of small-particle science, and the potential for
new materials sciences based on the chemistry and physics of nanoscale metal
clusters, rest on the measurement and application of useful size-dependent prop-
erties of smallmetal nanoparticles. Ideally, this requires the preparation and isolation
of monodispersed metal particles with a great degree of control over size, shape, and
composition. Although metals in varying levels of dispersion have a long history in
many technological applications, the methods used for their preparation are usually
determined by the intended use for themetal; they are not necessarily developedwith
the aim of preparing well-defined metal particles. For example, highly dispersed
metal catalysts are normally prepared by the high-temperature reduction of metal
precursors on oxide supports. These severe preparative conditions tend to yieldmetal
particles with ranges of sizes andmorphologies broad enough to hide the potentially
unique properties that a monodispersed nanoscale sample could exhibit.

With these considerations in mind, synthetic chemists have begun to address the
needs of metal particle research by developing the synthetic chemistry of nanosized
metals, with a view to using the strategies of molecular chemistry to prepare well-
defined metal nanoparticles. The goal may be stated as �. . .the search for synthetic
methods for metal nanoparticles of narrow size distribution and, if possible, with
shape-control.� Furthermore, bimetallic species will be considered, either with
core–shell architecture or in alloyed form.

3.3.1.2 History and Background
Metal colloid science can be said to have begun with the experiments of Michael
Faraday on gold sols in the mid-nineteenth century [1]. In this case, deep red
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solutions of colloidal gold were prepared by the reduction of chloroaurate solutions,
using phosphorus as a reducing agent. The later studies conducted by Zsigmondy,
at the turn of the century, put the physical investigation of colloidal solutions on a
firm basis; indeed, Zsigmondy�s invention of the ultramicroscope enabled careful
studies to be carried out on the effect of preparation conditions on particle size [2].
Manymethods for the preparation of colloidal metals have been developed over the
years since Faraday�s experiments. A summary of the research into the preparation
of metal sols during the first half of the century is available in the 1951 report of
Turkevitch and coworkers [3], which describes detailed synthesis conditions and
the early electron microscopic characterization of gold sols prepared using the
methods of Faraday, and also by several other related methods involving the action
of reducing agents on chloroaurate solutions. These preparations introduce many
of themethods still used today for preparativemetal colloid chemistry. Turkevitch�s
extended studies yielded a detailed knowledge of the nucleation, growth, and
agglomeration of colloidal metals, and subsequently allowed the reproducible
preparation of gold sols with narrow particle size distributions over a range of
mean sizes [4]. In the following text, the term �colloid� is, inmost cases, substituted
by the term �nanoparticle� (as is usual in the literature). A transmission electron
microscopy (TEM) image of typical, very narrowly size-distributed 18 nm gold
nanoparticles (AuNPs), prepared using the method of Turkevitch, is shown in
Figure 3.104.

In general, the particle sizes found for these AuNPs and related metal nanopar-
ticlesmay vary between about 2 to 100 nm, depending onpreparative conditions,with
most examples falling in the large-diameter range.

3.3.1.3 Stabilization of Metal Nanoparticles
Before beginning a description of synthetic methods, a general and crucial aspect
should be considered – that is, the means by which metal particles are stabilized in a
dispersing medium, as small metal particles are unstable with respect to agglom-
eration to the bulk. At short interparticle distances, two particles would be attracted to
each other by van der Waals forces and, in the absence of any repulsive forces to
counteract this attraction, an unprotected sol would coagulate. This counteraction
can be achieved by two methods, namely electrostatic stabilization and steric stabili-
zation [5]. In classical gold sols, for example, prepared by the reduction of aqueous
[AuCl4]

� by sodium citrate, the colloidal gold particles are surrounded by an electrical
double layer formed from the adsorbed citrate, chloride ions and cations that are
attracted to the particles. This results in a coulombic repulsion between the particles,
the net result of which is shown schematically in Figure 3.105.

The weakminimum in potential energy at moderate interparticle distance defines
a stable arrangement of particles which is easily disrupted bymedium effects and, at
normal temperatures, by the thermal motion of the particles. Thus, if the electric
potential associated with the double layer is sufficiently high, electrostatic repulsion
will prevent particle agglomeration.However, an electrostatically stabilized sol can be
coagulated if the ionic strength of the dispersing medium is increased sufficiently. If
the surface charge is reduced by the displacement of adsorbed anions by a more
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strongly binding neutral adsorbate, the particles can now collide and agglomerate
under the influence of the van der Waals attractive forces. This phenomenon can
easily be demonstrated by the addition of pyridine to a gold sol of the typementioned
above [6].

Even in organic media, in which electrostatic effects might not normally be
considered to be important, the development of charge has been demonstrated on
inorganic surfaces, includingmetals, in contact with organic phases such as solvents
and polymers [7] For example, the acquisition of charge by gold particles in organic
liquids has been demonstrated, and the sign and magnitude of the charge found to
vary as a function of the donor properties of the liquid [8]. Thus, even for colloidal
metals in suspension in relatively nonpolar liquids, the possibility cannot be excluded
that electrostatic stabilization contributes to the stability of the sol. Nevertheless,
electrostatic stabilization of metal nanoparticles is rather weak and never allows the

Figure 3.104 TEM image of monodispersed 18 nm gold particles, prepared by citrate reduction of
HAuCl4.
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isolation of those nanoparticles as solids without extended aggregation and even
formation of the bulk metal.

A second, much better, means by which nanoparticles can be prevented from
aggregating is based on steric effects, and occurs by the addition of polymers and
surfactants at the surface of the particles. Polymers are widely used, and it is clear that
the protectant, in order to function effectively,must not only coordinate to the particle
surface but also be adequately solvated by the dispersing fluid – such polymers are
termed �amphiphilic.� The choice of polymer is determined by consideration of the
solubility of themetal precursor, the solvent of choice, and the ability of thepolymer to
stabilize the metal nanoparticles. Before the advent of synthetic polymer chemistry,
natural polymers such as gelatin and agar were often used and, indeed, related
stabilizers such as cellulose acetate, cellulose nitrate [9] and cyclodextrins [10] have
been usedmore recently. Thiele [11] proposed the �Protective Value� as a measure of
the ability of a polymer to stabilize colloidal metals. This was defined, similarly to the
older �GoldNumber� of Zsigmondy, as theweight of the polymer that would stabilize
1 gofastandard redgoldsol containing50mg l�1goldagainst thecoagulatingeffectof
1% sodium chloride solution. Several other studies have been performed on the
relative ability of polymers to act as steric stabilizers [12–14].Despite the fact that these
quitesubjectivestudies focusonveryspecific (andquitedifferent) sol systems it seems
that, among the synthetic polymers considered, vinyl polymerswith polar side groups
such as poly(vinylpyrrolidone) (PVP) and poly(vinyl alcohol) (PVA) are especially
useful in this respect.

Figure 3.105 Electrostatic stabilization of metal nanoparticles. Attractive van der Waals forces are
outweighed by repulsive electrostatic forces between adsorbed ions and associated counterions at
moderate interparticle separation.
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Electrostatic and steric stabilization are, in a sense, combined in the use of long-
chain alkylammonium cations and surfactants, either in single-phase sols or in the
reverse micelle synthesis of colloidal metals.

Subsequently, ligand molecules – which are traditional in complex chemistry –

were found to stabilizemetal nanoparticles in such away as to allow the generation of
metal nanoparticles from less than 1 nm up to 100 nm and more, in a very specific
manner. The predominantly covalent interactions between the ligand molecule and
the nanoparticle usually stabilize the particles to such an extent that they may be
isolated in solid state, without aggregation. Furthermore, the varying ligand strengths
enable ligand exchange reactions with important consequences with regards to
solubility and chemical properties. Amines, phosphines and thiols have dominated
the chemistry ofmetal nanoparticles for the past two decades, and some examples are
provided in the following sections. Metal nanoparticles, when protected by appro-
priate molecular ligands, can be considered as the natural continuation of classical
complex chemistry and molecular metal clusters.

3.3.1.4 Synthetic Methods
The successful establishment of this important part of nanoscience and nanotech-
nology depends first of all on the control of particle size, morphology and the
composition of metal nanoparticles in syntheses, which produce chemically signif-
icant quantities. Thus, for present purposes the preparation of size-selected particles
in a molecular beam experiment, although elegant, is less relevant to materials
chemistry. The problem of preparing isolable yields of uniform samples is also one
which was central to the development of synthetic organometallic cluster chemistry.
The obvious difference between molecular synthesis and molecular approaches to
nanosizedmetals is that, with the former, it is the constant aim of the organometallic
chemist tomaintainmetals in complexedmolecular form,whereas with the latter the
goal is reversed, and controlled methods must be sought for metal formation from
molecular or ionic precursors. Whilst a reaction that results in the formation of
elemental metal in the laboratory of the synthetic molecular chemist is considered a
failure, it is also a potential source of metal nanoparticles. Such a process would
normally lead to the formation of ametallic precipitate ormirror but, in the presence
in solution of an appropriate stabilizing agent, aggregation of themetal atoms can be
arrested at an early stage, such that themetal particleswill be preserved in suspension
in the liquid.

A survey of the literature has revealed that many of the various methods reported
for the preparation ofmetal nanoparticles are applicable to a number ofmetals across
the Periodic Table. For example, salt reduction using main group hydride-reducing
agents has been used for the preparation ofmanymetals in nanosized form (not only
those cited in this subchapter). It is not the goal here to provide a directory of all
reports of nanoparticles syntheses, but rather to provide examples of the principal
types of preparative methods that can be used.

The synthetic methods used have included modern versions of established
methods of metal colloid preparation, such as the mild chemical reduction of
solutions of transition metal salts and complexes. Some of these reactions have
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been in use for many years, while some are the results of research stimulated by the
current resurgence in metal colloid chemistry. Yet, the list of preparative methods is
being extended daily, and as examples of these methods are described below, the
reader will quickly become aware that almost any organometallic reaction or
physical process which results in the deposition of a metal is in fact a resource
for the metal colloid chemist. The acquisition of new methods requires only the
opportunism of the synthetic chemist to turn a previously negative result into a
synthetic possibility.

The synthetic methods described in the following sections all follow the so-called
�bottom-up� strategy. (�Top-down� techniques, which are mechanically or anywise
based on diminishing processes start from bulk metals, and will not be considered
here.) Bottom-up strategies predominantly employ the chemical or electrochemical
reduction of metal salts in solution. Thermolytic, photolytic, radiolytic or sonochem-
ical procedures, as well as the decomposition of appropriate metastable precursor
molecules, complete the wide spectrum of synthetic pathways to nanosized metal
particles [15]. In any case, the formation of nanoparticles occurs when individual,
neutral atoms, are subjected to collide with other atoms, resulting in a nucleation to
smaller or larger particles. The particles growth can be influenced by concentration
and solvent, and especially by the presence of a stabilizing agent. Short nucleation
times support the formation of monodisperse particles, since freshly generated
atoms will be trapped by existing nuclei in the diffusion-controlled growth; conse-
quently, no new particles will be formed and a broad particle size distribution will be
prevented. An important factor of particle formation is the specific surface energy of
the corresponding metal. If such energy is significantly higher than the loss of
entropy, then �Ostwald ripening� [16] will occur; that is, larger particles will grow to
the debit of smaller particles, such that a broad size distribution usually results.
Passivation of the particles� surfaces due to the presence of appropriate ligand
molecules may also help in the size-selective generation of nanoparticles, since not
only particle growth (from a distinct size on) but also agglomeration will be
prevented. The so-called �digestive ripening� occurs if a polydisperse solution of
AuNPs is heated in the presence of excess ligand molecules [17–21]. The reason for
this occurring is that the larger particles will be reduced in size, whereas the smaller
particles will grow. This is a reverse process of the Ostwald ripening, and is caused by
the thermodynamically favored reduction of nonstabilized surfaces. The control of
size is only one factor to be considered, however, with shape control becoming
increasingly of interest for possible applications in various areas of nanotechnology.
In this sense, structures such as spheres, cubes, rods, hollow cages, and wires are
attracting ever-more interest; indeed, the creation of these structures frequently
requires the use of special conditions, a situationwhichwill be discussed bymeans of
examples in the following sections.

3.3.1.4.1 Salt Reduction The reduction of transition metal salts in solution is the
most widely practiced method of generating metal nanoparticles. Although, in
aqueous systems, the reducing agent must be added or generated in situ, in
nonaqueous systems the solvent and reducing agent may be one and the same.
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Easily oxidized solvents such as alcohols can thus function both as the reducing agent
and as the stabilizer, and have been used widely in nanoparticle preparations. Hirai
and Toshima developed a so-called �alcohol reduction process� which represented a
very general process to produce metal nanoparticles, and was often stabilized by
organic polymers such as PVP, PVA and poly(methyl vinyl ether) (PMVE) [13, 22–28].
In general, those alcohols which serve as useful reducing agents contain a-hydrogen
(tert-butanol, for example, is ineffective) and are oxidized to the corresponding
carbonyl compound (methanol to formaldehyde, ethanol to acetaldehyde, iso-propa-
nol to acetone) [see Eq. (3.4)].

RhCl3 þ 3=2 R1R2CHOH!Rhð0Þþ 3=2 R1R2C ¼ Oþ 3 HCl ð3:4Þ

Palladium organosols have been prepared by reduction of palladium acetate in
refluxing methanol, and also at a higher temperature in 2-ethoxyethanol, in the
presence of PVP, to yield particles of about 6.5 nm [29, 30]. Platinum and palladium
nanoparticles have been synthesized by heating salts of the metals in long-chain
aliphatic alcohols such as 1-decanol, which not only reduce the salts to the metal but
also act as stabilizers for the particles [31]. Esumi has reported the use of several
alcohols in a comparative synthetic study, in which C1–C5 aliphatic alcohols,
a-phenylethanol, b-phenylethanol and benzyl alcohol were used as solvent and
reducing agent for palladium acetate in the presence of PVP, giving particle sizes
in the 1–4 nm range [32]. The generation of bimetallic nanoparticles has also been
reviewed [22].

The so-called �polyol method� is based on the reduction power of alcohols with
more than one OH function [33]. Nanoparticles in a solid state of Pb, Co, Ir, Os, Cu,
Ag, Au, Pd, and Cd have been prepared and generated using HO–CH2–CH2–OH,
which is oxidized via CH3–C(H)O to CH3–CO–CO–CH3, as shown in Eq. (3.5) [34].

H2C H3C
-2H2O H2PtCl6

H3CC C C

OOH

O

CH3 + H2O + HCl + PtParticleCH2

O
H

O
H

ð3:5Þ

Without special conditions, the size distribution of as-prepared particles is broad.
However, by varying the temperature the use of only partially soluble precursor
complexes supersaturation of metal atoms in solution can be avoided, such that the
solid material will serve as a type of reservoir. Long-chain polyalcohols such as 1,2-
hexanediol [35] can also act as protectors, similar to other materials such as PVP, to
help control particle size distribution [36–38]. Previously, PVP was applied to the
generation of numerousmonodispersemetal nanoparticles of Pd [39, 40], Pt [40], and
Au [41]. A series of alloy-like nanoparticles has also been prepared using the polyol
method [35, 42–54]. Monodisperse particles of Pd and Ag could be generated if they
were to be deposited on alumina in status nascendi, a technique thatmay behelpful for
the generation of heterogeneous catalysts.

The reduction of transition metal salts by the addition of a reducing agent in a
nonreducing solvent represents one of the oldest established procedures for the
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preparation of metal nanoparticles solutions. A wide range of reducing agents has
been used, and they are frequently interchangeable from metal to metal.

Faraday reduced aqueous solutions of [AuCl4]
�with phosphorus vapor to produce

gold hydrosols [1], and a variety of reducing agents have subsequently been usedwith
tetrachloroaurate, both with and without protective polymers, to produce colloidal
gold with particles ranging from one to several hundred nanometers in diameter.
Turkevitch and coworkers reproduced many of these methods, and have established
reliable preparative procedures for the preparation of gold sols with quite precisely
defined particle sizes. The 20 nm gold sol prepared by the reduction of [AuCl4]

� by
sodium citrate has become a standard for histological staining applications. The
mechanism of metal salt reduction by citrate was also investigated by the same
authors who showed that, in the reduction of [AuCl4]

�, an induction period that was
present when citrate was the reducing agent was absent when [AuCl4]

� was reduced
by acetone dicarboxylate (an oxidation product of citrate), such that a rapid formation
of colloidal gold resulted.

ð3:6Þ

A similar mechanismmay be postulated for other reductions with citrate, and this
method has been widely used for the preparation of other metal sols, such as
platinum [55–57]; citrate can also be added as an ionic stabilizer in preparations
which require an additional reducing agent. The use of formate, citrate and acetone
dicarboxylate as reducing agents at various pH values was reported to give good
control over particle size in the preparation of a series of platinum hydrosols [58].
Turkevitch�s pioneering studies of the 1950s were to some extent continued by
Henglein et al. during the late 1970s [59, 60].

Sodium borohydride, hydroxylamine hydrochloride, dimethylamine borane, so-
dium citrate, hydrazine monohydrate, sodium formate, trimethylamine borane,
sodium trimethoxyborohydride and formaldehyde have all become routine reducing
agents for the generation of metal nanoparticles.

Among the various reducing agents, BH4
� meanwhile plays the dominant role.

Brust and Shiffrin introduced this method to reduce gold salts in the presence of
alkanethiols, the result being AuNPs of 1–5 nm. The Brust–Schiffrin method has
since become well established for nanoparticles syntheses, and especially of
AuNPs [61–63]. Stabilization with thiols guarantees a high stability of such species,
due to the extraordinary strength of the Au–S bond. Not only do simple alkylthiols
find applications, but so too (and to the same extent) do thiol moieties such as
cysteine, glutathione (GSH) or more complex sulfur-containing biomolecules,
which protect AuNPs of different sizes [64]. Variations in the thiol concentrations
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have provided a good size control of the particles between 2 and 5 nm [65]. Thiol-
stabilized AuNPs were also prepared by following a seeding growth approach,
starting with 3.5 nm colloids [66]. Subsequently, AuNPS in the size range of 10 to
about 30 nm have been prepared by using mercaptosuccinic acid for stabilization
and BH4

� as the reducing compound. Variations in the [AuCl4]
�: succinic acid ratio

allow the specific synthesis of 10.2, 10.8, 12.8, 19.4, and 33.6 nm species [67].
The generation of reducing agents in situ can also be used for the preparation of

gold hydrosols from [AuCl4]
�. For instance, under alkaline conditions tetrakis

(hydroxymethyl)phosphonium chloride (THPC) is hydrolyzed so as to eliminate
formaldehyde,while under conditions of hydrolysis [AuCl4]

� oxidizesTHPCwith the
formation of small (1–2 nm) gold clusters [68, 69].

Gaseous hydrogen is another long-standing and very effective reducing agent for
metal salts. In this case, hydrosols of palladium, platinum, rhodium, and iridium,
stabilized with PVA, were prepared by a hydrogen reduction of the metal hydro-
xides [70–74].

Moiseev et al. used hydrogen to synthesize Pd nanoclusters of very uniform
size and composition, such that the particles could be described by a rather
precise formula: Pd561L�60(OAc)�180 (L¼ phenanthroline, bipyridine) [75–80]. Pd
nanoclusters, which also were of a discrete size, shape and composition, were
described by Schmid et al., who also used H2 to reduce Pd salts to produce
Pd561phen36O�200, Pd1415phen60O�1100, Pd2057phen84O�1600 (phen¼ phenan-
throline) [81–83].

These nanoclusters belong to the family of so-called �full-shell� clusters, which
means that their metal nuclei consist of a number of atoms that follow hexagonal or
cubic close-packing. A coordination number of 12 in suchmetallic structures leads to
a first full-shell cluster of 1 þ 12¼ 13 atoms, followed by another shell of 42 atoms,
resulting in 55 atoms, and so on.Hence, the above-mentionedPd clusters correspond
to five shells (561 atoms), seven shells (1415 atoms), and eight shells (2057 atoms),
although of course, by increasing their size, the exact number of atoms can in practice
deviate from the ideal number. However, it must be stated that the full-shell clusters
known to date are indeed more or less monodisperse, especially when compared to
thehugenumber of larger nanoparticleswhichnormally showsize-distributions of at
least �10%. An elucidation of the organization of full-shell clusters is shown in
Figure 3.106, while Figure 3.107 shows the TEM images of a Pt four-shell and a Pd
seven-shell cluster, where 9 (1 þ 4 þ 4) and 17 (1 þ 8 þ 8) atomic planes of dense
packed atoms can be counted.

Full-shell cluster chemistry was first devised in 1981, when ligand-protected
Au13 [84, 85] and Au55 [86] clusters were initially synthesized. Whereas, the
icosahedral Au13 species could be described as a typical molecular cluster, the
cubic close-packed (ccp) Au55 nucleus in Au55(PPh3)12Cl6 and the numerous
derivatives represented exactly the transition from molecule to bulk, and was
therefore of great significance in many respects. Notably, it represented the
prototype of a metallic quantum dot (QD) [87–131]. An excellent review on Au55
clusters is provided in Ref. [132]., while further details of these cluster types are
provided in Chapters 4 and 5.

222j 3 Syntheses and Characterizations



The synthesis of Au55(PPh3)12Cl6 occurs via a very special reductionmethod. First,
diborane is allowed to react with Ph3PAuCl in warm benzene or toluene [86, 133],
while B2H6 serves not only as a reducing agent but also to trap any excess of PPh3 so as
to yield Ph3P–BH3. Numerous derivatives of the PPh3-stabilized cluster are available
by ligand-exchange reactions. The details of some ligand-exchange reactions are
shown schematically in Figure 3.108, while in Figure 3.109 is shown a space-filling
atommodel of Au55(PPh3)12Cl6 together with a scanning electronmicroscopy (STM)
image of an individual cluster in the same orientation [128].

For instance, Ph2PC6H4SO3Na removes PPh3 (Figure 3.108, pathway a) quanti-
tatively in a phase-transfer process from CH2Cl2 to H2O, rendering the compound
water-soluble (Figure 3.108, pathway b) [89]. Thiols are best suited to substitute PPh3,
due to their strongerAu–Sbonds compared to theweakerAu–Pbonds [118, 134, 135].

Figure 3.106 Organization of cubo-octahedral full-shell clusters with 10n2 þ 2 atoms in the nth
shell.

Figure 3.107 TEM images of full-shell clusters. (a) A Pt309 four-shell cluster; (b) A Pd561 five-shell
cluster.
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Then, the sodium salt of the closo-borate [SHB12H11]
2� transfers the mother cluster

to the water-soluble 24-fold negatively charged derivative (Figure 3.108, pathway c),
whereas the thiol-substituted silsesquioxane T8-OSS–SH yields the totally unpolar
derivative (Figure 3.108, pathway d), which is soluble in n-pentane due to the
existence in total of 72 cyclopentyle substituents. B2H6 has also been used to
synthesize ligand-stabilized Pt55, Rh55 and Ru55 clusters [136]. The only four-shell
cluster to have become well known is Pt309phen36O30�10 (phen¼ 4,7-C6H4SO3Na-
substituted 1,10-phenanthroline) [81]. This is prepared from Pt(II) acetate, which is

Figure 3.108 Substitution of PPh3 in Au55(PPh3)12Cl6 by other ligands, generating hydrophilic
(b þ c) and hydrophobic (d) derivatives.

Figure 3.109 (a) STM image of Au55(PPh3)12Cl6; (b) The corresponding space-filling atommodel.
Arrow �a� in the STM image indicates a phenyl ring, and arrow �b� a neighbored non-coordinated
position.
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reduced by hydrogen at room temperature in acetic acid solution in the presence of
equivalent amounts of ligand. Under these conditions, the oxygen-free cluster is
formed first, and then carefully treated with oxygen to provide the air-stable final
product. The nature of the oxygen is most likely (as in the above-mentioned Pd full-
shell clusters) either superoxidic or peroxidic, and this can easily be removed from
the surfaces by hydrogen. The structure of the Pt309 core is ccp, as in the case of the
Au55, the Pd561, the Pd1415, and the Pd2057 nanoclusters; this has been demon-
strated using X-ray diffraction (XRD) and high-resolution transmission electron
microscopy (HR-TEM) studies. Additional structural details are provided in
Ref. [137].

Remarkable contributions to the synthetic field of transition metal nanoparticles
were provided by the group of B€onnemann [28, 138–151], some details of which will
be discussed in the following sections. The use of tetra-alkylammoniumhydrotrior-
ganoborates [R4N]

þ [BR�3H]�, as reducing species for transition metal salts, was
found to result in numerous valuable [NR4]

þ -stabilized metal nanoparticles. The
general formation of metal nanoparticles following this route is shown in Eq. (3.7):

MXn þ n½R4N�!Mð0Þþ n½R4N�Xþ nBEt3 þ n=2 H2

ðX ¼ Cl;Br;R ¼ alkyl;C6�C20;M ¼ metals of groups VI-XIÞ ð3:7Þ

The ammonium salts accomplish two functions: (i) the hydride reduces the
positively chargedmetal inMXn; and (ii) the relatively bulky [R4N]

þ cations stabilize
the metal nanoparticles, as indicated in Figure 3.110.

Figure 3.110 Sketch of an ammonium salt-protected metal nanoparticle.
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Nanoparticles of numerous transition metals could be generated by this so-
called tetra-alkylammonium method (the particle size, in nm, is shown in
parentheses): Cr (2–3); Fe (3.0); Ru (1.3); Co (2.8); Rh (2.1); Ir (1.5); Ni (2.8); Pd
(2.5); Pt (2.8); Cu (8.3); Ag (2–13); and Au (10). The [BEt3H]� anion as a potassium
salt even reduces salts of the early transitionmetals that are only stabilized by THF;
consequently, Ti, V, and Nb nanoparticles can be acquired [152–155]. A modified
version of the creation of tetra-alkylammonium-stabilized metal nanoparticles
involves the use of tetra-alkylammonium carboxylates, acting as both the reductant
and stabilizer [156]:

Mþ þR0COO� NRþ
4 !M0ðR0 COO� NR4Þx þCO2 þR�R0

ðMþ ¼ metal ion;R ¼ octyl;R0 ¼ alkyl; aryl;HÞ ð3:8Þ

A rather unexpected reaction occurs between metal salts MXn (M¼metals of
groups VI–XI, X¼halogen, acetylacatonate, n¼ 2–4, R¼C1–C8 alkyl) and AlR3,
giving particles in the size range of 1–12 nm [157, 158]. It has been suggested
that a nonprecisely determinable layer of organoaluminum species covers the
nanoparticles.

Instead of chemically generated electrons as reducers, the electrolytic reduction of
metal salts represents a successful alternative in connection with the fabrication of
tetra-alkylammonium salt-stabilized nanoparticles [159–165]. The first step com-
prises an oxidative anodic dissolution of the corresponding metal, followed by the
formation of zerovalent metal atoms at the cathode. Nucleation and particle growth
then follow, some of which is stopped by the addition of a tetra-alkylammonium salt.
This technique not only prevents the formation of byproducts but also allows a rather
good size-selectivity: high current densities lead to small particles, while low current
densities yield larger species. Ammonium salt-protected nanoparticles of Ti, Fe, Co,
Ni, Pd, Pt, Ag, and Au may also be prepared in this way.

3.3.1.4.2 Controlled Decomposition Since many organometallic compounds of
transition metals decompose thermally to their respective metals under relatively
mild conditions, these compounds provide a rich source of nanoparticle precursors.
Moreover, this method is widely applicable.

The syntheses of organosols of palladium and platinum have been reported by
the thermolysis of precursors such as palladium acetate, palladium acetylacetonate
and platinum acetylacetonate in high-boiling organic solvents such as methyl-
isobutylketone, and bimetallic colloids of copper and palladium from the thermo-
lysis of mixtures of their acetates in similar solvents [166–171]. These preparations
were performed in the absence of stabilizing polymers and, as a result, relatively
broad size distributions and large particles were observed. A preparation of
bimetallic PVP-stabilized copper–palladium particles with diameters of 1–4 nm
was reported by Toshima, in which palladium acetate and cupric sulfate were
transformed first to colloidal hydroxides by treatment of an ethylene glycol solution
of the salts with sodium hydroxide solution, in the presence of PVP [172]. The
colloidal mixed hydroxide was then heated to 198 �C under nitrogen, to yield a
stable bimetallic sol.
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In the meantime, the method of thermal decomposition of organometallics has
undergone further development, notably under guidance from the group of Chau-
dret. By following this approach, numerous tetra-alkylammonium salt-stabilized
nanoparticles have been obtained [30, 173–201].

In view of the extensive literature on the syntheses and structures of bimetallic
metal carbonyl clusters, it is even more surprising that few attempts have been
reported to employ the facile decomposition of these compounds in the preparation
of bimetallic nanoparticles. Although this would be an unnecessarily complicated
route for nanoparticles of miscible metals if their salts could be co-reduced to the
same end, there remains the possibility of preparing bimetallic particles of immis-
cible metals starting from well-defined molecular bimetallic clusters of immiscible
metals. Such clusters are known to exist, despite the immiscibility of their constituent
metals in the bulk; indeed, there is reason to believe that bulk immiscibilitymight not
apply to very small particles, due to the importance of surface effects. Microwave
heating is appropriate to generate metal nanoparticles of a narrow size distribution,
and polymer-stabilized Pt particles of 2–4 nm have already been fabricated in this
way [202–205]. The same is valid for sonochemical techniques, using organometallic
complexes [205–207].

Although, photolysis, radiolysis and laser irradiation have also been applied for
metal nanoparticles synthesis, they are of limited application value due to theneed for
low concentrations [208–210].

The final method used to generate size-controlled metal nanoparticles involves
ligand displacement from organometallic complexes with zero-valent metals.

Since the 1970s, palladium and platinum complexes with dibenzylideneacetone
Pd(dba)2 andM2(dba)3 (M¼Pd, Pt) have been known to react undermild conditions
with either hydrogen or carbon monoxide, with the formation of a metal [211].
Indeed, there exists a long series of examples where CO and H2 have been used to
decompose organometallic precursor molecules [173–177, 179–181, 183, 184, 186–
188, 212–216]. As an example, the decomposition Ru(COD)(COT) (COD¼ cyclo-
octadiene; COT¼cyclo-octatriene) in an atmosphere of hydrogen is worthy of
mention [189, 190]. (Scheme 3.20). In this case, the precursor molecule is dissolved
in a methanol–THF mixture and is contacted with H2 (3 bar pressure) at room
temperature for at least 45min. Depending on the nature of the MeOH–THF
mixture, the Ru particle size can be designed between 3 and 86 nm.

Ru

[Ru]n

Ru + 2
3 bar H2

solvent
45 minutes
room temp.

Scheme 3.20 Formation of Ru nanoparticles from Ru(COD)COT).
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3.3.1.5 Shape Control
In the past, metal nanoparticle synthesis has been mainly focused on a limited size
distribution,with the value of anynewprocedure consistingmainly of improvements
in size distribution. Except for a few examples of discrete size (as in the full-shell
clustersM55, M309 orM561), particles of�10% in size are generally also referred to as
�monodisperse.�

Meanwhile, for particles in the upper size region another criterion has become
quite important – that of shape control. With the increasing practical use of metal
nanoparticles in nanotechnologies, it is not only the size and size distribution of the
particles which has become more important, but also their shape. Consequently,
shapes such as cubes, tetrahedrons, octahedrons, icosahedrons, cylinders, wires and
many other formshave been recognized,mainly of noblemetals. Aswith size control,
themain point is to identify a fabrication technique that produces a defined geometry
for the resultant species. The reason behind this increasing interest in metal
nanoparticles of distinct shape is to be seen in the numerous shape-dependent
properties, especially in the field of optics. It has long been known that the optical
properties of metal nanoparticles are determined by the collective oscillations of the
conduction electrons, caused in turn by the interaction with electromagnetic radi-
ation, especially in the case of the metals Cu, Ag, and Au. This oscillation depends,
among others factors, on the particles� size and shape. For example, in contrast to
spherical nanoparticles, nonspherical particles (such as rods) exhibit two oscillations:
transverse and longitudinal.

Particles of distinct shape are frequently referred to as �nanocrystals,� the
definition of which states that such species must be limited to 1–100 nm in at
least one dimension [217]. The targeted synthesis of shape-controlled metal
nanoparticles has developed greatly during the past decade [218, 219], and although
in the ideal case they are single-crystalline, they are invariably polycrystalline. Both,
thermodynamic and kinetic factors must be considered to achieve such a goal. In a
thermodynamically controlled reaction the most stable product will be formed,
whereas a kinetically controlled particle formation will be influenced by the speed of
reduction or decomposition of the starting compound during crystal germ forma-
tion. Although the thermodynamically most stable shape would be a truncated
octahedron, cubes, cubo-octahedrons, octahedrons and tetrahedrons can also be
formed [220]. In practice, kinetic factors play the dominant role, where reaction
conditions such as the reaction time, protecting molecules, concentrations and
temperature influence both the nucleation and crystal growth [219].

The organization of metal atoms to a nanocrystal occurs, as with any other case of
crystallization, via a decisive nucleus that is difficult to observe due to its small size.
Various experimental data have been acquired for specialized cases, by using
electrospray mass spectrometry [221, 222], complemented by ab initio calcula-
tions [223]. Based on the existence of a series of full-shell clusters M13, M55,
M309, M561, M1415, and M2057 (see Section 3.3.1.4.1), it is assumed that such
nanoclusters could serve as nucleation centers in crystallization processes, culmi-
nating in crystal germs and finally in nanocrystals [218]. Whilst crystal germs may
simultaneously possessmonocrystalline andmultiple-twinned structures, in order to
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obtain a single type of nanocrystal it is essential first to control the population of the
crystal germ of interest.

In general, there exists a correlation between the different types of crystal germs
and the resultant nanocrystals. Single-crystalline crystal germs of fccmetals generally
result in octahedrons, cubo-octahedra or cubes, though which of these geometries is
ultimately realized depends on the relative rate of growth along the (111)- and (100)-
directions [224]. If crystal growth along a single axis can be induced, then cubo-
octahedral and cubic crystal germs will develop to form eight-angled sticks or
rectangulars [225], while single-twinned crystal germs will develop to regularly
shaped bipyramids [226, 227] or, if growth occurs in only one direction, to nanocy-
linders [228]. Multiple-twinned crystal germs form icosahedrons, decahedrons or
pentagonal nanosticks and nanowires, depending on whether the {100}-faces are
stabilized, or not [219, 225, 229–234]. Triangular and hexagonal thin platelets are
formed from crystal germs with stacking faults [235–244].

The formation of Ag triangular nanoprisms from spherical nanoparticles in the
presence of trisodium citrate and bis(p-sulfonatophenyl)phenylphosphine (BSPP)
(dipotassium salt) with fluorescent light [245] has been described, as has that of Au
nanoprisms [246].

Shape control canbe directedby theuse ofmolecular capping agents, which adsorb
to specific crystal planes such that growth is limited on those crystal planes without
capping molecules, or which have only weakly coordinated molecules. Surfactants,
polymers and biomolecules, small gas molecules and even different metal ions have
each been shown capable of controlling nanocrystal growth [219].

Shape-inducing cationic surfactants and other additives have been recognized not
only for direct gold-rod formation during the electrochemical reduction of HAuCl4,
but also because they act simultaneously as stabilizers for the resultant species.When
using cetyltrimethylammonium bromide (CTAB) and tetradecylammonium bro-
mide (TDAB), the ratio of the two surfactants can be applied to control the aspect ratio
of the generated Au nanorods [247–250]. Cu nanorods have also been generated
using bis(2-ethylhexyl)sulfosuccinate (AOT) [251]. If capping ligands provide very
strong bonds to metals (as do thiol functions to noble metals), then spherical shapes
are generally formed [252, 253]. Primary amines, amine-terminated dendrimers and
ammonium-terminated surfactants have each been shown to support anisotropic
growth that resulted in rod, bipod, tripod, or tetrapod AuNPs [254]. At present,
however, the details of nanocrystal formation are far from understood.

Besides the use of directive coordinating surfactants or other species, the polyol
method (see above) in connection with the application of PVP as the surface capping
agent, has been shown to function very successfully with respect to shape control. If
metal salt reduction by various polyols occurs in the presence of PVP, the polymer not
only prevents aggregation of metal nanoparticles but also acts a �crystal-habit
modifier,� by directing the addition of metal atoms to specific faces [219]. Based
on spectroscopic studies, it is known that PVP and noble (fcc) metals interact
preferentially via the carbonyl group of the pyrrolidone ring mainly on top of the
{111} and {100} planes, although the details of this are currently under consideration.
The formation of a silver octahedron via different geometries, beginning with a cube
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and assuming that new Ag atoms are exclusively added onto {100} facets, is
illustrated schematically in Figure 3.111.

Recently, PVP has been used to decisively control the shape of Ag [255–258],
Au [257, 258] and Pt [259] nanoparticles. Each of these three metals can be generated
in a variety of shapes such as rods, cubes, wires, octahedra, and icosahedra. A
selection of as-prepared AgNPs and AuNPs is shown (as TEM images) in Fig-
ure 3.112. Clearly, the Ag and Au cubes, cubo-octahedra and octahedra can each be
tuned by careful control of the reaction conditions [256, 259, 260].

As noted above, in addition to large surfactants and even polymers, selective shape-
directing plane-blocking can also be induced by small molecules, and even by atomic
species [261]. For example, nitrogendioxide (NO2), if present during thedeposition of
Pd on small Pt germs, will cause an increased growth of {111} faces compared to
{100} faces. Likewise, the presence of traces of Agþ ions has been shown to lead to
variations in the {111}: {100} ratio during Au and Pt nanocrystal growth in polyol
reactions [257]. Ag nanocrystal growth be influenced in a similar manner [259]. Pd
cubes, bars andpentagonal rodsmay be generatedusingKBr inmicromolar amounts
as capping agents during the reduction of Na2PdCl4 with ascorbic acid [262], while

Figure 3.111 Shape evolution of polyhedral Ag nanocrystals.

Figure 3.112 Silver cubes (a), cubo-octahedra (b), and octahedra (c). (Scale bar¼ 100 nm); (d–f)
The same shapes, but with gold nanoparticles (scale bar¼ 1 mm).
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citric acid may also serve as a capping agent (in addition to its reducing function)
towards Na2PdCl4 to produce truncated octahedra, icosahedra, octahedral, and
decahedra [262].

Finally, bioinspired techniques to control shape of metal nanocrystals are briefly
described. Proteins, peptides or nucleic acids invariably possess sulfide, amide or
carbonyl functions, while polypeptide sequences may initiate Au particle growth,
resulting in thin platelets [263]. The shape control of AgNPs has also been observed
with phage-display peptides [264].

One very special type of �shape control� results in hollownanoparticles of different
geometries. In principle, the process is rather simple, in that a particle of any
structure may serve as template that is coated by a layer of the desired metal.
Subsequent removal of the inner template, either by calcination or by selective
dissolution, will result in the formation of hollow nanostructures.Whilst this general
technique can be applied to many types of material, one special application that
involves only metals is as follows. In this case, silver nanocrystals of different shapes
are coated by gold layers, via a simple chemical process based on the reductive power
of elementary silver towards Au3þ .

By using this procedure, which is shown schematically in Figure 3.113 [265],
numerous shapes of AgNPs are available. Typically, the reduction of HAuCl4 on
the Ag surface causes small gold particles to be deposited on the silver surface
(pathway A), enabling the diffusion of HAuCl4 and AgCl through the imperfect
shell (pathway B). The process is discontinued (pathway C) when the silver
template is completely consumed such that, if the final step is performed at
100 �C, the imperfect gold coating will be transferred onto a crystalline material.
The advantage of this technique is to be seen in the transformation of an original
silver shape into a hollow gold architecture. This process can also be applied to
other metals, examples being the redox systems Ag–Pd2þ and Ag–Pt2þ , with
corresponding results.

Figure 3.113 Formation of hollow gold nanostructures. For details, see the text.
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3.3.2
Synthesis, Properties and Applications of Magnetic Nanoparticles

Galyna Krylova, Maryna I. Bodnarchuk, Ulrich I. Tromsdorf, Elena V. Shevchenko,
Dmitri V. Talapin, and Horst Weller

3.3.2.1 Introduction
Today, magnetic particles of micrometer and nanometer size continue to attract a
growing fundamental and technological interest. The use of magnets is important in
the development of electric motors, in electrical power transformation, for data
storage devices and electronics in general. Moreover, miniaturization – which today
represents one of the most important streams of modern technology – calls for
extremely small magnets of micrometer, or even nanometer, size. In this regard, it is
difficult to see how suchmaterialsmight be prepared, and alsowhat propertiesmight
be expected from an extremely small piece of material which is ferromagnetic in its
bulk state. In this chapter, attention will be focused on the nanoparticles of
ferromagnetic metals, their preparation, and structural and magnetic characteriza-
tion. In nature, there are only three ferromagnetic elements at room temperature –
iron, cobalt, and nickel (although gadolinium, which is ferromagnetic below 16 �C,
might also be included in this series). In addition, some compounds and alloys of
manganese, chromium and europium can exhibit ferromagnetic or ferrimagnetic
behavior [1]. The exciting discovery that rhodium clusters (Rhn, where n¼ 12–32) are
ferromagnetic [2] not only demonstrates the nontrivial scaling behavior of magne-
tism, but also shows that magnetic nanomaterials can reveal novel, unexpected
phenomena.

Magnetic metal nanoparticles are considered as promising candidates for applica-
tions as catalysts [3], as single-electron devices [4–7], and as contrast agents for
biomedical imaging [8], among other roles. Monodisperse magnetic nanoparticles
can organize themselves into highly ordered superstructures, and may even form
macroscopic �crystals� that consist of nanoparticles as building blocks. Thin granular
films of ferromagnetic nanocrystals already serve as the basis of conventional
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magnetic storage media (hard drives), and it is expected that advanced magnetic
media, based on ordered arrays of monodisperse nanocrystals, might soon achieve
magnetic recording densities of between 100Gbper in2 and 1Tb per in2 (15Gb per
cm2 and 150 Tb per cm2) [9]. Spin-dependent tunneling electron transport has been
recently demonstrated in an array of close-packed cobalt [4] and magnetite [10]
nanoparticles. Granular materials consisting of nanometer-sized magnetic particles
in a dielectric or nonmagnetic metal matrix have been shown to exhibit giant
magnetoresistive properties [11–15].

Magnetic colloids, or ferrofluids, are based onmagnetic nanoparticles coated with
a layer of surfactant dispersed in a carrying solvent. The molecules of surfactant
(hereafter referred to as �stabilizing agents� or �stabilizers�) bind to the nanoparticle
surface, preventing coagulation and providing solubility and the desired surface
properties. Moreover, stabilizers protect the particle from oxidation and can strongly
affect themagnetic properties [16–18]. Ferrofluids have been extensively studied and
harnessed in a variety of applications [19–21]; for example, the magnetorheological
properties of magnetic colloids have been exploited in high-performance bearings
and seals [22–24]. Several reviews are available on the properties and technological
applications of ferrofluids [19–24].

Within the nanoparticle, the electron spins can be aligned in a certain direction by
applying an external magnetic field. Thus, the possibility of manipulating nanopar-
ticles across a distance by applying an external magnetic field opens a broad field for
their biomedical application. Specific surface groups of the stabilizersmay be used to
link different species to the nanoparticle surface; for example, drugs and/or anti-
bodies may be attached to the surface of a colloidal magnetic nanoparticle, and
steered into regions of the body where they are required, by the application of a
magnetic field [1]. Similarly, functionalized magnetic nanoparticles can be attached
specifically to a tumor and thenheated by the application of anACmagneticfield; this
results in tumor thermoablation (this process referred to as �magnetic fluid
hyperthermia�) [25]. In addition, magnetic nanoparticles coupled with oligonucleo-
tides have been used as nanosensors for the detection and separation of comple-
mentary specific oligonucleotides [26].

The preparation of nanoparticles of desired sizes is the first, and very important,
requisite for their further investigation and use in practice. A narrow size distribu-
tion, or monodispersity, is important because the magnetic properties become
strongly size-dependent within the nanometer size range (Section 3.3.2.5). The
magnetic behavior of nanoparticles depends not only on their chemical composition
and size, but also on their crystalline modification and the presence of structural
defects such as stacking faults or twin planes [9]. Murray et al. suggested using the
term �nanocrystals� for crystalline particles with low concentrations of defects,
whereas the more general term �nanoparticle� would involve particles containing
gross internal grain boundaries, fractures, or internal disorders [27]. In the case of
granular films composed of magnetic nanoparticles, the interparticle spacing
strongly affects the magnetic and charge transport properties [28].

As the different preparation methods lead to magnetic nanoparticles with differ-
ences in crystalline structure, surface chemistry, shape, and so on, the fabrication
technique will have a major influence on the magnetic properties of the materials
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obtained [29]. Indeed, many examples have been reported where nanocrystalline
materials prepared via different routes but with similar grain sizes have exhibited
differing magnetic properties [30]. In the past, many physical and chemical methods
have been employed to producemagnetic nanostructures, includingmolecular beam
epitaxy (MBE) [31], chemical vapor deposition (CVD) [32], pulsed laser deposition [33,
34], sputtering [35], and electrodeposition [36, 37], especially in the preparation of
thin magnetic films.

. Inert gas condensation technique: Separated nanometer-sized nanoparticles of Fe,
Co and Ni can be prepared using this technique, in whichmetal is evaporated at a
very high temperature (�1500 �C) into a high-purity gas (e.g., helium) [38, 39].
Upon collision with the inert gas, the metal atoms lose their kinetic energy and
condense onto a cold finger in the form of ultrafine powder. Amodification of this
method is based on the evaporation of metals by arc discharge into a circulating
gas mixture of H2 and Ar; this approach is used for the large-scale preparation of
20–30 nm particles of Fe, Ni, and Fe–Ni alloys. Usually, the nanoparticles
synthesized by this approach are amorphous and some amount of oxide presents
at their surface [38, 39].

. Arc discharge technique: This is similar to that used for fullerene synthesis, was
applied for the preparation of carbon-encapsulated Ni, Co, or Fe nanoparticles.

. Laser pyrolysis: This is based on the heating with a laser beam of an organometallic
reactant vapor (e.g., ametal carbonyl),mixedwith an inert gas. The reactant vapors
rapidly decompose to the atoms, which form clusters upon collisionwith inert gas
molecules [29]. Nanoparticles of iron and iron carbides have been prepared in this
way.

Further detailed information on each of these methods is available in Ref. [29].
Solution-phase chemical syntheses are commonly used for the preparation

of colloids of magnetic metal nanoparticles. Several general approaches can
be used to control the size and shape of nanoparticles in solution-phase
synthesis.

3.3.2.1.1 Reverse Micelles Technique The water-in-oil microemulsion (�reverse
micelles�) technique is based on using droplets of water sustained in an organic
phase by a surfactant. Inside these nanometer-sized reactors, ametal salt dissolved in
the nanodroplets can be reduced to form metal nanoparticles. The amount of metal
precursor available for particle growth is limited by themicelle volume, which can be
varied by tailoring the water-to surfactant ratio. This technique has been used to
prepare nanoparticles of magnetic metals [40, 41], metal alloys [42], core–shell
structures [43] and oxides [44, 45]. Subsequently, Pileni et al. synthesized nanopar-
ticles ofCo, Fe or Fe–Cualloy in awater-in-iso-octanemicroemulsion by the reduction
of metal salts, using hydrazine or sodium borohydride in the presence of sodium bis
(2-ethylhexyl)sulfosuccinate [Na(AOT)] as a surfactant [40], where the size of the
metal nanoparticles increased with the increasing water-to-surfactant ratio ([H2O]:
[AOT]) [46]. Although synthesis using reverse micelles is a simple method, and does
not require any special costly equipment, it does have certain drawbacks. First, the
size distribution of nanoparticles is usually rather broad (�20%; [47]), which means
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thatmonodisperse colloids canbe obtained only after applying costly post-preparative
size-selective fractionation procedures [48]. Another important problem is that the
reactions in reverse micelles occur at relatively low temperatures (<100 �C). The
nanoparticles ofmagneticmetals donot crystallizewell at room temperature [49], and
the as-synthesizedmaterial is oftenpoorly crystalline [50]. Consequently, annealing at
200–300 �C is generally required in order to prepare virtually defect-free magnetic
nanocrystals [51].

3.3.2.1.2 Sonochemical Synthesis Sonochemical synthesis is based on the decom-
position of a metal precursor (usually a metal carbonyl complexes), dissolved in a
high-boiling solvent under irradiation with high-intensity ultrasound. An ultrasonic
treatment initiates acoustic cavitation – that is, the formation, growth and collapse of
bubbles within a liquid. The collapse of these bubbles causes a local heating of the
media, up to thousands of Kelvin. Consequently, volatile organometallic compounds
rapidly decompose inside the collapsing bubbles, yielding the individualmetal atoms
which, in the presence of a stabilizing agent, agglomerate to form nanosized
particles [52]. This technique was developed by Suslick et al. for the preparation of
Ni [53], nanostructured silica-supported Fe and Fe–Co alloys [54] and Fe [52]
nanoparticles. The sonochemical synthesis usually yields amorphous, rather poly-
disperse nanoparticles, and a further high-temperature heating is required for their
crystallization [52–54].

3.3.2.1.3 Colloidal Syntheses Among various solution-phase approaches, colloidal
syntheses in high-boiling solvents appear to be the most promising routes for the
preparation of high-quality magnetic nanocrystals. Thismethodology is based on the
reduction of metal salts or the thermolysis of zero-valent organometallic precursors
in the medium of a high-boiling solvent, in the presence of specialized stabilizing
agents that adsorb reversibly to the nanoparticle surface, thus mediating the growth
rate. The correct choice not only of the surfactants and precursors, but also of the
temperature regime, allows the successful preparation of monodisperse colloids of
highly crystalline magnetic nanoparticles; details of these materials are provided in
the following section.

3.3.2.2 Colloidal Synthesis of Magnetic Metal Nanoparticles
Themajority of high-quality colloidal magnetic nanoparticles have been synthesized
via the thermolysis or reduction of organometallic precursors, in the presence of
ligand molecules (so-called �stabilizing agents�) which bind reversibly to the nano-
particle surface and prevent its further growth and coagulation with other particles.
The correct choice of stabilizing agents is vital, as attractive magnetic interactions
between nanocrystals tend to reduce the overall stability of amagnetic colloid. A high
reaction temperature (150–300 �C) allows the annealing of crystalline defects and,
consequently, is important when preparing highly crystalline nanoparticles. The
main peculiarities of the organometallic synthetic approach, using Co and CoPt3
nanocrystals as typical examples, are discussed in the following sections. In the past,
cobalt nanocrystals have most likely received the most attention among nanocrystal-
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line elemental magnetic materials, and CoPt3 may be considered as a model system
for magnetic alloy nanocrystals.

3.3.2.2.1 General Remarks on the Synthesis of Co and CoPt3 Nanocrystals The
organometallic synthesis of magnetic metal nanocrystals usually requires a rigorous
air-free atmosphere, and is carried out under dry inert gas using a Schlenk line
technique or a glovebox. The nanoparticle size and width of size distribution are
usually determined by the kinetics of particle nucleation and growth [55]. A narrow
particle size distribution can be obtained if a temporally discrete nucleation event is
followed by controlled growth of the preformed nuclei [56]. Temporally discrete
nucleation in the organometallic synthesis can be attained by the hot injection
technique, shown schematically in Figure 3.114. For this, a solution of organome-
tallic precursors or a reducing agent (solution A) is rapidly injected into a hot solution
containing the stabilizing agents (solution B); this results in an explosive nucleation,
followed by a fall in temperature and a slow growth of preformed nuclei. The
optimized injection temperature, duration of heating and correct choice of pre-
cursors and stabilizing agents are prerequisites for the successful synthesis of
magnetic nanoparticles with controllable size and shape, and a narrow size
distribution.

If the synthesis does not yield nanoparticles of a desired monodispersity, the size
distribution of as-preparednanoparticles can be narrowedby applying a size-selective
precipitation procedure that exploits the differences in solubility of smaller and larger
particles [48, 57]. In a typical size-selective precipitation of a nanoparticle colloid, a
sample of the as-prepared nanoparticles with a broad size distribution is dispersed in
an appropriate solvent. A nonsolvent is then added dropwise; this gradually desta-
bilizes the colloidal dispersion, causing the solution to become slightly turbid. The
largest nanoparticles in the sample exhibit the greatest attractive van der Waals and
magnetic forces, and tend to aggregate before the smaller particles. Aggregates of the

Figure 3.114 Schematic representation of the
hot injection technique usually employed in the
organometallic synthesis of magnetic
nanocrystals. A thermocouple (TC) controls the

temperature in the reaction vessel. The
composition of the solutions A and B is detailed
in the text for each particular recipe.
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largest nanoparticles can be isolated by centrifugation orfiltration, and redissolved in
an appropriate solvent. Subsequently, the next portion of the nonsolvent is added to
the supernatant to isolate the second size-selected fraction, and so on. For magnetic
nanoparticles, a size-selective precipitation can also be achieved by applying an
external magnetic field, as the larger particles will precipitate in the magnetic field
before their smaller counterparts [27]. These procedures, if repeated several times,
will allow a series ofmonodisperse fractions to be obtained with a near-Gaussian size
distribution and a standard deviation below 5% (�1 atomic layer).

3.3.2.2.2 Synthesis of Cobalt Nanoparticles with Different Crystalline Modification
Cobalt nanoparticles can be synthesized in three different crystalline modifications:
hexagonal close-packed (hcp), face-centered cubic (fcc)� and epsilon (e). The e-Co
structure, which is not observed in the bulk, consists of a 20-atom unit cell with cubic
symmetry similar to the structure of b-Mn [58]. The hcp structure is the most stable
phase for bulk cobalt at room temperature. Despite this fact, experimental data have
repeatedly shown that e-Co is the most often found crystalline structure in nano-
particles prepared by wet chemistry [59].

The e-Co nanoparticles can be synthesized via the reduction of a cobalt salt by a
superhydride (LiBEt3H), in the presence of stabilizing agents [27]. Injection of the
solution of superhydride in dioctylether (solution A) into the hot (200 �C) solution of
CoCl2 in dioctylether containing also oleic acid and trioctylphosphine (TOP) as
stabilizing agents (solution B) (Figure 3.114), yields relatively monodisperse e-Co
nanoparticles (Figure 3.115a) [60]. Examinations using high-resolution transmission
electronmicroscopy (HR-TEM) (Figure 3.116b) and simulations of X-ray powder data
indicate that the e-Co nanoparticles are near-perfect single crystals [60]. The width of
the X-ray diffraction (XRD) reflexes decreases coarsely as the nanoparticle size
increases, as shown in Figure 3.115a for the (221), (310), and (311) reflections. The
average nanocrystal size can be tuned from �2nm up to 6nm by tailoring the
concentrations of the stabilizers; typically, increase in the concentrations of oleic acid
and TOPwill yield a smaller mean particle size. In order to prepare e-Co nanocrystals
larger than 6nm, it is necessary to use less-bulky stabilizers which can effectively cap
particleswith a lower surface curvature. Thus, by substituting tributylphosphine (TBP)
for TOP, larger (7–11nm) e-Co nanocrystals will be formed [27, 60, 61]. The fine-
tuning of particle size can be achieved by a size-fractionation of crude solutions,
yielding a series of near-monodisperse e-Co nanocrystals (Figure 3.116a).

An alternative method of preparing cobalt nanoparticles is based on the thermal
decomposition of Co2(CO)8 in the presence of a suitable surfactant [27]. A typical
recipe involves the injection of a solution of Co2(CO)8 in diphenylether (solution A)
into the hot (200 �C) mixture of oleic acid and TOP or TBP, dissolved also in
diphenylether (solution B). The mixture is then heated at 200 �C for 15–20min.
Decomposition of the cobalt carbonyl, under the conditions described above, results
in Co nanoparticles with a so-called multiply-twinned face-centered cubic (mt-fcc)
lattice (Figures 3.115b and (3.116)d). Themultiply-twinned particles are composed of
domains with a distorted fcc lattice, this structure being similar to that observed in
multiply-twinned, icosahedral gold particles [27]. Post-preparative size-selection
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procedures allow the isolation of fairly monodisperse fractions of mt-fcc Co nano-
crystals (Figure 3.116c). Depending on the reaction medium and stabilizers, the
thermal decomposition of cobalt carbonyl can also yield nanoparticles of other
crystalline phases [59, 62–64].

The annealing of e-Co nanocrystals at 300 �C under vacuum causes them to be
converted into hcp-Co phase (Figure 3.117), which has a higher magnetocrystalline
anisotropy compared to the e-Co and mt-fcc Co modifications [61]. Alternatively, the
hcp-Co nanoparticles can be synthesized in solution by the reduction of cobalt acetate
by 1,2-dodecanediol at 250 �C in a diphenylethermedium in the presence of oleic acid
and TOP as stabilizing agents [27, 61].

Figure 3.115 Powder XRD patterns for cobalt
nanoparticles (circles) and their corresponding
simulations (solids lines) using atomic-level
models of the particles. (a) e -Co; (b) multiply-

twinned fcc particles. The insets show X-ray
patterns and simulations for several particle
sizes. Reproduced with permission from
Ref. [60]; � 2001, American Chemical Society.
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As shown above, the optimized combination of precursors (CoCl2, Co(CH3COO)2
or Co2(CO)8) and reducing agents (superhydride or polyalcohol) allows the selective
preparation of monodisperse cobalt nanoparticles with a desired crystalline phase.
Such behavior shows that the solution-phase chemical synthesis of magnetic
nanocrystals is not thermodynamically controlled, and thus can allow the preparation
of crystal phases that aremetastable, such as the e-Co structure [9]. The control of size
and the crystalline phase of nanoparticles is important, as these parameters greatly
affect the magnetic properties (see Section 3.3.2.5).

One serious drawback of cobalt and other elemental magnetic nanoparticles (Fe,
Ni, Nd, etc.) is their relatively low stability against oxidation under ambient condi-
tions. Thus, the exposure of cobalt nanoparticles to air results in the formation of a
shell of approximately one to two monolayers of cobalt oxide. This shell of anti-
ferromagnetic cobalt oxide causes considerable disturbance of the magnetic prop-
erties of the cobalt core. The intrinsic magnetic coercivity of elemental (Co, Fe)
magnetic nanoparticles is too low for some applications, an example being advanced
magnetic recording media, and nanoparticles of more stable materials with a higher

Figure 3.116 TEM images of cobalt
nanoparticles. (a) Low-magnification image of
e-Co. The even contrast across the individual
particles implies a uniform crystalline structure
for this phase; (b) HR-TEM image of e-Co,
showing perfect crystallographic coherence and
discrete faceting; (c) Low-magnification image

of multiply-twinned fcc structure. The contrast
changes within particles indicate that they are
composed of crystal domains; (d) HR-TEM
image showing the domains within a single
multiply-twinned fcc nanoparticle. Reproduced
with permission from Ref. [60]; � 2001,
American Chemical Society.
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coercivity are strongly desired for this role. As a convenient solution, intermetallic
materials such asCoxPt1�x and FexPt1�x are considerablymore stable than elemental
cobalt or iron, and have L10 crystalline modification with very high magnetocrystal-
line anisotropy, leading to a large coercivity of the nanoparticles.

3.3.2.2.3 Synthesis of CoPt3 Magnetic Alloy Nanocrystals The synthetic approach
developed for the preparation of elemental nanoparticles can be further extended to
intermetallic compounds. Thus, high-quality CoPt3 nanocrystals can be synthesized
via the simultaneous reduction of platinum acetylacetonate and the thermal decom-
position of cobalt carbonyl in the presence of 1-adamantanecarboxylic acid (ACA) and
hexadecylamine (HDA) as stabilizing agents [65].

In a typical preparation, the mixture of platinum acetylacetonate, 1,2-hexadecan-
diol, ACA andHDA (solution B in Figure 3.114) were heated to a certain temperature
in the range from 140 to 220 �C; solution A, prepared by dissolving cobalt carbonyl in
1,2-dichlorobenzene, was swiftly injected into solution B, with vigorous stirring. The
temperature of injection of the stock solution will be further referred to as the
�reaction temperature.� After injection, the color changed from pale yellow to black,
indicating the formation of CoPt3 nanocrystals. Further heating was normally
continued for 1 h at the injection temperature, followed by annealing at the refluxing

Figure 3.117 XRD patterns of the e-Co particles before and after annealing. (a) As-synthesized
9 nm particles; (b) After annealing at 300 �C under vacuum for 3 h. Reproduced with permission
from Ref . [9]; � 1999, American Institute of Physics.
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temperature (�275–285 �C) for 1 h. The annealing stage was necessary to improve
the crystallinity of the as-formed CoPt3 nanoparticles.

Information regarding nanoparticle crystallinity can be obtained by a comparison
of the average particle sizes estimated by powder XRD and TEM techniques. The
width of the XRD reflections provides information about the X-ray coherence length,
which is close to the average size of the single crystalline domain inside the
nanocrystal, whereas the TEM images show the total size of a nanoparticle. (Nano-
crystal sizes estimated by thesemethodswill be further referred to as �XRD-size� and
�TEM-size,� correspondingly.) For CoPt3 nanoparticles prepared at 140–200 �C, the
XRD-size was considerably smaller than the TEM-size (Figure 3.118a), due to the
internal structural defects (stacking faults, twinned planes, etc.) present within as-
formed particles. Annealing of CoPt3 nanoparticles at the boiling point of the crude
solution (�275–285 �C) for�30min resulted in an increase of theXRD-size, whereas
no considerable change in TEM-size was observed. The annealing process required a
relatively high temperature (200–300 �C), which was necessary to trigger atom
diffusion inside the nanocrystals. After annealing, the XRD-size became almost
equal to the TEM-size (Figure 3.118b), indicating that the most of nanocrystals were
single crystallites with a near-perfect lattice. Subsequent HR-TEM investigations
confirmed the excellent crystallinity of annealed CoPt3 nanocrystals (Figure 3.119),
with almost all particles possessing the lattice fringes without stacking faults and
other defects. From a practical viewpoint, the perfect crystallinity of magnetic
nanoparticles is important because the structural defects cause a considerable
reduction in coercivity, the parameterwhichdetermines the applicability of amaterial
for magnetic recording and storage [9].

Tuning of themean size of CoPt3 nanoparticles can be achieved by exerting control
over the nucleation and growth rates, as illustrated in Figure 3.120. Fast nucleation
provides a high concentration of nucleifinally yielding smaller nanocrystals, whereas

Figure 3.118 In situ annealing of the CoPt3 nanoparticles. Comparison of the XRD- and TEM-sizes
before and after annealing. Reproducedwith permission fromRef. [55];� 2003, American Chemical
Society.
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slow nucleation provides a low concentration of seeds that consume the same
amount of precursors and thus result in larger particles [55].

The balance between nucleation and growth rates can be tuned by adjusting the
reaction temperature, since the activation energy for the homogeneous nucleation
is typically much higher than that for particle growth [66]. This means that the
nucleation rate is much more sensitive to changes in temperature compared to the
growth rate. At a higher reaction temperature more nuclei are formed and,
according to the scheme in Figure 3.120, the final particle size will be smaller.
Indeed, an increase in temperature from 145 to 220 �C allows a reduction in the
average size of the CoPt3 nanocrystals, from�10 nm to 3 nm – that resulting in the
preparation of nanocrystals over a wide range of sizes (Figure 3.121a). This concept
of size turning implies that Ostwald ripening – that is, the growth of large particles

Figure 3.119 HR-TEM image of annealed CoPt3 nanocrystals. Note that almost all nanoparticles
possess the lattice fringes without stacking faults and other defects.

Figure 3.120 Schematic representation of the synthesis of CoPt3 nanocrystals. Reproduced with
permission from Ref. [55]; � 2003, American Chemical Society.
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under the concomitant dissolution of small particles – is very slow. As reported
elsewhere [49, 55], this is indeed the case in most organometallic preparations of
metal particles.

The nanoparticle size can also be tuned by tailoring the concentrations of the
stabilizing agents, although such an effect can be different for various systems. Thus,
an increase in stabilizer concentration resulted in smaller nanocrystals in the case of
Co [27, 67] and Ni [27], whereas an opposite behavior was observed for Fe [68] and
CoPt3 [55] nanocrystals (Figure 3.121b).

For the kinetically driven synthesis of nanoparticles, a decrease in the mean
particle size with increasing stabilizer concentration can occur if a strong passivation
of the nanocrystal surface results in a slowing of the growth rate, whereas the
nucleation rate remains much less influenced (see Figure 3.120). However, the
opposite situation can also be realized, as was observed recently for CoPt3 [55] and
Fe [68] nanocrystals. Stabilizing agents such as ACA and primary amines can also
form stable complexes with individual metal atoms of a molecular precursor. Thus,
whilst the platinum precursor Pt acetylacetonate was decomposed in a HDA/
diphenyl ether/1,2-hexadecandiol mixture at �130 �C, the addition of ACA raised
the decomposition temperature to�220 �C. A similar behavior was also observed for
the cobalt precursor: here, the addition of ACA drastically enhanced the stability of
the cobalt carbonyl solution against thermal decomposition. The formation of these
complexes precedes the nucleation step [69], decreases the monomer reactivity and,
therefore, an increase of the concentration of ligand is expected to suppress the
nucleation rate. In accordance with the scheme shown in Figure 3.120, a slowing of
the nucleation rate will result in a larger final nanocrystal size, as was also observed
experimentally (Figure 3.121b).

Figure 3.121 (a) Dependence of CoPt3 nanocrystals size on the reaction temperature. (b)
Influence of initial amount of the stabilizing agent (1-adamantancarboxylic acid) on nanocrystal size.
Reproduced with permission from Ref. [55]; � 2003, American Chemical Society.
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Information regarding the in situ size distribution of CoPt3 nanoparticles can be
obtained from a statistical evaluation of all nanocrystals in a representative TEM
image, or from small-angle X-ray scattering (SAXS) data by means of the indirect
Fourier transformation technique [70, 71]. The latter method provides the infor-
mation averaged over a huge number of nanoparticles and, moreover, allows the in
situ investigation of particle aggregation. Figure 3.122a shows SAXS patterns for
two samples of as-prepared CoPt3 nanocrystals with mean sizes of �4 and 10 nm,
where the nanocrystal size was tuned by varying the reaction temperature (215 and
145 �C). Figure 3.122b and c show the particle size distribution functions of as-
prepared �4 nm CoPt3 nanocrystals as obtained from the SAXS and TEM data,
correspondingly. The SAXS data show that small CoPt3 nanocrystals form stable
suspensions of isolated nanoparticles (single-particle population) [72, 73]. Both,
the SAXS and TEM measurements confirmed a relatively narrow and near-
symmetric particle size distribution for the as-prepared�4 nm CoPt3 nanocrystals
(Figure 3.122b and c), whereas only a minor deviation was observed between the
mean sizes estimated by these methods. HR-TEM always provided smaller
estimates for particle size compared to SAXS; this was because the size distri-
bution from SAXS is a volume (or mass) distribution, whereas that from micros-
copy is a number distribution. However, the difference between volume and
number distribution is negligible when the distribution is narrow. Nonetheless, in
broad distributions, or in the presence of a few aggregates, the larger particles

Figure 3.122 (a) The angular dependence of
scattered X-ray intensity (SAXS) from two
samples of as-prepared CoPt3 nanocrystals with
mean size (1)�4 nm and (2)�10 nm; (b and d)
Particle volume fraction versus size curves

calculated from the SAXSdata shown in part (a);
(c and e) Particle size distribution histograms
estimated for the same samples from TEM
images. Reproduced with permission from
Ref. [55]; � 2003, American Chemical Society.
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count visibly more in volume distributions (SAXS) than in number distributions
(TEM).

In the case of �10 nm CoPt3 nanocrystals, the SAXS size distribution curve was
superimposed by a peak which corresponded to the single particle population, with a
tail in the large size region (Figure 3.122d). Subsequent TEM investigations of the
same sample revealed a symmetric size distribution curve without any features
around 12–13 nm (Figure 3.122e). This allows a partial aggregation of�10 nmCoPt3
at room temperature to be assumed [72]. The long-termstability of colloidal solutions,
in addition to an absence of agglomerates in the TEM images, provides evidence that
the aggregation is both dynamic and reversible.

The absolute width of the particle size distribution is almost constant for both,
the �4 nm and the �10 nm samples (Figure 3.122). This means that the relative
size distribution of as-prepared �4 nm CoPt3 nanocrystals is much broader
compared to that of the �10 nm nanocrystals (�14% and �7% of standard
deviation, respectively). The general tendency here is a narrowing of the size
distribution with an increase in the particle size, as observed for all samples
irrespective of themethod of size control. The progressive narrowing of the particle
size distribution with an increasing mean size is due to the more rapid growth of
smaller particles than larger particles [66]. This growth regime was recently
observed for ensembles of CdSe nanocrystals, and was referred to as the �focusing�
of size distribution [74].

A combination of themethods of size control described above allows series of near-
monodisperse CoPt3 nanocrystals to be obtained which range from �3 nm up to
17 nm in size. Subsequently, it was found that different experimental conditions (e.g.,
reaction temperature, ratio between the cobalt and platinum precursors, etc.) would
yield the nanocrystals with identical chemical compositions. The systematic evolu-
tion of XRD patterns and the HR-TEM images of CoPt3 nanocrystals, on increasing
their size, are shown in Figures 3.123 and 3.124, respectively.

Although, CoPt3 nanocrystals with sizes less than�7 nm are usually spherical (see
Figures 3.119 and 3.124), any further increase in the nanocrystal size results in a
rather abrupt transition from spherical to cubic, truncated cubic or, in some cases,
plate-like shapes (see Figure 3.125). Annealing at �275 �C results in a smoothing of
the edges of cubic nanocrystals formed at 145 �C (cf. Figures 3.124d and 3.125).Here,
each side of the cubic crystal lattices corresponds to the{100} direction of the fcc
nanocrystal lattice. Cubic particles can form if the growth rate in the {111} direction is
higher than that in the {100} direction [75].

3.3.2.2.4 Shape-Controlled Synthesis of Magnetic Nanoparticles Generally, the
shape anisotropy of magnetic nanocrystals can result in advanced magnetic prop-
erties, and is therefore of great practical interest [30]. The shape of a colloidal
nanoparticle can be controlled by the selective adsorption of organic surfactants onto
particular crystallographic facets, in order to inhibit particle growth in a particular
crystallographic direction. This approach to shape control is based on the presence of
structurally and chemically dissimilar crystal lattice facets, for example, the (011) and
(001) facets of the hcp lattice. Shape-controlled colloidal syntheses were recently
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developed for semiconductor (e.g., CdSe [76, 77], PbS [78], ZnO [79]) and noblemetal
(Pt [48], Au [49]) nanoparticles.

The possibility of carrying out shape control has also been reported for Co
nanocrystals [59, 63, 64]. Thus, the decomposition of cobalt carbonyl in the presence
of primary amines (e.g., octadecylamine), together with TOPO or oleic acid, yielded
nanodisks of hcp-Co [64] (Figure 3.126). Alkyl amines were shown to inhibit the
growth of the unique (001) face of hcp-Co upon any increase in particle size in the
kinetic regime. Both, the length and diameter of the nanodisks can be controlled by
tailoring the reaction time, as well as by varying the precursor-to-surfactant ratios.
The long-term heating of hcp-Co nanodisks (to the thermodynamic limit) resulted in
a transformation of the thermodynamically stable spherical nanoparticles of the e-Co
phase. The nanodisks were ferromagnetic and capable of self-assembling sponta-
neously into long ribbons from stacked nanodisks lying perpendicular to the
substrate. A side view of the nanodisks in TEM images (Figure 3.126) strongly
resembled nanorods, while TEM tilting experiments were necessary to verify the disk
shape [64].

The synthesis of hcp-Co nanorods and nanowires was also reported [80]. Thermal
decomposition of the organometallic cobalt precursor, [Co(g3-C8H13)(g

4-C8H12)], in

Figure 3.123 Size-dependent evolution of powder XRD patterns for CoPt3 nanocrystals. The
average nanocrystal sizes were calculated using the Debye–Sherrer equation. Reproduced with
permission from Ref. [55]; � 2003, American Chemical Society.
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the presence of oleic acid and oleylamine under a pressure of 3 barH2 yielded�3 nm
spherical hcp-Co nanoparticles which were further transformed into uniform
nanorods (Figure 3.127) after 48 h of heating at 150 �C. Both, the length and
diameters of the hcp-Co nanorods could be varied by tailoring the nature and
concentration of the stabilizing agents. Thus, increasing the concentration of oleic
acid allowed the preparation of very long (micron range) nanowires of 4 nmdiameter.
Conversely, the replacement of oleylamine with octylamine resulted in smaller and
wider Co nanoparticles (17� 10 nm). The mechanism of transformation of the
initially formed�3 nm spherical nanoparticles into rods and wires remains unclear
although, in principle, the nanorods might be obtained either through a coalescence
of spherical particles followed by fusion [79, 81], or upon using the initial particles as
nuclei for an anisotropic growth process [76].

Figure 3.124 TEM and HR-TEM images
showing the effect of the reaction temperature
on the mean size and size distribution of
3.7 nm, 4.9 nm, 6.3 nm and 9.3 nm CoPt3
nanocrystals prepared at 220, 200, 170 and

145 �C. The molar ratio of Pt: Co: ACA was
1 : 3 : 6 for all samples. Reproduced with
permission from Ref. [55]; � 2003, American
Chemical Society.
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3.3.2.2.5 Other Metal Magnetic Nanoparticles Synthesized by Methods of Colloidal
Chemistry In the previous sections, the colloidal synthesis of Co and CoPt3
nanocrystals and the great potential of an organometallic approach in the preparation
of high-quality magnetic nanoparticles have been discussed. Yet, these synthetic

Figure 3.125 TEM overview image of faceted CoPt3 nanocrystals prepared at 145 �C.

Figure 3.126 TEM partially self-assembled Co nanodisks. Scale bar¼ 100 nm. Reproduced with
permission from Ref. [64]; � 2002, American Chemical Society.

3.3 Semiconductor Nanoparticles j255



schemes may also be adopted for the preparation of nanoparticles with different
magnetic materials, as detailed in the following sections.

Murray et al. described the synthesis of monodisperse iron nanoparticles by the
thermal decomposition of Fe(CO)5, under an inert atmosphere in the presence of
oleic acid and tri-butyl phosphine [27]. These �6 nm Fe nanoparticles had a
structure that resembled the bulk bcc lattice, albeit with some disorder, and were
very sensitive to oxidation (a very brief contact of the nanoparticle surface with air
led to the formation of�2 nm-thick oxide layer [27]). The thermal decomposition of
iron carbonyl in tri-n-octylphosphine oxide at 320–340 �C yielded �2 nm spherical
iron nanoparticles [64] that Hyeon et al. used as building blocks for iron nanor-
ods [82]. Thus, refluxing the 2 nm nanoparticles in pyridine, in the presence of
didodecyldimethylammonium bromide (DDAB), led to the formation of uniform
rod-shaped iron particles with diameter of 2 nm and a length that varied from 11 to
27 nm, depending on the DDAB concentration employed. The electron diffraction
pattern of the nanorods obtained exhibited a body center cubic (bcc) structure of
a-Fe. Transformation of the nanospheres to nanorods was explained by the oriented
attachment of several 2 nm spherical particles, followed by their fusion (the
shape-dependent magnetic properties of iron nanoparticles are discussed in
section 3.3.2.5). Although the practical applications of iron nanoparticles are
strongly hindered due to their chemical instability under ambient conditions,
monodisperse iron particles may be gently oxidized by trimethylamine N-oxide
into stable monodisperse magnetic c-Fe2O3 nanocrystals, as described below [68].
Chaudret et al. showed that the reaction of the metal–organic precursor
Fe[N(SiMe3)2]2 with H2, in the presence of a long-chain acid and a long-chain
amine in various proportions, produced relatively stable monodisperse, zerovalent

Figure 3.127 TEM (left) and HR-TEM (right) images of cobalt nanorods. Illustration courtesy of
Dr. B. Chaudret.
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iron nanocubes [83]. Both, magnetic and M€ossbauer measurements revealed that
these Fe particles displayed magnetic properties that matched those of bulk iron.

Spherical nickel nanoparticles have been synthesized by the reduction of nickel
salts by polyalcohols [27], with a mixture of oleic acid, tri-butylphosphine (TBP) and
tri-butylamine (TBA) as stabilizing agents, favoring the formation of �12–13 nm
nanoparticles. An increase of the alkyl chain length in the stabilizing agents resulted
in a decreased nanoparticle size. Thus, the replacement of TBP and TBA with TOP
and tri-octylamine (TOA) resulted in 8–10 nm Ni nanoparticles. The decomposition
of Ni(cyclo-octa-1,5-diene)2, in the presence of HDA as a stabilizing and shape-
controlling agent, yielded Ni nanorods [84]. The simultaneous reduction of nickel
and cobalt salt was used to prepare cobalt–nickel alloy nanoparticles with fcc
structure [27]. As nickel was more readily incorporated into the growing nanopar-
ticles, the use of equal amounts of nickel and cobalt precursors would lead to the
formation of a Ni-rich alloy (�Ni60Co40).

Currently, the iron–platinum alloys are among the most well-studied magnetic
nanoparticle materials [85]. The classical synthesis by Sun et al. is based on the
simultaneoushigh-temperature reductionofplatinumacetylacetonate and thedecom-
positionof ironpentacarbonyl inthepresenceofoleicacidandoleylamineasstabilizing
agents [86]. The size of the FePt nanocrystals can be controlled by first growing
�2.5–3 nm monodisperse seed particles, followed by the addition of more reagents
so as to enlarge theexistingseeds to thedesiredsizeofup to�10nm[86].Thechemical
composition of FexPt1�x binary alloy nanocrystals can be slightly tuned between
x¼ 0.48 andx¼ 0.7 by controlling themolar ratio of iron carbonyl to the platinumsalt.

The as-prepared FePt nanoparticles exhibited a chemically disordered fcc struc-
ture, with relatively poor magnetic properties. Thus, fcc FePt nanoparticles were
superparamagnetic at room temperature, and could be handled in the form of a
colloidal solution for casting films, and producing self-assembled arrays, for example
(Figure 3.128). Further, the FePt nanoparticles could be annealed at 550–600 �C

Figure 3.128 Hexagonal close-packed 2-D array of FePt nanocrystals on a TEM grid.
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under an inert atmosphere; this induced the iron and platinum atoms to rearrange
and for the particles to be converted to the chemically ordered face-centered
tetragonal (fct) phase (Figure 3.129). The particles were also transformed into
nanoscale ferromagnets with a room temperature coercivity sufficiently high for
the arrays of fct FePt nanocrystals to be used in a data storage device [86]. Depending
onFexPt1�x stoichiometry andnanocrystal size, the transition temperaturewas in the
range of 500–700 �C [87], whereas for the bulk material the reported value was
1300 �C [88]. In order to further reduce the phase-transition temperature, it was
proposed to introduce silver atoms into the lattice of FePt nanocrystals during their
synthesis [89]. Such Ag incorporation would promote the transition from fcc to
tetragonal phase, reducing the transition temperature by �100–150 �C when com-
pared to the pure FePt nanocrystals. It was also suggested that Ag atoms might leave
the FePt lattice at a temperature below 400 �C; the vacancies thus formed would
increase the mobility of the Fe, while the Pt atoms would accelerate the phase
transformation.

The synthetic approach developed for the synthesis of platinum–iron binary alloy
nanoparticles was subsequently adopted for the preparation of several other binary
alloy nanoparticles, such as FePd [90] or MnPt [91]. However, these alloys required
further structural characterization, as well as further developments of the methods
for controlling the particle size, shape, and composition.

Figure 3.129 XRD patterns (A) of as-
synthesized 4nm Fe52Pt48 particle assemblies
andaseriesofsimilar assembliesannealedunder
atmosphericN2gas for30minat temperaturesof
(B)450 �C,(C)500 �C,(D)550 �C,and(E)600 �C.

The indexing is based on tabulated fct FePt
reflections (25). Reproduced with permission
fromRef. [86];� 2000, American Association for
the Advancement of Science.
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The preparation of �core–shell�-type magnetic nanoparticles was reported [92, 93]
as a two-step synthesis in which nanoparticles of one metal served as the seeds for
growth of the shell from another metal. Thus, the reduction of platinum salts in the
presence of Co nanoparticles would allow the preparation of air-stable CocorePtshell
nanoparticles [92]. The thermal decomposition of cobalt carbonyl in the presence of
silver salt led to the formation of AgcoreCoshell nanoparticles [93]. The syntheses of
these multicomponent magnetic nanostructures are discussed in Section 3.3.2.4.

3.3.2.3 Iron Oxide-Based Magnetic Nanocrystals
Iron oxides, of which 16 types exist as either oxides, oxide–hydroxides or hydroxides,
are highly abundant in nature where, in most compounds, the iron exists in its
trivalent state [94]. Themajority of iron oxidephases exist naturally, except forb-Fe2O3

and high-pressure FeOOH phases, which have been synthesized in the laboratory.
Hematite (a-Fe2O3), magnetite (Fe3O4) and maghemite (c-Fe2O3) represent some of
the most abundant iron-based minerals. W€ustite (FeO) and goethite (a-FeOOH) are
antiferromagnetic, whereas magnetite, maghemite and metal ferrites with the
general composition MFe2O4 (M¼Co, Mn, Zn, Ni, Bi, etc.) are ferrimagnetic.
Elemental iron is a ferromagnet. The crystal lattice of iron oxides consists of
close-packed arrays (fcc or hcp) of anions (O2�) in which the interstices are partially
filled with Fe2þ or Fe3þ , in either octahedral (FeO6), or tetrahedral (FeO4) coordina-
tions. The differences between the various oxides arise from the various spatial
arrangements of the FeO6 and FeO4 units.

3.3.2.3.1 Maghemite and Magnetite Nanocrystals One of the first syntheses of
magnetite nanocrystals employed aqueous solutions of FeCl2 and FeCl3, and was
reported by Massart [95]. The chemical reaction leading to the Fe3O4 phase occurred
at pH 8–14 under airless conditions; the process can be expressed as:

Fe2þ þ 2Fe3þ þ 8OH� ! Fe3O4 þ 4H2O ð3:9Þ

The size, shape, and composition of iron oxide nanocrystals depends somewhat on
the type of salt, the Fe2þ : Fe3þ ratio, the temperature, the pH value, and the ionic
strength of the reaction mixture. Rigorous adjustments of the aqueous preparations
yieldedmagnetite nanocrystals with sizes tunable in the range of 4.2–16 nm [96]. The
composition of nanocrystals can be varied by the Fe2þ : Fe3þ ratio [97]; for example, if
the ratio is very small then goethite (a-FeOOH) formed. This synthesis method is
both inexpensive and straightforward, but permits only a very limited control over the
nanocrystal size and morphology. Magnetite can be readily oxidized by oxygen
present in the air and, as a consequence, is slowly converted tomaghemite (c-Fe2O3).

The thermal decomposition of organometallic compounds in high-boiling sol-
vents in the presence of stabilizers has beenwidely investigated, and is currently used
for the synthesis of Fe3O4 and c-Fe2O3 nanocrystals. Iron carbonyls [68, 98],
acetylacetonate [99] and iron fatty acid salts [100, 101] are the typical precursors,
while oleic acid and other fatty acids, aswell as oleylamine and other aliphatic amines,
are the most frequently used surfactants. The important parameters for controlling
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the size and morphology include the precursor-to-stabilizer and stabilizer-to-solvent
ratios, the reaction temperature the duration, and the heating rate.

Iron pentacarbonyl has an historic role with respect to the synthesis of various iron-
based nanocrystals. The decomposition of metal carbonyls has long been used to
prepare ferrofluids based onmetallic ultrafine powders (nowknownas nanocrystals).
In 1966, for example, monodisperse, 20 nm Co nanocrystals were prepared by
decomposing dicobalt octacarbonyl in boiling toluene, containing polymers as
stabilizers [102]. In 1979, a similar approachwas reported for ironnanoparticles [103];
in this case, iron pentacarbonyl was decomposed at 150 �C in nonpolar organic
solvents (e.g., decalin, xylene, o-dichlorobenzene) in the presence of various vinyl
polymers, and under an inert atmosphere. Remarkably, the particle size was tunable
in the range between 1.5 and 20 nm, with 20% standard deviation. The nanoparticles
of iron oxide were easily formed upon exposure of the as-synthesized iron particles to
air (Figure 3.130a).

Interest in iron carbonyl as a precursor for nanomaterials has been revived during
the past decade such that, in 2001, Hyeon et al. reported the synthesis of monodis-
perse 4–16 nm c-Fe2O3 nanocrystals from iron pentacarbonyl in octyl ether in the
presence of either oleic or lauric acids as surface ligands [68]. In this approach, highly
reactive Fe(CO)5 first formed iron–oleate complexes, the subsequent decomposition
of which at 300 �C led to the formation of transient metallic iron species or strongly
reduced iron oxocomplexes, followed by their oxidation to the c-Fe2O3 phase by
introducing (CH3)3NO into the reaction mixture.

A simple, inexpensive and reproducible method for producing monodisperse
Fe3O4 nanocrystals by the pyrolysis of iron-oleates was independently proposed in
2004 by the groups of Peng [100], Hyeon [101], and Colvin [104]. In this case, the

Figure 3.130 (a) Iron oxide nanocrystals
synthesized from ironpentacarbonyl byGriffiths
et al. in 1979. Reproducedwith permission from
Ref. [103]; � 1979, American Institute of
Physics; (b) TEM image of monodisperse
magnetite nanocrystals synthesized by

decomposing iron oleate. The inset shows a
Petri dish containing multi-gram amounts of
this nanomaterial. Reproduced with permission
from Ref. [101]; � 2004, Nature Publishing
Group.
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iron–oleate complexes were prepared by the reaction of ferric and/or ferrous salts
with sodium hydroxide and oleic acid [100], or with sodium oleate [101]. The iron
oleate was then decomposed in noncoordinating solvents (e.g., octadecene, n-
eicosane, tetracosane) at 300–360 �C. By varying the oleic acid: oleate ratio and the
decomposition temperature, the size of nanoparticles could be precisely tuned from8
to 50 nm. While this synthesis provided a remarkably large yield of material, on the
multigram scale (Figure 3.130b), a precise size control also allowed the detailed study
of the nanocrystals� size-dependent magnetic properties (see also Section 3.3.2.7).

In a colloidal synthesis, the choice of an appropriate surfactant is crucially
important for controlling the nucleation, growth, and shape of the nanocrystal
product. A simple approach to controlling the crystal shape of iron oxide (Fe3O4)
nanocrystals, independently of their size, was recently proposed [105–107] where,
by using sodium oleate as the stabilizer and adjusting the reaction tempera-
ture profile, monodisperse spherical, cubic, and bipyramidal nanocrystals
(Figure 3.131a,b) could be prepared. The different behaviors of oleic acid and
its sodium salt were attributed to their electrolytic properties at the temperature of
synthesis. For example, sodium oleate undergoes a strong dissociation, providing a
significantly higher concentration of �free� oleate ions that in turn enhances their
preferential adsorption onto {100} facets. Sun et al. used iron(III) acetylacetonate,
Fe(acac)3, to synthesize 4–20 nm magnetite nanocrystals [99] via the thermal
decomposition of Fe(acac)3 in the presence of 1,2-hexadecanediol, oleic acid and

Figure 3.131 TEM images of various shaped
iron oxide nanocrystals. (a) 12 nm Fe3O4

spheres. Reproduced with permission from
Ref. [101];� 2004,Nature PublishingGroup; (b)
22 nm Fe3O4 cubes. Reproduced with
permission from Ref. [106]; � 2007, American

Chemical Society; (c) 80 nm Fe3O4 cubes.
Reproduced with permission from Ref. [108];�
2009, American Chemical Society; (d) c-Fe2O3

tetrapods. Reproduced with permission from
Ref. [109]; � 2006, American Chemical Society.
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oleylamine in diphenyl ether. Recently, Hyeon and coworkers reported the
synthesis of uniform 30–160 nm nanocubes of magnetite via the decomposition
(Fe(acac)3) in a mixture of oleic acid and benzyl ether (Figure 3.131c) [108].

Cheon et al. reported the synthesis of c-Fe2O3 nanocrystals of various shapes,
including hexagonal plates, diamonds, triangle plates and spheres, via the aerobic
decomposition of iron pentacarbonyl in a hot solution of dichlorobenzene (180 �C)
that contained dodecylamine as the capping ligand [98]. The observed size and shape
evolution was attributed to a modulation of the growth rate along different crystal-
lographic directions by selective adhesion of the alkylamine ligand. Tetrapod-shaped
iron oxide nanocrystals were synthesized by Cozzoli et al. via the decomposition of Fe
(CO)5 in octadecene, in the presence of a complex mixture of surfactants (oleic acid,
oleylamine, hexadecane-1,2-diol) at 240 �C, followed by oxidation under air at 80 �C
(Figure 3.131d) [109]. Unlike the tetrapods of group II–VI materials [110–112], the
formation of tetrapods in the Fe3O4 system cannot be rationalized based on the
polymorphism of the crystal structure.

3.3.2.3.2 Nanocrystals of Other Iron Oxides (Hematite, W€ustite, Goethite) Under
ambient conditions, the most thermodynamically stable iron oxide is a-Fe2O3

(hematite), and which is used widely as a catalyst, a gas sensor, a pigment, and a
magneticmaterial. At this point, some reports are highlighted that have been selected
from many synthetic recipes for this material. Near-monodisperse cubic a-Fe2O3

nanocrystals stabilized with oleic acid can be obtained via a hydrothermal method
[113, 114] in which an iron(III) salt such as FeCl3, sodium hydroxide (or sodium
oleate) and oleic acid in an ethanol/water mixture are loaded into an autoclave and
heated for 10–12 h at 180 �C. In this case, the Fe(oleate)3 complex would be expected
to form as an intermediate, and to decompose slowly to the iron oxide. Although the
as-synthesized nanocrystals were rather polydisperse, quite uniform 15 nm nano-
cubes were obtained after size-selection. Larger a-Fe2O3 nanocubes (70–800 nm)
were produced by using iron chloride and an amino acid (a-amino-d-guanidovaleric
acid) as the precursor and capping agent, respectively [115]. Rhombohedrally shaped
hematite nanocrystals were synthesized following the slow (ca. 10 days) hydrolysis of
an acidic ferric chloride solution at 95 �C [116]. Hematite nanocrystals of 20–60 nm
were also obtained using ethylene oxide and iron chloride, via a sol–gel process [117].

Relatively few investigations have been conducted into the synthesis of FexO
(w€ustite, 0.84< x< 0.95) nanocrystals, most likely due to the metastability of the
FexO phase at room temperature, its high tendency to disproportionate into Fe and
Fe3O4, and its easy oxidation under ambient conditions. To the best of the present
authors� knowledge, no reports have beenmade on the aqueous-based preparation of
FexOnanocrystals. Perhaps the first organometallic synthesis of w€ustite nanocrystals
was reported by Redl et al. [118], in which the decomposition of iron acetate was
effected at 250–300 �C in trioctylamine or octyl ether in the presence of oleic acid,
followed by gentle oxidation with pyridine N-oxide. The findings of Redl and
coworkers showed clearly that the synthesis of iron oxide nanocrystals in organic
solvents is a complex process with a rich chemistry that leads to the diverse
compositions of iron oxides. In 2007, using a very similar process, Sun et al.
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synthesized single-phase FexO nanocrystals with well-defined spherical or truncated
octahedral morphologies [119]. Recently, FexO nanocrystals stabilized by hexadecy-
lamine were synthesized by the aerobic aging of Fe[N(SiMe3)2]2 in tetrahydrofuran
for oneweek at room temperature, yielding 5 nm crystalline FexOnanocrystals with a
rather broad size distribution [120].

Goethite,a-FeOOH, is another thermodynamically stable iron oxide phase that has
an important role as a pigment. Nanorods of goethite (a-FeOOH) nanocrystals can be
prepared by the dropwise addition of NaHCO3 solution to aqueous Fe(NO3)3,
followed by aging at pH 12 for 24 h at 90 �C [121, 122]. Recently, Hyeon et al.
synthesized monodisperse and uniform goethite nanotubes via the reaction of iron
oleate with hydrazine immobilized in reverse micelles (Figure 3.132) [123]. With its
high affinity to various contaminants and heavy-metal ions, goethite represents an
important component of environmental remediation processes. Recently, small
nanotubes have provided useful applications in biosensing andmolecular separation
techniques.

3.3.2.3.3 Nanocrystals of Metal Ferrites Similar to Fe3O4, metal ferrite nanocrys-
tals can be obtained by a variety of methods, including aqueous coprecipitation,
microemulsion technique, and the thermal decomposition of organometallic com-

Figure 3.132 (a) TEM image of goethite (a-FeOOH) nanotubes; (b) Superlattice of ordered
goethite nanotubes; (c) HR-TEM image of goethite nanotubes. Reproduced with permission from
Ref. [123]; � 2007, American Chemical Society.
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pounds. However, the main problem associated with all of these techniques is
controlling the size, shape and exact stoichiometry of the nanocrystals.

In a simple coprecipitation approach, MnFe2O4 nanocrystals were synthesized by
mixing either ferric or ferrous salts with MnCl2 and sodium hydroxide, followed by
aging at 100 �C [124]. Ferric salts yielded 5–25 nm MnFe2O4 nanocrystals, while
ferrous salts led to 180 nm MnxF3�xO4 nanocrystals (0.2< x< 0.7). Moreover, the
particle size was found to depend heavily on the metal ion: NaOH ratio. Using this
technique, 2–6 nm CoFe2O4 nanocrystals were prepared from FeCl3 and CoCl2 by
adding ammonium hydroxide under an argon atmosphere at 80 �C [125]. After
washing, theCoFe2O4nanocrystals could be functionalizedwith oleic acid, rendering
them soluble in various nonpolar solvents.

The high-temperature decomposition of organometallic compounds allows the
creation of high-quality metal ferrite nanocrystals. As an example, monodisperse
CoFe2O4 nanocrystals were synthesized via a high-temperature (305 �C) reaction of
iron(III) and cobalt acetylacetonates with 1,2-hexadecanediol in the presence of oleic
acid and oleylamine [126]. By adjusting the reaction parameters, and by using a
seeded growth initialized by smaller nanocrystals, it proved possible to tune the
nanocrystal size within the range of 3 to 20 nm. The organometallic synthesis of
monodisperse CoFe2O4 nanocrystals using single-source precursors was also re-
ported by Hyeon et al. [127]. In this case, (g5-C2H5)-CoFe2(CO)9 as a single-source
precursorwasmixedwith oleic acid in dioctyl ether andheated at 300 �C for about 1 h.
The FeCo alloy nanocrystals, which formed at the initial stage, were then oxidized
with trimethylamine N-oxide to yield uniform 6nm CoFe2O4. Notably, larger
nanocrystals could be obtained by using mixtures of lauric and oleic acids as
stabilizers. MnFe2O4 nanocrystals were also synthesized using the same ap-
proach [128].More recently, Cheon et al. described a generalized synthesis ofMFe2O4

(M¼Co, Mn, Ni) nanocrystals via a high-temperature reaction between metal
dichloride and iron-2,4-pentadionate in the presence oleylamine and oleic acid as
stabilizers [129].

3.3.2.4 Multicomponent Magnetic Nanocrystals
During the past decade, significant progress has been made in the synthesis of
multicomponent magnetic nanostructures. The assembly of several materials into
one tiny piece of solid represents an attractive approach for designing complex
systems with diverse physical and chemical properties. Inmulticomponent systems,
it might also be expected that unusual properties would emerge, originating from
collective interactions between the constituents at the nanoscale. Investigations into
the design and creation of magnetic multicomponent nanocrystals are driven by the
potentially interesting properties of these materials, both from a fundamental point
of view and from their great promise in applied sciences. Indeed, these materials
have already demonstrated enhanced optical, magnetic and catalytic properties
compared to their individual single-component analogs [130, 131].

The morphologies of magnetic multicomponent nanocrystals can be subdivided
into several groups, namely core–shell nanoparticles, dumbbell nanoparticles, and the
more recently discovered hollow nanostructures. The general approach towards the
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preparation of nanoscale heterostructures is based on either a two-step or amultistep
synthesis. The first step is to create monodisperse nanocrystals of one type, which
then serve as the nucleation centers for the deposition of a second component. The
latter depositionmay result in the production of a continuous uniform shell, leading
either to the formation of core–shell structures, or to the nucleation and growth of a
second component at a certain facet of the �seed� material, producing in turn a
dumbbell-like structure. The most common challenge in the synthesis of multicom-
ponentmaterials is to achieve compositional and structural uniformity. However, the
successful synthesis of multicomponent structures requires the suppression of all
possible side-processes, such as the homogeneous nucleation of the secondary
material.

3.3.2.4.1 Magnetic Core–Shell Nanoparticles Recent advances in colloidal synthe-
sis have led to the preparation of a variety of magnetic core–shell nanosized
structures, where the magnetic component can be encapsulated within a semicon-
ducting or plasmonic shell, or it can form an outer shell around a magnetic or
semiconducting nanocrystal. Co–CdSe nanocrystals [132] are examples of nanoma-
terials that combine both semiconductor and magnetic properties. In these struc-
tures, both the magnetic and semiconducting properties of the constituents were
shown to be conserved. The core–shell geometry also offers a convenient approach
for combining differentmagnetic phases and to achievemagnetic exchange coupling
of the components (Figure 3.133). The combination of magnetically hard and soft
materials in the formof a core–shell provides an elegant approach towards the design
of very strong, permanentmagnets [133], where a direct contact between the core and
the shell ensures a strong magnetic exchange coupling [134]. The figure of merit by
which permanentmagneticmaterials are judged is termed the �energy product�; this
is ameasure of themaximummagnetostatic energy thatwould be stored in free space

Figure 3.133 TEM image of PtFe–Fe3O4 core–shell nanocrystals. Reproduced with permission
from Ref. [134]; � 2004, American Chemical Society.
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between the pole pieces of a magnet made from the material in question [135]. To
obtain a large energy product requires a large magnetization and a large coercivity,
but this can be achieved by �exchange coupling� between a hard (high-coercivity)
material and a soft (low-coercivity) material with a large magnetization. In a two-
phase mixture of such materials, the exchange forces between the phases mean that
the resultant magnetization and coercivity of the material will be an average of the
properties of the two constituent phases [135]. The exchange-coupled FePt–Fe3O4

nanocrystals can be used as building blocks for such exchange-coupled magnets.
Upon reductive annealing under 5% H2þ 95% Ar at 650 �C, the assembly of
Fe58Pt42–Fe3O4 nanocrystals was transformed into a nanocomposite with the energy
product of �18MGOe, providing a 38% increase over the theoretical maximum
value of 13MGOe for the non-exchange-coupled isotropic Pt-transition metal bulk
materials [136]. A similar behavior was also reported for FePt–Fe3Pt nanocomposites
obtained by the reductive sintering of FePt and Fe3O4 nanoparticle mixtures [133].

The shape-controlled synthesis of exchange-coupled FexO–MFe2O4 core–shell
nanocrystals has been recently reported by Bodnarchuk et al. [137]. The FexO and
MeFe2O4 components are highly compatible not only compositionally, but also
structurally [138]. The NaCl-type FexO and the spinel-type MeFe2O4 are both based
on a cubic, close-packed lattice of oxygen atoms with a small lattice mismatch (�3%)
between the fcc oxygen sublattices. The decomposition of themixed Fe(3þ )Co(2þ )
oleate occurred in high-boiling organic solvents at 300–340 �C in the presence of oleic
acid or sodium oleate acting as shape-regulating stabilizing agents. Nanocrystals
sized between 11 and 25 nm, with a narrow size distribution, have been prepared by
tuning the decomposition temperature, as well as by adjusting the stabilizer:
precursor molar ratio. Using magnetically hard CoFe2O4 as the nanocrystal shell
material, the strong exchange coupling between the antiferromagnetic core and the
ferrimagnetic shell was demonstrated. The possibility of shape control, as well as the
use of other MFe2O4 (M¼Zn, Mn) components as shell materials, has been
reported; this has highlighted the possibility of tuning by the choice ofM inMFe2O4,
where magnetically hard CoFe2O4 led to the most pronounced exchange coupling.

3.3.2.4.2 Dumbbell-Like Nanoparticles The dumbbell-like (or heterodimer) struc-
ture is another example of a typical nanoscale heterostructure. This structure offers
two functional surfaces suitable, for example, for the attachment of different types of
molecule, and rendering such species especially attractive as multifunctional probes
for diagnostic and therapeutic applications. Achemical approach allows the synthesis
of dumbbells with various compositions, where magnetic nanoparticles can be
combined with other magnetic, plasmonic, or semiconducting components. The
magnetic constituent can beused as a �seed� for the growth of second components, or
it can be grown on the top of preformed nanocrystals. Thus, Au–FexOy, Pt–Fe3O4 and
Pd–Fe3O4 nanodumbbells were synthesized by the thermal decomposition of Fe
(CO)5 in the presence of Au, Pt, and Pd seeds, respectively [139–141]. Some examples
of Au–Fe3O4 nanocrystals with different sizes of Au and Fe3O4 are shown in
Figure 3.134 [139]. Since both Fe3O4 and Au phases have cubic crystalline lattices
with lattice parameters of 4.08 Å and 8.35Å, respectively, the Au–Fe3O4 structures
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were assumed to derive from the epitaxial growth of Fe3O4 on the Au nanocrystals.
The dimers of CoPt3–Au (Figure 3.135) and Ag–CoFe2O3 can be prepared by
the nucleation of Au on preformed CoPt3 and Ag nanocrystals, respectively [142,
143]. The dumbbells combining plasmonic and magnetic components showed

Figure 3.134 TEM images of (a) 3–14 nm and
(b) 8–14 nm Au–Fe3O4 nanodumbbells; (c)
High-angle annular dark-field scanning electron
micrograph of the 8–9 nm Au–Fe3O4 particles;

(D) HR-TEM image of a 8–12 nm Au–Fe3O4

nanodumbbell. Reproduced with permission
from Ref. [139]; � 2005, American Chemical
Society.

Figure 3.135 TEM image of symmetric Au–CoPt3 nanocrystals synthesized by a modified
procedure as described in Ref. [142].
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interesting magneto-optic properties, with measurements of Faraday rotation for
Ag–CoFe2O3 and CoFe2O3 revealing the materials to have not only a similar
magnitude of the rotation but also shape of the hysteresis loops at
short wavelength. At longer wavelengths, however, the rotation became strongly
enhanced for Ag–CoFe2O3; indeed, at 633 nm this difference approached almost
an order of magnitude [143].

CdS–FePt represents an example of a magnetic-semiconductor dumbbell struc-
ture, where the proposed mechanism of formation assumes, first, the deposition
of an intermediate sulfur layer and subsequent growth of a thin CdS shell. The
latter is dewetted from the FePt core during the later reaction stages, forming
dumbbell-like nanocrystals (Figure 3.136) [144]. A set of parameters, such as the
reaction temperature, size of the seedmaterial, capping ligands and concentrations
of reagents, allows control over the heterodimer structures [142]. It is clear from
Figures 3.134–3.136 that dumbbells may be both symmetric and highly
asymmetric.

3.3.2.4.3 Hollow Magnetic Nanocrystals Hollow nanoscale structures were first
obtained by Y. Yin during the sulfurization of cobalt nanocrystals at elevated
temperatures [145]. This process was found to lead to the formation of hollow cobalt
sulfide nanocrystals such that, depending on the size of the cobalt nanocrystals and
the cobalt: sulfur molar ratio, different stoichiometries of hollow cobalt sulfide
could be obtained. Hollow nanostructures are usually formed through the nano-
scale Kirkendall effect, which is based on the difference in diffusion rates of two
species, and results in an accumulation and condensation of vacancies [146]. This
phenomenon was first observed by Kirkendall at the interface of copper and zinc in
brass in 1947 [147]. As a typical example of the nano-Kirkendall effect, the
controllable oxidation of iron nanoparticles by air can lead to the formation of
hollow iron oxide nanostructures, as shown in Figure 3.137. During the course of
metal nanoparticle oxidation, the outward diffusion of metal occurs much faster in

Figure 3.136 Proposed mechanism for the formation of CdS–PtFe nanodumbbells. Reproduced
with permission from Ref. [144]; � 2004, American Chemical Society.
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the oxide layer than does the inward diffusion of oxygen, and this leads to the
formation of a nanoscale void in the center of a nanoparticle [148, 149]. Both, the
reaction temperature and oxidation time allow a precise tuning of the thickness of
an initial oxide shell. Subsequent TEM images of the partially oxidized particles
showed three differentiated contrast regions (Figure 3.137), where the darker inner
region corresponded to the iron core and the outermost shell (which corresponded
to a lower-density material) was the iron oxide. As the chemical transformation
proceeded, the oxide shell grew thicker due to the continual appearance and

Figure 3.137 Hollow iron–iron oxide
nanocrystals formed by the nano-Kirkendall
effect. TEM images of iron–iron oxide
nanoparticles exposed to dry 20% oxygen. (a)
<1min at room temperature; (b) 1 h at 80 �C;
(c) 12 h at 80 �C; (d) 5min at 150 �C; (e) 1 h at
150 �C; (f) 1 h at 350 �C on a substrate; (g,h)
High-resolution of partial and fully oxidized iron
nanoparticles. The low- and high-resolution
scale bars correspond to 100 and 6 nm,

respectively. Two-dimensional projections of
the cross-sections for electron scattering in
iron–iron(III) oxide core–void–shell
nanospheres are shown as insets. The
simulated evolution of the particle size, core
diameter, and shell thickness corresponds to an
oxide growth at the oxide–solution interface.
Reproduced with permission from Ref. [149,
150]; � 2007, American Chemical Society.
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subsequent oxidation of iron atoms on the outermost surface of the oxide. The
disappearance of the spherical iron core in the center of the hollow particle was
clearly observed. When the iron atoms diffused outwards, the vacancies left behind
ultimately coalesced into a single central void (Figure 3.137f). Since the reaction was
carried out at a relatively high temperature (80–150 �C), hollow nanocrystals could
be synthesized within several minutes, whereas the growth of a 4 nm-thick oxide
layer in iron films could take about 600 years at room temperature [149].

The formation of hollow nanostructures via the Kirkendall effect can be used for
the design of materials with complex morphologies, such as hollow Au–Fe3O4

(Figure 3.138) and Pt–CoO core–shells [145, 151]. These core–hollow shell nano-
particles have been prepared by the deposition and subsequent oxidation of the
transition metal shell. By using this approach, catalytically active transition metal
nanoparticles can be encapsulated inside oxide shells so as to protect them against
coalescence at high temperatures. Both, HR-TEM and electron energy loss spec-
troscopy (EELS), in combination with scanning transmission electron microscopy
(STEM), have revealed a polycrystalline character and nanoscale pores in the outer
shell of the Au–Fe3O4 samples. Selected smallmolecules are able to enter the internal
cavity via grain boundaries and also via small average diameter pinholes that permit
reactant access and product removal, providing in turn a means for molecular shape
selectivity. Both, size and shape selectivity is to be expected for molecules with an
average cross-section that is less than the pinhole diameter. Compared to catalysts on
open surfaces, or in the channels of porous structures, catalysts confined in this
manner may reduce secondary reactions and deliver only the desired reaction
products, in the desired amounts. In one investigation, these confined catalysts

Figure 3.138 TEM image of gold core–iron oxide hollow-shell nanocrystals.
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efficiently promoted the reaction of ethylene (C2H4) and hydrogen to form ethane
(C2H6). It was assumed that these small molecules would travel along grain
boundaries through the shell [145]. The combination of magnetic and high-contrast
X-ray or plasmonic materials may represent a promising route towards the design of
dual agents that allow both MRI–X-ray and MRI–optical detection.

To summarize, a combination of organometallic and colloidal chemistry provides a
powerful method for the preparation of monodisperse magnetic nanoparticles with
controllable size, shape, composition, and crystalline modification. At present, the
synthesis of magnetic nanoparticles provides a palette of high-quality materials not
only for investigations into nanomagnetismbut also for awide variety of applications.
Despite much progress having beenmade in the synthesis ofmagnetic nanocrystals,
there remains a clear lack of any theoretical understanding of the processes that occur
during nanoparticle growth in colloidal solutions, and in maintaining a narrow
particle size distribution. Clearly, future synthetic progress will depend on an ability
to understand and control those parameters that govern the properties of colloidally
grown nanocrystals.

3.3.2.5 Size- and Shape-Dependent Magnetic Properties of Magnetic
Metal Nanoparticles
The phenomenon of magnetism occurs as a result of moving charges. However,
elementary particles – such as electrons – also have an intrinsic magnetic moment
(spin) that determines their quantum state. The magnetic properties of materials
arise mainly from the orbital motion and the spin motion of their electrons, while
other contributions, such as nuclear magnetic effects, are normally much smaller
compared to the electronic effect. As the electronic structure of a nanometer-sized
metal particle is heavily size-dependent, size-dependency should be also noted
among the magnetic properties. Many physical phenomena – such as the magnetic
domain size and exchange-coupling effects – which determine the experimentally
observablemagnetic properties ofmaterials, have natural length scales that lay in the
nanometer and micrometer size range. The questions remain, therefore, as to what
happens if the size of a ferromagnetic material is shrunk below 10 nm? The aim of
this section is to demonstrate the effects of particle size, shape and structure on the
magnetic properties of nanomaterials. More detailed descriptions of the physical
aspects of nanoscale magnetism are available in several excellent books [1, 29, 152]
and journal reviews [27, 30].

The first step is to introduce very briefly the commonly measured magnetic
parameters. All materials interact with a magnetic field, and this interaction can be
either attractive towards a magnetic pole (ferromagnetism and paramagnetism) or
repulsive (diamagnetism). The application of a magnetic field (H) results in the
magnetization (M) of a samplewhich can bemeasured by, for example, using a super-
conductive quantum interference device (SQUID); this is one of the most popular
and sensitive techniques used to investigate magnetic properties. When a ferromag-
netic material is magnetized by an increasing applied field, and the field is then
decreased, the magnetization does not follow the initial magnetization curve
obtained during the increase. This irreversibility is called hysteresis [1]; a typical
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hysteresis loop arises frommeasuring themagnetization of thematerial as a function
of magnetic field applied in positive and negative directions: the response of the
materials will contain two distinct paths on magnetization and demagnetization
(Figure 3.139). With large fields, the magnetization approaches the maximum value
termed the saturationmagnetization (Ms).Magneticmaterials in a ferromagnetic state
have a residual magnetization at zero external field, called remanent magnetization
(Mr), while coercivity (Hc) characterizes the reverse-field strengthneeded to reduce the
magnetization to zero. Thus, hysteresis measurements allow information to be
obtained regarding the coercivity, remanent magnetization, and saturation magne-
tization of a given material (Figure 3.139).

Today, it is still common in scientific and engineering literature to use the old cgs
(centimeter, gram, second) system formagnetic units and, as a consequence, there are
two widely used systems of units, the cgs and SI (Syst�eme Internationale) systems.
Thus, themagneticfield strengthH can bemeasured either in oersteds (Oe; for cgs) or
in amperes per meter (Am�1; for SI). Moreover, the applied field can be multiplied
with the induction constant m0, and given in units of Gauss (cgs) or Tesla (SI). The
magnetization M is measured in emucm�3 (cgs) or Am�1 (SI) or, being multiplied
with m0, can also be given in Gauss or Tesla. It should also be noted that, in the cgs
system,magnetization can bewritten per gramof substance. Themagnetic units used
in the cgs and SI systems, and some unit conversions, are listed in Table 3.2.

In order to minimize their energy, macroscopic ferromagnetic materials are
broken into domains of parallel magnetic moments. Within a domain, the magnetic
moments orient in one direction, while the alignment of spins in neighboring
domains is usually antiparallel. The oppositely aligned magnetic domains are
separated from each other by a domain wall (the Bloch wall). As the particle size
decreases below some critical value, the formation of domain walls becomes
energetically unfavorable and the ferromagnetic particle can support only a single
domain. This critical size depends on thematerial, and is usually on the order of tens
of nanometers varying from �14 nm for Fe up to �170 nm for c-Fe2O3. Magnetic
particles of nanometer size are usually single domain in nature [27].

M

HHc

Mr

Ms

Figure 3.139 A typical hysteresis loop for a ferromagnetic material and the important magnetic
parameters which can be obtained from the hysteresis loop. The dotted line shows the first scan.

272j 3 Syntheses and Characterizations



The dimensionless parameter–magnetic susceptibility (x) – defined as x ¼ qM=qH,
is used to estimate the efficiency of the applied magnetic field for magnetizing a
material. In many cases, the susceptibility of a material will depend on the direction
in which it is measured; such a situation is termedmagnetic anisotropy. The physical
origin of magnetic anisotropy may be, for example, the symmetry of the crystalline
lattice or the shape of a particular piece of magnetic material (this will be discussed
below in more detail). At this point, it will only be emphasized that anisotropy is an
extremely important parameter that determines the behavior of a ferromagnetic
material. When magnetic anisotropy exists, the total magnetization of a system will
prefer to lie along a special direction, termed the easy axis of magnetization. For a
small, single-domain particle the energy associated with this alignment is called the
anisotropy energy, and this can be written in the simplest uniaxial approximation as
Ea ¼ KV sin2 q, where K – is the anisotropy constant, V the particle volume, and q is
the angle between the moment and the easy axis (Figure 3.140) [27].

Table 3.2 Magnetic units and unit conversions.

Magnetic units cgs SI Conversion

Magnetic field strength H Oe (oersted) Am�1 1 Oe ¼ 103
4p Am�1

Magnetization M emu cm�3 Am�1 1 emu cm�3 ¼ 103 Am�1

Magnetic flux density
(induction)

B G (gauss) T (tesla) 1 T¼ 104G

B¼H þ 4pM B¼ m0(H þ M)
Induction constant m0 G–Oe T–(Am�1) m0 ¼ 1 G-Oe

4m� 10�7 T-(Am�1)

0 2

E
ne

rg
y

Orientation

π π θ

ΔE

Figure 3.140 The energy associated with
rotation of a magnetization direction for a
uniaxial magnetic particle. The minima
correspond to alignment of the magnetization

along the easy axis schematically shown by
dotted lines.DE represents the energy barrier to
the rotation of magnetization.
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When an external magnetic field interacts with the single-domain particle, an
additional potential energy of Ef ¼ �~Ms � ~H is supplied. Depending on the
direction of the magnetic field with respect to the particle easy axis, the response
of the particle moment to an applied field is different. Thus, if the field is applied
perpendicular to the easy axis, the dependence of the particle potential energy on
the magnetization direction evolves with the strength of applied field, as shown in
Figure 3.141a. The equilibrium direction of the magnetic moment, corresponding
to the minimum of the total alignment energy Etot ¼ Ea þEf , turns toward the field
to the angle q ¼ arcsinðMs H=ð2 KVÞÞ. At H ¼ 2 KV=Ms, the moment aligns
perpendicular to the easy axis (i.e., along the applied field) and magnetization
approaches the saturation. In the M versus H scans, the magnetization compo-
nent parallel to the applied field changes linearly from �Ms to þMs, as shown in
Figure 3.141c. Note that no magnetization hysteresis is observed if the magnetic
field is applied perpendicular to the easy axis of an uniaxial, single-domain
particle.

If amagnetic field is applied parallel to the easy axis, the particlemoment can align
either parallel or antiparallel to the field direction; the latter case is considered in
Figure 3.141b. Although the alignment of particle magnetization along the field is
energetically favorable, in a relatively weak field the energy barrier blocks the
magnetization reversal. The height of the barrier decreases with increasing field
strength (Figure 3.141b) such that, at H ¼ 2 KV=Ms the barrier vanishes and the
particlemagneticmoment jumps from the antiparallel to the parallel alignment. This
behavior leads to a square hysteresis loopwith coercivityHc ¼ 2 KV=Ms, as shown in
Figure 3.141d. The effect of magnetic field applied at any other angle to the particle
easy axis can be evaluated in a similar manner.

As can be seen, the response of an individual single-domain particle crucially
depends on the direction of the applied magnetic field. The two situations
considered above represent the extreme cases of the possible hysteresis curves:
totally closed (no hysteresis), and totally open (square). Other orientations yield
hysteresis curves between these limits. In reality, there is usually an ensemble of
many particles with randomly oriented easy axes (Figure 3.142a), and themeasured
hysteresis loop is the result of averaging over all possible orientations. In an
extremely strong magnetic field, all particles align their moments along the field
approaching the largest (saturation) magnetization. If the particles are fixed – for
example, if they are dispersed in a solid nonmagneticmatrix – then the easy axes are
randomly aligned and magnetization occurs through rotation of the particle
moments, also known as Neel rotation (Figure 3.142b). The time scale of the Neel
rotation process is approximately 10�9 s. However, the particles dispersed in a
liquid can considerably decrease the potential energy aligning their easy axes along
the external field (Figure 3.142c). This alignment occurs via the Brownian motion
process when the particles strike with solvent molecules, and is much slower
(�10�7 s for solvents such as hexane) than the rotation ofmagneticmoment inside
the particle.

More explicitly, the Neel (tN) and Brownian (tB) magnetic relaxation times of a
magnetic particle are described as:
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tN ¼ t0 exp
KV
kBT

ð3:10Þ

and

tB ¼ 3gVH

kBT
; ð3:11Þ

H

M

Ms

KV2

Ms

H

M

Ms

KV2

Ms

(a)

(c)

Ms

KV
H

2

magnetic field magnetic field

no field

(b)

(d)

Figure 3.141 (a,b) Dependence of potential
energy on the direction of a particle magnetic
moment in presence of external magnetic fields
applied (a) perpendicular and (b) parallel to the
easy magnetization axis. The lower curves
correspond to zero magnetic field, and the
upper curves to the saturation magnetization

when the magnetic moment align along the
field; (c,d) Hysteresis loops for applied fields
perpendicular (c) andparallel (d) to the easy axis
of an uniaxial single-domain particle. The
direction of easymagnetization axis is shown by
the dotted lines.
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where t0 is the attempt frequency which is on the order of � 10�9–10�10 s, K is the
magnetic anisotropy constant, V is the volume of the magnetic particle, kB is
Boltzmann�s constant, T is the temperature, g is the viscosity, and VH is the
hydrodynamic particle volume. These parameters will be discussed in more detail
in Section 3.2.2.7, with regards to the biomedical applications of magnetic
nanomaterials.

When considering the role of thermal fluctuations in the behavior of very small
magnetic particles, in a zero magnetic field the energy barrierDEmust be overcome
in order to rotate the magnetization of a single domain particle (see Figure 3.140).
The height of this barrier,DE ¼ KV , is proportional to the particle volume and, as the
particle size decreases, DEmay become comparable to the thermal energy (kBT). In
this case, the energy barrier can no longer pin the magnetization direction on the
time scale of observation, and rotation of the magnetization direction will occur due
to thermal fluctuations. Such a particle is then said to be superparamagnetic. The
coercivity of a superparamagnetic particle is zero (Hc¼ 0), because thermal fluctua-
tions prevent the existence of a stable magnetization. The cooling of a superpar-
amagnetic particle reduces the energy of thermal fluctuations such that, at a certain
temperature, the free movement of magnetization becomes blocked by anisotropy.
The temperature of the transition from superparamagnetic to ferromagnetic state,
termed the blocking temperature (TB), is related to the particle volume and the
anisotropy constant. The latter can be calculated as K ¼ 25 kBTB=V [1].

The coercivity of a magnetic particle depends heavily on its size. Thus, if the
particle is large enough to support a multidomain structure, magnetization reversal
occurs through a domain walls motion [30]; this is relatively easy and, hence, the
coercivity is low. On the other hand, in a single-domain particle the change of
magnetization direction can occur only by coherent rotation of spins; this results in a
considerably higher coercivity of single-domain particles in comparison to multi-
domain particles (Figure 3.143) [1]. Upon further decrease of the particle size, the
coercivity falls off due to the progressively increasing role of the thermal fluctuations
leading to superparamagnetism, with Hc¼ 0 (Figure 3.143).

no field strong field

fixed particles

(a) (b) (c)

free particles

Figure 3.142 (a) An ensemble of magnetic
particles with randomly distributed easy
magnetization axis; (b) Magnetization of
particle ensemble in a strong field via rotation of
the particle magnetic moments; (c) Magnetic

particles dispersed in a liquid can align their easy
axes along the applied field. The directions of
particle easy magnetization axes are shown by
the dotted lines.
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In general, a magnetic nanoparticle is a single-domain magnet. Thus, in order to
investigate the magnetic properties inherent to independent nanoparticles, all
measurements must be performed on an ensemble of uniform, noninteracting
nanoparticles. Moreover, all sources of sample inhomogeneity (particle size and
shape distribution, presence of particles with different crystallinemodifications, etc.)
must be minimized. Interparticle interactions can be reduced by dissolving the
particles in an appropriate solvent at a low concentration [27]. However, if a
distribution of particle sizes is present, then the initial susceptibility will be more
sensitive to the larger particles present, whereas the approach to saturation will be
sensitive to the smallest particles of the sample [28]. In addition to the hysteresis
measurements, which allow estimation of the coercivity and specific magnetization
of a sample, zero-field-cooled (ZFC) and field-cooled (FC) measurements provide
information about the blocking temperature (TB).

In ZFC scans, a sample is cooled under zero applied magnetic field to a
temperature well below the suspected TB. The system is then warmed up and the
magnetization measured as a function of temperature, by applying a relatively low
external magnetic field. As the thermal energy increases, the nanoparticles become
aligned with the applied field and the magnetization is increased. At TB, the
magnetization is maximal, while further growth of temperatures above TB will
result in a decrease of the magnetization due to the effect of thermal energy causing
fluctuations of the magnetic moments of nanoparticles.

In the FC scans, a sample is cooled in a small magnetic field, thus freezing-in a net
alignment of the nanoparticle moments. The field is then removed, and the
magnetizationmeasured as the sample is slowly warmed up. Thermal energy unpins
and randomizes the nanoparticle moments, lowering the sample�s net magnetiza-
tion. Below TB, the free movement of magnetic moments is �blocked� by the
anisotropy, and so the particles are in a ferromagnetic state; above TB, however, the
particles are characterized by superparamagnetic behavior [47]. At TB, the ZFC and
FC curves will converge [27]. The TB in a superparamagnetic system decreases with
increasing applied measuring fields, and is proportional to H2/3 at large magnetic
fields and to H2 at lower fields, respectively [30].

Figure 3.143 Particle coercivity versus size. The largest coercivity is observed at the particle size dc,
corresponding to the transition from multidomain to single-domain structure.
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Figure 3.144 shows a set ofmeasurements performed to characterize themagnetic
properties of cobalt nanoparticles [27]. As discussed in Section 3.3.2.2.2, a size series
of monodisperse cobalt nanoparticles can be synthesized with three different crystal
structures: hexagonal (hcp), e-, and mt-fcc. All investigated sizes are far below the
critical single domain size which is, for example, 70 nm for the hcp-Co phase, and
the particles are small enough to be superparamagnetic at room temperature. The
hysteresis measurements performed at 5 K on hcp-Co nanoparticles of different size
revealed a strong decrease in coercivity with decreasing particle size (Figure 3.144a

Figure 3.144 (a) Magnetization versus
applied-field hysteresis loops at 5 K for 3, 6, 8,
and 11 nm hcp cobalt nanocrystals; (b)
Comparison of the hysteresis loops for 9.5 nm
e-Co nanocrystals measured at 5, 40, 100, and
300 K; (c) A series of zero-field-cooled (ZFC)
and field-cooled (FC) magnetization scans

for hcp-Co nanocrystals of different size (3, 6, 8,
and 11 nm); (d) Dependence of coercivity of the
nanoparticle size for a collection of hcp-Co,
e-Co, and mt-fcc Co samples. Reproduced with
permission from Ref. [27]; � 2001, Materials
Research Society.
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and d). As already discussed, the number of spins coupled by exchange interactions
decreases with the size of the single-domain particle, leading to an easier sponta-
neous reorientation of magnetization at a given temperature, and thus to a decrease
in coercivity [27]. The drop in saturationmagnetization with decreasing nanoparticle
size (Figure 3.144a) was attributed to an increase in the nanoparticles� surface-to-
volume ratio, and the presence of about one to two monolayers of cobalt oxide [27].
Measurements of the hysteresis loop at different temperatures demonstrate the
transition from ferromagnetic to superparamagnetic behavior in 9.5 nm e-Co
nanocrystals (Figure 3.144b). Increasing the thermal energy results in fluctuations
of the nanoparticle magnetization direction, reducing coercivity and leading to
superparamagnetic behavior at temperatures above 125K.More precise information
regarding TB can be obtained from the ZFC and FC scans shown in Figure 3.144c for
a size series of hcp-Co nanocrystals. The blocking temperature, as estimated from the
peak magnetization on the ZCF scans, increases with the particle size from 20K for
3 nm up to 240K for 11 nm hcp-Co nanoparticles. The increase in TB, magnetization
and coercivity with the increase in nanoparticle size was observed for all crystalline
modifications. A similar behavior was also observed for CoPt3 nanocrystals.

The magnetic anisotropy of nanocrystalline materials originates from the influ-
ence of crystal symmetry, shape and surface (or grain boundaries) effects. The most
common anisotropies in the case of magnetic nanoparticles are the magnetocrystal-
line and shape anisotropies. Magnetocrystalline anisotropy arises from a coupling of
the electron spins to the electronic orbit which, in turn, is coupled to the crystal lattice.
Themagnetization is energetically favorable to align along a specific crystallographic
direction called the �easy axis� of thematerial. In the case of hexagonal cobalt, the easy
axis ofmagnetization is the c axis.Magnetocrystalline anisotropy is intrinsic to a given
material and is independent of particle shape [30], although it does depend on
temperature. In a cubic lattice, symmetry createsmultiple easy axes; typically, at room
temperature the easy magnetization axes of cubic Ni and Fe are <111> and <100>
axes, respectively [153].

The highest magnetization and coercivity were achieved in the case of hcp cobalt
nanoparticles (Figure 3.144d), because this structure has a larger magnetocrystalline
anisotropy as compared to the mt-fcc and e-Co phases [27]. For each system, the
coercivity is lower than that predicted for idealized nanocrystals, as internal structural
defects (stacking faults, twinned planes) reduce Hc [9]. Future ultra-high-density
recordingmedia will require uniform particles (size distribution less than 10%) with
an average diameter of<6 nm and a room temperatureHc of 3000–5000Oe [27]. As
the coercivity is proportional to anisotropy constant, monodisperse nanoparticles of
materials with a high intrinsic magnetocrystalline anisotropy (e.g., platinum–iron,
cobalt–platinum binary alloys) will certainly be required [30].

Cobalt nanoparticles have a great tendency to undergo oxidation in air, such that
their surfaces are usually covered with a layer of antiferromagnetic cobalt oxide,
which influences the magnetic properties [30]. This influence of the oxide layer is
especially noticeable for small nanoparticles with an extremely high surface-to-
volume ratio. Thus, the coercivity of the smallest nanoparticles in the size series
shown in Figure 3.144d is dominated by coupling to the surface CoO layer [27, 30].
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The phenomenon, termed exchange anisotropy [154], occurs when a ferromagmet is
in close proximity to an antiferromagnet or ferrimagnet [30]. Exchange anisotropy
arises as a consequence of the interfacial, exchange coupling. Although first
discovered in oxide-coated cobalt particles (with sizes in the range from 10 to
100 nm), this effect has since been observed in a variety of other systems.

Some molecular species, when adsorbed onto the surfaces of nanoparticles, can
also significantly influence the magnetic behavior through quenching of the surface
atom contribution. Complete quenching of the magnetic moment of the surface
nickel atoms was reported for small nickel particles and Ni38Pt6 clusters coated by
carbonyl ligands [17].

Nonspherical nanoparticles can also possess shape anisotropy, which accounts for
the preferential orientation of magnetization along the long axis of an elongated
particle. The demagnetization field is less in the long direction, because the induced
poles at the surface are farther apart [1]. Shape anisotropy is comparable to
magnetocrystalline anisotropy, and can produce large coercive forces. Thus, the TB

of Fe nanorods (2� 11 nm) is almost one order ofmagnitude higher than that of 2 nm
spherical nanoparticles (Figure 3.145) [82]. The advanced magnetic properties of
nonspherical nanoparticles attract much attention to the shape-controlled colloidal
synthesis, and the syntheses ofConanodisks [64], Conanorods [80], Fenanorods [82],
CoPt3 nanocubes [55] andCoPt3 nanowires [65] have been recently reported. Progress
in the synthesis of monodisperse nonspherical magnetic particles is an important
prerequisite for the investigation of shape-dependent magnetic properties.

If the concentration of nanoparticles in a sample is high, themagneticmoments of
individual nanoparticles can interact, such that these dipolar interactions will greatly
affect the magnetic behavior of the sample [155]. Interparticle interactions in both
two-dimensional (2-D) and three-dimensional (3-D) assemblies of magnetic nano-
particles result in theTB being shifted to higher values. Thus, an increase of the TB by

Figure 3.145 Zero-field-cooled (ZFC) and field-cooled (FC) magnetization scans for the 2 nm
spherical iron nanoparticles and the 2 nm� 11 nm iron nanorods at the applied magnetic field of
100Oe. Reproduced with permission from Ref. [82]; � 2000, American Chemical Society.
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5Kwas observed for 5.8 nm cobalt particles arranged in a 2-D network, compared to
the isolated, noninteracting particles [47]. An increase in TB and a broadening of the
ZFC–FC scans were found in close-packed assemblies of monodisperse nickel [27]
and CoPt3 nanoparticles. Dilution of the close-packed film of 9 nm cobalt particles
(TB¼ 165K) with 1-octadecylamine reduced the magnetostatic coupling of particles
and resulted in a sharper transition fromsuperparamagnetic to ferromagnetic state at
105K [9].

3.3.2.6 Magnetic Nanocrystals for Data Storage Applications
The use of colloidal nanocrystals for magnetic data storage applications was first
proposed by Sun and Murray, in 2000 [86]. As the electron spins inside a magnetic
nanocrystal are all aligned parallel to each other, their orientations can be manip-
ulated by applying an external magnetic field. A ferromagnetic nanocrystal can also
store one bit of information, encoded in itsmagneticmoment. In themost optimistic
scenario, where magnetic nanocrystals are assembled in a long-range ordered array
and each is used to store information, these advancedmagnetic media could provide
enormous magnetic recording densities of up to 1 Tb in�2, although the technical
realization of this great idea requiresmany difficult problems to be addressed. As the
detailed discussion of magnetic data storage is beyond the scope of this book, the
achievements and challenges encountered on theway tousingmagnetic nanocrystals
for data storage will be only briefly described. Further detailed information on this
topic is available in various reviews and book chapters [156–159].

In order to be used as amagnetic storagemedium, themagnetization direction in a
materialmust be very stable and not be reversed due to thermal fluctuations. In other
words, the nanocrystals should have a highmagnetic coercivity. As the coercivity of a
superparamagnetic particle is zero, such nanocrystals could not be used for data
storage; hence, in order to overcome the superparamagnetic limit, materials with a
very large magnetic anisotropy must be used.

Figure 3.146 shows a standard write–read test acquired for an annealed film of
4 nm FePt nanocrystals [86]. The as-synthesized fcc FePt nanoparticles are super-
paramagnetic at room temperature, and can be handled in the form of a colloidal
solution for casting films and preparing self-assembled arrays. To render them
ferromagnetic, FePt nanoparticles must be annealed at 500–700 �C under an inert
atmosphere; this annealing induces the iron and platinum atoms to rearrange, and
converts the particles to the chemically ordered face-centered tetragonal (fct) phase. It
also causes them to be transformed into nanoscale ferromagnets with a room-
temperature coercivity sufficiently high that the arrays of fct FePt nanocrystals can be
used in a data storage device [156, 160, 161]. The annealed FePt nanocrystals array
(Figure 3.146a) can also support stable magnetization reversal transitions (bits) at
room temperature [86].

The read-back sensor voltage signals (Figure 3.146c) from written data tracks
(Figure 3.146b) correspond to linear densities of 500, 1040, 2140, and 5000 flux
changes per millimeter (fcmm�1). The results of these write–read experiments
showed that a 4 nm FePt ferromagnetic nanocrystal assembly could support mag-
netization reversal transitions at moderate linear densities that could be read back
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nondestructively. To achievemuch higher recording densities, however, it is not only
the size and magnetic properties of the individual nanocrystals that must be
controlled; rather, the orientation of the individual nanocrystals in the array must
be pinned so as to provide a unidirectional alignment of the easy axes of magne-
tization (i.e., the preferable magnetization direction, typically linked to a certain
crystallographic axis) for individual nanocrystals. This is amajor challenge, especially
considering that such alignment must be achieved throughout the entire hard disk
area by using high-throughput fabrication techniques. The deposition of magnetic
nanocrystals in the presence of amagnetic field, or the design of nanocrystals with an
anisotropic shape, have been proposed to facilitate the orientation of individual
particles [162]. Future perspectives for colloidal nanocrystals for magnetic data
storage will depend heavily on the development of novel syntheses for materials
with a very highmagnetic anisotropy (e.g., Co5Sm), in addition to the fast and reliable
assembly of chemically synthesized nanocrystals into uniform and, ideally, long-
range ordered 2-D arrays.

3.3.2.7 Biomedical Applications of Magnetic Nanoparticles
The combination of unique properties of magnetic nanoparticles has led to a variety
of applications in biomedicine. First, the size of a nanoparticle is smaller, or at least
comparable, to those of cells (10–100mm), viruses (20–450 nm), proteins (5–50 nm),
or DNA (2 nm wide and �10–100 nm long). Second, the existence of magnetic
dipoles allows the manipulation of magnetic nanoparticles by an external magnetic

Figure 3.146 Magneto-resistive (MR) read-
back signals from written bit transitions in a
120 nm-thick assembly of 4 nm-diameter
Fe48Pt52 nanocrystals. The individual line scans

reveal magnetization reversal transitions at
linear densities of 500, 1040, 2140, and 5000 flux
changes per millimeter (fcmm�1) [86].
Courtesy of C. B. Murray.
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field that have an intrinsic ability to penetrate into human tissues. Third, the surface
of nanoparticles can be modified with constituents carrying certain functionalities.
Thus, magnetic nanoparticles can be used as contrast agents in magnetic resonance
imaging (MRI), or as a platform for the precise delivery of anticancer drugs or
biological species. In this section, the major application areas of magnetic nano-
particles in biomedicine, such as MRI, magnetic hyperthermia, magnetotransport,
and drug and gene delivery, are discussed.

3.3.2.7.1 Design of Magnetic Particles for Biomedical Applications In order to be
useful for any biological application,magnetic nanoparticlesmustfirst be compatible
with biological species. Next, the particle surface coating should allow further
functionalization and provide stability against agglomeration and oxidation [163].
Both, magnetite (Fe3O4) and maghemite (c-Fe2O3) are considered to be among the
most suitablematerials for a variety of biomedical applications, such as drug delivery,
magnetic hyperthermia, andMRI contrast agents [164]. Since both Fe(III) and Fe(II)
ions are present in the human body in significant concentrations, their presence in
iron oxide nanomaterials is unlikely to cause any serious toxicological issues. Yet, in
parallel with the development of iron-oxide based systems, various research groups
have continued to seek othermaterials. For example, whilst nanocrystals of Fe, Co,Ni
FeAu, FePt, SmCo5, CoFe2O4, NiFe2O4, and MnFe2O4 all have a higher saturation
magnetization compared to iron oxides, their biomedical uses have been limited by
potential hazards associated with leaching of the metal ions. As Co2þ , Ni2þ , and
Mn2þ are cytotoxic, the use of correspondingmaterials for in vivo applications would
require a nontoxic and protective coating, such as a noble metal shell [165, 166].

Typically, as-synthesized magnetic nanoparticles are hydrophobic due to the layer
of hydrocarbon organic molecules that is attached to their surface, preventing their
aggregation and protecting their surfaces against oxidation. For bioapplications,
nanoparticles must be transferred from a nonpolar environment into an aqueous
medium, an effect which can be achieved by a ligand exchange based on replacement
of the native hydrophobic surfactants with hydrophilic counterparts. New ligands
consist of a strong binding group that attaches to the nanoparticle surface, and a
hydrophilic region with a low surface affinity (Figure 3.147). Frequently used anchor
groups for binding to the surfaces of metal oxide nanoparticles include dopa-
mine [167–169], carboxylic acids [170, 171], phosphine oxides [172, 173], and
phosphates [174]. The major challenge during the phase transfer from organic
solvent to the aqueous medium is to achieve a complete exchange of the original
surface ligands, since an incomplete surface exchange may lead to an uncontrolled
aggregation of the nanoparticles. The encapsulation of hydrophobic nanoparticles
into an amphiphilic polymer shell represents another strategy to create water-soluble
nanoparticles (see Figure 3.147). In this case, the nonpolar part of the amphiphilic
polymer interacts with hydrophobic surfactants, while the hydrophilic part aligns to
water molecules, providing solubility in an aqueous environment. The nanoparticles
may also be trapped inside biocompatible micelles (Figure 3.147).

For many applications, the surface ligands must possess reactive groups available
for chemical reactions with biomolecules (e.g., proteins, antibodies). The current
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most popular bioconjugation techniques are summarized in Table 3.3. The coating of
magnetic nanoparticles with biocompatible natural polymers, such as carbohydrates
or proteins, is common practice [175–181], and dextran-coated magnetic nanopar-
ticles are available commercially today. In this case, the hydroxyl groups on the
carbohydrate skeletons simplify their further functionalization [182]. The main
limiting factors formost natural polymer coatings are their lowmechanical strength,
porosity, nonselective adsorption, and water solubility, although the latter problem
can be overcome by crosslinking with neighboring molecules. Although synthetic
polymers such as poly(ethyleneglycol) (PEG), poly(vinyl alcohol) (PVA) and poly-L-
lactic acid (PLA) have demonstrated a bettermechanical strength, their porosity at the
molecular level would not prevent corrosion of themagnetic core and the leaching of
potentially harmful metal ions. PEG can provide high stability under physiological
conditions, together with a resistance against protein-induced aggregation. PEG is
also capable of suppressing unspecific phagocytosis [183], which is crucial for
targeted imaging. Silica coatings offer a highmechanical strength and a high stability
in aqueous media, due to electrostatic stabilization at pH �2. Silanol surface groups
(�Si�OH) can beused for various surfacemodifications, using linker groups such as
NH2, NHR, COOH, CHO, and SH, that can be further attached to the desired
biological or therapeutic molecules [184, 185]. Noble metal coatings may also offer a
good alternative; the main advantages of a gold coating are its high biocompatibility,
ease of surface functionalization by thiol linker groups [186], and high stability [187].

In order to enhance the magnetic moments beyond that of the individual
nanoparticles, it is possible to use agglomerates of superparamagnetic particles.

Figure 3.147 Typical strategies used for surfacemodification and hydrophilization of hydrophobic
nanocrystals. Reproduced with permission from Ref. [150]; � 2007, American Chemical Society.
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Very often, magnetic nanoparticles used in in vitro and in vivo (animal model)
experiments are represented by large �100 nm aggregates of superparamagnetic
particles (e.g., �5 nm magnetite), covered with starch polymers. In practical terms,
these may be more strongly attracted by an applied external magnetic field, and also
better withstand the flow dynamics within the circulatory system (veins, arter-
ies) [188]. The aggregation of superparamagnetic particles also greatly influences
the r2 relaxivity of the surrounding water protons, which is an important parameter
for the design of MRI contrast agents. Unfortunately, however, the use of substan-
tially large aggregates may cause thromboembolism.

3.3.2.7.2 Drug Delivery The concept of using of magnetic microparticles and
nanoparticles for drug delivery was proposed during the late 1970s [207–209].
Unfortunately, many currently used chemotherapeutic agents are not only highly
toxic but also nonspecific, whichmeans that they will attack healthy cells on an equal
basis.Moreover, as chemotherapy is very often a long-term procedure, it is associated

Table 3.3 Properties of natural and synthetic polymers for coating magnetic nanoparticles [189].

Polymer Surface
hydrophobicity

Application areas Reference(s)

Natural polymers
Carbohydrates:
Dextran Hydrophilic Drug delivery [190]

Radioimmunoassay [191]
MRI [192]
Hyperthermia [193]

Starch Hydrophilic Tumor targeting,
MRI, X-ray
imaging

[194]

Proteins:
Albumin Hydrophilic MRI [195]
RGD Hydrophilic Fluorescent

imaging
and MRI

[196]

Lipids Hydrophobic Immunoassay [197]
Synthetic polymers
Poly(ethyleneglycol)
(PEG)

Hydrophilic MRI [198, 199]
Drug delivery [200]

Polyvinyl alcohol
(PVA)

Hydrophilic Drug delivery [201, 202]

Silica Hydrophilic Fluorescent imaging
MRI and drug delivery

[203]

Gold Hydrophobic
(Surface
modification
can render
hydrophilicity)

Hyperthermia [204]
MRI [205, 206]
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with multiple adverse side effects, including nephrotoxicity, hepatitis, or gastroin-
testinal ulceration. In the ideal situation, the chemotherapeutic agent would be
delivered precisely to the target area, a situation made possible by the use of a
composite of magnetic nanoparticles and drugs. By focusing a high magnetic field
and field gradient over the target site, the therapeutic agent can be directed to the
tumor area, where it is captured and concentrated for effective therapy.

In the presence of amagnetic field gradient, a translational force will be exerted on
the particle–drug complex, effectively trapping it in the field at the target site and
pulling it towards themagnet [210, 211]. This magnetic force (Fmag) can be described
as:

Fmag ¼ ðx2�x1ÞV
1
m0

HðrHÞ ð3:12Þ

where H is the magnetic field strength, !H is the field gradient (which can be
reduced to qH–qx, qH–qy, qH–qz), x2 is the magnetic susceptibility of the magnetic
particle, x1 is the magnetic susceptibility of the medium (x1
 x2), m0 is the vacuum
permeability, and V is the particle volume.

As it follows on from Eq. (3.12), the magnetic properties and particle volume,
magnetic field strength, and magnetic field gradient determine the effectiveness of
magnetic capture of the nanoparticles. Simple theoretical studies and preliminary
experimental results have indicated that an efficient capturing of magnetic particles
at the target site can be achieved at fields of �200–700mT, with gradients along the
z-axis of �8 Tm�1 for femoral arteries, and greater than 100Tm�1 for carotid
arteries [212, 213]. In most cases, the magnetic field gradient is generated by a
strong permanentmagnet, such as Nd–Fe–B, which isfixed outside the body over the
target site.

Magnetic drug delivery agents are required to have the following building units: (i)
a magnetic core; (ii) surface molecules; and (iii) therapeutic molecules (drugs, DNA,
etc.), as shown in Figure 3.148. Once attached, the particle–therapeutic agent
complex is injected into the bloodstream, generally using a catheter to position the
injection site close to the target. This approach is very efficient for targets close to the
body surface, as themagnetic field strength falls off rapidly with distance, and deeper
tissues are more difficult to target. To overcome this problem, it was suggested that
the magnetic complexes should be implanted close to the target site, within the
body [214, 215]. When the drug–carrier complex has been concentrated at the target,
the drug can be released either via enzymatic activity or via changes in physiological
conditions, such as pH, osmosis, or temperature, and taken up by the tumor
cells [194]. The drug molecules should be linked to the nanoparticle in a way that
prevents their instant release during delivery, but which provides control over the
releasemechanism inside the targeted cell or tissue. Very often, the attachment of the
drugmolecules is based on electrostatic interactions; in this case, drug release can be
effected by changing the ionic surroundings, by altering the pH of the media or by
raising the temperature. In some other cases, catalytic or redox reactions have been
involved in the release process.
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The design of the magnet–drug composites may differ, however. For example,
therapeutic agents can be attached to the surface of magnetic core or encapsulated
with magnetic microparticles or nanoparticles inside the porous shell. Cytotoxic
drugs used for chemotherapy, and therapeutic DNA used for the correction of a
genetic defect, are often attached to the polymer or metal coating of a magnetic
core.

Kohler et al. [198, 216] proposed a simple strategy formagnetic drug carriers, based
on magnetite nanoparticles modified with the cytotoxic anticancer agent, metho-
trexate (MTX). AlthoughMTX is an analog of folic acid (vitamin B9), unlike folic acid
it binds irreversibly to the enzyme called dihydrofolate reductase (DHFR), �switching
off� the enzyme in the folic acid cycle. The conjugation ofMTXwith the nanoparticle
surface was achieved through an amide bond by covalent binding between the self-
assembled PEG monolayer and the glutamic acid residue of the MTX molecule
(Figure 3.149). Such complexes are stable under intravenous conditions. The
nanoparticles are taken up via folic acid receptor-mediated endocytosis (Figure 3.150)
and transported to the early endosomes; the latter fuse with low-pH lysosomes that
contain proteases andwhich, during normal cellularmetabolism, are responsible for

Figure 3.148 A typical design of amagnetic nanoparticle for biomedical applications. Reproduced
with permission from Ref. [189]; � 2008, Dove Medical Press.
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the acidic breakdown of proteins and other exogenousmaterials brought into the cell.
The proteases cleave the peptide bond between the MTX and the nanoparticle, such
that the MTX is released from the particle surface inside the target cell. Once free
from the nanoparticle surface, theMTX can enter the cytosol where it is free to inhibit
DHFR, stopping the folic acid cycle and reducing cell viability. In addition, a
prolonged particle retention may allow the MRI imaging of tumor cells exposed to
the nanoparticle–PEG–drug conjugate over an extended therapeutic course [198].

Another example of drug delivery using magnetotransport was in the in vivo
treatment of the VX-2 squamous cell carcinoma which had been implanted into
rabbits. Following the administration of mitoxantrone (MX)–magnetite conjugates
and the application of a�1.7 Tmagnetic field for 60min, the drugwas shown to have
been concentrated in the area of the tumor [217, 218]. Importantly, within the first
10min – when concentration of the drug delivery agents occurs – there had been no
release of MX according to UV spectroscopy data for in vitro experiment at the
physiological conditions. A subsequent histological examination revealed a uniform

Figure 3.149 A strategy for the immobilization ofmethotrexate (anticancer agent) at the surface of
magnetic nanoparticles. Reproduced with permission from Ref. [198]; � 2006, Wiley-VCH Verlag
GmbH & Co. KGaA, Weinheim.
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distribution of the conjugates throughout the entire tumor in 1.5.h after the drug
injection. After a three-month observation period, however, no viable tumor tissue
was histologically evident in the animals, and no metastases were identified in the
regional lymphnodes, nor in any other organs. Some residual particleswere found in
the animals� spleens, but none was evident in the liver, lungs, or brain, nor at the
implantation site and surrounding musculature and skin. Neither were any other
macroscopic or histological pathological changes found in any of the investigated
organs.

Only a limited number of clinical trials have been conducted with drug delivery
using magnetic particles [219–222]. Thus, the treatment of 32 patients with parti-
cle–doxorubicin hydrochloride complexes showed the tumor to be effectively tar-
geted in 30 cases [221]. In other studies, 64–91% of the tumor volume of hepato-
cellular carcinoma was affected by the drug doxorubicin [222]. The use of magnetic
carriers may also allow a significant reduction in therapeutic doses of the drug. For
example, a magnetic composite with a fivefold lower concentration of MX had the
same therapeutic effect as when MX was used alone [217].

Notably, the nanoscale dimensions of particles allow themnot only to pass through
the narrowest blood vessels, but also to penetrate the cell membranes when
necessary [223]. More specific targeting can be achieved by the conjugation of
drug-carryingmagnetic nanocomposite with active biomolecules showing specificity
towards certain molecules on the cell membrane. Each type of cell has its own set of
highly selective receptors embedded into the phospholipid bilayer of the cell
membrane. Antibodies can bind specifically to such receptors, and hence can be
used for the biovectorization of nanoparticles. Avidin and its derivatives (neutravidin,
streptavidin) are common examples of proteins that allow the bioconjugation of

Figure 3.150 Schematic representation of the intracellular uptake of methotrexate-modified
nanoparticles into the breast cancer cells. Reproduced with permission from Ref. [216]; � 2005,
American Chemical Society.
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nanoparticles that can be recognized by biotin. Likewise, oligosaccharides have ahigh
affinity towards lectins, which are highly specific sugar-binding proteins. Among
other examples of biomolecules used for the biofunctionalization of nanoparticles,
nucleic acids and folic acids are included nucleic acids and folic acid [164]. Folic acid
itself has often been used as a biovector [203], because the a-folate receptor is known
to be upregulated in various types of human cancer [224, 225].

Many parameters must be taken into account when conducting clinical studies
with these materials, including the magnetic properties and size of the carrier
particles, the field strength and geometry, the drug/gene binding capacity, the depth
to target, the rate of blood flow, vascular supply, and body weight [226]. Serious
difficulties have been encountered when scaling-up from small animal trials with
near-surface targets to large animals and humans; hence, the development of a
detailed theory is required to optimize the design of drug-delivery agents [210].

Figure 3.151 shows thatmagneticfield intensity falls drastically with distance from
the actual source, whichmakesmagnetic capture difficult when tumors are located in
deep tissues or organs. As permanentmagnetic fields up to 9.4 T have been shown to
have no significant adverse effects on the human body [227], further progress in the
delivery of magnetic fields to deeper tissues will undoubtedly promote the spread of
this technique in medicine. Progress is also expected in the design of biocompatible
magnetic particleswith highmagneticmoments, whichwill lead to the use of smaller
composites and a lower risk of adverse effects, such as thromboembolism.

3.3.2.7.3 Gene Delivery The role of nucleic acids as encoders of cellular processes
has led to the idea that any process within living cells can be purposefully influenced
by the introduction of nucleic acids into living cells from outside. Introducing a
foreign DNA into host cells (gene delivery) is one of the steps necessary for gene

Figure 3.151 Dependence of the magnetic flux density on the distance to pole shoe with the
electromagnet. Reproduced with permission from Ref. [218]; � 2000, American Association for
Cancer Research.
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therapy and genetic modification. The objectives of nucleic acid delivery in research
and therapy are: (i) the overexpression of a particular gene; (ii) the silencing or knock-
down of a selected gene; and (iii) the actual correction of genetic defects by DNA
repair,mediated by transfectednucleic acidmolecules. DNAcanbedelivered into the
host cells from outside by both viral and nonviral methods. The viral approach to
nucleic acid delivery into host cells, as devised by mother Nature herself, is based on
the ability of a virus to inject its DNA inside host cells [228]. Among nonviral physical
methods of gene delivery, one promising approach is based on the same principle as
magnetic drug delivery [229]. Thus, a targeted delivery of DNA was achieved using
magnetic particles coated with adenoassociated virus (AAV) encoding green fluo-
rescent protein (GFP) adhered to the surface of magnetic particles by a heparin
sulfate linker [229]. Unfortunately, however, the response of the immune system and
removal of vectors from the target tissue by the bloodstream limits viral gene delivery.
Scherer et al. [230] reported an alternative method, magnetofection, which utilizes
gene-magnetic particle complexes. In this case, it was found that electrostatic
interactions of the negatively charged phosphate backbone ofDNA and of a positively
charged nanoparticle coating, poly(ethyleneimine) (PEI), led to the formation of
stable conjugate that allowed a rapid in vitro DNA delivery. Since such DNA–particle
complexes are held as an entity by electrostatic interactions, the release ofDNAcan be
efficiently achieved in low-pH lysosomes, whereas in the case of viral delivery the
DNA release requires the outer viral shell to be ruptured [231]. A similar approach
was used successfully to deliver antisense oligonucleotides into human umbilical
vein endothelial cells (HUVECs) [232], and small interfering RNA (siRNA) to
downregulate gene expression in HeLa cells [233]. Notably, the overall transfection
efficiency could be improved by using oscillating magnetic fields [234]. Carbon
nanotubes (CNTs) have also been used as a carrier for both magnetic nanoparticles
(inside the CNT) and DNA (on a surface). The application of an external magnetic
field will orient, in very strong fashion, the magnetic moments of nanoparticles
inside the CNTs along the applied field, such that the CNTs �spear� the cell
membrane and promote delivery of the target DNA [235].

3.3.2.7.4 Magnetic Separation Magnetic separation is used to extract a magneti-
cally susceptible material from a mixture by applying external magnetic fields. The
development of these approaches began during the late 1970s [236, 237], at the same
time asmagnetic drug delivery techniques.Originally, the use ofmagnetic separation
was limited to a few iron-containing cells (e.g., erythrocytes) [238], but more recent
progress in the conjugation of magnetic particles with biomolecules has made
possible the extraction of proteins, antibodies and nucleic acids [239–243], as well
as the capture of specific bacteria [244] and viruses [245]. In the case of magnetic
separations, both individual superparamagnetic nanoparticles and larger magnetic
composites (e.g., microspheres represented by sub-micron-sized magnetic particles
incorporated in a polymeric binder) can be used [246].

Magnetic separation is a two-step process that includes: (i) labeling of the desired
biological species with magnetic nanoparticles; and (ii) their separation by passing
the fluid mixture through regions with a magnetic field gradient. The high mobility
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of magnetic nanoparticles allows a shorter reaction time and a greater volume of
reagent to be used, when compared to a standard immunoassaywhere the antibody is
bound to a plate. The modification of magnetic particles with fluorescent dye or
enzyme [247, 248] allows the simultaneous performance of magnetic separation,
sample concentration and cell detection using sensitive optical readout techniques. A
higher throughput of solution in flow design separators [249–251] improves the
efficiency and rate of separation ofmagnetically labeled biospecies as compared to the
application of permanent magnetic fields to a static solution [252].

Magnetic separation has been used as a highly sensitive technique for the
separation of lung cancer cells [253], urological cancer cells [254], lymphoblastic
leukemia cells [255] and neuroblastoma cells in the bone marrow [256], and also for
malarial parasites in blood samples [257, 258], by enhancing the selectivity of their
detection. The selectivity of these methods is provided by modifying the
nanoparticles� surfaces with specific antibodies. Recently, magnetic separation was
used to �catch�metastatic rare tumor cells in the bloodstreamof cancer patients [259],
thus improving (at least, potentially) their long-term survival.

Although magnetic separation is used extensively in the laboratory for diagnostic
purposes, its use in vivo faces the same problems as encountered by magnetic drug
delivery, namely the shallow penetration of the magnetic field. Nonetheless,
magnetic separation is currently considered to show much promise in the treat-
ment of soft forms of cancer (e.g., leukemia) that are the most difficult to cure [260].

3.3.2.7.5 Magnetic Hyperthermia This method is based on the generation of heat
by a magnetic material when subjected to an alternating current (AC)-generated
magnetic field. Themain concept of hyperthermia, which is to effect the local heating
of malignant cells, but not of healthy cells [261–263], is achieved by the local delivery
of an ACmagnetic field into the tumor tissues. Although, when heated above 50 �C,
the tumor cells are killed by necrosis, even a short-term (minutes) treatment can be
associated with critical adverse side effects, such as �shock syndrome� due to a
sudden release of large amounts of necrotic tumor material and a major inflam-
matory response [264]. At the same time, raising the temperature to 42–45 �C will
significantly improve the efficacy of many anti-cancer drugs. Magnetic materials
were first used for hyperthermia in 1957 by Gilchrist et al. [265], when it was shown
that various tissue samples could be heated by using 20–100 nm-sized particles of
c-Fe2O3 via the application of a 1.2MHz magnetic field. Since then, a number of
reports have described a variety of schemeswith different types ofmagneticmaterial,
and different field strengths and frequencies [164, 266–271]. Magnetic hyperthermia
has been tested on human patients in Germany [272], whilst research using animal
models is currently ongoing in many research groups worldwide [273].

The delivery of an adequate amount of magnetic particles necessary to generate
enough heat in the target under clinically acceptable conditions, represents themain
challenge for this technique. As the heating of healthy tissues is undesirable, it is
important to take into account and to minimize heat transfer from the tumor to its
surrounding tissues [274, 275]. The optimal heat deposition rate has been estimated
at approximately 100mWcm�3, while the frequency and strength of the external AC
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magnetic field is limited by deleterious physiological responses to high-frequency
magnetic fields [276, 277], such as an undesirable stimulation of the peripheral and
skeletal muscles, cardiac stimulation and arrhythmia, as well as the nonspecific
inductive heating of tissues. The ranges of frequency f and amplitudeH considered to
be safe for humans are f¼ 0.05–1.2MHz and H¼ 0–15 kAm�1 (up to �18.85 T).
Experimentally, it has been shown that AC fields with H� f <4.85� 108 Am�1 s�1

should be considered safe. The heating efficiency depends heavily on the magnetic
properties of the particles, but both single- or multi-domain ferromagnetic particles
and superparamagnetic particles can be used for this purpose. The coupling of
antibodies to magnetic nanoparticles facilitates targeting of the cancer cells.

Magnetic particles generate heat under AC magnetic fields due to the magnetic
losses that arise from the various processes of magnetization reversal: (i) hysteresis;
(ii) Neel or Brown relaxation; and (iii) frictional losses in viscous suspensions [264].
Hysteresis losses depend heavily on the field amplitudeH, and can be estimated as
A� f, whereA is the integrated area of the hysteresis loop and f is the frequency of the
magnetic field. Hysteresis losses of particles with sizes above the single domain (i.e.,
multidomain particles) depend, in a complicated manner, on the type and config-
uration of domainwall pinning, as determined by the particle structure. In the case of
ferromagnetic particles, heat is dissipated only when the external magnetic field
strength is larger than the coercive force for a given frequency. It should be noted that
the coercivity of ferromagnetic particles increases with frequency and, as a result, the
external field required to generate heat through the hysteresis losses will become
larger [264] andmay even exceed the safety limit. Thus,magnetic particles with high-
saturation magnetization and a relatively low coercivity are preferred for hyperther-
mic applications.

With decreasing particle size, the energy barrier for magnetization reversal is also
decreased, whichmeans that themagnetic moments of superparamagnetic particles
can easily switch direction under the influence of thermal energy, such that zero
coercivity will be observed at room temperature. In the case of superparamagnetic
particles, the Neel and Brown relaxation processes provide the major contribution to
the heat dissipation: the magnetic moment of a single-domain particle can relax
through Brownian rotation of the particle itself and through Neel rotation of the
magnetic moment within the particle. The characteristic times for Neel and Brow-
nian relaxationwere described in Section 3.3.2.5. Typically, the resonant frequency of
Brownian relaxation is below100KHz,whereas that based onNeel relaxation is in the
GHz range [278]. In real nanoparticle systems, the relative contributions of Neel and
Brownian relaxations depend on the magnetic properties and nanoparticle size.

The energy absorbed by the magnetic particles under an applied external AC
magnetic field is described by the specific absorption rate [SAR; the term specific loss
power (SLP) may also be used in some cases]. The SAR can be determined as:

SAR ¼ cðDT=DtÞ; ð3:13Þ

where c is the sample specific heat capacity and (DT/Dt) is the initial slope of
temperature increase versus the heating time [279]. SAR is measured in units of
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Wg�1 [280–282]. the data in Figure 3.152 show that the relative contribution of Neel
andBrownian relaxations to SAR depends on the size of the particle, and that the heat
dissipated through Neel relaxation is not influenced by the viscosity of the medium,
as compared to Brownian relaxation. Taking into account the fact that the viscosity of
the in vivomedium is rather high, and that particles can be immobilized on the cell
membranes due to interactions with hydrophilic protective coatings, the Brownian
rotation is often suppressed. Thus, it is essential to have particles that have high
magnetic moments and are capable of relaxing mostly through the Neel rotation.

When the applied magnetic field is smaller than the saturation magnetization,
within the validity of linear response theory (i.e., magnetization depends linearly
on the applied magnetic field), the SAR can be determined as the loss power density
P( f,H ) normalized by the mass density of the particles (Wm�3), expressed as:

Pð f ;HÞ ¼ m0px00ð f ÞH2 ð3:14Þ
where m0 is the permeability of free space, x00 is the imaginary part of magnetic
susceptibility indicating dissipative processes in the sample, and H and f are
amplitude and frequency of the applied magnetic field, respectively.

Frictional losses in viscous suspensions generate heat due to viscous friction
between rotating particles and the surrounding medium. This loss type is not
restricted to superparamagnetic particles [264]. The increase of SAR by about an
order of magnitude has been demonstrated by the example of �100 nm magnetite
particles modified with gelatin and suspended in water. Such a significant enhance-
ment of the SAR was the result of gelatin melting above 30 �C, and has been
attributed to the effect of viscous losses [283]. The highest SAR value reported for
chemically synthesized iron oxide nanoparticles materials was 600Wg�1 at 400KHz
and 11 kAm�1 [283], although iron oxide nanoparticles synthesized by bacteria can

Figure 3.152 Theoretical estimation of the
heating rates as a function of particle diameter.
The calculations used surfactant layer thickness
of 3.2 nm, the anisotropy constant 30 kJm�3,
temperature 300K, viscosity

0.00089 kgm�1 s�1, applied AC magnetic field
40Oe, and frequency 600 KHz. Reproduced
with permission from Ref. [286]; � 2009,
Elsevier.
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provide a higher SAR value of �960Wg�1 at 410KHz and 10 kAm�1 [283]. The
particle size distribution substantially reduces the SAR, and should be avoided.

The maximum SAR calculated for pure Fe- and Co-based systems can be
significantly higher compared to iron oxide nanoparticles [204, 284, 285]. However,
the main concern for use for in vivo applications is their potential toxicity associated
with the release of cytotoxic Co2þ ions.

3.3.2.7.6 Magnetic Resonance Imaging The technique of magnetic resonance
imaging (MRI) allows the visualization of soft tissues and metabolic processes in
a human body [287]. Basically, the MRI signal originates from the nuclear magnetic
resonance (NMR) of protons and their relaxation in an external magnetic field [288].
The interaction of the protons with an external magnetic field, B0, leads to a
precession of proton spins about the field direction (defined as z-direction). The
precession angular frequency v0 is given by the Larmor equation:

v0 ¼ c �B0; ð3:15Þ
where c is the proton gyromagnetic ratio (c¼ 42.6MHzT�1). Strictly speaking, B
definesmagnetic induction, and is related to the field strength through the induction
constant m0 (as discussed in Section 3.3.2.5). In the following, the units and
terminology commonly accepted in the MRI-associated literature will be used.

The protons can align either parallel or antiparallel to the magnetic field B0.
Although the energy difference between stateswith different spin alignments is quite
small, there is an excess of proton spins aligned parallel to the field, and these cause a
net magnetization along B0 [287]:

M0 ¼ r0c
2�h2

4kBT
B0; ð3:16Þ

whereM0 is the net magnetization (parallel to B0) and r0 is the proton spin density.
Both, NMR and MRI are based on the ability to manipulate and detect this net
magnetization caused by the bulk precession of proton spins in a sample or a tissue,
respectively.

When a radiofrequency (RF) pulse of a certain duration is applied to the spin
system, the protons can absorb energy and, as a consequence, will undergo a
transition from the parallel to the non-parallel alignment. Since the energy associated
with the Larmor frequency,v0, is very small, the transition runs into saturation – that
is, both states are equally populated and, as a result, the net magnetization along B0

vanishes (Figure 3.153). The applied RF-field is circularly polarized in the transverse
plane; this means that its vector rotates with the Larmor frequency about the z-axis.
Immediately after the RFpulse, the spin system starts to relax. In order to understand
theNMRexperiment, it is important to distinguish between two types of relaxation of
the proton spin. The further discussions will deal with one component that describes
changes of the magnetization along the longitudinal z-direction (Mz), and the other
part which describes the corresponding transversal xy component (Mxy). The first
relaxation mechanism, which is referred to as �longitudinal� or �spin lattice�
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relaxation, describes the return of the longitudinal magnetization fromMz¼ 0 to its
initial equilibrium state (Mz¼M0). This process is associated with the relaxation
time T1, and arises from a continuous growth of the spin excess corresponding
to the parallel alignment. Therefore, the z-component of the magnetization is
given by:

MzðtÞ ¼ M0ð1�e�t=T1Þ ð3:17Þ

where T1 is the spin lattice relaxation time.
In order to discuss the second relaxationmechanism, first it is necessary to review

several aspects of the NMR experiment. So far, only the z-component of the net
magnetization has been mentioned and, before applying the RF pulse, the z-
component is the only component as the spins are rotating randomly about
the field direction – that is, their vector sum is zero and therefore the transverse
magnetization is also zero. In a typical NMR experiment, however, the RF pulse is a
so-called 90� pulse, because it tips the net magnetization away from the longitudinal
z-direction to the perpendicular transverse xy plane. The 90� pulse causes all the
spins to rotate about the z-axis with the Larmor frequency v0, and all spins are in-
phase with their vector components having the same x and y components
(Figure 3.153). In order to detect the as-generated transverse magnetization, Mxy,
a detector coil is placed along the y direction. Due to the precession of the net
magnetization about the z-axis, a detectable periodic signal is induced in the coil,
such that the second relaxation mechanism comes into play.

The initial phase coherence of the spins in the xy plane gradually fades with time, a
process which is reflected in the time-dependent disappearance of the transverse
magnetization Mxy; that is, a time-dependent signal decay in the detection coil. The
spin dephasing is caused by two main processes. First, fluctuating inhomogeneities
in the microscopic environment of the individual protons induce phase shifts [289].
The Larmor frequency of the spins remains unaltered at the same time. This phase
loss is characterized by the transverse relaxation time T2. Second, static local

Figure 3.153 In a typical NMR experiment,
when an ensemble of protons is placed in an
external magnetic field B0, a net magnetization
along B0 is caused. After applying a 90� RF
pulse, the net magnetization is flipped to the xy
plane. The longitudinal relaxation process (T1)

describes the re-growth of the magnetization
along B0 to its initial value, whereas the
transverse relaxation process (T2 or T2	) is
characterized by the phase loss of protons in the
xy plane (see text for details).
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inhomogeneities in the external field B0, as well as in the tissue of the body, cause
additional so-called �susceptibility effects� that cause clusters of spins to experience
different Larmor frequencies. These additional inhomogeneities result in an in-
creased decay of the transverse magnetization, and are often summarized in a
separate time constant T20. As a consequence, the observable signal decay in the
detection coil is a superposition of both processes, and is referred to as free induction
decay (FID). It is given by:

MxyðtÞ ¼ M0e
�t=T	

2 ; ð3:18Þ

where T	
2 is the effective transverse relaxation time. T	

2 can thus be expressed as:

1
T	
2
¼ 1

T2
þ 1

T 0
2
: ð3:19Þ

The simple NMR experiment described so far is not suitable for MRI purposes.
AlthoughMRI relies on the NMR effect, it has some important differences that allow
an image of theNMR signals to be obtained over large objects, such as a human body.
In other words, the signals provide spatial information, and for this purpose the use
of magnetic gradient fields is necessary, although unfortunately these additional
magnetic gradients greatly shorten the transverse relaxation process. To compensate
for this additional shortening, two main pulse sequences have been developed for
MRI. The gradient echo sequences allow the measurement of T	

2 – that is, the MR
signal mainly depends on T	

2 – while the spin echo sequences compensate the
additional static inhomogeneities which are summarized in T 0

2. As a result, the MRI
signal is mainly dependent on T2 in this case. In other words, the use of spin-echo
sequences leads to a complete recovery of the T 0

2 process, and the spins are refocused
with respect to their Larmor frequency.

3.3.2.7.7 Tomographic Imaging The key step to obtaining a 3-D image of the NMR
signals is to ensure that each region of spins experiences a unique magnetic field. In
other words, it is necessary to correlate a series of signal measurements with the
spatial locations. To accomplish this, a spatially changing magnetic field across the
sample superimposes the static field B0; that is, amagnetic field gradient in direction
z is applied:

vðzÞ ¼ cBðzÞ ¼ c � ðB0 þGzzÞ: ð3:20Þ
Here, the field gradient Gz is produced by an additional coil that changes the

magnetic field linearly. For three spatial directions there are three gradient fields
required. The first spatial encoding step is the slice selection in the z-direction, as
shown in Figure 3.154. During the first 90� excitation pulse, which flips the net
magnetization down to the transverse plane, a linear slice selection gradient Gz is
applied. Therefore, the Larmor frequency also changes linearly with respect to the
proton position in the z-direction. The 90� pulse contains a certain bandwidth of
Larmor frequencies Dv that correlate with a particular slice thickness Dz. All other
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Larmor frequencies are not addressed by the 90� pulse, such that only protons in the
slice Dz are excited.

For encoding of the y-direction, a phase-encoding gradient is applied for a certain
duration Dt. The protons in the y-direction thus experience an additional field of Gy.
After the time interval Dt, the gradient is turned off and the protons exhibit their
initial Larmor frequencies again. Hence, the field causes a linear phase shiftDjwith
respect to the y-position. The process of phase encoding is thus comparable to the
pure T2 process, caused by fluctuating inhomogeneities in the microscopic envi-
ronment of the individual protons. The x-direction is encoded using a frequency-
encoding gradient,which is appliedduring thedata acquisition, such that each region
of protons along the x-axis possesses its own Larmor frequency. The obtained signal
is then a composition of all Larmor frequencies along the slice which, subsequently,
can be related to their image position through the use of Fourier transform. This
process is somehow comparable to the additional T 0

2 dephasing caused by static
inhomogeneities.

3.3.2.7.8 The Role of Magnetic Nanoparticle-Based Contrast Agents in MRI A basic
requirement for diagnostic MRI is the ability to distinguish between diseased and
normal tissues. Consequently, the two tissues must exhibit different MR signals
which depend on a variety of parameters and are closely related to the term�contrast.�
More precisely, contrast is defined as theMR signal difference between two tissues A
and B:

CAB ¼ SA�SB ð3:21Þ
In an image, a region of high signal intensity appears bright, whereas a region of

low intensity appears dark. In general, MRI has the ability to manipulate the tissue

Figure 3.154 To obtain spatial information, a
linear gradient is applied along the slice select
axis. The spectral bandwidth of the RF pulse is
adjusted in a way that the protons within the

slice of thickness Dz are uniformly excited.
Reproduced with permission from Ref. [287];�
1999, John Wiley & Sons, New York.
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signal via various contrast mechanisms. The most frequently used mechanisms are
based on differences in the spin density r0, which directly determines themagnitude
of M0 according to Eq. (3.15) and the relaxation times T1 and T2 (T	

2 ). Although the
aimhere is toweight the image according to one of these three parameters, in order to
generate sufficient contrast the signal should be a function of all parameters – a fact
thatmust be borne inmindwhen selecting the experimental set-up.Under particular
circumstances, if two tissues have very similar properties, they may not be distin-
guishable with any of the parameters, and in these cases the use of an MR contrast
agent might be helpful. The role of a contrast agent is to selectively alter the signal of
the tissue that takes up the contrast agent. Here, the aim is to deliver the contrast
agent specifically into the tissue of interest (A), where it will alter the NMR signal. In
the surrounding tissue (B), the NMR signal will remain unaltered when the same
imaging sequences are applied, such that the contrast between A and B might be
increased dramatically.

MRI contrast agents consist not only of superparamagnetic nanoparticles, but also
of particular types of paramagnetic complexes. In general, MRI contrast agents are
divided into two major types:

. Positive contrast agentsmainly consist of paramagnetic complexes, in particular of
Gd3þ . They are applied to shorten the longitudinal relaxation time T1, and cause
an increased signal intensity in the region of their accumulation, causing the
region to appear bright.

. Negative contrast agents on the other hand are used to shorten the transverse
relaxation time T2, the result of which is a signal loss leading to a dark image.

In order to describe, quantitatively, the effectiveness of a contrast agent, the
relaxivity coefficients ri are introduced [290]. The relaxivities describe the shortening
of a certain relaxation time per millimole of contrast agent. They are, therefore,
concentration-independent values, as the inverse relaxation time (Ri¼ 1/Ti) – that is,
the relaxation rate – increases linearly with the contrast agent concentration:

1
Ti

¼ 1
Ti;0

þ ri CA½ � � Ri ¼ Ri;0 þ ri CA½ � ð3:22Þ

In the further discussion, the term relaxivity will be used solely to describe the
properties of the contrast agents, and attention will be focused on the r2 and r2	

process. For more than 20 years, T2 contrast agents have been based on super-
paramagnetic iron oxide particles (SPIOs) [291], for which a few products are
currently in clinical use [292]. These conventional contrast agents can be classified
according to their hydrodynamic sizes, which in turn greatly determines their
biological properties. SPIOs with hydrodynamic diameters of 60–150nm are com-
monly applied to image cells of the reticuloendothelial system (RES) that are located
primarily in the liver and spleen; hence, they are mainly used for the diagnosis of
liver disease. These conventional contrast agents are synthesized by coprecipitation
reactions in aqueous medium; the particles produced consist of multiple iron oxide
cores within a dextran coating, which provides water solubility. However, due to their
extensive uptake by the cells of the RES, these SPIOs will have a short blood half-life.
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Smaller iron oxide particles (20–40nm hydrodynamic diameter), which usually are
referred to as ultrasmall superparamagnetic iron oxides (USPIOs) are selected to
image lymph nodes and bone marrow. USPIO-based agents of approximately 20nm
mean diameter have been applied to magnetic resonance angiography (MRA), as
they demonstrate much longer half-lives in the blood.

The above-described conventional iron oxide-based contrast agents are rather
polydisperse and polycrystalline particles, and have limitations in terms of targeted
imaging. For future MRI applications, such as targeted molecular and cellular
imaging, a careful engineering of the nanoparticle magnetic properties, and also
of the surface ligands, will be required. Consequently, the crystalline core will need to
be carefully tuned so as to provide optimal properties for the contrast generation.

In general, the overall relaxivity coefficient ri is the sumof two contributions which
determine their relaxation behavior [290, 293]. The inner-sphere relaxivity, rISi , arises
from the water molecules that are directly coordinated to the contrast agent, and is
dominant in T1 contrast agents. On the other hand, the outer-sphere relaxivity, rOSi ,
describes the relaxation behavior of water molecules diffusing in the surrounding of
the contrast agent, and is the most important contribution for T2 shortening agents.
The outer-sphere term for a superparamagnetic particle depends on a number of
parameters such as the magnetic moment, the degree of aggregation, and the total
hydrodynamic radius. Two main aspects must be considered when designing
efficient T2 contrast agents, namely the composition and dimensions. Although
iron oxide is still the most frequently used material, based mainly on its low toxicity,
investigations are ongoing to seek potentially better materials. For example, Cheon
and coworkers have systematically investigated the magnetic and relaxometric
properties of various monodisperse spinel ferrite (MFe2O4, M ¼ Ni, Co, Fe, Mn)
nanoparticles [173]. In this case, the MnFe2O4 nanoparticles showed the highest
magnetic moment of 5mB, and thus the highest r2 relaxivity (see Figure 3.155). The
magnetic moments of the other ferrites are lower, and correlate strongly with the
transverse relaxivities. The clustering of individual nanoparticles will greatly increase
the r2 relaxation coefficient [294].

The size and shape of nanoparticles must be adjusted for the desired application
since, on the nanometer scale,magnetic properties such as saturationmagnetization
and magnetic anisotropy strongly size- and shape-dependent. In particular, MS is
greatly decreased with decreasing size of a superparamagnetic nanoparticle. As MS

directly determines the r2 relaxivity, size control for the crystalline core is the key
requirement.

Magnetic nanoparticles offer a powerful platform for the design of multipurpose
nanocomposites suitable for both diagnostic and treatment purposes. This can be
achieved by combining the building blocks necessary, for example, to provide drug
delivery and hyperthermia [295], MRI and drug delivery [21], MRI and gene
delivery [296], MRI and photothermal therapy [205], and cell separation and imag-
ing [297]. In clinical research with human patients, muchmore attention is now paid
to prior mathematical simulations and their approach to �real� conditions [298].
Indeed, the most challenging tasks for future investigations in this field are the
rendering of safety andbiocompatibility to nanoparticles of awider range ofmagnetic
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materials, and in particular to thosewith a highmagneticmoment. Finally, long-term
toxicity tests and possible biodegradation pathways studies should be carried out
beyond proof-of-concept studies. The synthesis of tailored block copolymers should
allow the formation ofmicelleswith a narrow size distribution andwith a controllable
amount of iron oxide nanoparticles embedded in the hydrophobic core [299–301].
Not surprisingly, these micelles represent promising candidates as future T2 MRI
contrast agents.

One important aspect in thedevelopmentof futureMRI contrast agents is theaimto
label certain regions, for example a certain type of cell, in specific fashion. If diseased
regions could be labeled selectively, then the obtained contrast would be optimal and
diagnostic reliability improved. With this in mind, research currently aims on the
modification of nanoparticles with specific biomolecules. Consequently, whilst MRI
can be expected to become increasingly important in the selective diagnosis of early
stages of diseases, it will continue to be dependent on the development of innovative
and sophisticated contrast agents.

Figure 3.155 Transverse relaxivity of various uniformly sized spinel ferrite nanoparticles with
respect to composition. r2 correlates strongly with the saturation magnetization MS [129].
Reproduced with permission from Ref. [129]; � 2007, Nature Publishing Group.
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4
Organization of Nanoparticles

4.1
Semiconductor Nanoparticles

Nikolai Gaponik and Alexander Eychm€uller

Once formed in solution or as powders, semiconductor nanocrystals may become
building blocks for larger supramolecular units. These units may form
�automatically,� that is, by crystallization or self-assembly, or they may be formed
�intentionally� using one of several techniques. The latter methods of formation are
discussed here. Structures of semiconductor nanoparticles up to several hundreds of
microns in size can be formed as crystals or superlattices (see Section 4.1.1),
depending on the fine adjustment of the experimental conditions. Several experi-
mentalmethods, such as the Langmuir–Blodgett and layer-by-layer (LbL) techniques –
which have in common the build-up of layered structures consisting of disordered
particles– are described inSection4.1.2,while the coupling (either ionicor covalent) of
semiconductor particles is detailed in Section 4.1.3.

4.1.1
Molecular Crystals and Superlattices

One of themost interesting developments of the past decade has been themerging of
the colloidal preparation of nanostructures with synthetic approaches that stem from
advanced inorganic chemical routes (see, e.g., Section 3.2.3), both of which lead to
very similar nanoparticles. Both routes yield species that crystallize into super-
structures with sizes that may reach several hundreds of microns. When single-
crystal X-ray diffraction (XRD) is performed on these macroscopic crystals, the data
obtained yield the exact positions of every single atom in the superstructures.

Based on the studies of Strickler [1] and Dance and coworkers [2–5] in 1993,
Herron et al. reported on the crystallization of Cd32S14(SPh)36]�4DMF (Ph¼C6H5;
DMF ¼ dimethyl formamide) as pale yellow cubes [6]. The structure unraveled by
single-crystal XRD studies consisted of an 82-atom CdS core that was a piece of the
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bulk cubic lattice appearing as a tetrahedron, the points of which were capped by
DMF solvent molecules. The cluster remained soluble, and as such retained the
properties of a discrete molecule. From the point of view of a nanocrystal chemist
interested in studying the properties of particles as a function of size, the �Cd32-
cluster� produced is exceptional because, unlike all other colloidally prepared
samples, it has no size distribution; rather, its structure is a larger homolog of the
[Cd17S4(SPh)28]

2� cluster prepared by Lee et al. [5]. As in the case of the �Cd32-cluster�,
this �Cd17-cluster� appears as a noncovalently bound cluster in the crystal.
An identical cluster core was prepared by Vossmeyer et al., but via a distinctly
different route and with another superstructure in the evolving crystals [7]. The
preparative route was essentially described earlier as being colloid–chemical in
nature, in which Cd(ClO4)2 and 2-mercaptoethanol were dissolved in water, followed
by H2S injection in alkaline solution [8]. Exhaustive dialysis against water yielded
crystalline material which first appeared as needles and evolved as blocky crystals
after standing in the mother liquor for some weeks. In contrast to the above-
mentioned clusters, in this case intermolecular bridges were formed that built up
a superlattice framework. Smaller thiophenolate-capped clusters containing zinc –
for example, [Zn4(m2-SPh)6 (SPh)4]

2�, [Zn10(m3-S)4(m2-SPh)12], and [Zn10(m3-S)4(m2-
SPh)12(SPh)4]

4� – have been prepared as supertetrahedral fragments and possible
molecular models for cubic ZnS, and their electronic structure has been evaluated
theoretically [9]. Very similar structuresmay be obtained via organometallic synthetic
routes; clusters derived in thismanner include [Cd32Se14(SePh)36(PPh3)4] [10] and its
mercury analog, which display exactly the same internal structure as the above-
mentioned sulfur-containing clusters. Other crystalline material consists of
Cd17Se4(SePh)24(PPh2Pr)4]

2þ [Cd8Se(SePh)12Cl4]
2� [11] (Pr¼ n-propyl) and the

smaller cluster [Cd10Se4(SPh)12(PPr3)4] [12]. The latter studies also included results
relating to the cluster compound [Cd16(SePh)32(PPh3)2], which lacks a central atom,
in contrast to the �Cd17� cluster, thus forming a structure similar to that of Koch
pyramids [13].

Together with the Banin group, the authors of Refs [10–12] carried out optical
spectroscopy investigations on some of the clustermolecules obtained [14–16]. These
materials were treated as the molecular limit of the bulk semiconductor CdSe, and
issues such as oscillator strength, steady-state and time-resolved photoluminescence
and photoluminescence excitation were addressed. In addition, emission-mediating
vibrational modes were detected, and photobleaching effects observed.

In an investigation of particle–particle interaction in semiconductor nanocrystal
assemblies, D€ollefeld et al. [17] examined (among other structures) the crystalline
superstructure of [Cd17S4(SCH2CH2OH)26] (as described in Ref. [7]). In the UV-
visible absorption spectrum of this compound in solution, the first electronic
transition was shifted to higher energies by about 150 meV as compared to the
reflection spectrum of the crystalline material. In addition, the transition was
broadened from a full-width at half maximum of approximately 390 meV to about
520 meV. Most likely, a complete description of the interaction of semiconductor
nanocrystals in crystalline superstructures would include both electronic and dipo-
le–dipole interactions. The electronic coupling may be introduced by covalent
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bridging of the nanocrystals in the crystalline superstructure, though detailed
theoretical studies would provide a more quantitative picture and, indeed, the first
attempts in this direction were reported only recently [18].

Yet another development of remarkable nanostructured materials yields super-
lattices of nanosized objects. As there is no clear distinction between �molecular
crystals� and �superlattices� formed fromnanoparticles, at this point referencewill be
made to structures composed of very similar (but most likely not exactly identical)
nanoparticles, namely colloidal particles in the size range 2 to 10nm. Two excellent
reviews by leading experts in the field were produced in 1998 and 2000 [19, 20], the
titles of which contained the terms �nanocrystal superlattices� and �close-packed
nanocrystal assemblies.� These are in line with the above-outlined delimitation,
although Collier et al. have also reported on molecular crystals (as above). The two
reviews comprised approximately 100 pages with some 300 references, and summa-
rized the state of the art at that time in exemplary fashion. The topics included
preparative aspects of the formation of monodisperse nanoparticles of various
compositions includingmetals, the superlattice formation itself with some theoretical
background, covalent linking of nanocrystals (see below), and an appropriate descrip-
tion of the physical properties and characterization of the nanocrystal superlattices.

Naturally, both reviews referred to the pioneering studies of Murray et al. from
1995, in which the self-organization of CdSe nanocrystals into three-dimensional
(3-D) colloidal crystals was demonstrated [21] (see also Refs [22, 23]). A prerequisite
for superlattice formation is a high degree of monodispersity of the particles, as a
result of synthetic advances. Characterization of the evolving structures may be
carried out by using absorption and emission spectroscopy, high-resolution scanning
electron microscopy (HR-SEM) and transmission electron microscopy (TEM),
electron diffraction and, very impressively, XRD, so as to provide clear-cut evidence
of both the long-range order and tunability of the interdot spacing by varying the size
and nature of the capping agents.

One very fine example of superlattice formation was reported by Talapin
et al. [24, 25]. The concept of the nucleation procedure is depicted in Figure 4.1,
where a nonsolvent (methanol) for the CdSe particles dispersed in toluene diffuses
either directly (left tube in Figure 4.1a) or is slowed down through a buffer layer
(propan-2-ol, right tube) into the colloidal solution. Over weeks, this leads to
irregularly shaped crystals in the case of fast diffusion (Figure 4.1b), or to perfectly
faceted hexagonal colloidal crystals with sizes of about 100 mm (Figure 4.1c)
consisting of about 1012 individual 3.5 nm CdSe particles.

Figure 4.2 shows theTEM images of thesematerials, inwhich a close packing of up
to seven monolayers of CdSe particles is displayed (Figure 4.2a), demonstrating the
earliest stages of 3-D superlattice formation starting from a two-dimensional (2-D)
lattice. Figure 4.2b and c, with their corresponding fast Fourier transforms (insets)
display differently oriented segments of the evolving superlattices, leading to an
assignment of the 3-D alignment of the particles to fcc-like.

Similar methods were later successfully applied for the fabrication of PbS, PbSe,
PbTe, and c-Fe2O3 superlattices [26–28]. Moreover, binary superlattices built from
variations of PbS, PbSe, CoPt3, Fe2O3, Au, Ag, and Pd nanocrystals exhibiting one of
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the AB, AB2, AB3, AB4, AB5, AB6, or AB13 stoichiometries with cubic, hexagonal,
tetragonal and orthorhombic symmetries have been realized and identified [29, 30].
The self-organization of CdSe and CdSe/CdS nanorods into nematic, smectic, and
crystalline solids by a slow destabilization of the respective nanoparticle solution (the
diffusion of a nonsolvent into the colloidal solution of nanorods) was demonstrat-
ed [31]. The colloidal crystals of nanorods obtained showed a characteristic birefrin-
gence which was assigned to a specific spherulite-like texture of each nanorod
assembly. The fact that the nanocrystal building blocks present in the superlattices
were in the closest possible proximity may have led to an efficient energy transfer as
well as electronic interactions, and to the formation of collective electronic states
related to the bulk supercrystalline structure, and to crystal defects as well as to
surface states. Nonetheless, the physico-chemical characterization of these promis-
ing novelmaterials remains in its infancy. Among others, an efficient energy transfer
in the CdSe closely packed solids has been reported, as has been a weak fluorescence
from the surface of CdSe supercrystals [32], energy transfer and fluorescence
quenching in binary CdSe:Au superlattices [33], fluorescence from organized

Figure 4.1 (a) Schematic illustration of superlattice formation from colloidal solutions of 3.5 nm
CdSe nanocrystals in toluene; (b,c) Optical micrographs of the evolving nanocrystal superlattices
after fast (b) and slow (c) nucleation. Reproduced with permission from Ref. [24].

Figure 4.2 Transmission electron microscopy
(TEM) images of superlattices formed from
CdSe nanocrystals. Different orientations
of the CdSe nanocrystal superlattice with

corresponding fast Fourier transforms as
insets leading to the assignment of fcc-like
packing of the particles. Reproduced with
permission from Ref. [24].
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assemblies of CdSe/CdS heterostructure nanorods [31], as well as enhanced thermo-
power in PbSe superlattices [34].

In addition to the above-described self-organization, there exist other approaches
to the formation of superlattices, including the use of bacterial S-layers as templates
for the nucleation of ordered 2-D arrays of CdS nanocrystals [35], crystallization on
other periodically patterned surfaces [36], or the �lost-wax approach� (as reported
recently), in which polymer templates are first formed from silica colloidal crystals,
with subsequent filling of the evolving voids of the porous polymer with a variety of
colloidal particles [37]. Filling of the voids of �artificial opals� (periodic structures
formed from, for example, SiO2, latex, or polymethylmethacrylate spheres) with
semiconductor nanocrystals such as CdSe [38], followed by destruction of the
template, leads to so-called �inverse opals,� which are of eminent interest in the
evolving field of photonics. Another procedure yields CdS nanoparticles inside 3-D
hexagonal mesoporous silica films [39]. Dimethylaminoethanethiol-stabilized CdTe
nanocrystals may self-assemble due to charge–dipole interactions, to form free-
floating 2-D sheets [40, 41]. One area still to be approached with group II–VI
semiconductor materials is the �nanotectonic� approach, in which 3-D objects
are formed via a template-directed assembly, using nanocrystals as the building
units [42, 43].

Based on studies of the formation of amorphous 3-D arrays of CdSe nanocrys-
tals [44] and of compact round disks of similar particles [45], a step forward was
proposed by Ge and Brus, who reported planar monolayer aggregates that consisted
of 80–100 identical 4 nm CdSe nanocrystals which diffused on planar graphite
surfaces [46]. Subsequent investigations into the collective motion of a very small
nanocrystal superlattice have opened up yet another new field of research.

4.1.2
Layers of Semiconductor Nanocrystals

Layers of semiconductor nanoparticles may be prepared, in a variety of ways,
either from preformed colloids via techniques such as spin-coating or LbL assembly,
or from ionic, atomic or molecular precursors via, for example, electrodeposition,
chemical vapor deposition (CVD), or metal-organic chemical vapor deposition
(MOCVD). Selected examples of layered structures, derived from a wealth of
reports, are described here as examples, together with some attempts at their
characterization.

At a relatively early stage in the development of the field, the Langmuir–Blodgett
(LB) technique was recognized as a useful tool for preparing thin layers of nano-
crystalline materials, as well as for controlling parameters such as film composition
and thickness. Based on the results of earlier studies performed in 1992 [47–51],
Grieser et al.used the LB technique to generate not onlymultilayerfilms ofCdS,CdSe
and CdTe, but also mixed crystal compounds such as CdSxCdSe1�x, CdSxCdTe1�x

and CdSexCdTe1�x [52]. Most of the films are formed from multilayers of cadmium
arachidate that are exposed toH2X (X¼S, Se, Te), andwhich results in a formation of
the respective CdX particles within the matrix of the LB films. The best character-
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ization in terms of particle size is based on the relationship between absorption
energy and size, whereas directmethods such as atomic forcemicroscopy (AFM) and
TEMdo not yield unambiguous results. Onefine example of the early application of a
local probe technique on colloido-chemically derived nanostructures was reported by
Facci and coworkers on similarly derived LB films of CdS particles [53]. The film
formation wasmonitored using XRD, absorption spectroscopy, nanogravimetry, and
scanning tunneling microscopy (STM).

The organometallically derived TOP/TOPO-capped CdSe particles (see Section
3.2.1.3) are also suitable for application asmonolayer-forming elements on the water
surface of an LB trough, as demonstrated by Bawendi and coworkers [54]. Whilst the
results of absorption and luminescence studies have indicated that the monolayers
would retain the optical properties of the isolated crystallites, TEM investigations
have revealed the formation of 2-D hexagonal close-packed regions. Fendler et al. also
described studies with LB-derived films of CdS nanoparticles [55] and other sulfides
and selenides [56]. Characterization of the films included the creation of surface
pressure versus surface area isotherms, in addition to Brewster angle microscopy,
while Ref. [55] focused on the emission properties (spectral and time-resolved) of the
films, and Ref. [56] on methodic issues of the in situ generation of size-quantized
semiconductor particulate films. The emission properties of LB-derived nanocrystal
monolayers were also investigated by Cordero et al. [57] who, by comparing wet and
dry films of CdSe particles with and without illumination, suggested that water
molecules, when adsorbed onto the surface of the quantum dots (QDs), would serve
to: (i) passivate the surface traps, accompanied by an increased emission; and (ii)
oxidize the surface species, so as to introduce new surface defects that would result in
a reduction of the luminescence quantum yield. Xu et al. have demonstrated the
possibility to derive an average limiting nanoparticle area from the p-A isotherms of
the CdSe and CdSe/ZnS TOPO-capped QDs, which could be used to establish an
average size of the QDs if the thickness of the TOPO shell were to be counted [58].
Klimov and coworkers studied the spectrally resolved dynamics of F€orster resonant
energy transfer (FRET) in single monolayers and bilayers of semiconductor nano-
crystal QDs assembled using LB techniques [59]. For a single monolayer, a distri-
bution of transfer times was observed from approximately 50 ps to about 10 ns. This
could be quantitativelymodeled, assuming that the energy transferwas dominated by
interactions of a donor nanocrystal with acceptor nanocrystals from the first three
shells surrounding the donor. These authors also detected an effective enhancement
of the absorption cross-section (by up to a factor of 4) for larger nanocrystals on the red
side of the size distribution; this resulted froma strong interdot electrostatic coupling
in the LB film (the �light-harvesting antenna effect�).

As demonstrated by Heath et al., application of the LB technique in conjunction
with semiconductor nanoparticles may lead to the generation of tunnel diodes [60].
These devices consist of a monolayer of 3.8 nm CdSe nanocrystals and an insulating
bilayer of eicosanoic acid, sandwiched between an Au and an Al electrode. Advanced
spectroscopic techniques such as attenuated low-energy photoelectron spectroscopy
were also applied to LB-derived multilayered nanostructured assemblies of differ-
ently sized CdS particles [61]. Recent examples of applications of the LB technique

316j 4 Organization of Nanoparticles



have included conjugated polymer–CdSe QD nanocomposites suitable for photo-
voltaics [62], the micropatterning of InP and PbSe nanocrystals on silicon [63], and
biosensing based on avidin-modified and LB-assembled ZnS–CdSe QD layers [64].

Both, chemical solution deposition (CD) and electrodeposition (ED) – two alter-
native techniques of film formation – make use of neutral and charged species in
solution. These types of film making are inseparably linked to the name of Gary
Hodes. Although a long list of reports could be cited here, reference is made instead
to a review [65] and to a few examples demonstrating the basic concepts [66–68]. One
method of film formation which has attracted considerable interest in recent years is
the LbL assembly. This method, which was first proposed by G. Decher [69], is based
on the alternating adsorption of oppositely charged species, and was originally
developed for positively and negatively charged polyelectrolytes. It also provides a
useful tool for the assembly of nanoparticles and nanoparticle–polymer composites
on planar substrates, and on other surfaces of different geometries and curva-
tures [70–72]. As seen from Figure 4.3, the formation of monolayers of deposited
material is based on the electrostatic interaction between the nanocrystals and the
surface. Alternation of the sign of the charges of the species to be deposited allows the
multilayers to grow quite thickly, while the introduction of new components in one of
the layers provides the opportunity of virtually unlimited, but controllable, variations
of LbL-multistructure compositions.

Based on its universality, simplicity and low cost, the LbLmethod has become very
widely used, and the list of reports on the subject is very long; hence, only a few recent
examples will be described at this point. One of the most successful applications of

Figure 4.3 Schematic representation of the LbL assembly involving polyelectrolyte (PE)molecules
and oppositely charged nanoparticles. The procedures 1 to 4 can be repeated to assemble more
polyelectrolyte/nanoparticle bilayers.
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the LbL technique is in the fabrication of thin film light-emitting diodes (LEDs).
The LbL-assembled nanocrystal-based LEDs, which originate from the studies
of M. Gao et al., were first built from negatively charged CdSe particles embedded
in poly(p-phenylene vinylene) [73]. A broad, almost white and relatively weak
electroluminescence was observed from devices of this type. As the next step, a
color control of the LbL electroluminescent devices was achieved by using thiogly-
colic acid-capped CdTe nanoparticles of different sizes, alternately assembled with
poly(diallyldimethylammonium chloride) (PDDA) [74]. Further developments of
CdTe-based LEDs have resulted in devices with an external quantum efficiency of
up to 0.51%, and with a reasonably low turn-on voltage of 2.5 V [75, 76]. The typical
electroluminescence characterization, together with a photographic image, of the
best-performing red-emitting LED built from 30 PDDA/CdTe bilayers is shown in
Figure 4.4. The perspectives of this type of device have been discussed recently by
Rogach et al. [77].

Another fascinating area of LbL applications is that of spherical assemblies, where
nanoparticles are assembled on the surfaces of larger polymer or inorganic beads [78].
Examples of these assemblies have shown promise for encoding combinatorial
libraries and bio-recognition [79], in drug-delivery systems [80–82], photonic crys-
tals [83], spherical resonators [84, 85], subwavelength emitters [86], and photonic
molecules [87]. Ultralow-threshold, continuous-wave lasing has been achieved in the
near-infrared (NIR) spectral region (tunable between 1240–1780 nm) at room

Figure 4.4 Efficiency values for a CdTe/PDDA
light-emitting diode (LED). The device showed
an electroluminescence turn on at 2.5 V, and
maximum light outputwas obtained at 3.3 V and
350mA cm�2, with a peak radiated power of
141 nW, corresponding to an external quantum
efficiency of 0.51%. The luminous efficiencies

reached 0.4 cd A�1 and 0.81 LmW�1. The insets
show (a) the emission spectrum of a 30-bilayer
device and (b) a view of the emissive area while
the device is operatedunder standard laboratory
conditions, without sealing or packaging.
Reprinted with permission from Ref. [75];
� 2007, American Institute of Physics.
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temperature in a fused-silica microsphere that has been coated with HgTe QDs [85].
Small polystyrene beads coveredwithCdTenanocrystals, whenmounted at the end of
an optical tip,were used to enhance the signal and improve the resolution of scanning
near-field optical microscopy (SNOM), due to F€orster resonance energy transfer
(FRET) effects [88].

One of the major advantages of the LbL technique is that it can be applied to very
different (i.e., bothmultifunctional andmulticomponent) assemblies, so as to create
a variety of fascinating architectures that allow efficient FRET. For example, LbL films
built fromCdTenanocrystals of twodifferent sizes –one (the donor)with an emission
maximummatching the first absorptionmaximumof another (the acceptor) – shows
a FRET rate of up to 251 ps�1 [89]. In the above-mentioned case, PDDA was used as
positively charged polyelectrolyte to assemble negatively (thioglycolic acid-capped)
charged nanocrystals. In this case, the PDDA layer increased the distance between
the donor and acceptor such that was not optimal for efficient FRET. Subsequently, a
further improvement was achieved by using an alternating deposition of negatively
and positively (cysteamine-capped) CdTe nanocrystals, without any polyelectrolyte in
between [90]. As a result, the FRET rate in the thus-formed nanocrystal bilayers
exceeded 71 ps�1! This efficient energy transfer, combined with a possibility of
building graded semiconductor nanocrystal films [91], has resulted in the LbL
fabrication of exciton recycling structures that possess great potential as building
blocks for energy scavengers [92]. The principle of such an exciton recycling is shown
in Figure 4.5.

Multicomponent composites built by LbL assembly may consist not only of
nanocrystals but also of nanowires, biomolecules, dyes, and functional polymers.
In addition, metal nanoparticles may be employed with potential applications in the
fields of drug delivery and biodetection, energy harvesting, optical signal processing,
and emission enhancement or quenching [70, 93].

Generally, the LbL deposition has been shown possible for all types of semi-
conductor nanoparticles synthesized in water, including ZnSe [94], CdS [95],

Figure 4.5 Exciton recycling in a
LbL-assembled graded CdTe nanostructure.
Excitons in the six layers of smaller-sized
nanocrystals (NCs) may be trapped in surface
states. However, the trapped excitons can be
transferred very efficiently from layers with

smaller NCs to layers with larger NCs.
Most importantly, these recycled excitons
finally reach the center layer of red-emittingNCs
with only low excess energy, which reduces the
probability of being trapped. Adapted with
permission from Ref. [92].
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CdSe [73, 96], and HgTe [97, 98], because these types of particles are charged. In
order to apply LbL deposition to nanoparticles synthesized in organic solutions and
stabilized by nonpolar molecules, a surface capping exchange must be utilized
whereby, among others, nonpolar surfactants can be efficiently exchanged with
mercaptopropionic or mercaptoundecanoic acids, with the resultant nanoparticles
dissolving readily in aqueous solution for further use in LbL assemblies.

A report by Gao et al. [99] was devoted to the lateral patterning of CdTe nanocrystal
films by a modification of the conventional LbL technique, namely by using an
electric field. The idea here is that the electric field will direct the spatially selective
deposition of the LbL films, such that binary patterned arrays of films containing two
differently sized CdTe nanocrystals and a polyelectrolyte can be produced on
conductive indium–tin oxide electrodes in a multistep process. The impressive
results of these operations are displayed in Figure 4.6. In this case, Figure 4.6a and
b show the differently sized negatively charged CdTe nanocrystals, which are
deposited on either the upper (immersion of the biased electrode into the solution
of the red emitting particles) or the lower (immersion into a solution of the green
emitting particles) biased electrode. Both types of particle are also found in the
unbiased marginal regions; this finally leads to an orange emission in the case of
successive deposition of both sorts (cf. Figure 4.6c and the corresponding emission
spectrum on the left-hand side of the figure).

Figure 4.6 Photographs of lateral structures selectively formed by green- and red-luminescing
CdTe nanocrystals via an electric field-directed LbL assembly, and the corresponding emission
spectra. Reproduced with permission from Ref. [99].
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Several other techniques have also been utilized for film formation, including drop
casting (e.g., CdSe on a Pt electrode in order to study electrochromic effects in
nanocrystal films [100]), spin casting (e.g., composite films of CdSe and electron-
transporting block copolymers [101]), photochemical deposition (e.g., CdSe films from
aqueous solution [102]), and electrospray organometallic CVD for the formation of QD
composites [103].

Thiol-capped nanocrystals (e.g., CdTe or ZnSe)may be self-assembled with at least
50% coverage efficiency on freshly cleaned gold surfaces [104].

Regardless of the film-formation procedure, the question of the interaction of
semiconductor nanocrystal assemblies still arises, and has been the subject of much
investigation by research groups during recent years. In 1994, Vossmeyer et al.
reported on the absorption properties of very small CdS nanoparticles [8], where a
red shift of the first electronic transition with respect to the transition seen in
solution was observed when compact layers were formed from the material by spin
coating. A comparatively small red shift in the emission spectra of the crystalline
superstructure of CdSe nanoparticles (see Section 4.1.1) with respect to the emission
peaks in solution, can be explained by the small-sized deviations of particles
within the sample, resulting in an energy transfer from the smaller to the larger
particles [21, 105, 106]. Similar observations were made for group III–V semicon-
ductor nanocrystals of InP [107]. Artemyev et al. prepared unstructured solids also
from CdSe nanoparticles with polymers acting as spacers, in order to control the
distance between the particles [108–110]. The pure solid that was built up by drop-
casting solutions of semiconductor nanoparticles showed very broad transitions, and
bore a resemblance to a bulk spectrumrather than to isolated absorption bands.Micic
et al. obtained similar results in disordered films of InP nanoparticles [111].
Following studies on the photoconductivity in CdSe QD solids [112], Leatherdale
et al. reported on CdSe particles in different dielectrics [113]. In agreement with the
results in Ref. [8], a red shift of the first electronic transition was found that exhibited
no significant broadening. Kim et al. presented the results of studies monitoring
pressure dependency in solutions and in compact layers of semiconductor nano-
particles of CdSe [114]. In this case, different stabilizing agents were used and, in
contrast to the findings of Leatherdale et al., no red shift was found for the
compact layers of TOP/TOPO-stabilized CdSe particles. Only for those particles
stabilized with pyridine was observed a shift to a lower transition energy. Again,
no significant broadening of the electronic transitions was noted. As noted
in Section 4.1.1, reflection spectroscopy on the cluster crystal compound
Cd17S4(SCH2CH2OH)26 revealed a substantial broadening and a low-energy shift
of the first absorption band which, as a first step, may be explained by both
dipole–dipole interaction and electronic coupling of the nanocrystals in the crystal-
line superstructure.When comparing these resultswith those fromdisordered solids
obtained by spin-coating concentrated solutions of the same material, it was noted
that extreme care must be taken in order to avoid the measurement of artifacts [115].
Themisinterpretation of observed changes in transition energies in these structures
can be avoided by selecting an integrating sphere as the experimental set-up. The
resultant �real� red shift of the transition energy can be explained in a simple picture,
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by the dipole–dipole interactions of the semiconductor nanocrystals in the films.
More elaborate, but theoretical, studies have been undertaken to examine topics such
as exciton dissociation and interdot transport [116], to take into account the dielectric
medium surrounding the nanoparticles [117], and to explain any observed solvato-
chromism in CdSe colloidal QDs. This also takes into account the screening of the
ligand shell [113], and uses pair potentials to predict the phase behavior and
thermodynamics of small particles [118]. Because of its potential applications (based
also on experimental studies of, for example, fast kinetics [119] and electronic
transport in films of colloidal particles [120–124]), this area of research will surely
remain active in the years to come.

4.1.3
Coupling of Semiconductor Nanocrystals

Perhaps one of the most demanding challenges in current preparational research is
the directed coupling of semiconductor nanoparticles. If the QDs were called
�artificial atoms,� this endeavor would yield �artificial molecules,� and the challenge
would be to create such QD molecules in a desired manner to form, for example,
dimers (�two-atomicQDmolecules�) of various compositions, AB4molecules, and so
on. As the field is about to emerge from its infant status, the very first attempts in this
direction are reported in the following sections.

The coupling of semiconductor nanocrystals to, for example, small particles of
metals [125] or insulators [126, 127], is beyond the scope of this chapter. In addition,
the coupling of semiconductor nanoparticles to DNA [128–133] and to other
biological systems [134–140], as well as to organic [141] or metal-organic fluoro-
phores [142] and functional polymers [143], have been excluded at this point, so that
the literature can be more clearly arranged.

A report by Kolny, Kornowski and Weller described the use of an electrostatic
interaction between oppositely chargedCdSnanocrystals [144]. It has been shown, by
using absorption spectroscopy, XRD and high-resolution electron microscopy, that
two types of aggregatemay be formed: (i) complex-like structures, which are obtained
when a large excess of one type of particle is used; and (ii) three-dimensionally
ordered solids, when comparable amounts of the constituents aremixed. In addition,
the strength of interaction between the particles may be controlled by adjusting the
ionic strength of the solution. Another approach relies on the covalent bonding of
different [145, 146] or similar [147] semiconductor nanocrystals. The latter studies
describe the synthesis, isolation and characterization of CdSe-homodimers. When
monodisperse CdSe particles capped with TOPO were treated with various surface-
active species, thiols proved to be a good choice to passivate the surfaces. For coupling
of the nanocrystals, bis(acylhydrazine) was used, which can bridge two semicon-
ductor nanocrystals via its two terminating NH2-groups. Size-selective precipitation
finally leaves mostly homodimers in solution. The covalent coupling of different
CdTe nanocrystals has been reported [145]. In this case, the CdTe particles are
stabilized with thioacids or aminothiols, so as to form an amide bond using
carbodiimide as a mediating agent. Thus, the stabilizing ligands can be used directly
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for the coupling, without a bridging molecule, in contrast to the above-mentioned
case and the findings of Trindade et al. [146], in which the coupling of PbS particles to
CdS or CdSe nanocrystals, via the bridging ligand 2,20-bipyrimidine, was outlined.
A careful analysis of the IR transmission spectra of a sample containing only a
mixture of the two types of nanocrystal, and of a sample of the coupled particles,
revealed the existence of N–H vibrations within the amide group, and a diminish-
ment of the O–H vibration in the carbonyl group due to the coupling reaction [145].
These authors also stated that a possible alternative interpretation should be
considered. In their own words:

�Since the nanocrystalline powders are washed with buffer solution and dried
in a vacuum in order to perform the IR measurements, the existence of
coupled stabilizers without connection to at least one nanocrystalline surface
can be excluded.However, it is conceivable that some of these �amide bridges�
fall off the nanocrystal on one side. As the S–Hbond vibrations are detected in
neither Raman nor IR spectroscopy, this hypothesis cannot yet be verified.�

The study of interactions in this type of covalent assembly, as compared to those
built electrostatically (due to opposite surface charges of thioacid- and thioamine-
stabilized nanoparticles), showed FRET rates between nanocrystals in both types of
assembly in the range of 1010–1011 s�1, this being relatively faster in the case of
covalent-coupled assemblies due to the shorter interparticle distances and direct
covalent interactions [148]. Divalent, positively charged Ca2þ ions can serve as
electrostatic chelating linkers capable of inducing the clustering of CdTe nanocrystals
(NCs) through coordination to the negatively charged carboxylic groups of thiogly-
colic or mercaptopropionic acid ligands [149]. Moreover, the addition of sodium
carbonate, which binds Ca2þ , reverses the clustering process. An efficient FRETwas
found to be responsible for changes in the emission spectra and the luminescence
decay times of both binary- and ternary-sized CdTe NC clusters. Together with
theoretical investigations [18, 150, 151], this subfield of nanoscience is expected to
continue and to grow in stature as more sophisticated preparational attempts are
launched and new demands from the applications area are imposed.
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4.2
Metal Nanoparticles

G€unter Schmid, Dmitri V. Talapin, and Elena V. Shevchenko

The organization of metal nanoparticles is, like that of semiconductor nanoparticles,
of vital relevance. The ultimate goal of all efforts in producing and investigating
semiconducting or metal nanoparticles is their use in optoelectronics, nanoelec-
tronics, storage systems, and so on, based on the size-quantized properties of these
miniaturized materials. The fact that the electronic properties of metal particles
are dramatically changed if their size falls below a well-defined limit, makes them
very promising candidates for components such as single-electron switches and
transistors. The organization of these particles into three-dimensional (3-D), two-
dimensional (2-D) or even one-dimensional (1-D) systems seems indispensable if
specific functions are be called upon. Consequently, this chapter describes the present
state of the art with respect to 3-D, 2-D, and 1-D arrangements ofmetal nanoparticles.

4.2.1
Three-Dimensional Organization of Metal Nanoparticles

In principle, the 3-D organization of building blocks ofmatter occurs simply by nature
- referred to as �crystallization.� So, why should one subchapter be devoted to the 3-D
organization of metal nanoparticles? Typically, ions and molecules forming 3-D
crystals are identical in every respect, and this enables them tobe arrangedperiodically
in three dimensions. This is usually not the case for building blocks at the nanometer
scale. Nanoparticles, which traditionally are also called �colloids,� usually differ not
only in size but also in structure. The surprising discovery with respect to the crystal
formation of nanoparticles during the past decade was that, in spite of not having fully
identical building blocks, 3-D organizations and (aswill be shownbelow) 2-D andeven
1-D arrangements becomeavailable if specific conditions are fulfilled.Of course, there
is a continuous transition from 1-D to 2-D, and from 2-D to 3-D. In the following
sections, the assemblies of somemonolayers will be considered as quasi-2-D systems
or thin films, rather than as 3-D architectures. In fact, 3-D crystals are considered to
exhibit dimensions in the a, b, and c directions of the same order of magnitude.

Usually, nanoparticles to be 3-D assembled to superlattices are covered by a shell of
stabilizing ligand molecules; these protect the particles from coalescence and also
make them soluble in appropriate solvents.

A variety of 3-D superlattices formed from metal nanoparticles has been re-
ported [1–8]. For instance, gold nanoparticles, when stabilized by alkylthiolates RS�

(R¼ n-C12H25) and rather narrowly distributed in size, could be obtained by the
repeated fractional crystallization of a mixture of 1.5–3.5 nm particles from unpolar
solvents. The success of fractionation was controlled bymass spectroscopy [6]. Based
on these data, definite numbers of atoms could be assigned to the particles of distinct
fractions (e.g., 140, 225, 314, and 459), all of which consisted of fcc-structured
octahedra. Solutions of these remarkably well-defined particles can be used to
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generate 2-D assemblies (see Section 4.2.2), and also for growing 3-D crystals of
considerable extension. The Au459 fraction forms well-shaped crystals of up to
approximately 40mm in length [6]. Clearly, no coalescence occurs during crystal
formation as the crystals are highly soluble in nonpolar solvents. Assembly of the
nanoparticles causes a change in color, from the well-known purple color of
individual colloids to a metallic-like luster.

Superlattices of 5.0 nm silver nanoparticles have also become available from
alkylthiolate-protected colloids [7–9]. Subsequent examination using high-resolution
transmission electron microscopy (HR-TEM) permitted quite precise information
regarding the architecture of the crystals to be obtained, and confirmed that these
materials consisted of highly ordered truncated octahedrons (see Figure 4.7).

Crystals of up to �5 mm edge length could be grown on the TEM copper grid
from solution, while 3-D superlattices of thiol-stabilized 5–6 nm gold particles
have also been described [10]. Micron-sized 3-D crystals of the well-known gold
cluster compound, Au55(PPh3)12Cl6, were formed from dichloromethane (DCM)
solution, simply by evaporating the solvent [11], although this was not surprising as
these very small nanoparticles are indeed identical in size and shape. However, the
growth of larger crystals fails due to a rapid decomposition of the clusters in solution,
over the course of only hours. Although the rapid removal of solvent results in small
crystals, they are more or less perfectly organized, as indicated by TEM imaging and
small-angle X-ray diffraction (SAXRD) measurements. In this case, the 2q angle of
4.3� corresponds with a d-value of 2.05 nm, in agreement with an fcc arrangement of
the clusters of an effective size of 2.3–2.4 nm, including the ligand shell. Based on
TEM studies, the hexagonally close-packed arrangement of the clusters could also be
deduced, in agreement with the SAXRD results.

Independent of the dimensionality, the organization of metal nanoparticles
seemed to be linked with the existence of a protecting ligand shell that enveloped
the particles� surfaces. The most important reason for this condition was seen as a
necessity to grow the arrangements from solution.

Figure 4.7 Sketch of a superlattice of truncated octahedral 5.0 nm Ag nanoparticles.

4.2 Metal Nanoparticles j329



The soft removal of ligands from protected particles in solution might represent
one way of realizing the generation of defined, �naked� nanoparticles. On the other
hand, it is well known that the quantitative elimination of a ligand shell cannot be
induced by heat treatment. As early as in 1986, it first emerged that naked metal
clusters could organize themselves in an ordered manner, when the mild electro-
chemical decomposition of Au55(PPh3)12Cl6 in solution resulted in the formation of
naked Au13 clusters (the inner cores of Au55), together with Ph3PAuCl and bulk gold.
The Au13 clusters were found to build up clusters of clusters of the type (Au13)n
[12, 13]. Subsequently, secondary ion mass spectrometry (SIMS) investigations of
Au55(PPh3)12Cl6 resulted in similar species, as identified by masses which corre-
sponded to (Au13)n, with n-values of up to 55 [14, 15].

The generation of bare Au55 clusters under mild conditions later became possible
by a surprising reaction: a thiol-terminated fourth-generation dendrimer with 96 SH
groups (G4-SH) on its surface reacts with Au55(PPh3)12Cl6 in solution with quan-
titative elimination of PPh3 and Cl ligands [16].

The reason for removing the ligand shell is to be seen in a formal substitution of the
phosphines by the stronger thiol groups of the dendrimers, which are used in large
excess. Ligand-free clusters on the dendrimers� surface clearly are not irreversibly
fixed, but can move on the equivalent surface positions so as to finally achieve
contact with a second, third, fourth. . . other bare cluster, with the formation of strong
metal–metal bonds. The process can be described as a crystal growth in a matrix of
organic material, with growth continuing until the solubility is exceeded. The
possible formation of isolated microcrystals consisting of only Au55 building blocks
is illustrated, in very simplified manner, in Figure 4.8. One of these perfectly shaped
crystals is shown in Figure 4.9.

Figure 4.8 Schematic representation of the formation of Au55 microcrystals inside a matrix of
G4-SH dendrimers.
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Surprisingly, not only are the PPh3 ligands removed so as become detectable in
solution, but also the Cl atoms have disappeared, as demonstrated by the lack of a
characteristic Au–Cl vibration at 274 cm�1 in the infra-red (IR) spectrum.

The most important question is, how do the bare Au55 clusters organize them-
selves to produce these perfect-looking microcrystals? A combination of detailed
TEM, SAXRD and wide-angle X-ray diffraction (WAXRD) showed that the cubo-
octahedrally shaped Au55 clusters clearly touched each other via their edges, in a very
regular manner, so as to build up superlattices of an architecture (as shown
schematically in Figure 4.10).

These results show, impressively, that the organization of metal nanoparticles
need not be limited to ligand-protected cases, but that ligand-free particles can
also be organized in 3-D fashion to build up new modifications of metals – in this
case, gold.

In contrast to the microcrystals formed of Au55(PPh3)12Cl6, which have been
intensively investigated with respect to their electronic characteristics, the 3-D
assembliesofbareAu55 clustershavenot yet beensubjected tophysical investigations.

It has been shown that 3-D superlattices of larger, ligand-protected Ag–Au alloy
nanoparticles of narrow size-distribution are formed on solid substrates during
solvent evaporation [17]. Truncated cubo-octahedrons, as well as multiply twinned
icosahedrons, show the same tendency to grow three-dimensionally under appro-
priate experimental conditions. The truncated cubo-octahedrons alloy particles are
available either with different compositions of the same size or of same composition,
but with different sizes. Single crystalline forms of truncated cubo-octahedrons exist
in three different packing patterns, whereas the icosahedral species form a hexag-
onally close-packed structure. The TEM images in Figure 4.11 show such icosahedral
Ag–Au alloy nanoparticles as multi-layer (Figure 4.11a) and two-layer (Figure 4.11c)
versions, together with a FFTpattern (Figure 4.11b) and a model of the superlattice
(Figure 4.11d).

Figure 4.9 TEM image of an Au55 microcrystal with a skin of G4-SH dendrimer molecules.
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The self-assembly of monodisperse magnetic nanoparticles into ordered 3-D
superstructures is usually achieved by the slow destabilization of a colloidal disper-
sion. Indeed, if the evaporation rate of a solvent is relatively high, close-packed glassy
films of nanoparticles with a short-range order are formed [18]. On the other hand,
superlattices with a low concentration of lattice defects and a long-range order of
nanocrystal arrangement can be formed if the particles are mobile, and have
sufficient time to find their lowest energy sites in the superstructure. For example,
the slow evaporation of a high-boiling carrier solvent at increased temperatures
(50–60 �C)was used to formordered superstructures ofmonodisperse cobalt [18–21],
nickel [19], and magnetite [22] nanoparticles. Recently, a technique has been
developed for growing macroscopic crystals (so-called colloidal crystals) that utilizes
monodisperse semiconductor ormetal nanoparticles as building blocks [23–25]. The
method is based on the gentle destabilization of a colloidal solution, induced by the
slow diffusion of a nonsolvent into a concentrated solution of monodisperse
nanoparticles inside a vertically positioned glass tube (see Figure 4.12). The colloidal
crystals nucleate and growpreferentially on thewalls of a glass tube, with the growing
process normally taking several weeks. The spatial distribution of local oversatura-

Figure 4.10 Magnified TEM image of an Au55 microcrystal and crystallographic data from SAXRD
and WAXRD studies. The hkl values 111 and 110 are reduced by 5% due to the size-determined
contraction of Au–Au distances in small particles.
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Figure 4.11 TEM images of Ag–Au alloy nanoparticles. (a) A multilayer; (b) The FFT pattern;
(c) A two-layered sample; (d) The calculated model.

Figure 4.12 Schematic outline illustrating the concept of the three-layer oversaturation technique
used for the crystallization of monodisperse FePt and CoPt3 nanoparticles.



tions caused by the diffusion of a nonsolvent determines the quality of the colloidal
crystals. In order tomake the oversaturation front less sharp, as in the case of a direct
solvent–nonsolvent contact, a buffer layer with low (but not negligible) solubility for
nanocrystals was inserted between the solvent and nonsolvent layers. This allowed
the preparation of perfectly faceted colloidal crystals of monodisperse CdSe [23],
FePt [24] and CoPt3 [26] nanocrystals, with sizes ranging from tens up to hundreds
of microns.

The optical images inFigure 4.13a andb show theFePt colloidal crystals adhering to
the glass. The crystals were grown on a slide, preferably in the form of faceted
triangular or hexagonal platelets, and reached 10–30mm in size, and crystals of a
pyramidal shape were also observed. Subsequent studies using scanning electron
microscopy (SEM) allowed a closer examination of the morphology of these colloidal
crystals. In the case of FePt, faceted triangular platelets, incompletehexagonal platelets
and tetrahedronal colloidal crystals with imperfect sides showing terraces and cleaved
ledges (Figure 4.13c–e) were clearly distinguishable. Figure 4.13f shows a TEM image
taken from a small fragment of the FePt colloidal crystal obtained by mechanical
grinding and treatment in an ultrasonic bath. Hexagonal arrangements of nanocrys-
tals (i.e., the building blocks of the colloidal crystals) can be clearly seen at the edges of
the crystalline pieces. Figure 4.14 shows the SEM images of well-facetted hexagonal,
triangular and pyramidal colloidal crystals built from CoPt3 nanocrystals.

The arrangement of nanocrystals at the surface of colloidal crystals can be
investigated using HR-SEM (Figure 4.15). Thus, the ledges and terraces of ordered
CoPt3 nanoparticles are clearly seen at the surface of colloidal crystal. These 6.3 nm
CoPt3 nanoparticles are superparamagnetic, with the blocking temperature of 19K.
However, in 3-D ordered structures, dipolar interactions between adjacent particles
can orient themagneticmoments of individual nanocrystals, such that ferromagnetic
domains can appear within the supercrystal, resulting in a considerable increase in
the blocking temperature [21, 27].

The self-assembly of magnetic nanocrystals can also be affected by applying an
external magnetic field. Indeed, it has been found that relatively large external
magnetic fields can disturb the crystallization of magnetic nanoparticles into
macroscopic colloidal crystals, causing the formation of glass-like solids rather than
3-D ordered super-lattices.

Moreover, the direction of the applied magnetic field will influence the morphol-
ogy of self-assembled structures of magnetic nanoparticles [19, 28, 29]. For example,
when the field was applied in plane of the substrate, the deposition of Co nano-
particles led to spindle-shaped superlattices, with their long axes aligned along the
external magnetic field [19, 30]. Within these spindle-shaped aggregates, the indi-
vidualmagnetic nanoparticles showed a near-perfect long-range order [19]. Yet, when
CoPt3 nanocrystals were slowly precipitated in an external magnetic field of 0.5 T,
applied parallel to the substrate, they organized themselves into parallel, equidistant
stripes (see Figure 4.16a). In these structures the periodic stripes of close-packed
CoPt3 nanocrystals were separated from each other by regions where no nanocrystals
were deposited. Moreover, the period of these self-assembled gratings was shown to
decrease with in line with increases in the strength of the external magnetic field.
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A magnetic field, when applied perpendicularly to the substrate, induces the
formation of 2-D hexagonal superlattices of individual Co nanoparticles [30] Pileni
et al. [28] observed the formation of a hexagonal network of about 1mm dot-shaped
aggregates made from 8nm cobalt nanoparticles. CoPt3 nanocrystals (4 nm), when
deposited under amagneticfield of 0.9 Tapplied perpendicularly to the substrate, can

Figure 4.13 Optical micrographs (a,b) and SEM images (c–e) of colloidal crystals of FePt
nanocrystals, illustrating their different shapes; (f) TEM image of the fragment of an FePt colloidal
crystal. Reproduced with permission from Ref. [24]; � 2001, Wiley-VCH.
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self-assemble into needles of diameter 0.1–2 mm and length up to 100 mm
(Figure 4.16b). HR-SEM investigations revealed no long-range ordering of the CoPt3
nanoparticles inside these needles.

The self-organization phenomena in colloids of magnetic nanoparticles (ferro-
fluids) induced by externalmagneticfields has attracted considerable attention on the
basis of importance from both fundamental and applied perspectives [31]. However,
the lack of systematic investigations, combined with some contradictory findings,
have led to these materials remaining a relative novelty. Wirtz et al. [32] have
suggested that the formation of macroscopic 1-D periodic patterns composed of

Figure 4.14 SEM images of colloidal crystals of CoPt3 nanoparticles, illustrating their different
shapes. Reproduced with permission from Ref. [24]; � 2002, American Chemical Society.

Figure 4.15 HR-SEM images of the surface of a CoPt3 colloidal crystal.
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high- and low-concentration regions in a ferrofluid would be possible only in an
oscillating magnetic field. However, Wang et al. have succeeded in forming periodic
branched structures (similar to those shown in Figure 4.16a) under a constant
magneticfield [33]. Recently,Wen et al.modeled the self-assembly of planarmagnetic
colloidal crystals under an external magnetic field using glass microspheres coated
with nickel floating at the interface of two immiscible liquids of different densi-
ties [34]. A hexagonal lattice, in which the lattice constant increased steeply in line
with the increasedmagneticfield strength,was observedwhen themagneticfieldwas
applied perpendicular to the plane of magnetic particles. Tilting themagnetic field at
an angle 60� away from the normal projection transformed the hexagonally ordered
monolayer into equidistant straight chains of particles, aligned along the field [34].
The study of self-organization phenomena in ferrofluids requires extremely mono-
disperse samples of magnetic nanoparticles, mainly because the magnetic dipole
moment of a single-domain nanoparticle is proportional to the third power of its
radius; hence, particles of different sizes will have different susceptibilities to the
magnetic field. Nonetheless, the considerable progress achieved during the past few
years in the preparation of monodisperse magnetic nanocrystals will surely help

Figure 4.16 (a) Stripes of 9 nm CoPt3
nanocrystals deposited in a magnetic field
of 0.5 T applied parallel to a glass substrate;
(b) Needles composed of 4.0 nm CoPt3

nanocrystals deposited in the magnetic field
of 0.9 T, applied perpendicular to a glass
substrate. The image was acquired at 40� tilt
of the substrate.
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towards any further understanding of self-organization and the phase behavior of
ferrofluids.

4.2.2
Two- and One-Dimensional Structures of Metal Nanoparticles

Nature tends to organize materials in 3-D fashion, which is why 2-D and 1-D
assemblies usually do not grow, except under special experimental conditions. As
noted above, the formation of 2-D assemblies is also possiblewithout having identical
building blocks. Moreover, tolerance with respect to deviations from size and shape
has been found to be even greater than in the 3-D case. Consequently, the formation
of 2-D structures of metal nanoparticles has developed into a major field in the
nanoscience, with promising aspects regarding future applications.

The generation of 2-D and 1-D structures of metal nanoparticles can be achieved
using very different techniques of: (i) self-assembly; (ii) guided self-assembly; and (iii)
aimed structures. Examples of these three principal routes are presented and
discussed in the following subsections.

4.2.2.1 Self-Assembly
Although the self-assembly of nanoparticles on appropriate substrates is, without
doubt, the simplest way to produce monolayers, the method suffers from several
disadvantages, mainly that little or no influence can be exerted on the structure and
extension of the monolayers. The formation of self-assembled monolayers (SAMs)
depends on experimental conditions, making reproducibility difficult. Nevertheless,
many quite impressive 2-D structures of metal nanoparticles have become known
during the course of the past decade.

One of the first hints that gold nanoparticles (AuNPs) could be deposited in an
orderedmannerwas provided by Schiffrin et al. [35], when 8 nmgold particles, which
had been prepared in a two-phase liquid–liquid system and stabilized by dithiols [36],
provided crosslinked assemblies for which the quality of ordering was rather limited
compared to recent results. Nonetheless, these preliminary findings confirmed that
2-D self-assembled arrays could be produced.

The same research group, and others, have subsequently contributed considerably
to the improvement of 2-D architectures by varying the experimental conditions [37].
Now, instead of dithiols, tetra-alkylammonium bromides [38], [R4N]

þBr�, are used,
whereby the separation of the clusters depends on the chain length of R in [R4N]

þ .
Bilayered structures were also prepared using these particles, and formed unusual
patterns owing to the occupancy of two gold saddle sites, leading to linear and circular
arrangements. The reason for this unexpected structure is to be seen in the balance
between local electrostatic repulsion and dispersion forces between the ammonium-
stabilized particles.

Schiffrin et al., also for the first time, made another important discovery when
they fabricated bimodal ensembles of nanosized gold particles. Alkanethiol-stabi-
lized AuNPs of different (but well-defined) sizes can organize in 2-D fashion,
namely with size segregation, with each region consisting of hexagonally close-
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packed structures, randomly positioned particles and, most importantly, also
ordered bimodal arrays.

�Alloy-like� bimodal 2-D structures, consisting of two differentmetals, are likewise
available, as shown for both silver and gold [39, 40]. There appears to be a relationship
between the geometric packing of these sphere-like particles and that of intermetallic
alloys on an atomic scale. This follows the well-known Laves rules [41], which
describes the ratio of the atomic radii rA and rB of two metallic species rA/rB (where
rA> rB), and of the local number ratio of the twometals nA/nB. Furthermore, there are
polarizability components to be considered. In the case of only one metal of two
different particle sizes (<10 nm) the 2-D lattice structures mainly depend on the
ratios nA/nB and rA/rB, since polarization effects can be neglected. AB2 structures are
formed if nA/nB¼ 0.5, and if 0.482< rA/rB< 0.624. If, however, nA/nB¼ 1 and
0.27< rA/rB< 0.425, then AB lattices with NaCl structure result. Both alternatives
are sketched in Figure 4.17.

An Au/Ag mixture, the particles of which are approximately the same size, gives
only randomly oriented colloids. However, an Au: Ag mixture (10 : 1) with 8 nm Au
and5 nmAgparticles results in anAB2 superlattice, in agreementwith the Laves alloy
rules. It should be stated that these comparisons of true alloys with mixtures of
nanoparticles of different sizes are not really permissible, as the conditions do not
correspond. For instance, the fact that the nanoparticles are ligand-stabilized means
that the metal cores do not actually touch each other; however, as a simple model to
understand the different structures of the 2-D superlattices, this is quite satisfactory.

When two monodisperse colloids of CoPt3 nanocrystals (4.5 nm and 2.6 nm
diameter) were mixed together, followed by a slow evaporation of the solvent, an
AB5-type superlattice analogous to the structure of intermetallic compound
CaCu5 [42] was obtained (Figure 4.18) [26]. A similar structure was observed for
binarymixtures of latex spheres of two different sizes [43, 44]. In the first plane of this
lattice (Figure 4.18), each 4.5 nm CoPt3 nanocrystal is surrounded with a hexagon
formed by 2.6 nm nanocrystals. The second plane consists only of hexagons of small
particles, while the third plane repeats the first.

Well-ordered and largely extended (up to 1 mm) 2-D superlattices by the self-
organization of silver and gold nanoparticles, protected by alkylthiolates, were
identified by Whetten et al. in connection with the formation of 3-D assemblies
(see Section 4.2.1) [6, 7]. The Ag particles were produced using a special aerosol
technique in which elementary silver was evaporated at 1200–1500K into an
atmosphere of helium, followed by a cooling step to produce 4–5 nm Ag particles
that were finally co-condensed with an excess of alkylthiols (C12 chains) [7].

The AuNPs were the same as those used for the fabrication of 3-D crystals [6]. In
this case, fcc-structured monolayers andmultilayers were formed, from solution, on
carbon-coated copper grids (detailed structural investigations are provided in the
original reference).

Notably, several other groups also contributed to this development during the late
1990s, mostly also using the noble metals silver and gold [10, 45–47].

A spontaneous self-assembly was observed when colloidal solutions of CoPt3
nanocrystals were spread onto a substrate with subsequent slow evaporation of the
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carrier solvent [25, 26]. Depending on the particle size and conditions of solvent
evaporation, several types of self-organized superstructure were obtained.
Figure 4.19a shows a TEM overview image of a close-packed monolayer of 4.8 nm
CoPt3 nanocrystals. If the surface coverage with nanocrystals was thicker than one
monolayer, then nanocrystals of the second layer occupied positions between the
nanocrystals in the first layer (Figure 4.19b and c). Owing to the relatively large
interparticle spacing (ca. 2.5 nm) maintained by the bulky 1-adamantanecarboxylic
acid (ACA) capping ligands, two layers of CoPt3 nanocrystals form the above-
mentioned structure, were observable for the different nanocrystal sizes. The third
layer of nanocrystals occupied the positions typical for the cubic close-packed (ccp)
structure (Figure 4.19d and e). Figure 4.19e shows a magnified image of a three-
layered assembly of CoPt3 nanocrystals about 4.0 nm in size. The difference between

Figure 4.17 Sketch of 2-D AB2 (a) and AB (b) superlattices.
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the phase contrast of the two underlying layers and that of the darker third layer,
allows each nanocrystal to be attributed to the layer in which it is placed, and leads to
the conclusion thatCoPt3 nanocrystals are packed into a ccp-like superlattice inwhich
the nanocrystals are separated from each other by thick (2.5 nm) organic shells.
Figure 4.19f shows a TEM image of multilayer 3-D superlattice, where the 4.5 nm
CoPt3 nanocrystals are arranged in a nearly defect-free 3-D structure exhibiting long-
range order. The graphical illustration (Figure 4.19g) clarifies the three-layer ar-
rangement of the CoPt3 nanocrystals.

The shape of individual nanocrystals can greatly affect the morphology of self-
assembled structures [48–50]. In the case of spherical particles, the lattices of
individual nanocrystals are randomly oriented within a superstructure, as a rule.
However, faceted – and, in particular, cubic – nanocrystals can form �lattice-matched
superstructures� where each nanocrystal has the same orientation as its neighbors
(Figure 4.20). Such superstructures are of interest for creating materials with high
magnetic anisotropy constants, due to the possibility of aligning the easy magne-
tization axes of individual nanocrystals. The high magnetic anisotropy of CoPt3

Figure 4.18 (a) Schematic view of an intermetallic compound CaCu5; (b,c) TEM images
illustrating an AB5-type superstructure formed by CoPt3 nanocrystals with bimodal size distribution.
Reproduced with permission from Ref. [26]; � 2002, American Chemical Society.
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Figure 4.19 TEM images. (a) A monolayer of
4.8 nm CoPt3 nanoparticles; (b,c) Two layers of
3.6 and 4.0 nm CoPt3 nanoparticles; (d) Three
layers of 3.6 nm CoPt3 nanoparticles; (e) Three
layers of 4.0 nm CoPt3 nanoparticles; (f) More

than five layers of 4.5 nm CoPt3 nanoparticles;
(g) Graphical illustration of a three-layer
arrangement of CoPt3 nanocrystals.
Reproduced with permission from Ref. [26];
� 2002, American Chemical Society.

Figure 4.20 TEM images of self-assembled structures of cubic CoPt3 nanocrystals.
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nanocrystals [51] makes them superior candidates for realizing this new type of
artificial solid.

Another exciting example of the effect of particle shape on self-assembly is the
formation of the cobalt nanorod superstructures, as observed by Chaudret et al. [52].
In this case, exceptionally monodisperse cobalt nanorods were synthesized by the
thermal decomposition of a Co(g3-C8H13)(g4-C8H12) organometallic precursor in
anisole at 150 �C, in the presence of hexadecylamine and stearic acid under hydrogen
at a pressure of 3 bar. Upon aging the colloidal solution, the Co nanorods became
stuck to each other so as to forma superstructurewhich consisted of perfectly aligned
nanorods (Figure 4.21). It should be noted that, as the easy magnetization of
individual nanorods were aligned in one direction, a high magnetic anisotropy and
very high coercivity would be expected in the material obtained.

The wetting properties of the substrate can influence the superlattice morphol-
ogy [19]. For example, if the colloidal solution of nanoparticles wets the substrate,
then a 2-D superlattice will grow preferentially, forming a monolayer. As the surface
coverage increases, however, the nanocrystals will adsorb to the ledges and kinks of
the growing structure, so as to form terraces that extend laterally across the substrate.

Figure 4.21 Three-dimensional organization of hcp cobalt nanorods. (a) Side view; (b) Top view.
Illustration courtesy of Dr B. Chaudret.
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In contrast, if the colloidal solution does not wet the substrate, a 3-D superlattice will
grows preferentially, with facets that reflect the packing symmetry inherent in the
nanocrystals. Annealing of the superlattice can alter the packing symmetry of self-
assembled magnetic nanocrystals. When annealing 2-D arrays of e-Co nanoparticles
under vacuum or in an inert atmosphere at about 300 �C, the packing symmetry of
3-D ordered regions was converted from originally hexagonal to cubic [20]. The
internal transition of the nanocrystal structure from cubic e-Co to hcp-Co was
responsible for this change. Further annealing of Co nanoparticles led to a dramatic
change of the crystalline core, with fusing and sintering of the nanoparticles and
destruction of the superlattice. The temperature of nanocrystal coalescence may
depend on the substrate. Thus, no obvious aggregation of PtFe nanocrystals in the
monolayer was observed even at 700 �C on a SiO2 substrate, whereas on an
amorphous carbon surface the particles coalesced at about 530 �C [48, 53].

The monolayers described so far have all been grown by self-assembly processes,
where ligand-stabilized metal nanoparticles are deposited on �innocent� surfaces
from solution, followed by amore or less rapid evaporation of the solvent. Depending
on the concentration and other experimental conditions, those procedures may
occasionally also result in multilayers, or even in small 3-D microcrystals. Self-
assembly processes can, however, also be supported by chemical, electrochemical,
magnetic, or mechanical effects; some examples of these are provided in the
following subsections.

The organization of metal nanoparticles on surfaces is based not only on the
presence of almost identical building blocks and attractive forces between them, but
also on the interaction between particles and surface. Strong bonds between the
nanoparticles and the surface do not normally lead to ordered structures of any
appreciable extension. The reason for this is that chemically bound particles
cannot move sufficiently to support the organization process. For instance, only very
small areas of ordered Au55(PPh2C6H4SO3H)12Cl6 clusters could be obtained on poly
(ethyleneimine) (PEI)-modified surfaces, as the relatively strong acid–base interac-
tions between clusters and surface disturb the organization process [54]. On the other
hand, the lack of any interaction between the surface and the particle may also be
disadvantageous, as there is no reason to deposit from solution as long as solvent is
present. These conditions often end result in the formation of circles of particles,
owing to the drying mechanism of the solvent. Ultimately, the moderate attraction
between nanoparticles and surface were found to be best suited to generate ordered
areas of remarkable extent; the following examples illustrate these findings.

Polymer films on a water surface with an extended p electron system, interacting
weakly with the electronic p system of the phenyl rings of the PPh3 ligands, give
perfectly organized 2-D structures of Au55(PPh3)12Cl6. Examples are poly(p-pheny-
lene-ethynylene) (PPE) derivatives, although poly(vinylpyrolidone) (PVP) and several
other polymers have produced comparable results [55, 56]. In addition, these polymer
films can act as a type of �carpet,� supporting the transfer to solid substrates.

ATEM image of a cutout of cubically organized Au55(PPh3)12Cl6 on a PVP surface
is shown in Figure 4.22 [56]. PVP also supports the formation of quasi-1-D Au55
cluster arrangements.Whendistributed in a thinDCMfilmon awater surface in a LB
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trough, cluster-covered individual polymer molecules can be imaged using AFM.
When the surface pressure is increased, the PVP–nanoparticle wires continuously
form dens filaments, which show numerous knots, leading to a 2-D network [57].
It is assumed that these knots consist of AuNPs since PVP, when imaged under the
same conditions, does not exhibit corresponding behavior. Figure 4.23 shows the

Figure 4.22 TEM image of a cutout of cubically organized Au55(PPh3)12Cl6 on PVP. The insert
shows the diffraction pattern calculated from the recorded image.

Figure 4.23 AFM image of Au55(PPh3)12Cl6 clusters decorating chains of PVP, forming a 2-D
network.
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formation of these filaments, which can be transferred to solid substrates without
degradation because of the linkage via nanoparticles.

The relevance of the weak particle–surface interaction could also be demonstrated
when alkyl- instead of aryl-substituted ligandswere used,when therewas no ordering
process at all. However, if the same clusters with an �alkyl surface� were used in
combination with saturated polymers such as poly(methylmethacrylate) (PMMA),
then a reasonable ordering could be observed again.

Independently of thepolymer, twodifferent arrangements ofAu55(PPh3)12Cl6were
observed,namelyhexagonal andsquare.Although thereason for this isnotquite clear,
it can bepostulated that the veryfirst contact between a few clusterswill be decisive for
the formation of the one or the other structure, as the orientation of the PPh3 ligands
between different clusters could determine further growth. This situation is shown
schematically inFigure4.24a,while a simulationas a full-spacemodel, elucidating the
different densities, is shown in Figure 4.24b (simulations performed byM. B€uhl and

Figure 4.24 (a) Sketches of variously oriented Au55(PPh3)12Cl6 clusters, indicating the PPh3
shapes and their positioning towards each other, resulting in square or hexagonal closed-packed
structures; (b) Full-space models of both orientations.
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F.Terstegen,MaxPlanck Institut f€urKohlenforschung,M€ulheim,Germany). Indeed,
statistical data acquired from many different TEM images clearly show different
cluster–cluster distances, depending on the structure of themonolayers (as indicated
in Figure 4.24a). The TEM image in Figure 4.25 shows a cutout of a perfectly square-
packed monolayer of Au55(Ph2PC6H4SO3H)12Cl6 clusters [55].

DNA is a natural �polymer�molecule that attracts appropriatemetal nanoparticles
by coulombic interactions. Recently, a rather interesting way to ordered arrange-
ments of AuNPs in combination with DNA has been recognized [58], based on the
coulombic interactions between the negatively charged phosphate backbone of
synthetic and of natural DNA and positively charged 3.5 nm AuNPs, prepared from
HAuCl4 and NaBH4 and capped with lysine molecules. Subsequent TEM investiga-
tions of these hybrid systems confirmed the formation of equidistant rows of
nanoparticles between parallel DNA sequences, as shown schematically in
Figure 4.26.

Aunique type of 1-D organizedmetal nanoparticle, in connection with DNA as the
templating material, was observed when l-DNA was reacted with Au55(Ph2PC6H4-

SO3H)12Cl6 [59]. It appeared that these clusters not only interacted with DNA (as did
the above-mentioned 2–3 nm Pt particles) by assembling along the double-stranded
DNA, but also occupied the major grooves of B-DNA, the preferred DNA version in
aqueous solution. Subsequent molecular dynamics (MD) simulations indicated that
bare Au55 clusters of 1.4 nm diameter fitted perfectly into the grooves. The loss of
parts (or even all) of the original phosphine ligands can be understood as a
substitution reaction of phosphines by phosphates of the DNA backbone, acting as
a type of polydentate system; this can be seen in Figure 4.27a. However, the
surprising effect is the degradation of these 1.4 nm particles in the B-DNA major
grooves to 0.6–0.7 nm particles in ultrahigh-vacuum, most likely due to shrinkage of

Figure 4.25 TEM image of amagnified cutout of perfectly square-packedAu55(Ph2PC6H4SO3H)12Cl6
clusters.
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the major grooves of B-DNA, which changes to A-DNA under these conditions.
Again, the grooves of this type of DNA fit perfectly to the observed size of particles,
which agree reasonably with Au13 (see Figure 4.27b). Moreover, these Au13–DNA
hybrid systems become organized in such a way that equidistant wires of nanopar-
ticles result, most likely via gold–gold interactions,. The ordering parameter is,
without doubt, the A-DNA. The simulation and experimental result are shown in
Figure 4.27c.

Whilst the formation of nanowires clearly occurs duringdrying on the grid used for
TEM, Au55 clusters have never been observed to degrade under comparable condi-
tions. This is clearly a unique example of a change inmolecular conformation leading
to a controlled degradation of nanoparticles. Under the conditions of electron beam
irradiation, however, the cluster–DNA hybrid system is rather unstable such that,
during the course of only seconds, the lines break down to form larger gold particles,
the formation ofwhich canbe observedmicroscopically. It is unclearwhether a beam-
conditioned decomposition of DNA, of the wires, or of both, causes the degradation.
Figure 4.28b shows the situation following decomposition of the same area shown in
Figure 4.28a.

4.2.2.2 Guided Self-Assembly
A �guided� self-assembly of AuNPs on patterned GaAs surfaces has been elaborated
by Andres et al., for the development of electronic arrays to create semiconductor
device layers [60]. In this case, a structured Be-doped GaAs layer is first covered by a
monolayer of xylyl dithiol, HS–CH2–C6H4–CH2–SH. Then, if a solution of dode-
canethiol-protected 5 nm AuNPs in hexane is spread onto a convex water surface, a
uniform monolayer of nanoparticles will be formed, in accordance with the above-
described procedure. If the modified GaAs surface is allowed briefly to touch the
nanoparticle monolayer, it will be transferred to the substrate. In this case, it is
assumed that the dodecanethiol ligandmolecules are partially substituted by the xylyl
dithiol covering the surface. The quality of the hexagonal close-packed monolayer of

Figure 4.26 Sketch of an arrangement of DNA/Au nanoparticles. Positively charged 3.5 nm gold
nanoparticles, capped with lysine, add to the negatively charged phosphate backbones of DNA to
build up equidistant rows.
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Figure 4.27 (a) Molecular modeling resulting
from the combination of B-DNA with bare Au55
clusters trapped in the major grooves; (b)
Transition from B- to A-DNA, linked with

shrinking of themajor groves from1.4 to 0.7 nm,
causes degradation of the Au55 clusters to
0.6–0.7nm particles; (c) These hybrid systems
then combine to produce equidistant wires.
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AuNPs can be controlled by transferring samples to the TEMgrids. It is assumed that
the quality of the monolayer does not change if the thiol-modified GaAs surface is
used instead of the grid. This procedure might be of particular interest, since when
self-organization occurs on awater surface, themonolayer will become strongly fixed
to the surface by covalent bonds. Subsequent rinsing of the surface with hexane will
remove any untethered particles, but not those that are chemically fixed.

Recently, LB techniques have also been used to fabricate ordered 2-D structures of
metal nanoparticles, with several approaches having been identified using particles
in the size range of 3 to 5 nm [61–67]. For example, Heath et al. reported [62] that
success in the organization of alkanethiolate-protected nanoparticles with LB tech-
niques depends characteristically on the ratio of ligand length and the surface
pressure.

Figure 4.28 (a) TEM image of gold nanowires, consisting of 0.6–0.7 nm particles (see magnified
cutout) arranged equidistantly (0.5 nm); (b) The same area after continued electron-beam irradiation,
showing the formation of large gold nanoparticles from the wires.
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Ligand-stabilized Au55 clusters of only about 2 nm in size were first organized in
LB films in 2000 [68], but only relatively small ordered areas were observed. Much
better results were obtained when the surface pressure was increased; under these
conditions, Au55 clusters coated with PPh3 ligands (some of which had been
substituted by hydrophilic derivatives to render the particles amphiphilic) formed
much larger areas of ordered particles [69]. Repeated pressing of the films at up to
35mNm�2, with alternating relaxation, led to the production of quite sufficiently
ordered films of 0.25� 0.35mm.

From the moment the photonic bandgap concept was introduced by Jablonovitch
and John [70, 71], materials possessing a 3-D periodicity of the dielectric constant
have attracted increasing attention. The periodically varying index of refraction in
photonic crystals causes a redistribution of the density of photonic states, due to
Bragg diffraction, which is associated with stop bands for light propagation. Chem-
ical self-assembly (bottom-up) methods have been used to prepare 3-D photonic
crystals (so-called �artificial opals�) from colloidal silica or micron-sized polymer
spheres. By using artificial opals as templates, so-called �inverse opals� that possess a
pronounced photonic bandgap can be prepared by the impregnation of voids with
different materials, followed by removal of the spheres via annealing or dissolution,
so as to produce a complete photonic bandgap [72], Magnetic nanocrystals can be
used for the fabrication ofmetal–dielectric inverse opals that are addressable through
an external magnetic field. The SEM image of an inverse FePt colloidal crystal,
obtained by complete impregnation of a 3-D template of monodisperse latex micro-
spheres with FePt nanocrystals, followed by dissolution of the polymer spheres in
toluene, is shown in Figure 4.29.

Self-assembled structures are quite suitable for studying the electronic behavior of
orderedmonomolecular films, and have contributed considerably to the provision of
a better understanding of the quantum size nature of metal nanoparticles. On the
other hand, it is quite clear that metal particles in future nanoelectronic devices
should be in structures in which the QDs should not be self-arranged, but rather are

Figure 4.29 SEM image of an inverse colloidal crystal made from PtFe nanocrystals. Illustration
courtesy of Dr N. Gaponik.
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placed at definite positions. This is a major problem that will only be solved by
techniques other than self- assembling.

Whilst the use of an appropriate template represents one possible route to success,
the templates have still to be developed. Recently, remarkable progress has been
made in the organization of metal nanoparticles to form given structures that has
involved the use ofmicelles. For example,M€oller et al.have usedmicellar structures in
block copolymers as nano-sized reaction vessels to generate and to organize metal
nanoparticles. Although this technique is not based on the self-assembly of metal
nanoparticles, it is linked with the organization of micelles in the polymers. Whilst
the technique differs from the self-assembly processes described above, it cannot be
considered to solve the problem of creating artificial architectures. However, com-
pared to the classical self-assembly procedures, the application of preformedmicelles
will open up novel routes for handling nanoparticles.

A-B diblock copolymers can be used to formmicelles that allow the preparation of
thin, coherent films of well-developed structure [73–79]. For example, both poly
(styrene)-block (b)-poly(ethylene oxide) and poly(styrene)-b-poly(2-vinylpyridine)
have been identified as useful combinations for generating well-ordered compart-
ments in which metal nanoparticles can be fabricated in a variety of ways. The
formation of diblock copolymers from polymer A and polymer B, ultimately
producing nanospheres that can be transferred to films of highly ordered micelles,
is illustrated in Figure 4.30a. The formation of metal nanoparticles inside the
micelles is shown schematically in Figure 4.30b.

As a typical example, the formation of AuNPs is described here [80]. Both of the
above-mentioned block copolymers can be treated with HAuCl4 or LiAuCl4; in this
case, the tetrachloroaurates penetrate into the micelles in nonpolar solution to form
thermodynamically stable dispersions inside the holes, with the solubilization
process being supported by ultrasound irradiation (if necessary). A subsequent
reduction of the gold salts results in the formation of nanoparticles, with suitable
reducers including hydrazine andNaBH4. Dispersion of the generated nanoparticles
can be controlled by the domain structure of the block copolymer [74, 75]. Because of
the reduction mechanisms used, it is not possible to prepare a single gold mono-
crystal per micelle via this method; rather, multiple nanoparticle formation in each
domain is observed. A TEM image of an ordered array of micelles, each loaded with
several gold particles, is shown inFigure 4.31 [75]. In thisway, one single nanoparticle
per micelle can be obtained, even with systematic variation of the particle size, if the
process is performed at the glass-transition temperature (90 �C) of the poly(ethylene
oxide). Particles of 6, 4, and 2.5 nm diameter have been prepared by varying the
loading ratios and the micelle size (see Figure 4.32a–c).

Self-assembly processes leading to film formation usually occur by evaporation of
the solvent from solutions containing loaded micelles. Micellar film formation can
also be brought about by dipping platelets of different materials, such as GaAs, InP,
glass or carbon-coated copper grids, into a corresponding solution, followed by their
withdrawal [81]. Consequently, by using four kinetically controlled steps – reduction,
mineralization, coagulation, andfilm formation – the structure of nanoparticle-loaded
block copolymer composites is possible, the further use of which can be expected.
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Figure 4.30 (a) Formation of diblock copolymers from polymer A and polymer B, resulting in
micelles; (b) Formation of metal nanoparticles inside the micelles.
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Notably, gold is by no means the only material that can be incorporated into block
copolymer micelles. Indeed, other metals such as palladium, silver, and cobalt have
been successfully applied, and even nanoparticles of CdS and PbS have been
generated inside micelles [82].

One interesting and important continuation of this development is the possibility
to remove the diblock copolymer material without losing any ordering of the
nanoparticles, thus generating nanostructures on different surfaces andwith varying
inter-particle distances. For this, M€oller et al. have developed an elegant method to
generate thesematerials on a routine basis, via the use of an oxygenplasma [83–85]. If
ordered micellar films on glass or mica, containing either AuNPs or even the
nonreduced tetrachloroaurates, are treated by an oxygen plasma at 200 W for 20
min, the bare nanoparticles will be deposited on the surfaces, without any loss of the
original order. The formation of nanoparticles from AuCl4

� during the plasma
process can be traced back to the existence of intermediate oxidation products of the
polymer (e.g., CO), and also free electrons. Recent X-ray photoelectron spectroscopy

Figure 4.31 Gold particles inside of an ordered array of micelles.

Figure 4.32 TEM images of gold nanoparticles of various sizes generated in micelles of different
sizes and by different loading ratios. (a) 6 nm, (b) 4 nm, (c) 2.5 nm.
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(XPS) studies have proved the absence of any residual polymer. The as-prepared
particles are strongly fixed onto the surfaces, and cannot be removed by rinsing with
solvents, nor by rubbing with a soft tissue. Another remarkable advantage associated
with this method is the ability to deposit metal nanoparticles onto surfaces. In this
case, the particle size, inter-particle distances – and, thereby, the particle density – can
be varied. In addition, extension of the covered surfaces is, in principle, not limited.
The three examples shown in Figure 4.33 are cutouts of 3� 3 cm areas, demon-
strating the versatility of the method.

The important point here is to use diblock copolymers of different molecular
weights, and of different gold contents. For example, a poly[styrene(800)-b-2-vinyl-
pyridine(HAuCl4)0.5(860)] (numbers in brackets¼monomer units) gives gold col-
loids of 12 nm in height (by AFM) and a periodicity of 80 nm (Figure 4.33a). Typically,
a styrene: vinylpyridine ratio of 325 : 75, with the same equivalent of HAuCl4, results
in 2 nm particles with 30 nm distances (Figure 4.33b), whereas changing the ratio to
1700 : 450 with only 0.1 equivalent of gold acid gives 1 nm particles of 140 nm
periodicity (Figure 4.33c) [83].

Other diblock copolymers and metal compounds such as H2PtCl6, Pd(Ac)2, TiCl4
or FeCl3 have been used successfully in this process. In this case, the less-noble
metals Ti and Fe are deposited as oxides following plasma treatment.

Gold nanoparticles containing films of diblock copolymers can be used for the
nanolithographic structuring of surfaces, and so may contribute to the search for
techniques that allow the routine fabrication of nanostructured surfaces. Semicon-
ductor substrates such as GaAs, InP, or layered systems can be covered by micellar
films containing AuNPs. Subsequently, if such composites are etched by using an
Arþ beam, then nanostructured surfaces will be generated, owing to the fact that the
nanoparticulate gold is much more rapidly etched than either bulk gold or pure poly
(styrene) and poly(vinylpyridine). Hence, all positions containing gold can be
transferred into holes in the underlying semiconductor (as illustrated in Figure 4.34).

In contrast, if a hydrogen plasma is used instead of argon, then all organicmaterial
will first be removed, so that only the metal nanoparticles remain. On subsequent
etching with an ion-beam chlorine plasma, GaAs cylinders of up to 80 nm in height
were prepared [86]. Gold nanoparticles, generated from a gold-loaded diblock
copolymer film by an oxygen plasma, also serves as amask during continued etching
by oxygen [87], such that gold-capped diamondpillarswere generatedwith a diameter
that roughly corresponded to the size of the gold particles.

The use of so-called �S-layers� is a combination of self-organization and spatial
patterning [88]. S-layers consist of 2-Dprotein crystals that are formednaturally as the
outermost cell surface layer (S-layer) of prokaryotic organisms. The subunits can
recrystallize into nanoporousmonolayers in suspension, at liquid–surface interfaces,
on lipid films, or on solid substrates. The S-layers of Bacillus sphaericus CCM 2177
have been used to generate ordered arrays of 4–5 nm gold particles, with a 13.1 nm
repeat distance, fromAuCl– ions [89]. The spontaneous self-assembly of 5 nmAuNPs
was shown to occur at the S-layer ofDeinococcus radiodurans, to producemicrometer-
sized ordered domains [90]. Arrays of 1.9 nm platinum particles were achieved from
Pt salts in the S-layer of Sporosarcina ureae [90]; these were of square symmetry and
had a lattice constant of 13.2 nm.

4.2 Metal Nanoparticles j355



Figure 4.33 TEM images of cutouts of 3� 3 cm areas of gold nanoparticles produced in diblock
copolymers of different molecular weight, and of different gold contents.
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4.2.2.3 Aimed Structures
Until now, the discussions have centered only on the arrangements of metal
nanoparticles that were based on self-assembly mechanisms even if, as in the case
of micellar films, some influence on particle size and periodicity was possible. The
arrangements of nanoparticles completely free fromnatural self-assembly processes,
thus allowing the formation of arbitrary arrays, has seemed possible since Mirkin
et al. developed the process of dip-pen nanolithography (DPN) [91, 92]. This
technique is based on the transport of molecules from the tip of an atomic force
microscope, through a water meniscus, onto a flat surface that attracts themolecules
by chemical bonding. The water meniscus is formed naturally in the laboratory
atmosphere such that, when the tip is moved over the surface, the corresponding
molecules are transported to the surface so as to form programmed patterns. Gold
surfaces are very much suited to decoration with thiol molecules from the tip. The
general method used to deposit regularly oriented nanoparticles onto a surface is
shown in Figure 4.35 [93].

In a second step, an array of dots of molecules that will attract the nanoparticles
are deposited onto the substrate. Although more recently, 16-thiohexadecanoic
acid has been used to bind positively charged particles such as protonated amine-
or amidine-modified polystyrene spheres as building blocks from solution, the
unpatterned regions of the gold substrate previously were passivated using an
alkanethiol.

Figure 4.34 Scheme of etching semiconductor substrates, starting with gold nanoparticles
containing micellar films, and followed by Arþ beam etching to remove the gold nanoparticles.
This forms holes in the substrate with the same diameter as that of the gold nanoparticles.
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Orthogonal gold assemblies have been fabricated by varying this method in such a
way that, after patterning the gold surface with 16-thiohexadecanoic acid and
passivation of the unpatterned regions with 1-octadecanethiol, alkylamine-modified
oligonucleotide (a¼TCTCAACTCGTAA10) becomes chemically bound to the car-
boxylic groups. Several steps of rinsingwith buffer solutions, washingwith deionized
water, and drying then follow. The superiority of the DPN technique has been
impressively demonstrated by adding a second orthogonal structure to the first. In
fact, under normal writing conditions (0.5 nN, 55% humidity, 23 �C), it is possible to
replace 1-octadecanethiol by 16-thiohexadecanoic acid molecules emitting from the
microscope tip. A second, quite different, alkylamine-modified oligonucleotide (b¼
A10CGCATTCAGGAT) is then combinedwith the acid functions (as in the first step),
such that twonanopatterns consisting of two different oligonucleotide sequences can
be created. The a,b-modified substrate is then treated with a0b0 ¼TACGAGTTGA-
GAATCCTGAATGCG, where a0 and b0 are complementary to a and b, respectively.
The deposition of gold nanoparticles of two different sizes occurs by adding a- and
b-substituted 13 nm and 30 nmparticles. The complementary forms of a and a0 and b
and b0, respectively, result in a regular pattern of both types of nanoparticle [94]
althoughclearly, the fabricationof 2-Darrangementsof only one typeof particle is also
possible. The formation of nanostructures via complementary oligonucleotides is
illustrated schematically in Figure 4.36a, while Figure 4.36b shows an AFM topo-
graphic image of the different Au particles after an orthogonal assembly process.

It can be foreseen that not only two different sizes of the same type of metal can be
used to generate those or other structures, but also that different metals can be used,
leading to many possibilities with respect to future applications.

Figure 4.35 Schematic representation of
dip-pen nanolithography. An AFM tip is
loaded by thiol molecules (in this case,
16-thiohexadecanoic acid). Because of the
presence of a �natural� water meniscus,
the thiols are transported onto a gold surface

via the moving tip (a) to form any kind of
pattern (b). Passivation of the unpatterned
regions by alkylthiols (c) enables deposition
of nanospheres with basically modified
surfaces by interactions with the carboxylic
groups (d).
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A template-free fabrication of one-dimensionally organized Au55 clusters using a
controlled degradation of ordered monolayers has been identified. As described in
Section 4.2.2.1, islands of square andhexagonal structures ofAu55(PPh3)12Cl6 clusters
are formed on the surface of water, which was previously covered with a thin film of
clusters in DCM, when the solvent is evaporated. If these islands are then transferred
to solid substrates under well-defined conditions, they will be degraded into strictly
parallel stripes, each consisting of three to four rows of clusters [95]. The optimum
transfer conditions include a 20� withdrawal angle and a speed of 10 cmmin�1. The
formation of these patterns is explained by the oscillation of the watermeniscus at the
water–substrate boundary; the complexmechanism is illustrated inFigure 4.37,where
the monolayer is fractioned parallel to the transfer direction. A TEM image of an as-
prepared pattern of stripes of Au55 clusters is shown in Figure 4.38.

This form of nanoparticles organization is related to a method which is based on
the wetting instabilities of monomolecular layers when transferred onto solid

Figure 4.36 (a) Schematic illustration of the formation of gold nanostructures via
complementary oligonucleotides; (b) AFM image of as-prepared patterns consisting of gold
nanoparticles of different sizes.
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Figure 4.37 Sketch of the mechanism generating stripes of Au55(PPh3)12Cl6 chains by the division
of ordered islands into sections caused by the oscillating meniscus at the water–substrate boundary.

substrates. When low-pressure monolayers of L-a-dipalmitoyl-phosphatidylcholine
(DPPC) are placed on water, they will degrade so as to form a pattern with parallel
hydrophilic channels that are 200–300 nmwide, when transferred to mica at a speed
of 1mms�1 [96]. The channels of such structures can be used to deposit nanopar-
ticles in one direction. Subsequently, thiol-stabilized Au55 clusters, dissolved in
1-phenyloctane, were used to fill the channels, such that aggregates were formed
during removal of the solvent. The DPPC areas were almost completely free of
clusters, owing to their nonwettability.
Because of the magnetic dipolar interactions, a 1-D self-assembly is rather typical

for magnetic nanoparticles. For a magnetic single-domain nanoparticle of radius r,
the magnetic dipole moment arising from the alignment of electron spins, is
m¼ 4pr3Ms/3, where Ms is the saturation magnetization of the respective bulk
material. The dipole–dipole interaction between two magnetic particles at contact
is proportional to m2/s3/ r6/s3, where s is the effective hard sphere diameter,
consisting of themagnetic core diameter and the thickness of the surfactant layer [97].
These dipolar interactions, which favor the head-to-tail arrangement of dipoles, can
compete with nondirectional van der Waals forces and steric repulsion, inducing an
anisotropic agglomeration of nanoparticles. In 1970, de Gennes and Pincus [98]
predicted, on a theoretical basis, that colloidal particles with a magnetic dipole
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Figure 4.38 TEM image of equidistant stripes of Au55(PPh3)12Cl6 clusters consisting of three to
four individual 1-D chains.

moment should be able to minimize the magnetostatic energy via self-assembly into
flexible chains (see Figure 4.39a). Simulations have shown that such chains may be
present in colloids of superparamagnetic particles, even in a zero magnetic field
[99, 100]. Only in 2003, did Butter et al. [101] report the direct in situ observation of
such linear chains of particles present in a dispersion of iron nanoparticles at zero
field. These authors used a cryogenic TEM technique based on a rapid vitrification of
the colloidal solution, followed by low-dose TEM imaging of metal nanoparticles
inside the vitrified film. A clear transition from a single-particle population observed
for 4 nm iron nanoparticles to a system of worm-like chains for particles larger than
about 12 nm was observed, and this was explained by a rapid increase in dipolar
interaction with particle size.
Unpaired dipoles present at the ends of a linear chain of nanoparticles can pair,

yielding the closed ring (as shown in Figure 4.39b). These structures were observed
by Tripp et al. [102] for 27 nm cobalt nanoparticles (weakly ferromagnetic at room
temperature), which self-assemble into bracelet-like rings. Typically, the rings con-
sisted of betweenfive and 12 particles andwere 50–100 nm indiameter. The key point
for selective formation of the nanoparticle rings rather than large aggregates was an
increased viscosity of the solvent during an earlier stage of drying the colloidal
solution on a TEM grid.
An externalmagneticfield orients themagnetic dipoles of individual nanoparticles

in one direction, facilitating the formation of linear head-to-tail superstructures. The
chain of dipole–dipole-interacting nanoparticles will align itself in the direction of an
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externally applied magnetic field (as shown in Figure 4.39c). Another striking effect
of the magnetic field is the dependence of the lateral width of 1-D nanoparticle
aggregates on the strength of the applied field, as was demonstrated by Giersig et al.
using the example of cobalt nanoparticles (Figure 4.40) [30]. Aprogressive increase in
the width of nanoparticle chains with increasing magnetic field can be explained by
the attractive chain–chain interactions between parallel dipolar chains of particles
aligned by a magnetic field [101, 103]. In the case of a substrate positioned vertically,
the self-assembly of magnetic nanoparticles into 1-D chains of variable width has
been explained as a cooperative effect of the external magnetic field and the force of
gravitation [104].

The shape of the magnetic nanoparticles can also affect the preferential di-
mensionality of self-assembled superstructures. Thus, hcp-Co nanodisks, as syn-
thesized by Puntes et al., showed a clear predisposition to stack face-to-face and to
remain perpendicular to the substrate, forming long ribbons (Figure 4.41) [105]. In
the TEM images, these resembled ribbons of nanorods. However, by tilting the TEM
grid the standing disks were seen to vary in thickness when tilted in the short
direction, but to remain of a constant length when tilted in the long direction
(Figure 4.41), thus verifying the disk shape.

Currently, the best tool for fabricating aimed nanostructures is, without doubt, the
atomic force microscope tip; this was used by Mirkin et al. to develop DPN for

Figure 4.39 Dipolar chains formed by
magnetic particles. (a) A semi-flexible chain
of magnetic particles showing the head-to-tail,
paired dipoles in the middle section and the
unpaired dipoles at the ends; (b) A self-

assembled closed ring of magnetic
particles allows all magnetic dipoles to
be paired; (c) Straight chains of
magnetic particles can form and align
in the magnetic field.
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depositing thiolmolecules onto gold surfaces [91, 92]. A similar technique that uses a
position-specific deposition of metal nanoparticles has also been developed, using
the tip of a scanning tunneling microscope to which a voltage has been applied [106]. By
using a potential which is less negative than would be required to generally reduce
metal ions in the relevant solution, only the microscope tip will become loaded with
metal ions. If the tip is moved close to a surface, a small metal bridge between the tip
and surface will be generated; subsequently, on withdrawing the tip, metal nano-
particles will be deposited at the corresponding positions. This rapid and easily
reproducible process is suited to numerous types of metal ions.

Figure 4.40 TEM images of 1-D ordered cobalt nanoparticles self-assembled in themagnetic fields
of different strengths. Reproduced with permission from Ref. [30]; � 2002, Elsevier Science.

Figure 4.41 TEM image of stacked face-to-face
hcp-Co nanodisks. The pictures on the left
correspond to no tilt and those on the right the
pictures on the right 25� tilt. The bar is 200 nm.

Tilting direction corresponds with the
double arrows. Reproduced from Ref. [105],
Copyright 2002,with permission fromAmerican
Chemical Society.

4.2 Metal Nanoparticles j363



Figure 4.42 Generation of Au55 patterns on
a prestructured surface. An alkyl-terminated,
self-assembled monolayer (a) is oxidized
along traces by a metalized AFM tip, inducing
electric pulses (b). Alkene-terminated silanes

are then added specifically to the COOH
functions (c). This is followed by thiolization
of the C¼C-double bonds (d) and the addition
of water-soluble Au55(Ph2PC6H4SO3Na)12Cl6
clusters (e).

Conductive AFM tips can be used to emit electrical pulses to affect the top
functions of orderedmonolayers [107–109]. Here, the tip operates as a nanoelectrical
pen, inscribing chemical information into appropriate surfaces. These traces,
when chemically modified, can then be used to deposit nanoparticles for further
applications.
As canbe seen fromFigure 4.42, aC18 alkylmonolayer on silicon has been oxidized

by a tip-induced nanoelectrical reaction, generating carboxylic functions [110]. A
second self-assembledmonolayer, produced bynonadecenyltrichlorosilane, on top of
theCOOHgroups, functionalizes the carboxylic tracks byC¼Cdouble bonds that can
be attacked photolytically by H2S to give the corresponding thiol-functionalized
pattern. The purpose of using BH3 is to reduce any S–S bonds that might be formed
during the process.When thewater-soluble gold clusterAu55(Ph2PC6H4SO3Na)12Cl6
was used for deposition on the thiolated traces, the structures were remarkably
thermally stable, as demonstrated by annealing up to 120 �C.
By using this technique, J. Sagiv et al. generated a series of planned patterns of

1.4 nm gold particles, the electronic properties of which are known to render them
promising candidates as future single-electron switches. Someof these structures are
shown in Figures 4.43–4.45. Subsequent AFM analyses of the patterns indicated the
existence of single cluster layers; a pattern of parallel wires and the corresponding
distance–height profiles is shown in Figure 4.43. The wires in Figure 4.43a consist of
the bilayer systemonly (step d in Figure 4.42), whereas Figure 4.43b images the same
pattern after the addition of the gold clusters (step e in Figure 4.42). As can be seen
from the distance–height profiles, there is an increase in height from about 2 nm in
Figure 4.43a to about 5 nm in Figure 4.43b, corresponding to a particle height of
about 3 nm. Considering the inherent limitations of the AFM height determination,
this value agrees quite well with the cluster size of about 2.5 nm.
Althoughdetails cannot bedistinguished inFigure 4.43, gold clusters placed in two

densely packed parallel rows can be observed in themagnified cutouts in Figure 4.44,
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Figure 4.43 (a) Lines of SH-functionalized traces corresponding to step (d) in Figure 4.42 and
height profile; (b) Au55-decorated lines corresponding to step (e) in Figure 4.42.The height profile
agrees well with the addition of about 2.5 nm to the 2 nm height of the thiol-functionalized traces.

Figure 4.44 Magnified pieces of Au55 cluster-decorated lines of Figure 4.43, indicating two rows of
clusters per line.
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apparently arranged along the periphery of the tracks. By comparison, Figure 4.45
shows a pattern of dots, each consisting of assemblies of two to three partially
resolved clusters.

The capabilities of this method, provided that the experimental conditions are
optimized, can be seen fromFigure 4.46, where ideal 1-Dwires of individual particles
have become available. Indeed, it should even be possible to place single clusters into
predefined intrawire gaps.

Figure 4.45 AFM images of a regular arrangement of dots of Au55 clusters, each dot consisting of
two to three clusters.
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To date, this route represents the most promising recipe for the creation of
planned architectures of QD although, of course there is still a longway to go before
practical applications become realizable. On the other hand, there exists at present
no other system which could be built up from particles as small as the 1.4 nm gold
particles mentioned above, and which is electronically exposed in such a manner
that single electrons can be used to switch, even at room temperature. This vision
justifies any effort to further improve the techniques to build up working
constructions.

The route to generate aimed structures in general, and those ofmetal nanoparticles
in particular, via the electro-oxidation of SAMs shows great promise. A series of
examples other than those discussed here is available in Ref. [111]. Further devel-
opments of this strategywill be necessary to render it competitive by comparisonwith
current lithographic methods. Although the generation of extended nanostructured
surfaces by means of automated techniques has already been achieved [112], the use
of multi-tip systems should lead to remarkable improvements in the efficiency of the
technique.

At this point, it can be concluded that the organization ofmetal nanoparticles has
developed in a very promising manner. From very simple self-organization via
guided self-assembly to the controlled patterning of surfaces, a wide variety of
routes is currently available that should, in principle, make applications in
nanoelectronics possible. It should be stated, however, that not all of the above-
mentioned organized particles can be used as QDs, as they are still too large to
exhibit the very special electronic properties required for single-electron transitions
at room temperature. These quantum-sized characteristics are discussed in detail
in Section 5.2.

Figure 4.46 Optimized pattern of ideal 1-D cluster wires and single clusters in predefined
intrawire gaps.
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5
Properties

5.1
Semiconductor Nanoparticles

5.1.1
Optical and Electronic Properties of Semiconductor Nanocrystals

Uri Banin and Oded Millo

5.1.1.1 Introduction
Semiconductor nanocrystals are novel materials lying between the molecular and
solid-state regime, with the unique feature of properties controlled by size and shape
[1–8]. Nanocrystals contain hundreds to thousands of atoms, are typically 20 to 200A

�

in diameter, and maintain a crystalline core with periodicity of the bulk semicon-
ductor. However, as the wavefunctions of electrons and holes are confined by the
physical nanometric dimensions of the nanocrystals, the electronic level structure
and the resultant optical and electrical properties are greatly modified. Upon
reducing the semiconductor size to the nanocrystal regime, a characteristic blue
shift of the band gap appears, and discrete level structure develops as a result of the
�quantum size effect� in these quantum structures [9]. In addition, because of their
small size, the charging energy associated with the addition or removal of a single
electron is very high, leading to pronounced single-electron tunneling effects [10–12].
These phenomena provide rich grounds for basic scientific research that has
attracted– and continues to attract – considerable attention. Due to the unique optical
and electrical properties, nanocrystalsmay play a key role in the emergingnewfield of
nanotechnology in applications ranging from lasers [13, 14] and other optoelectronic
devices [15–17], to biological fluorescencemarking [18–20]. At this point, discuss the
optical andelectronicproperties of colloidal grownquantumdots (QDs) andquantum
rods (QRs) are discussed. Of particular interest here is the intuitive and appealing
�artificial atom�picture for the electronic structure of semiconductor nanocrystals. In
this respect, the combination of tunneling and optical spectroscopy methods has
proven to be a powerful approach for the study of size- and shape-dependent level
structure and single-electron charging in these systems.
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Colloidal grown nanocrystals have several favorable features, such as continuous
size control and chemical accessibility due to their overcoating with organic ligands.
This chemical compatibility enables the use of powerful chemical or biochemical
means to assemble nanocrystals in controlled manner [21–27]. Further powerful
control, in addition to size, on optical and electronic properties of nanocrystals has
been achieved using colloidal synthesis. Heterostructured nanocrystals were devel-
oped, consisting of semiconductor shells grown on a core [28–36]. Enhanced
fluorescence and increased stability can be achieved in these particles, compared
to cores overcoated by organic ligands. Shape control was also achieved by correct
modification of the synthesis, allowing the preparation of rod-shaped particles –QRs
[6, 37, 38]. Such QRs manifest the transition from zero-dimensional (0-D) QDs to
one-dimensional (1-D) quantum wires, in the sense that a strong quantum confine-
ment holds for the radial direction, while a weak confinement holds for the axial
direction [39, 40]. Quantum rods exhibit electronic and optical properties that differ
from those of QDs, such as polarized emission [41] that leads to polarized lasing [14].
Additionally, the rod geometry was found to be advantageous in polymer–nanocrys-
tal-based solar cells, due to improvements in charge-transport properties [42]. Further
functionality is afforded by heterostructured seeded nanorods [43–46]. Such struc-
tures combine a 0-D QD seed embedded within a quasi-1-D QR shell. As in the
spherical core–shells mentioned above, the band-alignment in these heterostruc-
tures determines the electronic and optical properties. Aside from the type I band-
alignment, where the core band gap is embedded within that of the shell, a type II
staggered band-offset is also possible, promoting an internal electron-hole charge
separationwhich is important for solar energy harvesting. Thus, the determination of
band-offsets in these systems is of critical importance for understanding their
properties [47].

In this chapter, attention is focused on the electronic structure and optical and
electrical properties of colloidal grown semiconductor nanocrystals, and also on
the application of tunneling and optical spectroscopy to this problem. The
application of optical and tunneling spectroscopy to the study of semiconductor
nanocrystals, molding substances into the artificial atom analogy for their level
structure, is detailed in Section 5.1.1.2, while the theoretical framework to describe
the electronic level structure is described in Section 5.1.1.3. Modifications related
to core–shell nanocrystals are discussed in Section 5.1.1.4, with particular atten-
tion paid to the atomic-like envelope wavefunctions that are visualized using
scanning tunneling microscopy (STM). The electronic properties of QRs are
discussed in Section 5.1.1.5, while Section 5.1.1.6 details the heterostructured
seeded nanorods and introduces an approach to extract the band-offsets. The
results on optical gain and lasing from semiconductor nanocrystals are outlined in
Section 5.1.1.7.

5.1.1.2 Semiconductor Nanocrystals as Artificial Atoms
Since the early studies on the quantum confinement effect in colloidal semicon-
ductor QDs, electronic levels have been assigned according to the spherical
symmetry of the electron and hole envelope functions [9, 48]. The simplistic
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�artificial atom� model of a particle in a spherical box predicts discrete states with
atomic-like state symmetries, for example, s and p. In order to probe the electronic
structure of II–VI and III–V semiconductor nanocrystals, a variety of �size-
selective� optical techniques has been used, mapping the size dependence of
dipole-allowed transitions [49–53]. Theoretical models based on an effective mass
approach with a varying degree of complexity [50, 54], as well as pseudopotentials
[55, 56], were used to assign the levels. One model system that has been studied
extensively in this context is that of CdSe nanocrystals, for which the spectroscopic
mapping of electronic states using photoluminescence excitation (PLE) was per-
formed by Bawendi and coworkers [49, 50]. A size-selective PLE method was also
used to examine the size-dependent level structure of InAs QDs, an additional
system that has attracted much interest [52, 53]. InAs is a narrow-gap semicon-
ductor (Eg¼ 0.418 eV) with a large Bohr radius a0 of 340 A

�
, as compared to CdSe,

which has a significantly larger band gap, Eg¼ 1.84 eV, and a smaller Bohr radius of
55 A

�
. Therefore, both systemsmay serve as a prototypical framework for the study of

quantum confinement effects.
Figure 5.1a shows the typical spectral features measured at 10 K for a sample of

InAs nanocrystals with a mean radius of 2.5 nm. The absorption onset exhibits a
�0.8 eV blue shift from the bulk band gap. A pronounced first peak and several
features at higher energies are observed in the absorption spectra. Band-edge
luminescence is observed with no significant red-shifted (deep trapped) emission,
while in the PLE spectrum a set of up to eight transitions is resolved. The full size-
dependence wasmeasured by changing the detectionwindow, and by using different
samples and a representative set of such PLE spectra, as shown in Figure 5.1b [52].

Themap of excited transitions for InAs nanocrystals was extracted from such PLE
data, and the levels were assigned using an eight-band effective mass model [52].
Briefly, in this approach each electron (e) and hole (h) state is characterized by its
parity and its total angular momentum, F¼ J þ L, where J is the Bloch band-edge
angular momentum (1/2 for the CB, 3/2 for the heavy and light hole bands, and 1/2
for the split-off band), and L is the angular momentum associated with the envelope
function. The standard notation for the electron and hole states is nQF, where n is the
main quantumnumber, andQ¼ S,P,D,. . ., denotes the lowest L in the envelopewave
function. The calculated level separations were found to closely reproduce the
observed strong transitions.

Tunneling transport through semiconductor nanocrystals can yield complemen-
tary information on their electronic properties, which cannot be probed via optical
measurements. Whilst in the optical spectra, allowed valence band (VB) to conduc-
tion band (CB) transitions are detected, in tunneling spectroscopy the CB and VB
states can be separately probed. In addition, the tunneling spectra may show the
effects of single-electron charging of the QD. Such interplay between single-electron
charging and resonant tunneling through the QD states can provide unique
information on the degeneracy, and therefore the symmetry of the levels.

The interplay between single-electron tunneling (SET) effects and quantum size
effects in isolated nanoparticles can be experimentally observed most clearly when
the charging energy of the dot by a single electron, Ec, is comparable to the electronic
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level separation DEL, and both energy scales are larger than kBT [10, 57, 58]. These
conditions are met by semiconductor nanocrystals in the strong quantum confine-
ment regime, even at room temperature, whereas for metallic nanoparticles, Ec is
typically much larger than DEL. SET effects are relevant to the development of
nanoscale electronic devices, such as single-electron transistors [59, 60].

However, for small colloidal nanocrystals, the task of wiring up the QD between
electrodes for transport studies is exceptionally challenging. To this end, various
mesoscopic tunnel junction configurations have been employed, such as the double
barrier tunnel junction (DBTJ) geometry, where a QD is coupled via two tunnel
junctions to two macroscopic electrodes [10, 11, 61, 62]. Klein et al. achieved this by
attaching CdSe QDs to two lithographically prepared electrodes, and observing SET
effects [63]. In this device, a gate voltage can be applied to modify the transport
properties; alternatively, electrical transport through single QDs can be achieved by
using scanning probe methods. Alperson et al. observed SET effects at room

Figure 5.1 (a) Optical spectroscopy of InAs
nanocrystals, with mean radius of 2.5 nm. The
top frame shows the absorption (solid line), and
the photoluminescence (dotted line) for the
sample. The lower frame shows a size-selected
photoluminescence excitation (PLE) spectrum,
where eight transitions are resolved, measured

with a narrow detection window positioned as
indicatedby the arrow in the toppanel. Theweak
transition E2 is not detected in this QD size;
(b) Size-dependent PLE spectra for four
representative InAs QD radii. The band gap
transition (a), and two strong excited transitions
(b, c) are indicated.
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temperature in electrochemically deposited CdSe nanocrystals by using conductive
atomic force microscopy (AFM) [64].

One of the most useful approaches for tunneling-transport spectroscopy on single
nanocrystals is based on the use of STM. For such measurements, the nanocrystals
can be linked to a gold film via hexane dithiol (DT) molecules [12, 65], which enables
the realization of aDBTJ, as shown schematically in Figure 5.2a. AnSTM topographic
image of an isolated InAs QD, 32A

�
in radius, is presented in Figure 5.2a (left inset).

Also shown is a tunneling current–voltage (I–V) curve that was acquired after
positioning the STM tip above the QD. A region of suppressed tunneling current
is observed around zero bias, followedby a series of steps at bothnegative andpositive
bias. Figure 5.2b shows the plot of dI/dV versusV, tunneling conductance spectrum,

Figure 5.2 STMmeasurements on single InAs
nanocrystal 3.2 nm in radius, acquired at 4.2 K.
The QDs are linked to the gold substrate by
dithiol (DT) molecules, as shown schematically
in the right inset. The left inset presents a
10� 10 nm STM topographic image of the QD.
The tunneling I–V characteristic is presented in

panel (a) and the tunneling conductance
spectrum is shown in panel (b). The arrows
depict the main energy separations: Ec is the
single electron charging energy, Eg is the
nanocrystal band-gap, and DVB and DCB are
the spacing between levels in the valence and
conduction bands, respectively.

5.1 Semiconductor Nanoparticles j375



which is proportional to the tunneling density of state (DOS). A series of discrete SET
peaks is clearly observed, where the separations are determined by both Ec (addition
spectrum) and the discrete level spacings (excitation spectrum) of the QD. The I–V
characteristics were acquired with the tip retracted from the QD to a distance, where
the bias predominantly drops on the tip–QD junction.Under these conditions, which
represent an asymmetric DBTJ, the CB (VB) states appear at positive (negative)
sample bias, and the excitation peak separations are almost equal to the real QD level
spacings [12, 66].

On the positive bias side of Figure 5.2b, two closely spaced peaks are observed
immediately after current onset, followed by a larger spacing and a group of six
almost equidistant peaks. The doublet is assigned to tunneling through the lowest CB
QD state, where the spacing corresponds to the single-electron charging energy, Ec.
The observed doublet is consistent with the degeneracy of the envelope function of
the first CB level, 1Se (here, we revert to a simpler notation for the CB states), which
has s character. In this case, a direct relationship between the degeneracy of aQD level
and the number of addition peaks is expected. This is further substantiated by the
observation that the second group consists of six peaks, corresponding to the
degeneracy of the 1Pe state, spaced by Ec. This sequential level filling resembles
the Aufbau principle of building up the lowest energy electron configuration of an
atom, directly demonstrating the atomic-like nature of the QD.

The separation between the two groups of peaks is a sum of the level spacing
DCB¼ 1Pe� 1Se and the charging energy, Ec. On the negative bias side, tunneling
through filled dot levels takes place, reflecting the tunneling DOS of the QD valence
band. Again, two groups of peaks are observed, although themultiplicity in this case,
in contrast to the CB, cannot be clearly assigned to specific angular momentum
degeneracy. In a manner similar to that described above for the CB states, a value of
DVB is extracted for the level separation between the two observed VB states. In the
region of null current around zero bias, the tip and substrate Fermi energies are
located within theQDband gapwhere the tunnelingDOS is zero, and the energy gap
Eg can be extracted from the observed spacing between the highest VB and the lowest
CB peaks. The gap region appears to be free of spectral features (see also Figure 5.3).
On removing the coating ligands by pyridine treatment, sub-gap states could be
observed [67], which were attributed to surface states [68].

The tunneling conductance spectra for single InAs nanocrystals spanning a size
range of 10–35A

�
in radius are presented in Figure 5.3. Two groups of peaks are

observed in the positive bias side (CB). The first is always a doublet, consistent with
the expected s symmetry of the 1Se level, while the second has higher multiplicity of
up to six, consistent with 1Pe. The separation between the two groups, as well as the
spacing of peaks within each multiplet, increase with decreasing QD radius. This
reflects quantum size effects, on both the nanocrystal energy levels and its charging
energy, respectively. On the negative bias side, two groups of peaks – both of which
exhibit similar quantum confinement effects – are also generally observed. Here,
variations in the group multiplicities between QDs of different size, as well as
variations of the peak energy spacingswithin each group, are observed. This behavior
is partly due to the fact that Ec is very close to DVB, the level spacing in the valence
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band, as shown inFigure5.4b. In this case, sequential SETmaybeeither anaddition to
the same VB state, or excitation with no extra charging to the next state. An atomic
analogy for this situation can be found in the changing order of electron occupation
whenmovingfromthetransition to thenoblemetalswithinarowof thePeriodicTable.

The comparison between tunneling and PLE data can be used to decipher the
complexQD level structure. This correlation is also important for examining possible
effects of charging and tip-induced electric field in the tunneling measurements on
the nanocrystal level structure. First, the size dependence of the band gap Eg, as
extracted from the tunneling data, can be comparedwith the nanocrystal sizing curve
(Figure 5.4a). The sizing curve (open diamonds) was obtained by correlating the
average nanocrystal size, measured using transmission electron microscopy (TEM),
with the excitonic band gap of the same sample [53]. To compare these data with the

Figure 5.3 Size evolution of the tunneling
spectra at 4.2 K of single InAs QDs, displaced
vertically for clarity. The position of the centers
of the zero-current gap showed nonsystematic
variations with respect to the zero bias, of the

order of 0.2 eV, probably due to variations of
local offset potentials. For clarity of
presentation, the spectra are offset along the
V-direction to center them at zero bias.
Representative nanocrystal radii are denoted.
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tunneling results, a correction term of 1.8e2/er was added to compensate for the
electron–hole excitonic coulombic interaction that is absent from the tunneling data
[9]. The agreement was good for the larger nanocrystal radii, with an increasing
deviation for smaller nanocrystals that may be due to the difference in the estimation

Figure 5.4 Correlation of optical and tunneling
spectroscopy data for InAs QDs. The inset
shows a schematic of the CB and VB level
structure and optical transitions I, II, and III
(a,b and c in Figure 5.3). (a) Comparison of the
size dependence of the low-temperature optical
band gap (transition I) after Coulombcorrection
(open diamonds), with the band-gap measured
by the STM (filled diamonds); (b) Excited
transitions plotted versus the band gap for
tunneling and optical spectroscopy. The two
lower data sets (II) depict the correlation

between DVB¼ 1VB� 2VB, detected by
tunneling spectroscopy (full squares), with the
difference between transition II and the band
gap transition I (open squares). The two upper
data sets (III) depict the correlation between
DCB¼ 1Pe� 1Se, determined from the
tunneling spectra (full circles), with the
difference between optical transition III and I
(open circles). Also shown is the size
dependence of Ec from the tunneling data
(full triangles).
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of QD size between the experiments, which should bemore pronounced in the small
size regime [12].

In Figure 5.4b, the size dependence of the higher strongly allowed optical
transitions is compared with the level spacingsmeasured by tunneling spectroscopy.
The two lower data sets (II) compare the difference between the first strong excited
optical transition and the band gap from PLE (b–a in Figure 5.1), with the separation
DVB¼ 2VB� 1VB in the tunneling data (open and full squares, respectively). The
excellent correlation observed enables assignment of this first excited transition in
the PLE to a 2VB� 1Se excitation, as shown schematically in the inset of Figure 5.4a.
Strong optical transitions are allowed only between electron and hole states with the
same envelope function symmetry. Thus, it is inferred that the envelope function for
state 2VB should have s character, and this state can be directly identified as the 2S3/2
valence band level.

Another important comparison is depicted by the higher pair of curves, set III. The
second strong excited optical transition relative to the band gap (c–a in Figure 5.1), is
plotted along with the spacingDCB¼ 1Pe� 1Se from the tunneling spectra. Again, an
excellent correlation isobserved,whichallows thispeak in thePLE tobeassigned to the
1VB� 1Pe transition (Figure 5.4a, inset). The top-most VB level, 1VB, should thus have
some p character for this transition to be allowed. From this, and considering that the
band gap optical transition 1VB� 1Se is also allowed, it can be concluded that 1VB has
mixed s and p character, in agreement with theory [52, 69]. The good agreement
between the tunneling and optical measurements indicates that charging and the tip-
induced Stark effect do not significantly perturb the QD level structure.

With regards to the tunneling data, it is important to note that a detailed
understanding of the role played by the DBTJ geometry, and the ability to control
it, are essential for the correct interpretation of tunneling characteristics. In
particular, the ratio between the junction capacitances determines the voltage
division, and therefore the observed level spacing. By varying the tip–QD distance,
it is possible to modify the voltage division (as discussed in Refs [70, 71]).
Additionally, the degree of single-electron charging effects depends on the ratio
of the tunneling rates between the two junctions. When the rate of one of the
junctions is significantly higher, charging effects are suppressed, as was achieved by
depositing InAs nanocrystals on highly oriented pyrolytic graphite (HOPG) without
linker molecules, leading to a vanishing of the charging multiplets [66] (as seen in
Figure 5.5). A similar effect was also observed for CdSe and CdS nanocrystals by
Bakkers et al. [72].

5.1.1.3 Theoretical Descriptions of the Electronic Structure
Thetheoretical treatmentsforbothopticalandtunnelingexperimentsonQDsrequire,
first, a calculation of the level structure. Various approaches have been developed to
treat this problem, including effective mass-based models, with various degrees of
band-mixing effects [50, 52, 54, 73], and amore atomistic approach based on pseudo-
potentials [69, 74]. Both approaches have been successfully applied to various
nanocrystal systems [55, 56, 74–77]. In order to model the PLE data, it is necessary
to calculate the oscillator strength of possible transitions, and to take into account the
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electron–hole coulombic interaction which modifies the observed (excitonic) band
gap. In the tunneling case, asdiscussedabove, thedevicegeometry shouldbe carefully
modeled and, in addition, the effects of charging and the tip-bias on the level structure
must be considered. The charging may affect the intrinsic level structure and also
determinethesingle-electronadditionenergy,while thetip-biasmayperturbthe levels
via the Stark effect.

Zunger and coworkers treated the effects of electron charging for a QD embedded
in a homogeneous dielectric medium characterized by eout. The addition energies
and quasi-particle gap were calculated as a function of eout [78, 79]. While this
isotropic model does not represent the experimental geometry of the tunneling
measurements, the authorswere able tofind a good agreement between the energetic
positions of the peaks for several QD sizes, using one value of eout. These authors also
noted that the charging energy contribution associated with the band-gap transition
may be different from that within the charging multiplets in the excited states. This
difference was, however, on the order of the peak width in the spectra.

Figure 5.5 (a) Tunneling spectra measured on
InAs QDs�2 nm in radius. The solid curve was
measured in the QD/HOPG geometry, and the
dashed curve in the QD/DT/Au geometry;
(b) Calculated spectra showing the effect of

tunneling rate ratio. The dashed and solid
curves were calculated with tunneling rate
ratios,C2/C1� 1 and10, respectively. The image
shows two QDs positioned near a step on
HOPG.
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In another approach, Niquet et al.modeled the junction parameters (capacitances
and tunneling rates), and used a tight-binding model for the level structure [80, 81].
The tunneling spectra were calculated using a rate equation method. The authors
were able to reproduce the experimental tunneling spectra, attributing part of the
tunneling peaks at negative bias to tunneling through the CB.

5.1.1.4 Atomic-Like States in Core–Shell Nanocrystals: Spectroscopy and Imaging
Additional complexity and functionality is afforded for semiconductor nanocrystals
through the growth of shells. Of particular interest are the core–shell nanocrystals
that exhibit an enhanced emission quantum yield and improved stability. In such
composite core–shell structures, the shell type and thickness provide further control
for tailoring the optical, electronic, electrical, and chemical properties of semicon-
ductor nanocrystals. The growth of InAs–shell nanocrystals with high quantum yield
(QY) in the technologically important near-infrared (NIR) spectral range are dis-
cussed in Section 3.1.3.4 and in Ref. [34]. These nanocrystals were successfully
implemented as chromophores in polymer–nanocrystal light emitting diodes (LEDs)
active in the telecommunications range [17]. They also constitute an important
system for further investigation of the evolution of level structure in QDs. The
combined tunneling and optical spectroscopy approach has been further applied to
investigate core–shell nanocrystals.

Figure 5.6 shows tunneling-conductance spectra measured on two InAs–ZnSe
core–shell nanocrystals with two- and six-monolayer (ML) shells, along with a typical
curve for an InAsQDof radius similar to the nominal core radius�1.7 nm, deposited
on Au with DT linkers. The general appearance of the spectra of the core and of the
core–shell nanocrystals was similar, and the band-gap near-identical, as observed
with optical absorption measurements [34]. In contrast, the s-p level separation is
substantially reduced. Both effects were consistent with a model in which the s state
was confined to the InAs core region, while the p level extended to the ZnSe shell.

Figure 5.6 Tunneling conductance spectra of an InAs core QD and two core–shell nanocrystals
with two and six monolayer (ML) shells with nominal core radii �1.7 nm. The spectra were offset
along the V direction to center the observed zero current gaps at zero bias.
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In this case, the p state was red-shifted upon increasing shell thickness, whereas the s
level did not shift, but yielded a closure of the CB s–p gap.

The complementary optical spectroscopy also provides evidence for the reduction
of the s–p spacing upon shell growth, as manifested by the PLE spectra presented in
Figure 5.7. The three spectra, for cores (solid line), and core–shells of 4ML and 6ML
shell thickness (dotted and dashed lines, respectively), were measured using the
same detection window (970 nm), which corresponded to the excitonic band-gap
energy for InAs cores of 1.7 nm radius. The peak labeled III which, as discussed
earlier, corresponds in the cores to the transition from theVB edge state to the CB 1Pe
state, is red-shifted monotonically upon shell growth. The dependence of the
difference between peak III and the band-gap transition I on shell thickness is
depicted in the inset of Figure 5.7 (solid circles), along with the 1Se� 1Pe level
spacing extracted from the tunneling spectra (solid squares). While the qualitative
trend of red shift is similar for both data sets, there is in fact a quantitative difference,
with the optical shift being considerably smaller. This is in contrast to the good
correlation between the optical and tunneling spectra observed for InAs cores, and
provides an opportunity to examine the intricate differences between these two

Figure 5.7 PLE spectra, normalized to peak III,
for InAs cores (solid line) and InAs–ZnSe
core–shell nanocrystals of four-ML (dotted line)
and six-ML (dashed line) shells, with the zero of
the energy scale taken at the detection window
(970 nm). The inset depicts the dependence on

shell thickness of the s-p level closure, as
determined by tunneling (open squares) and
PLE (solid circles). The PLE data points
represent the difference between transition III
and transition I (that hardly shifts upon shell
growth).
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complementary methods. While the tunneling data directly depict the spacing
between the two CB states, the PLE data in the inset of Figure 5.7 represent the
energy difference between two VB to CB optical transitions. Therefore, evolution of
the complexVBedge states upon shell growthwill inevitably affect the PLE spectra. In
particular, a blue-shift of the p-like component of theVB edge state upon shell growth,
will reduce the net observed PLE shift compared to the tunneling data, consistent
with the experimental observations.

The elegant artificial atom analogy for QDs, borne out from optical and tunneling
spectroscopy, can be tested directly by observing the shapes of the QD electronic
wavefunctions, as demonstrated by various techniques for molecular beam epitaxy
(MBE)-grown QDs. For colloidal, free-standing nanocrystal-QDs, the unique sensi-
tivity of STM to the electronic density of states on the nanometer scale, seems to
provide an ideal probe of the wavefunctions. A demonstration of this capability was
provided recently for InAs–ZnSe core–shells, discussed above, where the different
extent of the CB s and p states, as implied by the spectroscopic results, could be
directly verified by using STM to image the QD atomic-like wavefunctions.

Bias-dependent current imaging measurements were performed (as shown in
Figure5.8) foracore–shellnanocrystalwitha6MLshell.ThedI/dVversusVspectrum
is shown in Figure 5.8a, and the bias values for tunneling to the s and p states are
indicated. A topographic image wasmeasured at a bias value above the s and p states,
VB¼ 2.1 V (Figure 5.8b), simultaneously with three current images. At each point
along the topography scan, the STM feedback circuit was disconnectedmomentarily,
andthecurrentmeasuredat threedifferentVBvalues:at0.9 V,correspondingto theCB
sstate(Figure5.8c);at1.4 V,withinthepmultiplet (Figure5.8d);andat1.9 V,abovethep
multiplet (Figure 5.8e). With this measurement procedure, the topographic and
current images were all measured with the same constant local tip–QD separation.
Thus, themain factor determining each current imagewas the local (bias-dependent)
DOS, reflecting the shape of the QD electronic wavefunctions.

Upon comparing the current images, pronounced differences could be observed
in the extent and shape of the s and p wavefunctions. The image corresponding to
the s-like wavefunction (Figure 5.8c) is localized to the central region of the
core–shell nanocrystal, while the images corresponding to the p-like wavefunctions
extend out to the shell (Figure 5.8d and e), consistent with the model discussed
above. This can also be seen in the cross-sections presented in Figure 5.8f1, taken
along a common line through the center of each current image, and most clearly in
Figure 5.8f2, which shows the current normalized to its maximum value along the
same cuts. Figure 5.8e, which was recorded at a voltage above the p multiplet,
manifests a near-spherical geometry similar to that of Figure 5.8c for the s state, but
has a larger spatial extent. Figure 5.8d, which was recorded with VB near themiddle
of the p multiplet, is also extended but has a truncated top with a small dent in its
central region.

An illustrative model aids the interpretation of the current images, assuming a
spherical QD shape, with a radial core–shell potential, as shown in the inset of Figure
5.8a [82]. The energy calculated for the s state is lower than the barrier height at the
core–shell interface, and has about the same values for core and core–shell QDs. In
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contrast, the energy of the p state is above the core–shell barrier and red shifts with
shell growth, in qualitative agreement with the spectroscopic findings discussed in
the previous section. Isoprobability surfaces for the different wavefunctions are
presented in Figure 5.8g–i, with Figure 5.8g showing the s state, Figure 5.8h the in-
plane component of the p wavefunctions, p2x þ p2y , that has a torus-like shape, and
Figure 5.8i depicting the perpendicular component, p2z. The square of the radial parts
of the s and p wavefunctions are presented in Figure 5.8j. The calculated probability
density for the s state is spherical in shape and mostly localized in the core, whereas
the p components extend much further to the shell, consistent with the bias-
dependent current images. Moreover, the different shapes observed in the current
images can be assigned to different combinations of the probability density of the
p components.

Figure 5.8 Wavefunction imaging and
calculation for an InAs–ZnSe core–shell QD
having a sixML shell. (a) A tunneling spectrum
acquired for the nanocrystal; (b) 8� 8 nm2

topographic image taken at VB¼ 2.1 V and
Is¼ 0.1 nA; (c–e) Current images obtained
simultaneously with the topographic scan at
three different bias values denoted by arrows in
panel (a); (f1) Cross-sections taken along the
diagonal of the current images at 0.9 V (lower
curve), 1.4 V (middle curve) and 1.9 V (upper

curve); (f2) The same cross-sections normalized
to theirmaximumcurrent values; (g–j) Envelope
wavefunctions calculated within a �particle in a
sphere� model. The radial potential and the
energies of the s and p states are illustrated in
the inset of panel (a); (g–i) Isoprobability
surfaces, showing s2 (g), p2x þ p2y (h), and p2z (i);
(j) The square of the radial parts of the s and
p wavefunctions normalized to their maximum
values.
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Afilled torus shape, similar to the current Figure 5.8d, recorded at themiddle of the
p multiplet, can be obtained by a combination with larger weight of the (p2x þ p2y )
component, parallel to the gold substrate, and a smaller contribution of the pz
component. The non-equal weights reflect preferential tunneling through the in-
plane components, but this may result from a tip-induced Stark effect leading to a
small degeneracy lifting, as shown theoretically by Tews and Pfannkuche [83]. A
spherical shape for the isoprobability surfaces results from summing all the p
components with equal weights, consistent with the current image measured at a
bias above the p manifold (Figure 5.8e). This example of wavefunction imaging,
combined with the tunneling and optical spectra, provides visualization of the
atomic-like character of nanocrystal QDs.

5.1.1.5 Level Structure of CdSe Quantum Rods
An additional system prepared by colloidal chemistry which continues to attract
considerable interest is that of QRs that exhibit electronic and optical properties that
differ from those of QDs. For example, due to their cylindrical symmetry, QRs have
a linearly polarized emission, as demonstrated by fluorescence measurements on
single rods [41], leading to polarized lasing [14]. The powerful combination of
optical and tunneling spectroscopy discussed here was also applied to investigations
of the length- and diameter-dependence of the electronic level structure of CdSe
QRs [40].

The central conclusion drawn from the spectroscopic studies, as well as from
calculations employing a multiband effective mass model, is that the QR level
spectrum depends mainly on the rod diameter, and not on its length for CdSe rods
with lengths above�10 nm [40]. This is demonstrated in Figure 5.9, by both PLE and
tunneling data. The PLE spectra (Figure 5.9a) measured on QR samples which differ
considerably in length but, by having similar diameters, appear very similar; in
contrast, the spectra measured on QRs of different radii appeared to differ. This
becomes evident when comparing the upper two PLE curves measured on thin rods
(radii�1.7 nm) with the lower curvesmeasured on thicker rods (radii�3.1 nm). The
tunneling spectra (Figure 5.9b), acquired in the regime where charging effects were
suppressed, revealed a similar behavior. It can be seen here also that the band-gap
depends mainly on – and decreases with – the QR radius, in agreement with the
optical measurements (see Ref. [39]).

5.1.1.6 Level Structure and Band-Offsets in Heterostructured Seeded Quantum Rods
By tailoring the potential landscape in core–shell nanocrystals through material
choice, the wavefunctions of the electron and hole ground states can each be either
confined to the core or extended out to the shell, thus affecting the degree of overlap
and, consequently, their optoelectronic properties. For example, core–shellswith type
I band-offsets exhibit a bright and stable fluorescence that is widely applied in LEDs,
as both the electron and hole can be confined to the core. Multiexciton properties,
which are important in optical gain applications, are also controlled by the band
offsets where type II alignment, leading to charge separation, may prove advanta-
geous. It is therefore clear that a knowledge of band-offsets in colloidal nanostruc-
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tures is necessary for predictive heterostructure design. Yet, with a clear lack of direct
experimental measurements, a common approach taken in this context has been to
assume band-offset values of the bulkmaterials or of epitaxial superlattices although,
obviously, in nanoscale colloidal heterostructures the band offsets can differ con-
siderably. While optical measurements can provide energies of allowed transitions
between the bands, scanning tunneling spectroscopy (STS) can provide information
on the conduction and valence states separately. This, alongwith the capability tomap
the local DOS with nanometer resolution in composite nanocrystals was used to
extract level offsets between the different components of colloidal heterostructures.
Along with theoretical modeling, these data allow determination of the band offsets
[47].

This approach was applied to heterostructured seeded nanorods, both for
CdSe–CdS (type I) and for ZnSe–CdS QD/QR core–shell nanocrystals. The former
system was studied extensively, using a variety of optical spectroscopy methods; the
data acquired suggested a charge separation, where the hole is located in the CdSe
core [positioned close to one end of the nanorod (NR)] and the electron extends over
theCdS shell [84]. This picture is consistentwith a small value of the conduction band
offset, typically DC< 0.2 eV, extracted from the bulk regime. However, a direct
measurement of the band offsets and the consequent charge distribution in such
nanocrystals is of major interest.

Figure 5.9 (a) Optical and tunneling
spectroscopy of CdSe QRs. PLE spectra for
CdSe QRs: spectrum (a) 31� 1.9 (length times
radius) nm; spectrum (b) 11� 1.6 nm;
spectrum (c) 60� 3.3 nm; spectrum
(d) 11� 2.9 nm, with the zero energy
representing the position of the detection
window. Relevant optical transitions are
marked. The structure above 0.7 eV is

overlapping peaks of the excitation lamp that
could not be completely normalized out; (b)
Tunneling spectra for QRs of different sizes. For
clarity, the spectra were shifted horizontally to
align the CB1 peaks. Between panels (a) and (b)
are shown a TEM image of a QR sample
31� 3.9 nm (top, scale bar¼ 50 nm) and an
STM topographic image of a single QR
25� 2 nm (bottom).
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The dI/dV spectra acquired at 4.2 K on a single CdSe/CdS core/shell rod are
presented in Figure 5.10. The spectra were measured at different locations along the
rod, asmarked in the topographic image shown at the top-left, and the corresponding
theoretical curves are shown above the experimental spectra (thin red curves). Curve
1 wasmeasured near one apex of the NR, and curve 2 on the other side of the QR, but
closer to the middle. Both curves exhibit a single-particle band-gap (between the
electron and hole ground states) of about 2.9 eV. The band gap measured along the
CdSQR, far enough from theCdSe core, was almost constant, and varied between 2.8
and 2.9 eV. This measured gap is in very good agreement with the computed value
(2.85 eV), and larger than the bulk CdS gap due to quantization effects in theCdS rod.
Curve 3, however, which was acquired about 15 nm from the right edge of the NC,
exhibits a significantly smaller band gap (�2.3 eV), a value consistent with the
measured optical band-gap of the system. At this position, the first tunneling peak on
the negative bias side, corresponding to the valence band ground state, is red-shifted
with respect to curves 1 and 2, consistent with the expected large DV between the
CdSe core and CdS shell. It was thus concluded that spectrum 3wasmeasured above
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Figure 5.10 Three tunneling spectra (black
curves) acquired on a CdSe/CdS nanocrystal at
locations marked on the topographic image
shown to the top-left. The corresponding
theoretical curves are drawn above the
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section of a current image taken at a voltage of
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the CdSe core. This position is also consistent with the location of the core deduced
previously fromTEMdata [85], and the STMtopographic image indeedportrays there
a slight broadening of the NR diameter, as frequently observed in the TEM images.

Surprisingly,aredshiftwithrespect to theCdSisseenalsofor theground-stateof the
electron, indicatingthat theelectrongroundstate (andnotonlytheholegroundstate) is
localized in the core.Further experimental evidence for the aboveelectron localization
scenario is provided by current imaging tunneling spectroscopy measurements,
which yield information on the shape and extent of the electronic wavefunctions, as
described above. This is shown in the upper-right panel of Figure 5.10, where a cross-
section of a current image acquired at a bias of 1.2 V is presented. This voltage
corresponds to the energetic position of the conduction-band (electron) ground state,
as depictedby theupper curvepresented in the lower panel of Figure 5.10. Thepeak in
this current cross-section curve, located about 15 nm from one end of the NR, clearly
manifests the localized electron ground state wavefunction.

In order to determine the conduction-band offset that is sufficient for localizing the
electron ground state in the core, calculation of the level structure (and the
corresponding tunneling spectra) along the nanorods was performed using an
effective mass-based model. The theoretical spectra (presented by the red curves
in the lower panel of Figure 5.10), which reproduce verywell themeasured band-gaps
and the level offsets, have been obtained using DC¼ 0.30 eV (DV¼ 0.44 eV). This
conduction band-offset, which is somewhat larger than the maximal reported �bulk�
value, is found to be sufficient to allow localization of the electronic ground state in
the CdSe seed. This combined STS-theory approach was also successfully applied for
the type II ZnSe–CdS QD–NR hybrid nanocrystals, clearly revealing their type II
band-gap. The band-offsets extracted by this approach can be applied to core–shell
structures of similar composition and of different shapes.

5.1.1.7 Optical Gain and Lasing in Semiconductor Nanocrystals
The broad spectral coverage for luminescence from the ultraviolet (UV) to the NIR
offered via the tunability of composition, size and shape in semiconductor nanocrys-
tals, presentsanobviousadvantage for theuseof suchmaterials as tunableoptical gain
media, and in laser applications. Furthermore, low lasing thresholds are predicted for
QDsandquantumwires, comparedwith two-dimensionally confinedquantumwells,
form the basis of the present semiconductor diode laser deviceswhich are ubiquitous
in information and telecommunication technologies [86, 87].

Amplified spontaneous emission was recently observed by Bawendi, Klimov and
coworkers for spherical colloidal CdSe QDs in close-packed films where pumping
with an amplified femtosecond laser source was used to compete with fast non-
radiative Auger decay processes [13, 88]. In further studies, films with CdSe
nanocrystals were deposited on a distributed feed-back grating structure to yield
optically pumped lasing that was tunable through the visible range by changing the
nanocrystal size [89, 90].

Lasing was also observed for semiconductor nanocrystals in solution at room
temperature, by using a cylindrical microcavity with nanosecond excitation. For
this, a simplemicrocavity set-upwas usedwhich provided anuncomplicatedmeans
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for screening colloidal nanocrystals as potential laser chromophores directly in
solution [14].

Figure 5.11 presents the results of lasing for CdSe–ZnS QRs, along with their
structural and optical characteristics. The QRs were grown using the well-developed
methods of colloidal nanocrystal. The rod–shell configuration was chosen as the
growth of ZnS on organically coated CdSe QRs enhances the fluorescence quantum
yield, from�2% to 14%. ATEM image of the QRs, deposited on a grid from hexanes
solution, is presented in Figure 5.11a. A good size and shape monodispersivity is
observed, with the average nanorod length being 25 nm and the average diameter
4 nm. Themonodispersivity is deemed essential for achieving lasing, by reducing the
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Figure 5.11 (a) A TEM image of the quantum
rod sample (scale bar¼ 50 nm); (b) The
absorption (solid line) and emission
(dot-dashed line) for the quantum rods (QRs) in
solution� (c) Emission spectra for the QRs
loaded in the microcavity at different pump
powers. The peak at 2.33 eV is the residual
scattering of the pump laser. The pump
intensities from low to high were: 0.016, 0.038,
0.075, 0.088, 0.10, 0.15, 0.19mJ. The narrow
peak at 1.98 eV emerging above the
fluorescence is the laser signal that appears at

a threshold pump level of �0.08mJ. The right
inset of panel (c) shows the intensity of the
lasing peak (filled squares), and the
fluorescence peak (empty circles), versus the
pump power. Lasing shows a clear threshold
behavior as accentuated by the solid lines. The
left inset in panel (c) is a schematic top view of
the cylindrical microcavity experimental set-up,
with the gray shaded area representing the QR
solution occupying the volume between the
fiber and inner capillary walls.
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inhomogeneous spectral broadening of the gain profile. The optical characteristics of
the nanorod sample are summarized in Figure 5.11b.

In Figure 5.11c, emission spectra collected from the cylindrical microcavity,
loadedwith aQR sample in hexanes, is shown for several laser excitation intensities
where each spectrum corresponds to a single laser shot. The peak at 2.33 eV is due
to scattering of the pump laser. At low excitation intensities (e.g., 0.016mJ), the
spectrum resembles the emission spectrum measured for the QRs in solution
(Figure 5.11b), but at higher intensities changes in the spectral shape are observed.
Most significantly, above�0.08mJ a narrow lasing peak clearly emerges at 1.98 eV,
to the red of the fluorescence peak. The dependence of the intensity of the lasing
peak on pump power is shown in the right-hand inset of Figure 5.11c (filled
squares), along with the dependence of the fluorescence peak intensity (open
circles). The lasing peak intensity exhibits an abrupt change of slope at the onset of
laser action whilst, at the same time, the peak fluorescence intensity is in effect
saturated. This threshold behavior of the laser peak intensity provides an additional
important signature of lasing [91]. Higher-resolution spectral measurements
revealed that lasing occurs in a sequence of discrete modes, corresponding to the
�whispering gallery� modes of the cylindrical microcavity. Polarized measure-
ments of the lasing for rods versus CdSe dots in solution showed that, whilst for
QDs the lasing is not polarized, for QRs a linearly polarized laser signal is detected
that is directly related to their symmetry [14]. These studies on gain and lasing in
semiconductor nanocrystals provide examples that may lead to further technolog-
ical developments and the implementation of colloidal nanocrystals in laser and
optical amplifier applications.
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5.1.2
Optical and Thermal Properties of Ib–VI Nanoparticles

Stefanie Dehnen, Andreas Eichhöfer, John F. Corrigan, Olaf Fuhr, and Dieter Fenske

5.1.2.1 Optical Spectra of Selenium-Bridged and Tellurium-Bridged Copper Clusters
The discrete molecular cluster species presented are ideal subjects for the study of
the molecular quantum size effect [1], which is one of the most important questions
prompting research in this area of cluster chemistry. It is necessary, therefore to
explore the electronic properties of the cluster species, beginning with the interplay
of cluster size and HOMO–LUMO gap. A number of theoretical investigations
have provided the preliminary answers to this question [2, 3]. The first dipole- and
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spin-allowed singlet or triplet excitations of selected �naked� copper selenide clusters
[Cu2nSen] (up to n¼ 15) were calculated on the CIS level (CIS¼ configuration
interaction considering single excitations) [4, 5] for structures previously optimized
for the same symmetry employing the CCSD(T) [6a] method [CCSD(T)¼ coupled
cluster approximation up to single and double excitation with additional consider-
ation of third excitations by means of perturbation theory] (n¼ 1, 2), or the MP2 [6b]
method [MP2¼ second-order Møller–Plesset perturbation theory] (n> 2). Triplet
excitations were investigated in order to take into account the fact that relativistic
effects (spin–orbit coupling) [7] are noticeably present in Cu2Se compounds. The
results are provided graphically in Figure 5.12.

The development of the energy values for singlet or triplet excitations with
increasing cluster size shows the same trend, with the triplet excitation energies
being 0.2–0.7 eV lower than the singlet excitation energies. The excitation energies
increase with slight oscillation to a value around 6 eV for the hexamer (n¼ 3), and
decrease afterwards down to a value of approximately 3.8 eV for the [Cu30Se15]
species. The initial increase in excitation energy values can be explained first, by a
stabilization of selenium p-orbitals by an admixture of s-, p-, or d-contributions of
copper atoms and, second, by an increasing completion of the selenium shell around
the copper substructure. The latter reduces the space for electrons in excited states
with s-character. Thus, for [Cu12Se6], significant p-type contributions are observed for
the calculated transitions. The two exceptions (n¼ 2; 4) of the described trend feature
less-compact molecular structures that lead to lower excitation energies. Having
reached a maximum coverage of selenium atoms on the copper framework, the
spatial extension of the cluster molecules gains more relevance. This confirms the
assumption of the splitting of the Se-p and Cu-s states to form a valence and a
conduction band. For clusters of ever-increasing size, and finally bulk Cu2Se, the first
excitation energy should approach a value of ca. 1 eV [8, 9]. According to quantum

Figure 5.12 First dipole- and spin-allowed
singlet or triplet excitations of selected �naked�
copper selenide clusters [Cu2nSen] (up to
n¼ 15) calculated on the CIS level
(CIS¼ configuration interaction with single
excitations) for structures previously optimized

for the same symmetry employing the CCSD(T)
method [CCSD(T) coupled cluster up to single
and double excitation with additional
consideration of third excitations by means of
perturbation theory] (n¼ 1, 2) or MP2 method
(n> 2).

5.1 Semiconductor Nanoparticles j393



chemical investigations, �naked� copper selenide clusters of medium size should be
colorless insulators that gradually adopt semiconductor properties with increasing
cluster size. Calculations on small PH3- or PMe3-ligated copper selenide clusters have
shown an increase in the first excitation energies. Estimating an error of about 1.5 eV,
the respective transitions could indeed absorb violet light – in agreement with the red
color of small experimentally observed copper selenide clusters.

The crystals that are obtained from the cluster formation reactions are intensely
colored. In fact, the intensity of the color increases when going from sulfur- to
selenium- to tellurium-bridged compounds (see below), as might be expected for an
increase in the covalent or (semi-) metallic binding properties. Small copper sulfide
and selenide clusters form light red, orange, or purple crystals, but with increasing
cluster size the color varies from dark red to reddish-black to (finally) black with a
metallic sheen. The optical spectra of some copper selenide cluster compounds have
been studied by means of solid-state UV-visible spectroscopy.

Figure 5.13 shows the absorption spectra of PEt2Ph- or PEt3-ligated compounds
[Cu26Se13(PEt2Ph)14] (1) [10], [Cu44Se22(PEt2Ph)18] (3) [11], [Cu70Se35(PEt2Ph)23] (4)
[12], and [Cu140Se70(PEt3)34] (6) [13]. The influence of the phosphine ligands should
be approximately the same for all four clusters, and thus the increments in the
measured shift of the absorption band can be ascribed solely to the increasing size
and structural changes of the Cu2Se framework.

A remarkable shift can be observed in the onset of absorption to higher wave-
lengths, by approximately 0.8 eV, with increasing cluster size (this is related to the
increase in the number of copper and selenium cluster core atoms) in this narrow
size regime, from approximately 600 nm (2.1 eV) for 1 (39 cluster core atoms) to

Figure 5.13 Solid state absorption spectra of PEt2Ph- or PEt3-ligated compounds 1, 3, 4, and 6.
For the measurements, single crystalline samples, previously pulverized in mineral oil, were placed
between two quartz plates.
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950 nm (1.3 eV) for 6 (210 cluster core atoms). This agrees in principlewith a decrease
of the HOMO–LUMO gap in the same direction. Although, the experimental value
for the band-gap in Cu2Se (1.1 eV, i.e., 1127 nm, from optical measurements [9];
0.37 eV, i.e., 3350 nm, from electrochemical measurements [14]) is not reached, the
tendency can thus in fact be interpreted in view of the quantum size effect as an
approximation of the frontier orbitals with increasing number of atoms.

With regards to the photoluminescence properties of copper selenide cluster
molecules, it has been found that the CuSe clusters luminesce with a relatively high
efficiency in the red to near-infrared (NIR) spectral range at cryogenic temperatures
[15]. The photoluminescence excitation spectra of the copper selenide cluster mole-
cules [Cu26Se13(PEt2Ph)14] (1), [Cu44Se22(PEt2Ph)18] (3) and [Cu70Se35(PEt2Ph)23] (4)
recorded at 16 K resemblemore or less the room-temperature absorption spectra, but
withashiftof theabsorptiononset toahigherwavelengthbyanincrease inclustersize;
however, they displaymore pronounced features (Figure 5.14). Interestingly, their PL
spectra and kinetics demonstrate also size-dependent effects. For example, 1, 3, and 4
all show a relatively weakNIR photoluminescence at room temperature, the intensity
of which increases strongly as the temperature is decreased to 16K. The photolumi-

Figure 5.14 Photoluminescence excitation (PLE) spectra (solid lines) and photoluminescence
(PL) spectra (dotted lines) of [Cu26Se13(PEt2Ph)14] (1), [Cu44Se22(PEt2Ph)18] (3), and
[Cu70Se35(PEt2Ph)23] (4) measured at different temperatures.
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nescencemaximum shifts thereby for 1 and 4, but remains almost constant for 3. For
the 16K spectra, a shift in the photoluminescence maximum is detected by the
increaseofclustersizeongoingfrom1at835 nm(1.5 eV) to3at1010 nm(1.2 eV) to4at
1120 nm (1.1 eV). An unusual feature here is a second photoluminescence peak that
begins to develop at�690 nm at temperatures below�50K. The photoluminescence
excitation (PLE) spectrum indicates that this band is related to the low-lying excited
electronic states (Figure5.14). Theoriginof thedual photoluminescence isnot clear at
present, but it might be due to the existence of a minor isomer of 1. The photo-
luminescence kinetics of the cluster molecules are quite complicated, and similar to
those of cadmium selenide cluster molecules [16]. The photoluminescence decays
relatively rapidly,withinhundredsofnanoseconds,while thedecay rates are increased
as the temperature is increased. In general, the decays occurmore rapidly at the �red�
edge of the emission spectrum. The kinetics could be well fitted with the Williams–-
Watts function.

Likewise, for copper telluride clusters, the colors of the microcrystalline powders
already reveal differences in the electronic properties of the compounds, with larger
clusters being significantly darker in color than their smaller counterparts. In contrast
to copper selenide clustermolecules, the existenceofmixed-valence compoundshas a
pronounced influenceonthespectra, andcomplicates the interpretationofsizeeffects
on the basis of a shift of the absorption onset. TheUV-visible spectra (Figure 5.15) of a
series of copper telluride cluster molecules reveal that most of the mixed-valence
compounds, such as [Cu16Te9(PPh3)8] (7), [Cu23Te13(PPh3)10] (8), and [Cu44Te23
(PPhnPr2)15] (9), belong – according to the classification of Robin and Day [17] – to

Figure 5.15 The UV-visible solid-state absorption spectra (mull in nujol) of the mixed-
valence copper telluride clusters [Cu16Te9(PPh3)8] (7), [Cu23Te13(PPh3)10] (8), and
[Cu44Te23(PPhnPr2)15] (9).

396j 5 Properties



class IIIa (metal clusters) [18]. In this class, metal centers with different valencies
cannot be distinguished, and a total delocalization of the charge is achieved. Inter-
estingly, as the energy of the mixed-valence transition is strongly correlated with the
degree of delocalization, an even better charge delocalization – that is, a smaller
transition energy – is observed for the larger cluster 9.

5.1.2.2 Thermal Behavior of Selenium-Bridged Copper Clusters
Aswith the thermal properties of copper selenide clustermolecules in the solid state,
investigations with compound 4 have revealed that the phosphine ligand shell can be
cleaved at moderate temperatures (145 �C) in vacuum, in a one-step process that
results in the formation of nanocrystalline copper selenide [12]. Powder diffraction
measurements have shown that such cleavage of the ligand molecules is accompa-
nied by an aggregation of the copper selenide cluster cores, which is in agreement
with the observations made with X-ray photoelectron spectroscopy (XPS) measure-
ments on a series of copper selenide clusters [19]. This correspondswith the results of
quantum chemical investigations, which claimed that the clusters were metastable
species relative to the binary chalcogenide Cu2E, comprising very low Cu–P binding
energies [20b, 20, 21].

Investigations into the thermal properties of a series of cluster molecules, namely
[Cu26Se13(PEt2R)14] (R¼Ph (1) [10], Et (2)), [Cu44Se22(PEt2Ph)18] (3) [11], [Cu70Se35
(PEt2R)23] (R¼Ph (4) [12], Et(5) [22]), and [Cu140Se70(PEt3)34] (6) [13], were focused on
the cleavage behavior of the phosphine ligands, along with their cleavage tempera-
tures under different experimental conditions and characterization of the residues
[23]. Therefore, the thermogravimetric analyses of 1–6 were conducted in a vacuum
and under an inert gas flow of helium. The total mass changes during the thermo-
gravimetric analysis (TGA) were, for all compounds, in good agreement with the
calculated weight loss for all of the phosphine ligands. The simultaneously recorded
mass spectra of the volatile products confirmed the liberation of either PEt3 or
PEt2Ph. These results suggested, in all cases, the formation of Cu2Se, and this was
confirmed by powder diffractometry and an elemental analysis of the black residue
from the thermolysis. For both series of compounds, the TGA-curves of 1–6 in a
helium atmosphere displayed complex multistage processes, whereas in a vacuum
the differential thermogravimetry (DTG) graphs mostly showed a single peak that
belonged to a one-step process, except those of 1 and 2.However, for curvesmeasured
in helium gas flow, no intermediates could be stabilized by isothermal measure-
ments at given temperatures. Apart from these clear observations, the different
onsets and temperature ranges of the TGA of 1–6 in either a helium gas flow or in a
vacuum suggested the presence of complex processes and influencing parameters
which are not yet understood in full detail. With respect to the different types of
phosphine ligand, the mean cleavage temperatures in vacuum were found to be
significantly lower for 2 and 5 ligated by PEt3 than were observed for the similarly
sized clusters 1, 3 and 4, which are coordinated by PEt2Ph. One explanation for this
increased temperaturemight be a stronger Cu�P bonding for PEt2Ph rather than for
PEt3, although it is more likely that such behavior originates from the different
boiling points of PEt3 (126–128 �C) and PEt2Ph (222 �C).
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Interestingly, for 2, 5 and 6 – which are coordinated by the lower-boiling PEt3 –
under a vacuum atmosphere there was a distinct dependence of the mean cleavage
temperature on cluster size, in that both parameters increased in line with each other
(Figure 5.16). A similar behavior was also observed for the PEt3-ligated cluster
molecules measured under a helium gas flow. Assuming that these effects were not
governed by the size and quality of the crystals of the precursor complexes, this fact
might be rather explained by the stability of the different-sized clustermolecules than
by any effects arising from different Cu�P binding energies. Calculations have
revealed that the stability of these types of cluster should increase with increasing
cluster size, which indicates that the tendency to form bulk material decreases in the
same direction [20]. This would fit with the measured increase of the mean cleavage
temperature of the PEt3 ligands in 2, 5 and 6, if it is assumed that cleavage of the
ligands is not determined by the Cu�P bond energy but rather by the stability of the
cluster itself. In following this interpretation, the TGAcurves for 2, 5 and 6 depict the
thermal stability of the different cluster molecules, whereas for 1, 3 and 4, with the
higher-boiling PEt2Ph, the shapes of the curves are determined more by the
evaporation of the already liberated phosphine from the crucibles.

Powder X-ray diffraction (XRD) patterns of the black TGA residues have revealed
the formation of Cu2Se for all compounds 1–6. Concomitant with the disappearance
of the strong low 2q reflections which illustrate a long-range ordering of the
crystalline precursor cluster molecules, both weak and broad peaks appear at higher
diffractions angles during the thermal treatment. The d-values of the powder patterns
of the black residues following the cleavage process for all clusters were in good
agreement with those found for monoclinic a-Cu2Se (Figure 5.17) [24]. The final
structural determination of the low-temperature a-Cu2Se phase remains a point of
discussion, however [25, 26].

Figure 5.16 Thermogravimetric analysis of [Cu26Se13(PEt3)14] (2), [Cu70Se35(PEt3)23] (5) and
[Cu140Se70(PEt3)34] (6) under vacuum conditions.
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The relative broadness of the diffraction peaks indicates a nanostructuring of the
material. Due to the Scherrer equation, the calculated mean particle size D (for the
reflection at 2q¼ 13�) yielded values between 12 and 16 nm for Cu2Se powders
resulting from a thermal treatment of 1–6 in vacuum up to 150 �C. The cluster cores
of 1–6 have edge lengths of 0.8–1.5 nm, which reveals a distinct growth of the
precursor cluster molecules with cleavage of the phosphine ligands. The differences
in size are difficult to explain, and show no obvious relation to the size of the
precursor cluster, although theymay result froma difference in size andquality of the
precursor crystals. Sintering of the samples at 150 �C for 5 h did not lead to any
significant increase in particle size; however, the size of the crystalline domains
doubled when the samples were heated to a final temperature of 300 �C.

Subsequent transmission electron microscopy (TEM) measurements of the na-
nostructured Cu2Se powders as a suspension in tetrahydrofuran (THF) did not
provide any valuable structural information, due to the relative thickness of the
material that resulted from agglomeration on the grids. Thus, the thermally treated
brittle crystals were embedded in resin and subsequently cut using a microtome. A
small (but representative) sample section of a crystal of 4 heated to 150 �C in vacuum
with two intergrown crystalline domains of copper selenide with domain sizes of
approximately 15 nm, is shown in Figure 5.18. The d-values of the simultaneously
recorded electron diffraction patterns were in good agreement with those calculated
from the powder XRD patterns.

In conclusion, each of the copper selenide nanoclusters investigated lose their
phosphine ligand shells at temperatures ranging from 60 to 200 �C, with the exact
temperature depending on the experimental conditions, the type of phosphine
ligand, and the size of the cluster itself. Nanostructured Cu2Se with crystallite sizes

Figure 5.17 X-ray powder diffraction pattern of the black residue of the thermogravimetric analysis
of [Cu70Se35(PEt2Ph)23] (4) in vacuum(lower graph) andofmonoclinica-Cu2Se [115] (upper graph).
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of approximately 15 nm are formed during the ligand-dissociation process. The
results of TGA analyses suggest that cleavage of the phosphine ligands is most likely
determined by the tendency of metastable clusters to form a bulk material.

Figure 5.18 Section of a HR-TEM image of a microtome slice of a crystal of thermally treated
[Cu70Se35(PEt2Ph)23] (4).
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5.2
Electrical Properties of Metal Nanoparticles

Kerstin Blech, Melanie Homberger, and Ulrich Simon

5.2.1
Introduction

Today, modern microelectronics tends continuously towards a higher degree of
integration. Since the fabrication of the first transistor by Shockley, Brattain, and
Bardeen during the late 1940s [1], transistors in microelectronic components have
become increasingly smaller. Indeed, this is the basis of all the present-day key
technologies that play roles in all areas of day-to-day living.

As miniaturization continues, shorter distances between transistors and related
switching elements on a microchip will lead to an increased speed of performance.
Likewise, the availability of nanolithographic fabrication techniques has permitted a
scaling down to 50 nmor below [2, 3], which in turnhas alreadyhad amajor impact on
the performance of traditional semiconductor circuits, and also opened up new
possibilities based on quantum effects. But, the same is also true for so-called
�metallic� electronics such that today, by exploiting charging effects or so-called
�Coulomb effects� in metallic circuits that comprise tunnel junctions with submi-
cron sizes, individual charge carriers can be handled. Today, this field has become
known as �single electronics� (SE) [4].

Although charging effects have previously been observed in granular thin metal
films [5, 6], SE was itself born during the late 1980s, when ultra-small metal-
insulator–metal sandwich structures (tunnel junctions) – and simple systems that
included them – were first studied intensely from both theoretical and experimental
standpoints [7, 8]. In this situation, the discrete nature of the electric charge becomes
essential, and the tunneling of electrons in a system of such junctions can be effected
by the coulombic interaction of electrons, whichmay in turn be varied by the external
application of a voltage, or by injected charges. As a consequence, a profound
understanding of this phenomenon – termed single-electron tunneling (SET) – was
developed. Interest in this field was not purely academic, however, as it would be very
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attractive to exploit the principles of SE to develop logic and memory cells that, in
principle, could lead to the construction of a computer capable of operating on single
electrons, realizing a �single-electron logic� (SEL). Today, as the physical limits of
production technologies for device fabrication are rapidly being approached, it is
clear that a continuous increase in integration density will require new concepts to
produce components that are tens of nanometers or less in size, or ideally, at the
molecular level.

Different approaches to bridge the size gap between conventionally fabricated
circuit elements and truly atomic scale components have been discussed. These
include the use of electron transport through single molecules, the concept of
molecular rectification, and the design of atomic relays or molecular shuttles. Today,
the approach that receives the most attention among the different concepts of
futuristic circuit design is circuitry based on single-electron transistors.

The aim of this subchapter on the one hand is to acquaint the reader with charge
transport phenomena in nanoparticles, the physical principles of SET, and basic SE
structures where the charging effects occur as intended. On the other hand, it will be
shown, bymeans of selected examples, that in further development of the ideas of SE,
ligand-stabilized nanoparticles of noble metals have been recognized to be suitable
building blocks for single-electron devices [9]. This topic has already been addressed
from different views in the first edition [10] of this book, as well as in parts in more
recent book chapters and reviews [11–16], respectively. The following sections will
therefore summarize and update the present state of knowledge bymeans of selected
examples. It should be emphasized that other academic and technical fields, such as
electrochemical properties of metal nanoparticles, biochemical or chemical sensing
properties, arenotdiscussed in this subchapter, as these topics are far beyond its scope.

5.2.2
Physical Background and Quantum Size Effect

The availability of small solids such as transition metal clusters [17–19] offers a field
of research that raises basic questions: How small must the number of atoms be for
the properties of the original metal to be lost? How does an ordered accumulation of
atoms behave when it is no longer under the influence of its ambient bulk matter?
And, perhaps most important in the context of this subchapter: What types of
applications of these newmaterials inmicroelectronic devices can be expected in the
future?

To answer these questions, the following scenario should be considered. If a metal
particle, initially having bulk properties, is reduced in size down to a few hundreds or
dozens of atoms, the density of states in the valence and conduction bands decreases
and the electronic properties change dramatically – that is, the conductivity, collective
magnetism and optical plasmon resonance vanish such that the quasi-continuous
density of states is replaced by quantized levels with a size-dependent spacing.

This �size-quantization� effect may be regarded as the onset of the metal–non-
metal transition such that, in another terminology, these quantum-size nanoparticles
may also labeled as �artificial atoms� [20–22].
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This is the great opportunity for the chemistry of nanoparticles, as the electronic
properties are now tunable via the particle size. With respect to the electrical
properties of nanoparticles and of all types of arrangement built from nanoparticles,
the most important property is the amount of energy required to add one extra
electron to an initially uncharged particle [23–26]. This energy – the so-called
�charging energy� – scales roughly with 1/r (r¼ radius of the nanoparticle). Since
it can be estimated from the charging energy of amacroscopicmetallic sphere scaled
down to the nanometer range, a physical effect such as the Coulomb blocking of
tunneling events, which results from the huge charging energy of metal nanopar-
ticles, is sometimes regarded as a �classical size effect.� Based on the concept of
charging energy, the physical principle of SET, in terms of classical considerations, is
described in the following section.

5.2.2.1 Single-Electron Tunneling
The transfer of electric charges – or, in other words, an electric current – in ametallic
conductor is associated with the motion of a huge amount of free electrons over the
entire conductor. Because of electron–electron and electron–phonon interactions,
the effective charge which passes a cross-section of the conductor per second is a
result of the displacement of individual charges. As a result, in spite of the discrete
nature of the charge carriers, the current flow in a metal is averaged over a huge
amount of charge carriers, and is hence quasi-continuous. In contrast, when dealing
with an isolated nanoscale piece of metal, the number of electrons in this is always
integral. The number of electrons can be changed, for example, by means of direct
connection, followed by disconnection of that nanoparticle to another charged object
or a lead with a different electric potential. The resulting change in the number of
electrons, which on the macroscopic scale is large and uncontrollable, clearly is also
integral. Thus, the question arises as to how electrons may be transferred in a circuit
which is built up from nanoscale metallic objects one by one, in a strictly controlled
manner.

Physically, such transfer of electrons can be realized by means of quantum
mechanical tunneling. The probability of such a tunneling event depends on the
potential applied to the circuit, as well as on the distribution of excess electrons over
the constituting sites. Therefore, an SET circuit should present a number of
reservoirs for free electrons, which should be small and well-conducting islands
separated by poorly permeable tunneling barriers (Figure 5.19). As long as the size of
these so-called �mesoscopic islands� is larger than the atomic scale, they certainly
comprise a huge amount of free charge carriers. However, the handling of individual

Figure 5.19 The tunneling of a single electron between two metal electrodes through an
intermediate island can be blocked if the electrostatic energy of a single excess electron on the
central island is large compared to the energy of thermal fluctuation.
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charges is still possible if the characteristic electrical capacitance (C) of the island is
small enough. In this case, the presence of one excess electron changes the electric
potential DV of the island considerably, that is, DV¼e/C. The control of single
tunneling events can then be realized in the following scenario. The enhanced
potential could prevent further charging of the island, essentially reducing the
probability of corresponding tunneling, as it would raise the energy of the whole
system. If then, the potential of the neighboring islands and/or gates were to be
changed, the probability of tunneling would be restored and the tunneling of strictly
one electron would then occur. Simply, it might be concluded that SE deals with a
small and defined amount of excess electrons on islands changing their distribution
over the islands in time in a desirable way.

In order to realize this practically, the following two principal conditionsmust be
fulfilled [27, 28]: First, the insulating barriers separating the conducting islands
from each other, as well as from the electrodes, should be fairly opaque. The barrier
properties determine the transport of electrons, which obey the rules of quantum
mechanics and therefore are described by wavefunctions. The coordinate depen-
dence of a wavefunction depends on the energy profile of the barrier. If the energy
barrier separating the islands is high and thick enough (e.g., 1 eV and 2nm, res-
pectively), it provides anessential decay of the electronwavefunctionoutside the island
and, as a result, only a weak overlapping of the wavefunctions of the neighboring
islands will occur within the inter-island space. If, in addition, the number of
electronic states contributing to tunneling is small enough – as is the case for
nanoparticles – the total exchange of electrons between the islands becomes
negligibly small. This situation is often referred to as the case of small quantum
fluctuations of charge. In spite of a relatively complex rigorous quantum mechan-
ical consideration, quantitatively this condition can illustratively be formulated
using the tunneling resistance RT as a characteristic of the tunneling junction. It
should be much higher than the characteristic resistance expressed via funda-
mental constants, the so-called resistance quantum, Rq¼ h/e2¼ 25.8 kV. The
electrons in the island can then be considered to be localized, and their number
already behaves classically, although they undergo thermodynamic fluctuations
just like any statistical variable.

Second, in order to have these thermal fluctuations small enough, and conse-
quently to make the exchange of electrons controllable, the energy associated with
charging by one extra electron should bemuch greater than the characteristic thermal
energy kBT. This is the above-mentioned charging energy EC, and it depends on the
charge Q, on the size, and on the charge on the capacitances of any junctions, gates,
conductors, and so on in the vicinity of the island. As long as the size of an island
exceeds the electrical screening length (a few tenths of a nanometer), the geometric
dependence of the charging energy is simply incorporated into the parameter C (the
total island capacitance), and the charging energy takes the simple form EC¼Q2/2C.
Then, the condition for the Coulomb energy to take precedence over the thermal
energy is quantitatively expressed byEC¼ e2/2C� kBT. Stated simply, the smaller the
island, the smaller the capacitance and the larger theEC, as well as the temperature, at
which single-electron charging can be observed experimentally.
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When the above-mentioned two conditions are satisfied, the system is character-
ized by the set of configurationswith various distributions of a small integral number
of excess charges over the islands. These configurations, or states, of the system can
be switched by means of tunneling of individual electrons. The characteristic time
scale for the switching between the states due to externally induced single-electron
transitions depends on temperature, and also on the energy distribution over the
whole system. This is the so-called �recharging time� tR, which ranges from about
10�11 s for typical values of RT¼ 100 kV and C¼ 10�16 F, up to several hours with
extremely large RT, in accordance with the relationship tR¼RTC.

If such an array is connected to a voltage source, the chargeQ on the junction will
increase with increasing voltage unless a tunneling event takes place. As long as
|Q|< e/2, the junction is in the Coulomb-blockaded state. At |Q|� e/2, tunneling is
allowed, and will occur after a random amount of time because of the stochastic
nature of the process. This is reflected in the current–voltage characteristic of the
junction, as the Coulomb blockade appears at voltages below 0.5 e/C, and with a
corresponding shift of the tunnel current characteristic.

If the array is biased by a constant current I, then atQ� e/2 tunneling will appear,
makingQ jump to�e/2, such that a new charging cycle starts again. This leads to an
oscillation of the voltage across the junction in a saw tooth-like manner, with the
fundamental frequency nSET:

nSET ¼ I=e

In this state, the tunneling of single electrons is correlated (Figure 5.20).
This gives rise to the manipulation of charges in a circuit on the single-electron

level, and therefore to the employment of this for the creation of, for example,
sensitive amplifiers and electrometers, switches, current standards, transistors,
ultrafast oscillators, or, generally, digital electronic circuits in which the presence

Figure 5.20 (a) The dependence of the time
averaged current I on U (the I(V) characteristic)
for a single-electron junction. Coulomb
blockade appears at voltages below e/C.

The dottet line indicates Ohmic behavior;
(b) Time development of the junction charge or
voltage imposed by a constant current source.
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or absence of a single electron at a certain time and place provides the digital
information.

5.2.2.2 The Single-Electron Transistor
The simplest circuit which reveals the peculiarities of SET comprises only one
Coulomb island and two leads (electrodes) attached to it. This geometry presents the
double-tunnel junction system; an example of where such geometry is realized is
depicted in Figure 5.21. If this system is to function as a simple on/off switch, then a
gate electrodemust be capacitively coupled to the island (Figure 5.22). Such a system
has external control of the state of charge, often called the single-electron transistor.
The application of a voltage to the outer electrodes of this circuit may cause either the
sequential transfer of electrons into and out of the central island, or no charge
transport – that is, the transistor will remain in the nonconductive state. The result

Figure 5.21 Scanning electron microscopy
image of a single-electron transistor with source
and drain (þU/2 and �U/2, respectively)
feeding the central island (Insel), which is

capacitively coupled to a gate electrode. The size
of the central island is about 60� 60 nm.
Reproduced with kind permission from BMBF
report INFO PHYS TECH, No. 22, 1998.

Figure 5.22 Circuit equivalent of a simple
single-electron transistor, consisting of a two-
junction arrangement and a gate electrode
coupled capacitively to the central island. The

transport voltageU induces a net flow of charge
through the device, the value of current I being
controlled be the gate voltage UG.
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depends on the voltage applied to the electrodes,U, as well as on the voltage applied to
the gate, Ug.

Because of the small total capacitance of the island, C¼C1 þ C2 þ C0 þ C00

(where C1 and C2 are the capacitances of the junctions, which for the sake of
simplicity will be assumed equal,C1¼C2¼CJ, whileC0, the capacitancewith respect
to the gate and C00, the capacitance with respect to other remote conducting objects,
will be assumed to bemuch less thanCJ), the island has a large Coulomb energy, and
EC� kBT. The total energy change of the system DE while one electron is tunneling
in one of the junctions, consists of the charging energy of the island itself, as well as of
the work done by the voltage source. For Ug¼ 0, this is simply given by:

DE ¼ Q2
f =2C�Q2

i =2C�qU;

whereQi andQf are the initial and final charges of the island, respectively, and q is the
charge (not necessarily integral) passed from the voltage source. From the elemental
reasoning it is clear that if, say,Qi¼ 0 andQf¼ e, then q¼�2 e/2 (depending on the
direction of electron tunneling) and, therefore, DE¼ e2/2C� eU/2. This means that
for �e/C, the change of energy is positive when �e/C	U	 e/C. Hence, electron
tunneling would only increase the energy of the system, and this transition does not
occur if the system cannot �borrow� some energy from its environment, when the
temperature is assumed to be low enough. Therefore, there is a Coulomb-blocked
state of the single-electron transistor when the voltage U is within the interval given
previously andUg is zero. Outside this range, the device conducts current by means
of the sequential tunneling of electrons.

When the gate voltageUg is finite, the calculation of the energy change due to one
electron tunneling gives another value, because of additional polarization of the
island electrostatically induced by the gate. The result of this consideration is
illustrated in Figure 5.23, where the U versus Ug diagram of the Coulomb blockade
is shown.

The diagram reflects an interesting feature: it is periodic with respect to the voltage
Ugwith a period of e/C0. This results from the fact that every new �portion� of the gate

Figure 5.23 Idealized periodic rhomb pattern showing the Coulomb blockade region on the plane
of voltages U and UG. A transistor conducts only outside the rhombic-shaped regions. The value
of the number n is the number of extra electrons trapped in the island in the blocked state.
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voltage of e/C0 is compensated by one extra electron on the island, and it returns to
the previous conditions for electron tunneling. Therefore at constant bias U, the
current through thedevice is alternately turning on andoffwith a sweep of voltageUg.

The behavior of the transistor outside the Coulomb blockade region also shows the
single-electron peculiarities, especially for the case of a highly asymmetrical junction,
where R1�R2, and C1�C2. The I(V)-characteristics, with a step-like structure
fading with decrease of U, can be seen in Figure 5.24. This so-called Coulomb
�staircase� results from the fact that an increase in U increases the number of
channels for tunneling in a step-like manner, allowing an increasing larger number
of electrons to be present on the island. Another manifestation of charging effects in
the SE transistor is the offset of the linear asymptotes by e/C.

The dependence of the transistor current on the gate voltage opens up the
opportunity to fabricate a sensitive device which measures either directly an electric
charge on the island or the charge induced on the island by the charges collected to
the gate, that is, a highly sensitive electrometer. The sensitivity of such an electro-
meter, which has already been achieved in practice, is of the order of 10�4 to 10�5 parts
of electronic charge, exceeding by far the charge sensitivity of conventional devices. It
will be seen later that even the association of charges due to adsorptionofmolecules on
the coulomb island causes the charge transport through such a single-electron
transistor.

5.2.3
Thin Film Structures

It is almost two decades ago that the fabrication techniques to produce �traditional�
single-electron circuits (e.g., transistors) were developed [29, 30], and these repre-
sented thefirststeps towardsanewdeviceconcept.Respective techniquesarebasedon

Figure 5.24 The dependence of the time-averaged current I versus U for an asymmetric single-
electron transistor.
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the evaporation ofmetal (usually Al)films through afine-patternmask,which is often
madefromapolymerresist,byusinganelectron-beamlithographicprocess.Themask
provides anumber of thin splitswhichdetermine the sizes and shapesof the resulting
wires and islands, while the bridges that interrupt themdetermine the position of the
desired tunnel junctions and gates. Because of the composite polymer resist layer,
which is chemically under-etched, the resultant mask is rigidly fixed above the
substrate, while its bridges become suspended above. These arrangements of splits
and bridges enable metals to be evaporated onto the substrate from various angles,
which allows the resulting evaporated layers to be placed in different positions.

In order to form a set of islands connected by tunnel junctions, the evaporation is
usually carried out from two or three different angles in two or three steps,
respectively, with an intermediate oxidation process, when aluminum is used. By
adjusting the angles, the linear sizes of the resulting overlapping area of the first and
the second metallic layers may be even smaller than the width of the strips – that is,
somewhat less than 100nm. At the same time, a gate electrode coupled to the islands
in only capacitive fashion should not overlap them, and this must be taken into
account in the mask pattern design. After double evaporation, the mask and
supporting layer are lifted off. Figure 5.21 shows such a single-electron transistor
fabricated as an Al–Al2O3–Al stack.

The resulting barrier of Al2O3, with a desirable thickness of a few nanometers, is
mechanically and chemically stable. The height of the corresponding energy barrier
is about 1 eV, and this readily provides a tunnel resistance in the range of 100 kV for
junctions of the above-mentioned size. The resulting capacitance of such tunnel
junctions is about 10�16 F, whichmeans that such circuits will operate reliably only at
temperatures below 1K which, although attainable, are reached only with immense
technical effort.

For an essential decrease in tunnel junction size and corresponding increase in
operating temperature, more sophisticated technologies are required for the fabri-
cation of SE structures. Meanwhile, advances in lithographic methods have opened
the way to much smaller structures. Nevertheless, with the decreasing size the
technical effort is increased drastically. Thus, an alternative route would be to use
ligand-stabilized metal nanoparticles as building blocks.

5.2.4
Single-Electron Tunneling in Metal Nanoparticles

The theoretical background of SET has achieved experimental manifestation in
lithographically fabricated capacitors, as found in conventional computer circuits.
These typically have capacitances in the pF range but, because of their extremely low
charging energies, theywould need to be cooled down to the sub-mK range for single-
electron operation. Furthermore, such a capacitor is typically driven at an operating
voltage of 10–100mV, which would lead to the storage of a few tens of thousands of
electrons per charging.

However, SET can also be observed on ligand-stabilized metal nanoparticles in a
size range of a few nanometers [26]. In this case, the surrounding ligand shell, which
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typically consists of organic molecules, plays the role of an insulating layer in contact
not only with neighboring clusters but also with conducting objects. The use of such
particles as building blocks for single-electron circuits of different complexities
requires the development of techniques for a controlled organization. To date,
approaches to achieve this requirement have referred to self-assembly processes
upon controlling the intermolecular interaction. The basic principles of these self-
assembly processes represent one of themain interests of supramolecular chemistry,
and appear as one of the key features in the development of SET devices utilizing
nanoparticles.

Although, in general, the small size of nanoparticlemakes the number of electrons
countable, this requires a slight modification of the two principal conditions for
�classical� SET:

. In the standard (macroscopic) electrostatic approach – where a conductor is
treated as a continuous entity with an infinitely thin screening depth – will fail as
the latter reaches almost the size of the object, and the number of weakly bound or
metallic electrons in the object is small. As a result, the electron–electron
interaction is not completely screened out, so that the concept of electrical
capacitances cannot be strictly applied. In this case, calculation of the charging
energy should be carried out by counting the energy of interacting charges.
However, the Coulomb energy can still be roughly described by the same
elemental formula for the charging energy of a capacitor. The symbol C will
then denote a capacitance that generally depends on the total number of inter-
acting electrons occupying the nanoparticle.

. Because of the small size of a nanoparticle, the energy spectrum is changed
essentially because of the above-mentioned quantum size effect. In contrast to a
macroscopic piece of metal, which has a quasi-continuous electron energy
spectrum (as assumed in the discussion of charging effects in larger structures),
a metal cluster presents for electrons a small potential energy well which, in
accordance with quantummechanics, has a set of distinctly discrete energy levels,
the density and distribution of which depend on the size and shape of the cluster
and, consequently, the tunnel junctions. When one of its electrodes is a nano-
particle, a tunnel junction can hardly be characterized by such a simple parameter
as a constant tunneling resistance RT. Such an approximation is valid when
densities of levels in both electrodes are high, and independent of energy. In
clusters of 1–2 nm, the level spacing appears, and is on the scale of the charging
energy itself.

These peculiarities of metal nanoparticles do not, however, eliminate charging
effects in them. Both, theoretical and experimental investigations have shown that
the fundamental results of SET still hold true qualitatively. For example, the
current–voltage characteristic of a double-barrier junction with a quantum dot (QD)
possesses at low temperature, aswell as theCoulomb staircase, afine structure due to
energy quantization inside theQD.Nevertheless, the interpretation of these results is
complicated by the fact that the characteristic time RTC becomes as short as the
characteristic time of the energy relaxation inside the QD, and consequently the
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electrons no longer have the pure Fermi distribution. Thus, the tunneling character-
istics of single nanoparticles provide information about their electron energy
spectrum, and hence the density of levels and their degeneracy.

The experimental set-ups that allow the probing of these tunneling characteristics
of metal nanoparticles involve nanometer-separated electrodes, fabricated by litho-
graphic techniques, scanning tunnelingmicroscopy (STM), inwhich themicroscope
tip acts as one electrode, and electrochemicalmethods. Recent reviews have provided
a detailed description of howelectrochemical experiments canbeused to provide data
concerning the tunneling characteristics ofmetal nanoparticles that are analogous to
that obtained by nanogap or STMconfigurations [31, 32]. Due to the limited space the
electrochemical approachwill not be discussed here and the following sections focus
on STM and nanogap configurations.

5.2.4.1 STM Configurations
In STM measurements, a sharp metallic tip is brought close to a nonisolating
sample until a tunneling current is detected. STM measurements are performed
either by keeping the distance between the tip and sample constant while mea-
suring the resulting tunneling current (constant-height mode), or by measuring
changes in the tip-to-sample distance at a constant current (constant-current mode).
The tunneling current depends exponentially on the tip-to-sample distance, and this
forms the basis for imaging the topography of samples. For scanning tunneling
spectroscopy (STS) investigations, the tip-to-sample distance is usually fixed such
that, depending on the tip-to-sample bias, the tunneling current and differential
conductance can be measured. The spectroscopic data obtained provide informa-
tion concerning the local electronic characteristics of the sample, such as the density
of states (DOS) [33].

In the STM configuration, metal nanoparticles are immobilized on a conducting
substrate with a thin insulating spacer layer (e.g., represented either by a thin oxide
layer, or organic ligand molecules) between the nanoparticle and the conducting
substrate, with the tip positioned immediately above the metal nanoparticle. Thus, a
double-barrier tunneling junction (DBTJ) (see Figure 5.25) is formed. In the case that
the metal nanoparticle is electronically coupled only weakly to the leads (conducting
substrate and tip) – that is, when the resistance of the barriers (the thin insulating
layer between the conducting substrate, R2; see Figure 5.25) is much higher than the
quantum of resistance h/2e2 (the resistance whichmust be overcome to add/remove
a single electron to the cluster), then the physics of the electron transport can be
described by the �orthodox� theory of SET. The high resistance of the barriers is
essential to ensure that the nanoparticle has a well-defined number of added/
removed electrons. Due to the geometry of the STM configuration, the tunneling
rate between the particle and the substrate is fixed, while the resistance (R1) – and
therefore the tunneling rate between the tip and the nanoparticle – can be adjusted by
moving the tip further or closer to the nanoparticle. In the limiting case that the
tunneling rate between the tip and the nanoparticle ismuchhigher than that between
the nanoparticle and the substrate, the electrons tunnel through the nanoparticle
one-by-one such that the number of electrons accumulating in the nanoparticle will
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be zero; this results in a linear current increase with the bias voltage in the I(V)
spectrum. In the case that the tunneling rate between the tip and nanoparticle is
much higher than that between the nanoparticle and substrate, the electrons will
accumulate in the nanoparticle such that the electron occupancy will depend on the
bias voltage between the tip and the substrate. In this case, Coulomb charging effects
become visible in the I(V) characteristics. The tunneling resistance R2 is determined
by the resistive properties of the insulating layer and the contact area. The contact area
may vary between different clusters of the same size and, as clusters have different
facets (squares and triangles), the cluster capacitanceC2 will depend on the exact way
in which the cluster lies on the substrate. Furthermore, in the case of STS
measurements of ligand-stabilized clusters, the ligands may have different orienta-
tions that vary from cluster to cluster with respect to the underlying substrate. This
will cause a different tunneling barrier between the cluster and the ground, and thus a
different capacitance. Finally, residual water molecules from the solvent may be
boundphysically or chemically onto either the cluster surface or the ligand shell, such
that the tunnel junction between the cluster and substrate may differ for different
clusters.

One advantage of STM/STS measurements is, that the individual cluster can be
imaged and analyzed spectroscopically in one single experiment, which ensures that
reliable data are acquired from individual clusters.

The first investigations on SET events in metal nanoparticles, using the above-
described STM configuration, date back to the 1990s. One of the earliest examples
was an STM investigation of approximately 4 nm gold nanoparticles, obtained by

Figure 5.25 (a) General scheme of the
STM configuration for the investigation of SET
on individual metal nanoparticles;
(b) Corresponding electronic circuit

(C1¼ tip/nanoparticle capacitance,
C2¼nanoparticle/substrate capacitance).
Reprinted with permission from Ref. [37]; �
2007, Elsevier.
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metal evaporation and deposition onto a 1 nm-thick layer of ZrO2 as insulating layer
on a flat gold substrate [34]. The experimentally determined capacitance at room
temperature of the nanoparticle–substrate junction in this casewas about 10�18 F, a
value which was in good agreement with the theoretically estimated value based on
the model of a parallel-plate capacitor with ZrO2 as the defined dielectric. Sub-
sequently, Dorogi et al. [35] improved this STM set-up by using self-assembled
monolayers (SAMs) of xylene-a,a0-dithiol as the insulating layer. This allowed the
covalent attachment of approximately 2 nm gold clusters to the surface, via the
formation of a sulfur–gold bond, such that the cluster position could bemaintained
in a fixed position during the measurements enabling reliable studies of the
electrical transport. The tunneling current as a function of applied voltage, provided
evidence of SET at room temperature, and by fitting the I(V) curves to a Coulomb
blockade model, the electrical resistance of the xylene-a,a0-dithiol molecules
was estimated at about 9MV, which was in good agreement with theoretical
expectations of 12.5MV for these molecules [36]. In a very recent example, van
Haesendonck and coworkers [37] reported on the systematic and reproducible
observations of Coulomb charging effects for individual naked gold clusters of
approximately 2 nm, observed using low-temperature (T¼ 78 K) STS measure-
ments. The gold clusters were produced by a laser vaporization source and, in
analogy to the approach of Dorogi et al., deposited on a Au(111) film covered with a
SAM of 1,4-benzenedimethanethiol (BDMT) as the insulating layer. Subsequently,
the current–voltage spectra were obtained for several hundreds of individual gold
clusters. Based on the formula of a parallel-plate capacitor,C2¼ e0erA/d, where e0 is
the dielectric constant of the vacuum, er the relative dielectric constant the BDMT
layer, A the contact area, and d the interlayer thickness of 0.8 nm (determined by
ellipsometry), the cluster surface capacitance was estimated to be in the order of
10�19 F, which fitted well with theoretical expectations. Almost all clusters showed
the presence of Coulomb blockade effects, with a stepwidth ranging between 200 and
600mV (again, in the theoretical expected range). Furthermore, for a small fraction
of the investigated gold clusters, apart from the equidistant Coulomb charging
peaks, additional nonequidistant peaks in the order of 100mV in the dI/dV(V) data
(Figure 5.26) were observed. These peaks, which could not be reproduced by the
semiclassical orthodox theory, were considered to indicate the presence of discrete
energy levels.

Very early results obtained on single ligand-stabilized nanoparticles were
reported by van Kempen et al. in 1995 [38, 39], with details of STM measure-
ments at 4.2 K on a Pt309phen36O20 cluster synthesized by Schmid and coworkers
(Figure 5.27). In this case, the I(V) characteristics exhibited clear charging effects,
which indicated that the ligands were acting as sufficiently insulating tunnel
barriers between the cluster and the substrate. The experimentally observed
charging energy was in the range of 50–500meV, while a value of 140meV was
expected, assuming a continuous density of state in the particles and a dielectric
constant of er¼ 10 for the ligand molecules when the formula for the charging of
a metallic sphere with EC¼ e2/4pe0erR (where R is the radius of the particle) was
applied.
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In analogy to the above-mentioned results of van Haesendonck and coworkers,
additional structures on the charging characteristics have been observed in some
cases, whichmight be expected from a discrete electron level spectrum in the cluster
caused by the quantum size effect. The effect of discrete levels on charging
characteristics has been treated theoretically by Averin and Korotkov [40], who
extended the existing �orthodox� theory of correlated SET in a double normal-metal
tunnel junction to the case of a nanoscaled central electrode.According to this, the I(V)
characteristics should exhibit small-scale singularities reflecting the structure of the
energy spectrum of the central electrode, that is, the nanoparticle. Furthermore, the
energy relaxation rate becomes evident because of the small recharging time, t,
resulting from the small junction capacitance according to t¼RTC, where RT is the

Figure 5.26 Conductance curves dI/dV(V)
taken on an individual cluster deposited on a
self-assembled monolayer of 1,4-
benzenedimethanethiol (BDMT) on Au(111).
Both, equidistant Coulomb charging peaks and
nonequidistant peaks (indicated by the arrows)
are observed. The latter peaks are attributed to
discrete electronic levels caused by the electron

confinement inside the cluster (T¼ 78 K,
Vset¼�1.5 V, Iset¼ 0.2 nA). The lower curve
shows the fitting result to the charging peaks of
the experimental data by the orthodox theory
based mode at 78 K. Parameters are:
R1¼ 6.5GV, R2¼ 10MV, C1¼ 2.9 
 10�19 F,
C2¼ 2.5 
 10�19 F. Reprinted with permission
from Ref. [37]; � 2007, Elsevier.

Figure 5.27 A single ligand-stabilized Pt309-cluster between a STM tip and a Au(111) facet.
The junction between the cluster and the substrate is built up by the ligand shell.
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resistance of the respective tunnel barrier and C is the capacitance of the junction.
While the theoretical prediction for the level splittingD according toD¼ 4EF/3Nor to a
refined approach by Halperin [41] leads to an assumed splitting of about 8meV (EF is
the Fermi energy of themetal,N is the number of free electrons), the fit of the spectra
lies between 20 and 50meV. Although different reasons were discussed in the cited
report, the measurements reflected the discreteness of the level spectrum in the
clusters as large as the 2.2nm for Pt309.

Experiments in the room temperature range have been performed on smaller
ligand-stabilized metal clusters as for example Au55(PPh3)12Cl6 (1.4 nm). Already,
cluster pellets (i.e., 3-D compacts of the clusters), have provided hints of single-
electron transfer in the I(V) curves [42] taken at room temperature. However, in these
investigations neither the vertical nor the lateral arrangement of the clusters was well
defined, as would be the case in a 1-D, 2-D or 3-D superlattice. As a consequence, the
charging energy had a wider spread, as might be expected from the estimation of the
charging energy of a single cluster according to the above-mentioned formula.

Chi et al. studied tunneling spectroscopy on Au55 monolayers prepared on various
technically relevant substrates [43]. These samples were obtained using a two-step
self-assembly (SA) process and a combined Langmuir–Blodgett/SA process. The
spectroscopy provided clear evidence of the Coulomb blockade that originated from
the double barrier at the ligand-stabilized cluster as the central electrode, up to the
room temperature range.

From a fit of the experimental data at 90 K (Figure 5.28), the capacitance of the
cluster was calculated as 3.9� 10�19 F. This value, which is very sensitive towards
residual charges and nearby background charges, is close to that of the microscopic

Figure 5.28 SET on a single ligand-stabilized Au55-cluster at 90 K. The junction capacitance
was calculated to be 3.9� 10�19 F by fitting. Reprinted with kind permission from Ref. [43];� 1998,
Springer Science þ Business Media.
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Figure 5.29 (a) STM image of a single
Au55[P(C6H5)3]12Cl6 cluster on a Au(111)
surface at 7 K, obtained at a bias of 2 V and a
current of 100 pA using a Pt–Ir tip. Image size:
3.3� 2.9 nm; (b) Space-filling model of the
cluster compound: cubo-octahedral core with
55 Au atoms (yellow), 12 P(C6H5)3 molecules
(with P pink, C gray and H blue) bound to the

12 edges of the cubo-octahedron and six Cl
atoms (violet) located in the center of the six
square faces of the Au core. A comparison of (a)
and (b) shows that the STM resolves the C6H5

rings. Spectroscopic data were acquired at the
two distinct locations marked in panel (a).
Reprinted with permission from Ref. [44];
� 2003, American Chemical Society.

capacitance determined previously via temperature-dependent impedancemeasure-
ments [9].

Low-temperature tunneling spectroscopy on individual Au55 clusters under ultra-
high-vacuum conditions has also been reported [44]. In accordance with the above-
mentioned results, clear evidence of theCoulombblockadewas given. In this regime,
the conductivity appeared to be largely suppressed, but is not zero – a fact attributed to
a certain probability of co-tunnelingwithin theCoulombgap at thefinite temperature
of 7 K. At this temperature, thermal motion would be sufficiently reduced, and the
molecular structure of the ligand shell partly visible. The STM image fits with the
space-filling model of the cluster fairly well; both are shown in Figure 5.29. In this
figure, the two locations at which the tunneling spectra have been recorded are
indicated. One location is just above a C6H5 ring of the PPh3 ligand, and the other is
next to the ring. The conductivity peaks, which precisely coincide for both spectra, are
shown in Figure 5.30. This shows that the discrete energy levels of the cluster become
visible in terms of conductivity oscillations with an average level spacing of 135meV.
If this value is compared to that expected for a simple free-electron model (as
described above), the �electronical apparent� cluster diameter is about 1.0 nm –

significantly smaller than the geometrically determined diameter of 1.4 nm for Au55,
and slightly larger than the expected value of 0.84 nm for Au13. The authors claimed
that these differences were most likely caused by the six Cl atoms located at the six
square faces of the cubo-octahedral Au55 surface. As Cl has a high electronegativity, it
removes one electron from the Au55 core; nevertheless, within the discrete energy
levels the cluster exhibits a metallic behavior.

In a recent report, Xu et al. [45] described the STS investigation of hexanethiolate-
protected gold nanoparticles sized between 3.2–6.3 nm and 11.8 nm, deposited on a
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Figure 5.30 Tunneling spectra acquired at the
two distinct locations marked in Figure 5.29a.
The dashed curve was taken right above the
C6H5 ring, and the solid curve next to the ring.
The bias refers to the substrate potential. The

arrows indicate conductivity peaks which
coincide precisely for both spectra. Reprinted
with permission from Ref. [44]; � 2003,
American Chemical Society.

SAM of hexanethiol on a gold substrate. Also reported was the dependence of the
tunneling resistance upon exposure of the nanoparticle/SAM/gold structure to
organic vapors. The organic vapor molecules were shown to penetrate into the
nanoparticle–SAM interface, and thus to modify the tunnel junction. The results
indicated that, for particles with a core diameter of approximately 6 nm, the I(V)
profiles exhibited a rather sensitive variation upon exposure to various organic
vapors, and this was reflected by a drastic enlargement of the Coulomb gap with
increasing vapor concentration and decreasing vapor relative polarity. These results
highlighted the strong link to the development of nanoparticle-based chemiresistors
for chemical vapor detection, leading to the concept of chemical gating (as described
in the following subsection).

5.2.4.2 Chemical Switching and Gating of Current Through Nanoparticles
One significant advantage of incorporating nanoparticles into single-electron devices
is the opportunity to control the size of the particles chemically, as well as the
thickness, composition, and state of charge of the ligand shell. The current flow
through such a device will thus be very sensitive to any charges and impurities that
reside on the nanoparticles or in the ligand shell. This sensitivity can be used to
switch the �transparency� of the ligand shell, or to use the ligands as �chemical gates�
to manipulate the SET current.

Schiffrin and coworkers have described how to control the transparency of the
insulation barriers between a substrate and a nanoparticle in a STS experiment [46]
(Figure 5.31). In this case, a bipyridyl moiety (viologen group, V2þ ) was used as
a redox group incorporated in the ligand shell of the particle. Electrons were
incorporated into this group under electrochemical control, while the transparency
of the insulating barrier wasmeasured by STS. It was found that reduction of V2þ to
the radical V. þ led to a significant decrease in the barrier height; any further
reduction to V0 resulted in a very large increase in the barrier height. This result
reflected the supporting effect of a half-filled molecular orbital in V. þ. This situation
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might lead to an extension of the electronic wave function from the nanoparticle to
the substrate via the orbitals of the radical V. þ. As soon as V0 is formed, electron
pairing in the LUMO (lowest unoccupied molecular orbital) suppresses the direct
electronic interaction.

These results show impressively that switching of the SET current through a
ligand-stabilized nanoparticle can be induced by electron injection into a specific
redox group within the barriers of the tunnel junction. While the configuration,
which was studied in these studies, requires reduction by at least 30 electrons to
change the transparency of the barrier in the nanoparticle layer, amajor challengewill
be to integrate these switching elements into a self-assembled SET circuit.

Feldheim et al.have been considering the possibility of employing particle-capping
ligands as �chemical gates� to control the SET current flow in an STS configuration
[47]. These authors reported the I(V) characteristics of ligand-stabilized Au nano-
particles in aqueous solutions, whereas octanethiol-stabilized 5 nm particles (C8-Au)
and galvinol-stabilized 3 nm particles (Gal-Au) were used as the central island.
Galvinol represents a pH-active probe with pKa �12, whereas about 15 galvinol
ligands were introduced into the ligand shell. Upon increasing the pH, galvinol,
however, was converted to the galvinoxide anion, causing the ligand shell to be
charged negatively. Feldheim et al. have presented a collection of I(V) characteristics
for galvin and octanethiol nanoparticles in H2O with several clear current steps and
voltage plateaus, reflecting SET in the individual particles. While only small differ-
ences in the positions and magnitudes of the staircase voltage plateaus appeared for
octanethiol-stabilized Au nanoparticles upon changing the pH, galvin stabilized Au
nanoparticles was seen to react sensitively when the pHwas changed from 5 to 8, 10,

Figure 5.31 Scheme describing the redox switch, which is based on a viologen redox center
incorporated within the nanoparticles ligand shell. Reprinted with permission from Ref. [46];
� 2000, Macmillan Publishers Ltd.
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and finally to 12 (Figure 5.32). The authors pointed out that, first, a subtle shift (ca.
30mV) in the entire staircase to positive bias potentials was noted from pH5 to pH8.
The shift was even more pronounced in I(V) curves obtained at pH 10 and 12 (from
about 60 to 120mV). Second,DV¼e/C decreased inmagnitude with increasing pH.
Third, slight peaks were evident in the I(V) curves at pH� 8. These chemically
induced changes, which led to an increase in the negative charge on the cluster, have
two consequences: (i) the total self-capacitance of the nanoparticles decreases from
about 2.2� 10�18 F at pH 5 to circa 0.31� 10�18 F at pH 12; and (ii) the induced

Figure 5.32 Current–voltage curves for C8-Au
(left) and Gal-Au (right) in H2O as a function of
pH (adjusted with phosphate buffer, see
Ref. [6]). The numbers 1–4 in the Gal-Au data
identify voltage plateaus. Cartoons of the
experimental arrangements for measuring I–V
curves of individual nanoparticles in solution

are shown at the top of each data column.
The insulated STM tip, ligand-capped Au
nanoparticle and octanethiol-coated planar Au
substrate are shown. Length and shapes are not
to scale. Reprinted with permission from
Ref. [47]; � 1998, American Chemical Society.
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negative charge, by forming galvanoxide, acts like a negatively charged gate in solid-
state SETdevices, causing a shift of the Coulomb blockade to positive bias potentials.
It was concluded that, since potential shifts and capacitance changes were observed
only for galvin-stabilized Au and not for octane thiol-stabilized Au, the concept of pH-
gated SET would be supported.

In a recent study conducted by Albrecht et al. [48], monolayers of hexylmercaptan-
and 4-mercaptopyridine-protectedAu145 nanoparticles immobilized on single-crystal
Pt(111) electrodes were investigated using differential pulse voltammetry (DPV;
Figure 5.33b, red curve) and electrochemical STM (Figure 5.33a, black curve). In
accordance with others, the authors observed clearly sequential charging events with
an average peak spacing of 0.148V, which led to a capacitance of 1.08 aF per
nanoparticle. The charging steps were also observed in the tunneling spectroscopy
investigations, though their position and intensity varied from scan to scan, as the
STM tip slowly drifted over the substrate surface. However, the abundance distri-
bution of peak positions (Figure 5.33b, inset) shows clearly that the peaks are not
randomly distributed, but rather accumulate at certain potentials.

High particle charges (increasing overpotential g, with g¼Es�E�, whereby
Es¼ substrate potential, E� ¼ equilibrium potential of the �redox�-species) were
observed, in addition to an increasing tunneling rate constant; this was explained
by dielectric saturation effects in the immediate surroundings of the charged
nanoparticles. Based on these findings, it was suggested that the individual nano-
particles could be operated as multistate switches in condensed media at room
temperature.

Figure 5.33 (a) Monolayer-protected
nanoparticle in an electrochemical in situ STM
configuration; (b) Sequential charging events
observed in DPV (red) and It(g) tunneling
spectroscopy (black) at constant Vbias¼ 0.05 V
(I0set ¼ 0:05 nA). Inset: Abundance distribution

of It(g) peak positions (binning: 0.03 V),
electrolyte: 0.1M KClO4 (tunneling
spectroscopy) or 0.1M NaClO4 (DPV).
Reprinted with permission from Ref. [48];
� 2007, American Chemical Society.
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Taken together, these results showed that SET was not only dependent on the
nature of the ligands stabilizing the nanoparticles, but also on the composition of the
solution surrounding the function array. These points would be useful when
studying chemical signal transduction, where SET currents should be sensitive to
single redox or analysis events.

5.2.4.3 Individual Particles and 1-D Assemblies in Nanogap Configurations
Nanometer-spaced electrodes – so-called �nanogaps� – can be used to study the I(V)
characteristics of nanoparticles or nanoparticle assemblies. Nanogap configura-
tions with gap separations of <10–100 nm can be fabricated using electron-beam
lithography (EBL) and metal evaporation. In this case, the electrodes typically
consist of an adhesion layer of Cr or Ti a few nanometers thick, and an overlayer of
metal (typically Au) a few tens of nanometers thick. Furthermore, gaps of <10 nm
can be created by, for example,mechanical breaking or electromigration [33]. In the
electromigration process, a pair of thick electrodes is first fabricated by lithography,
utilizing a shadowmask, after which the gap is bridged by a thin layer of ametal. On
applying a gradually increasing current, a controlled break of the bridge is achieved,
which results in a gap with a width of a few nanometers. Nevertheless, it should be
noted that a number of challenges associated with the use of nanogap configura-
tions for probing the tunneling characteristics ofmetal nanoparticles remain. First,
due to the fabrication process involving the nanogap formation and the immobi-
lization of the metal nanoparticles into the gap, device-to-device variations can be
large and require the statistical analysis of a large number of samples. Furthermore,
any contact between the electrode and the nanoparticle should be both robust and
reproducible. Moreover, the atomic-scale details of the nanoparticle-electrode-
contact are not well known.

An early example was provided by Alivisatos and coworkers in 1996, who realized
an electrode structure scaled down to the level of a single Au nanoparticle [49]. To
fabricate this structure, the techniques of optical lithography and angle evaporation
were combined, such that a narrow gap of a few nanometers between twoAu leads on
a Si substrate could be defined. The Au leads were functionalized with hexane-1,6-
dithiol, which binds linearly to the Au surface. These free ends which face the
solutionwere used to immobilize 5.8 nmAunanoparticles fromsolutionbetween the
leads. The resulting device revealed slight current steps in the I(V) characteristic at
77 K (see Figure 5.34). By means of curve fitting to classical Coulomb blockade
models, the junction capacitances were found to be 2.1� 10�18 F, and the resistances
32MV and 2GV, respectively. In a further development of this device, a gate
electrode to externally control the current flow through the central island, a CdSe
nanoparticle, was applied to realize a SET transistor [50].

Schmid and Dekker reported a technique, which allows the controlled deposition
of a single nanoparticle between twometal nanoelectrodes – that is, the technique of
electrostatic trapping (ET) [51]. This method is based on the attraction of a polarized
metal nanoparticle to the strongest point of the electric field, which is applied to two
Pt electrodes (Figure 5.35). Fromsolution, the particles can be immobilized in the gap
between the Pt electrodes, which can be reduced down to 4 nmandwere fabricated by
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Figure 5.34 (a) Field-emission scanning
electron microscopy image of a lead structure
before the nanoparticles are introduced. The
light gray region is formed by the angle
evaporation, and is �10 nm thick. The darker
region is fromanormal angle evaporation and is
�70 nm thick; (b) Schematic cross-section of
nanoparticles bound via a bifunctional linker
molecule to the leads. Transport between the
leads occurs through the mottled nanoparticle
bridging the gap; (c) I(Vsd) characteristics of a
5.8 nm-diameter Au nanoparticle measured at

4.2 K. The solid lines show three I(V ) curves
measured over the course of several days. Each
is offset for clarity. These different curves result
from changes in the local charge distribution
about the dot. The dashed lines are fits to the
data using the orthodox Coulomb blockade
model as discussed; (d) I(Vsd) characteristic of
a 5.8 nm Au nanoparticle measured at 77 K;
several Coulomb steps of periods DVsd
�200mV can be seen. Reprinted with
permission from Ref. [49]; � 1996, American
Institute of Physics.
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thermal growth on Si. A 60 nmSiNfilmwas then deposited on top, and EBLwith poly
(methylmethacrylate) (PMMA) and reactive ion etching used to open a 100 nm slit in
the SiN film, with a local constriction with 20 nm spacing. Under-etching with HF
enabled the formation of free-standing SiN �fingers,� whichwere sputteredwith Pt to
reduce the gap down to 4 nm.Within this gap, Pd nanoparticles were trapped (Figure
5.36) to enable studies of the electrical transport properties of this double-barrier
system. A typical I(V) curve is shown in Figure 5.37. At 4.2 K, the most pronounced
feature is the Coulomb gap at a voltage of about 55mV, which disappears at 295K.
Furthermore, the I(V) curve is not linear above the gap voltage, but increases
exponentially; this was explained by a suppression of the effective tunnel barrier
by the applied voltage.

Figure 5.35 Schematic representation of the
set-up for single particle measurements. Pt
denotes two freestanding Pt electrodes (dashed
region). A ligand-stabilized Pd cluster is

polarized by the applied voltage and attracted to
the gap between the Pt electrodes (electrostatic
trapping; ET). Reprinted with permission from
Ref. [51];� 1997, American Institute of Physics.

Figure 5.36 (a) Pt electrodes (white) separated by a�14 nmgap; (b) After electrostatic trapping, the
same electrodes are bridged by a single �17 nm Pd particle. Reprinted with permission from
Ref. [51]; � 1997, American Institute of Physics.
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A biomolecular-based approach for the assembly of a nanogap/nanoparticle
structure was reported by Chung et al. [52], who used direct-write dip-pen nanolitho-
graphy (DPN) to add specific local chemical functionality in the form of specific DNA
sequences to lithographically defined electrodes with a 20–100 nm gap distance. In
this way, 20 to 30 nm oligonucleotide-functionalized gold nanoparticles were im-
mobilized between the electrodes, using linker-oligonucleotide strands to induce
circuit assembly (Figure 5.38a).

The I(V)-characteristics weremeasured for different temperatures, and aCoulomb
gap could be observed at 4.2 K (Figure 5.38b), depending on nanoparticle size. The
smaller particles had smaller capacitances and higher charging energies, and thus
exhibited wider Coulomb gaps (�73mV for the 20 nm particles, �25mV for the
30 nm particles), providing further evidence for the immobilization of a single
electrically active cluster into the electrode junctions.

The structures mentioned up to this point have represented examples of quasi-
zero-dimensional (0-D) systems, in which self-assembly or electrostatic trapping are
used to place the individual (or at least a few) particles into a nanogap for electrical
transport measurements. However, the processes are not necessarily suited to
electrically address a well-defined number in a desired arrangement in a reliable
manner, which in turnmeans that neithermethod can lead to strict and defect-free 1-
D arrangements. In addition, inherent disorder cannot be avoided. Thus, until now,
the electrical transport properties through a �perfect� 1-D array have been studied on
a theoretical basis.
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Figure 5.37 Current–voltage curves measured
at 4.2 K (open squares) and at 295 K (solid
squares). The solid curves denote fits of the
Korotkov–Nazarov model, as described in
Ref. [51]. Fitting parameters for these curves are
Vc¼ 55mV, R0¼ 1.1� 1011V, q0¼ 0.15e

(offset charge), and a¼ E c/h¼ 0.5. The dashed
curve (a¼ 0) represents the conventional
model which assumes a voltage-independent
tunnel barrier. Reprinted with permission from
Ref. [51];� 1997, American Institute of Physics.
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To analyze the effect of disorder, an exact analytical solution in terms of Green�s
function (GF) for the potential distribution in a finite 1-D array was shown to be
appropriate (Figure 5.39) [53, 54]. The GFapproach allows the formulation of the so-
called partial �solitary� problem of small mesoscopic tunnel junctions, similar to the
problem of the behavior of an electron in 1-D tight binding and in a set of random
delta-function models.

The discussion of 1-D metal cluster arrangements of ligand-stabilized nanopar-
ticles, as reported inRef. [53, 54], assumes that: (i) either the capacitanceC is the same
for all junctions, whereas the self-capacitance C0 can fluctuate from site to site
because of a finite size distribution; or (ii) that the C0 is the same, while C can
fluctuate from site to site because of packing defects. It has further been assumed that
the metal nanoparticles have a continuous density of states (DOS); that is, quantum

Figure 5.38 (a) SEM image of single 20 and
30 nm-diameter Au nanoparticles assembled
from solution and bridging the two adjacent
nanoelectrode junctions; (b) Current–voltage
(I(V)) characteristics and corresponding
conductance (numerical dI/dV) plot for a
DPN-generated nanogap device assembled

with oligonucleotide-modified 30 nm diameter
Au nanoparticles at T¼ 4.2 K. The inset shows a
model circuit of the systemwith a double-barrier
junction used for fitting the experimental data
of solution-modified, Au nanoparticle devices.
Reproduced with permission from Ref. [52];
� Wiley-VCH Verlag GmbH & Co. KGaA.

Figure 5.39 (a) 1-D array of N ligand-stabilized metal clusters; (b) The corresponding circuit
equivalent. Reprinted with permission from Ref. [53]; � 1997, Elsevier.
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size effects and their influence on the capacitance have been excluded from
consideration. These simplifications illustrate the practical implications of disorder
with respect to future applications in microelectronics, although in general they are
not necessary assumptions for the method discussed.

The main results are that a decrease in particle size at one position of the array
increases the potential at this point, and thismay lead (at least) to localization – that is,
the single excess electron in the array may be trapped. As a packing defect, which
affects the inter-particle capacitance at one point, acts like an inhomogeneity, the
soliton will interact with its mirror-image soliton (or anti-soliton), and will therefore
be attracted. This method is of practical use because the total reflection amplitude
obtained by these calculations is directly related to the Landauer resistance [55–57],
which increases exponentially with the number of defects. For the sake of illustration,
it is possible to consider a 1-D chain of 2 nm neutral metal particles in which a
number N of the nanoparticles are replaced by smaller particles (1 nm). The 1 nm
particles represent defects, which lead to a decreased transmission probability for
electrons in the periodic chain, and in turn to an increase in the overall resistance.
This situation is reflected in Figure 5.40, where the increase in resistance DG�1 is
given for this selected example, according to Ref. [58].

Amuchmore refined picture of the transport properties of 1-D arrays is given by
Schoeller and coworkers [59], who calculated the quantum transport properties
through a linear array of metallic nanoparticles, which were immobilized on DNA
(an overview of the methods used to fabricate these assemblies is provided in
Ref. [14, 60]). In detail, these authors determined the current and shot noise
through such a system in variation of parameters such as the applied gate and bias
voltage, the temperature, and the strength of dissipative effects. One special focus
of the calculations was the geometry of the array, as it was intended to design the
electron transport properties by controlling the shape of the device. In the model
system used (see Figure 5.41), the gate, leads and nanoparticles were all treated as
ideal conductors, whereas other parts of the system (substrate, DNA, ligand shell)
were modeled as dielectrics.

As a basis, Schoeller et al. took a semi-classical Master equation approach to
calculate the transport properties. Thereby, they assumed an incoherent tunneling,
which was treated as a perturbation, while the Coulomb interaction between charged
nanoparticles was taken into account nonpertubatively within a capacitance model.
However, in contrast to the standard orthodox theory, they explicitly considered the
discrete nature of the electronic spectrum of the nanoparticles. In the calculated I(V)

Figure 5.40 A1-D chain of 2 nmmetal particles withN¼ 3 �impurities� (i.e., 1 nmmetal particles).
The arrows indicate that the resistance increases exponentially with N [58].
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characteristics of a two-nanoparticle array, Schoeller et al. found a fine structure
besides the Coulomb staircase which had originated from the level spacing. At
increasing temperatures these fine structures were obliterated but the typical
staircase remained.

The I(V) characteristics of an array of nanoparticles with uniformly growing
diameters illustrate a striking asymmetry in dependency of the gate voltage in the low
bias regime (Figure 5.42). For higher bias voltages, the characteristics become
symmetric and independent of the applied gate voltage. The mechanism behind
this asymmetry is a combination of the asymmetric size of the nanoparticles, which
leads to asymmetric capacitancematrices, and theCoulomb interaction.Additionally,
the offset voltage increases with array length, whereas the asymptotic conductance
can increase or decrease with array length, which can be tuned by different sizes of
nanoparticles.

The negative differential conductance (NDC) effect occurs when nanoparticles are
assumed to have discrete, equally spaced energy levels (Figure 5.43). This effect
appears when a strong tunneling to the reservoirs is large, and induces a high-charge

Figure 5.41 (a) Wireframe of the geometric set-up; (b) The model system. Reproduced with kind
permission from Ref. [59]; � 2005, American Physical Society.

Figure 5.42 I(V) characteristics for different gate voltages of a four-nanoparticle array with growing
diameter. Reproduced with kind permission from Ref. [59]; � 2005, American Physical Society.
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gradient that leads to smaller transition rates between the particles, with increasing
voltages and a large offset between the electronic spectra. By varying the distance
between the array and the leads, the tunneling can be tuned and is heavily dependent
on the geometry.

The first experimental attempts to achieve a 1-D array of nanoparticles were
conducted by Sato et al. [61], who built up single electron transistors made from
nanoparticles bridging a 30 nm gap between source and drain. The observed
electrical conduction through these devices showed clear Coulomb staircases and
periodic conductance oscillations in dependence of the gate voltage. The deviceswere
prepared as follows. First, a metal electrode system consisting of source, drain and
gate electrodes, with a gap of 30 nm between source and drain, was formed on
thermally grown SiO2 surfaces by using EBL. The surfaces were modified with
alkanesiloxane molecules so as to form an adhesion layer. After functionalization
with aminosilane, the samples were immersed into a gold nanoparticle solution to
form a submonolayer coating of nanoparticles (this was caused by binding of the
amino group to the gold surface). The submonolayer was treated with 1,6-hexane-
dithiol to replace the citrate adsorbates on the gold nanoparticle surfaces, which led to
sulfur-terminated gold nanoparticles. Following a second immersion step within a
gold nanoparticle solution, the formation of nanoparticle chains was observed
(Figure 5.44). In the main, two to four nanoparticles formed a chain in which the
particles of the second deposition were bound covalently by dithiol molecules in the
gaps of the first nanoparticle layer. This bifunctional organic molecule acted as a
defined spacer between the particles and the particle–electrode connection, and
provided the tunnel barriers.

Although, the number of bridging nanoparticles and the location of the chains
varied from device to device, in general the electron conduction was dominated by
electron-charging effects, as indicated by Coulomb gap formation. The I(V) char-

Figure 5.43 Increasing NDC effect for higher tunneling rates between array and reservoir in a
two-nanoparticle array. Reproduced with kind permission fromRef. [59];� 2005, American Physical
Society.
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acteristics of a three-dot chain showed a clear Coulomb gap of �150mV, with a
Coulomb staircase at 4.2 K that was smeared out at room temperature. The char-
acteristics of a three-dot device measured at 4.2 K, in dependence of the gate voltage
(�0.4 to 0.4 V), is shown in Figure 5.44c. With an increasing magnitude of the gate
voltage, a squeezing of the Coulomb gap was observed. The plot of current through
the device was clearly dependent on the gate voltage, and showed the typical current

Figure 5.44 SET transistor, based on self-assembly of gold nanoparticles on electrodes fabricated
by electron beam epitaxy. Reprinted with permission from Ref. [61]; � 1997, American Institute of
Physics.

Figure 5.45 (a) SEM image of a three-electrode
configuration with source, drain and gate
electrodes. The inset shows (magnified) the gap
in the tungsten electrodes; (b) High-resolution

SEM image of Au55 clusters forming a quasi-1-D
chain; (c) I(V) characteristic of the device.
Reprinted with permission from Ref. [63];
� 2001, American Chemical Society.
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oscillations that proved that the desired function of the single-electron transistor had
been achieved.

WithMonte Carlo simulations based on a three-dot (four junction) single electron
transistor, themeasured I(V) characteristics could bewell reproduced. The calculated
Coulomb gap was in good agreement with the measured value of �150mV, and all
capacitances were determined as 1.8–2.0 aF.

According to Samanta et al. [62], who used a GF-based method to calculate the
transmission function of electrons across the dithiol ligand, the resistance R per
molecule was determined by the Landauer formula,R¼ (h/2e2)/T(Eg), whereT(Eg) is
the transmission function, T�exp[2(mEg)

1/2/h]. For the dithiol molecule, the barrier
height was estimated to be Eg� 2.8 eV, and the resulting resistance calculated as
R� 30GV.

Another strategy to form a 1-D array involves the electrostatic trapping of clusters
by applying an electric field between electrodes. This method was used to generate
cluster chains consisting of Au55(PPh3)12Cl6 clusters in a three-tungsten electrode
configuration on an SiO2 surface with a 30 nm gap (Fig. 5.45) [63]. These clusters
had a 1.4 nm gold core, and were stabilized by a shell of 0.35 nm phosphine
molecules. Deposition of the clusters was achieved by dipping the electrodes
bearing the wafer sample in a cluster solution, and applying a voltage in the range
of 0.5 to 2.0 V for 40–120 s. At room temperature, the current–voltage measure-
ments of these QD wires showed equivalent Coulomb blockades in the region
between �0.5 to 0.5 V. From this electronic behavior, it followed that the Au55
cluster would act as a single-electron transistor at room temperature (as already
assumed for this type of nanoparticle).

Amore selectively way to assemble nanoparticles into nanogapswas demonstrated
by Lee et al. [64], who used 10 nm gold colloidal nanoparticles functionalized with
thiol-modified single-stranded DNA (ssDNA) to fabricate single-electron transistors.
These Au nanoelectrodes, which had a 30 nm gap and were prepared by EBL and lift-
off techniques, were immersed into a solution of complementary thiol-modified
ssDNA. In a second step, theDNA-modified nanoparticles were added to immobilize
them on each side of the electrodes, through DNA hybridization. After washing and
drying, another Au particle solution which had been functionalized with the same
DNA strands as the electrode structure, was used to bridge the gap between the
electrodes (Figure 5.46). In order to control the strength of the tunneling barrier,
DNA was employed with different numbers of bases (11, 22, and 30).

The I(V) characteristics of these devices showed a resistance of 700MV at room
temperature, and clear Coulomb staircases with a gap of 160mV at 4.2 K (Figure
5.47a).

From the I(V) characteristics of the device with 22-mer DNA strands, a larger
Coulomb gap of 280mV could be derived which had resulted from the longer DNA
strands providing stronger tunneling barriers. In device III (Figure 5.47c), a larger
room-temperature resistance of about 26GV was calculated, and no characteristic
Coulomb oscillation could be observed. This effect may be explained by the fact that
the longer DNA strands act as resistors connected in series, rather than as tunneling
barriers.
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In contrast to previously described techniques, Weiss et al. described the litho-
graphic contacting of previously self-assembled nanoparticles [65]. While all tunnel
junctions were similar to the previous examples, the main advantage of this method
is the high ratio of gate capacitance to total capacitance. A device consisting of two
50 nm nanoparticles coated with octanethiol molecules is shown in Figure 5.48.

A differential conductance measurement of the double-island device at liquid He
temperatures is shown in Figure 5.49a. In this case, due to Coulomb blockade the
conductance is suppressed in the region of VDS¼ 0. The Coulomb charging energy
was calculated from the size of the diamonds, and had a value�20meV,whichwas in
good agreement with that obtained from the simulation of the conductivity expected
for such a described device. The basicmodel for this simulation and the conductance
plot are shown in Figure 5.49b and c.

The high ratio of gate capacitance (Si substrate acts as gate electrode) and total
capacitance was shown to be remarkable for this single-electron transistor, and was
an order of magnitude larger than for previously described nanoparticle devices [50].
The authors suggested that this effect had resulted from a reduced capacitance
between the outermost island and the electrode based on the electrode-incorporated
nanoparticles. This effect would allow accessing to multiple charge states with
moderate gate voltages, which is important for nanoelectronic devices. Additionally,
in differential conductance measurements the investigated devices showed a high

Figure 5.46 Field-emission SEM image of a fabricated device. Reprinted with permission from
Ref. [64]; � 2005, American Institute of Physics.

Figure 5.47 I(V) characteristics of devices I–III. (a) 11-mer; (b) 22-mer; (c) 30-mer DNA strands.
Reprinted with permission from Ref. [64]; � 2005, American Institute of Physics.
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Figure 5.48 Two-island device fabricated by
contacting a self-assembled chain of
nanoparticles. The twoparticles framing the two
island particles formpart of the electrodes, such

that all three tunnel junctions are formed by
self-assembly of the particles. Reprinted with
permission from Ref. [65]; � 2006, American
Institute of Physics.

Figure 5.49 Experimental and predicted
differential conductance plots of the double-
island device of Figure 5.48. (a) Differential
conductance measured at 4.2 K; four peaks are
found per gate period. Above the threshold for
the Coulomb blockade, the current can be
described as linear with small oscillations
superposed, which give the peaks in dI/dVDS.
The linear component corresponds to a
resistance of�20GV; (b) Electricalmodeling of
the device. The silicon substrate acts as a
common gate electrode for both islands;

(c) Monte Carlo simulation of a stability plot
for the double-island device at 4.2 K with
capacitance values obtained from finite-element
modeling: CG¼ 0.84 aF (island-gate
capacitance), CM¼ 3.7 aF (inter-island
capacitance), CL¼ 4.9 aF (lead-island
capacitance); the left, middle, and right tunnel
junction resistances were, respectively, set to
0.1, 10, and 10GV to reproduce the
experimental data. Reprinted with permission
from Ref. [65]; � 2006, American Institute of
Physics.
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stability over 24 h, a property which would be important for future applications in
nanoelectronics.

Besides the specific assembly of DNA-functionalized nanoparticles via the hy-
bridization of DNA, an alternative selective working assembly is that of Mg2þ -
mediated RNA–RNA loop–receptor interaction [66]. This method was demonstrated
successfully by Bates et al., who prepared nanowires made from 15 or 30 nm gold
nanoparticles functionalized with DNA, which hybridized with the extension se-
quences on RNA (Figure 5.50). A wire deposited between the lithographically
fabricated nanoelectrodes exhibited an activated conduction, by electron hopping,
over the temperature range of 150 to 300K.

The conductivity (s) decreased with decreasing temperature above 160K in the
low-bias regime, and was typical for an activated transport. The data weremodeled as
s¼s0 exp(�Ea/kBT), where s0 is the maximum conductivity, Ea is the activation
energy, and k is the Boltzmann constant. From these calculations, it was found that
Ea¼ 0.29 eV and s0¼ 10mS (Figure 5.51). Below 160K, the rate of change of
conductivity with temperature was reduced significantly, indicating a deviating
conductivity processes. The authors concluded that the transport was due to the
gold nanoparticles and thermally activated electron hopping in-between.

Another interesting method for generating single-electron transistors is to pre-
structure the substrate surface, followed by deposition of the nanoparticles, and
finally to place two or more metal electrodes across the nanoparticle chain. This
method was described by Coskun et al. [67], who first spin-coated a cleaned silicon
substrate with PMMA, and then structured the surface with EBL to define the desired
patterns, treated the substrate with a aminopropyltriethoxysilane (APTES) solution,

Figure 5.50 Scanning electron microscopy
image of a pair of nanoelectrodes with gold
nanoparticles immobilized into the gap using a
mixture of large and small particles derivatized

with RNA phosphate buffer containing NaCl
in the presence of Mg2þ . Reprinted with
permission from Ref. [66]; � 2006, American
Chemical Society.
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and deposited 13 nm and 50nm gold nanoparticles before the self-assembled
nanowires were contacted with metal electrodes (Figure 5.52).

The measured conductance (Figure 5.53) of a chain of 50 nm Au nanoparticles
showed conductance oscillations that depended on the gate voltage. The character-
istics indicated a good reproducibility by sweeping the gate voltage and the lack of
the offset charges, an effect which was interpreted as an absence of contaminants.
From the sizes of the Coulomb diamonds (Figure 5.53b), a nanoparticle-gate
capacitance of 0.3 aF and a nanoparticle capacitance of �10–30 aF could be
calculated; these values were in good agreement to previously reported values for
similar structures [65].

In all previously envisaged electrical characterizations of single-electron transis-
tors, lithographically prepared electrode configurations were used throughout. An a
priori more flexible measuring method, based on a nanomanipulator system in a
scanning electron microscope, was introduced to address low-dimensional nanos-
tructures in situ [68]. The investigated samples were prepared first by processing
PMMA-coated Siwafers using extreme-ultraviolet interference lithography (EUV-IL),

Figure 5.51 (a) I(V) characteristics at low bias
voltages of a self-assembled nanowire in the
temperature range 160–260 K. The inset shows
the characteristic at 130 K in the bias voltage
range �2 to þ 2 V; (b) Arrhenius plot of the

conductivity at lower bias voltages. Ea denotes
the corresponding activation energy. Reprinted
with permission from Ref. [66]; � 2006,
American Chemical Society.

Figure 5.52 (a,b) Gold nanoparticle deposition along a patterned line with different widths;
(c) Contacting the deposited nanoparticle chains by electron-beam lithography. Reprinted with
permission from Ref. [67]; � 2008, American Institute of Physics.
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and the resulting grooves filled with 44 nm Au gold nanoparticles by dip-coating the
substrates into a concentrated nanoparticle suspension.

For the electrical measurements, two metallized tips were made to approach the
surface of the sample, under simultaneous observation by scanning electron mi-
croscopy (SEM), and therefore represented a �flexible nanogap.� After contacting the
required chain of interest, the I(V) characteristics were monitored. The first set of
measurements for the as-prepared samples are shown in Figure 5.54, while ozone-
cleaned samples were characterized electrically to estimate the contribution of the
ligand shell to the overall resistance (see Figure 5.55).

From these I(V) characteristics, a resistance per particle before and after the
cleaning procedure could be calculated. Removal of the insulating ligand shell with
ozone cleaning resulted in a higher conductivity and a lower resistance per particle,
respectively. These results were in good agreement with previously reported litho-
graphically fabricated structures, thus verifying this measurement set-up for the
routine addressing of structures in the sub-10 nm range.

5.2.5
Collective Charge Transport in Nanoparticle Assemblies

The single-particle properties discussed above highlighted the significance of the
high charging energy of metal nanoparticles as a prerequisite for SET events at
elevated temperatures. Together with the limited number of free electrons, this may
lead to these materials being regarded as �artificial atoms.� Yet, this raises funda-
mental questions regarding the design of �artificial molecules� or �artificial solids�
built up from these nanoscale subunits [69–72]. Remacle and Levine have reviewed
these ideas, in association with the use of chemically fabricated QDs as building
blocks for a new state of matter [73].

Students in their first chemistry course learn that the simplest molecule, H2, is
formed by the overlap of the electron wavefunctions centered on the individual
hydrogen atoms. Correspondingly, the wavefunctions of artificial atoms can also

Figure 5.53 (a) Differential conductance in dependence of gate voltage measured at Vgate¼ 4.2 V;
(b) �Coulomb diamonds� in the conductance measurement as a function of the gate voltage and
the source-drain bias. Reprinted with permission from Ref. [67]; � 2008, American Institute
of Physics.
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overlap, and electrons can exchange coherently and reversibly between them – this is
the basis of a covalent bond. By extending this idea further, the ordered assembly of
identical nanoparticles in one, two, or three dimensions represents the formation of
an artificial solid or superlattice. The fabrication of 2-D and 3-D ordered superlattices
has been demonstrated onmany occasions [74–82]. Furthermore, it is possible tomix
nanoparticles of different chemical compositions, of bimodal size, or of different
shapes so as to obtain tailored nanoalloys [83]. Levine termed these new products
�designer materials,� with tunable properties [73]. Such artificial solids were shown
to exhibit delocalized electron states, depending on the strength of the electronic
coupling between the adjacent nanoparticles. However, the latter effect would
depend on the size of the nanoparticles, the nature and the covering density of the
organic ligands, the particle spacing, and the symmetry of packing.

As it is known from solid-state physics, any type of disorder will affect the
electronic structure of a solid. Accordingly, size distribution, packing defects, and

Figure 5.54 (a) I(V) characteristics of
as-prepared gold nanoparticle chains with
different numbers of particles and a reference
measurement on the PMMA surface; (b,c)
Corresponding SEM images of the

measurements performed with the
nanomanipulating system. Reproduced with
kind permission from Ref. [68]; � 2008,
American Scientific Publishers.

Figure 5.55 (a) I(V) characteristics of O3-cleaned samples; (b,c) Corresponding SEM images
of the electrical transport measurements. Reproduced with kind permission from Ref. [68];� 2008,
American Scientific Publishers.
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chemical impurities each lead to modifications of the electronic structure of the QD
superlattice. Even in the case of identically sized nanoparticles overmicrodomains of
the assembly, slight deviations in ligand density or orientation mean that the
nanoparticles are not strictly the same at each lattice site, as would be the case for
atoms. Therefore, solids which consist of chemically tailored nanoparticles are
inherently disordered, and the loss of translational symmetry affects the extended
states in the solid, which is immediately reflected in their optical and electrical
properties. Remacle et al. illustrated the crucial point of symmetry breaking by
comparing the experimental and theoretical second-order harmonic generation
(SHG) response of a 2-D, hexagonal array of Ag particles (R¼ 1.5 nm) with variable
inter-particle spacing D, where D/2R is in the range 1.05–1.5 nm. At large inter-dot
spacing (D/2R¼ 1.5), the wavefunction will be localized on the individual nanopar-
ticles. If the 2-D layer is compressed, the wavefunction will be delocalized over small
domains. A quantum phase transition to a fully delocalized state is achieved for
closely packed nanoparticles at D/2R¼ 1.05 (see Figure 5.56).

A corresponding response has been obtained from complex impedance measure-
ments on a monolayer of Ag nanoparticles with 2R¼ 3.5 nm. Heath and coworkers,
when analyzing the complex dielectric modulus (which is the inverse of the complex
dielectric permittivity; for details, see Ref. [84]), reported a reversible metal–insulator
transition. In this case, a transition was observed from RC relaxational behavior
to an inductive metallic-like response, when the monolayer was compressed to
decrease the inter-particle spacing to <0.6 nm (Figure 5.57). This suggests that a
sequential transition from hopping transport between localized states via tunneling
to metallic transport appears, accompanied by a rapid decay in the relaxation time,

Figure 5.56 Transition from a localized to a
delocalized state in a 2-D hexagonal array of
ligand-stabilized 3 nm Ag particles upon
mechanical compression. The transition is
probed by the second-harmonic response,

which is sensitive to the extent of delocalization
of the electronicwavefunction. Reproducedwith
permission from Ref. [73]; � Wiley-VCH Verlag
GmbH & Co. KGaA.

5.2 Electrical Properties of Metal Nanoparticles j437



when the layer is compressed. The latter effect may result from an increasing
tunneling rate – that is, the resistance decreases between the particles as well as in
extended domains with delocalized states, and this is essentially affected by the
degree of disorder.

In order to discuss the signatures of localization and delocalization, and its
significance to the application of nanoparticles in microelectronic devices, the
following sections provide examples of the electrical properties of 2-D and 3-D
nanoparticle arrays.

5.2.5.1 Two-Dimensional Arrangements
Janes et al. reported the electronic conduction across a network of 4 nm gold
nanoparticles interconnected by diisonitrile ligands (1,4-di (4-isocyanophenylethy-
nyl)-2ethylbenzene) to produce a conjugated, rigid molecule with an approximate
inter-particle spacing of 2.2 nm [85]. The 2-D assembly results from the deposition of
nanoparticles from a colloidal solution, followed by reactive addition of the linking
molecules. In order to allow electrical characterization, the layers were deposited on a
SiO2-supported GaAs wafer with gold contacts, and with separations of 500 and
450 nm, respectively.

The I(V)-characteristics of the arrays were linear over a broad voltage range. As a
dot-to-dot capacitance of 2� 10�19 Fmay be assumed, the total dot capacitancewill be

Figure 5.57 (a) Complex impedance response
(plot of the imaginary part of the complex
modulus M00 versus the real part M0 in the
complex plane) of a monolayer (3.5 nm
diameter) of propanethiol-capped Ag
nanoparticles. The particle film response is
characterized initially by an RC circuit
equivalent, in conformity with a picture of
capacitively determined hopping localized
conductivity. As the particles are compressed to
a separation of less than 0.6 nm, the film
becomes inductive, indicating the presence of

metal-like transport in the film; (b) The
Langmuir isotherm of the monolayer
compression with labels corresponding to the
various curves in panel (a). Although the
isotherm indicates a collapse near the 130 cm2

film area, the collapse is heterogeneous,
occurringonly at themobile barriers. The central
region of the film, where transport
measurements were carried out, remains an
uncollapsed monolayer. Redrawn and modified
from Ref. [84]; � 1998, American Physical
Society.
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1.2� 10�18 F, if each cluster is assumed to have six nearest-neighbors. The corre-
sponding charging energy will thus be approximately 11meV, which is only about
half of the characteristic thermal energy at room temperature. Therefore, a Coulomb
gap at room temperature is not apparent.

In order to improve the packing symmetry and reduce the defect concentration,
many attempts were made to prepare monolayers or multilayers of near-monodis-
perse nanoparticles. In a straightforward approach, monolayers could be prepared
almost defect-free on a water surface, and transferred via microcontact printing onto
solid substrates [86] (Figure 5.58).

In an alternative approach, membranes prepared from a monolayer of dodeca-
nethiol-stabilized gold nanoparticles with a diameter of 6 nm were obtained via a
simple evaporation process on a silicon nitride �window� area [87] (Figure 5.59).
Another example showed that nanoparticles could self-organize in 2-D or 3-D
superlattices so as to form �supra� crystals [88] (Figure 5.60).

Another approach towards the development of molecular electronic circuits is the
reversible formation of stable 2-D networks of molecular junctions [89]. This device
was prepared by self-assembling 10 nm alkanethiol-capped gold nanoparticles, and
transferring these particles onto a siliconwafer bymicrocontact printing, followed by
an in situ ligand-exchange reaction. For the electrical transport measurements,
contact pads were deposited on the top of the printed structures in which a TEM
grid acted as shadow mask (Figure 5.61a).

The electrical characterization of the devices was carried out in air at room
temperature, and showed a linear characteristic. In order to compare the resistances
at different stages of the exchange experiment, the authors calculated the sheet
resistances, defined as Rs¼Rw l�1, where R is the measured resistance and w and l
are the width and length of the array, respectively. In the first step, the I(V)
characteristics of the as-prepared array were investigated (Figure 5.61b, curve 1)
in which the particles were linked with octanethiol molecules; a sheet resistance of
4.4� 1010V was calculated. After immersing the device in a thiolated oligo(phe-
nylene ethynylene) (OPE) solution to exchange alkanethiol molecules on the

Figure 5.58 (a) TEM image of a nanoparticle
monolayer printed onto a silicon nitride
membrane window; (b) TEM image of a bilayer
printed onto a silicon nitride membrane;
(c) Optical image of a nanoparticle bilayer

printed onto a lithographically fabricated
electrode configuration. Reprinted with
permission from Ref. [86]; � 2003, American
Chemical Society.

5.2 Electrical Properties of Metal Nanoparticles j439



Figure 5.59 (a) TEM image of a free-standing
array with a diameter of 250 nm; (b) A higher-
magnification image of themembrane; (c) TEM
image of a tilted membrane; (d) AFM height
image of a free-standing membrane with a

diameter of 550 nm; (e) Cross-section of the
height image in panel (d); (f) Schematic
diagram of the array configuration. Reprinted
with permission from Ref. [87]; � 2007,
Macmillan Publishers Ltd.

Figure 5.60 (a) TEM image of a 3-D aggregate
consisting of 5.8 nmsilver sulfide nanoparticles;
(b) SEM image of superlattices of cobalt
nanoparticles on HOPG; (c) Tilted SEM image

showing the 3-D structures of the lattice in
panel (a). Reprinted with permission from
Ref. [88]; � 2003, American Chemical Society.
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nanoparticles surface and their interlinking, the electrical behavior was re-mea-
sured. Due to interlinking with the OPE (a conjugated compound), the sheet
resistance of the linked array was decreased by more than two orders of magnitude,
at 6.3� 107V (Figure 5.61b, curve 2). The formation of molecular junctions was
reversible, as it could be proved in the electrical transport measurements (Figure
5.61b, curves 3/4).

A further step towards switchable molecular electronic circuits is the light-
controlled conductivity of 2-D lattices of gold nanoparticles bridged by photochromic
diarylethenemolecules [90]. This was demonstrated by van derMolen et al., who first
prepared the device as described above [89] and then immersed it in a solution of �on�
state switches so as to obtain an interlinked 2-D nanoparticle array (see Figure 5.62a
and b). In this case, the nanoparticle array serves as a template for the switching
molecules which form conductive bridges in-between.

The reversible conductance switching of the device was performed at room
temperature, and started with an illumination with UV light (Figure 5.62c; t< 0).
At t¼ 0, the UV light was deactivated and visible light activated. The conductance
decreased rapidly, this being related to the switching molecule changing from the on
to the off state. Repeating the switching by changing to UV light again caused a rapid
increase in conductance, with four conductance switching cycles being demonstrat-
ed before the switching molecules decomposed. The decay in switching amplitude

Figure 5.61 (a) Electron microscopy image of
the investigated device; (b) I(V) characteristics
of the device at different stages in the exchange
experiments; (c) Scheme of the exchange
reaction in the monolayer of the nanoparticles;
(d) Electron microscopy images of the

nanoparticle array before and after molecular
exchange; (e) Resistance versus immersion
time in the OPE measurement during the
exchange reaction. Reprinted with permission
from Ref. [89]; � 2007, Macmillan Publishers
Ltd.
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was explained by the fact that, with every switching process, the number of switching
molecules was decreased.

Temperature-dependent DC measurements on comparable samples with 2-D
cluster linkage were investigated by Andres et al. [91], from which a Coulomb
charging behavior and charging energy were obtained. From the Arrhenius rela-
tionship (as described above), the charging energy was calculated as EA¼ 97meV.
The inter-particle resistance was revealed as 0.9MV, from which a single-molecule
resistance of 29MV was obtained. This value was in good agreement with the
prediction of 43MV obtained from H€uckel–MO calculations [62].

Another method for assembling nanoparticles in a 2-D array was reported by
Koplin et al. [92], who used DNA to buildmonolayers of 15 nm gold nanoparticles on
flat silicon substrates, and which had a high particle density to enable electronic
exchange in-between. Both, direct current (DC) measurements and temperature-
dependent impedance spectroscopy were performed to assess the electrical charac-
terization of these layers, and both methods identified classical hopping transport,
similar to 3-Dnanoparticle structures. From the impedance data, an activation energy
of 301meV was calculated according to the Arrhenius relationship (Figure 5.63),
whereas the transport properties were predominantly determined by disorder rather
than by the properties of the DNA.

Beverly et al. [93] studied the temperature-dependent DC transport measurements
onmonolayers of self-assembled dodecanethiol-coated�7 nmsilver nanoparticles as
a function of particle size distribution-induced disorder. The superlattices disorder
was adjusted by a stepwise variation of the particle size distribution. In the electrical
transport measurements, six different monolayers of�7 nm silver nanoparticles, in
which the size distribution was varied from 6.6% to 13.8%, were investigated at
300–10K. Above �200K, all films exhibited metallic conductivity, and below 200K
activated transport. However, between 30 and 100K a second transition (Tcross) was
observed that was based on the crossover from the simply activated transport to a

Figure 5.62 (a) Scheme of the switching
molecule, a dithiolated diarylethene. Top:
closed form (�on� state). Bottom: open form
(�off� state); (b) Scheme of the measuring set-
up for the light-induced conductance switching;

(c) Diagram of the repeated conductance
switching experiments, where conductanceG is
plotted versus illumination time. Reprinted with
permission from Ref. [90]; � 2001, American
Chemical Society.
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third regime of variable-range hopping. This �crossover� temperature, which was
shown to depend basically on the superlattice disorder, correlated linearly with the
particle size distribution width (see Figure 5.64).

These results imply that, at a size distribution of approximately 3%, it would be
possible to observe a puremetallic conductivity at 0 K, which surely will be confirmed
in future studies.
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Figure 5.63 Arrhenius plots of samples
prepared by specific (triangles) and nonspecific
(dots) immobilization. The inset shows the
corresponding I(V) curves for specific (gray
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immobilization. Reprinted with permission
from Ref. [92]; � 2009, American Chemical
Society.
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Figure 5.64 Plot of particle size distribution versus transition temperature (crossover point
between activated transport mechanism and variable range hopping). Reproduced with kind
permission from Ref. [93]; � 2002, American Chemical Society.
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One step further to tune the electronic properties of a 2-D array of Ag nanoparticles
with a size distribution of 7% was reported by Remacle et al. [94]. These authors
discussed the experimental and computational results of temperature-dependent
conductivity measurements as a function of size distribution, compression of the
array, and the applied gate voltage. From the temperature-dependent source–drain
measurements they obtained sigmoidal-shaped and nonlinear curves (Figure 5.65).

With increasing temperature, the electronic conduction of the array behavesmore
ohmic. This effect is characteristic for a transition fromvariable-range hopping at low
temperatures to an activated behavior at high temperatures. In the computational
results, the transition was observed over a larger temperature range compared to the
experiment; this may be explained by a smaller size of array in the simulation, and
means that 25- to 100-fold larger sizes of ordered domains in the experiments will
lead to more dots, and thus to a higher density of states. Another important factor
when comparing experiment with simulation is the coupling between the electrodes
and the array. The magnitude of current flowing through the array is dependent on
the coupling strength between the electrodes and the array, and also the coupling

Figure 5.65 I(V) characteristics of an array of
7 nm Ag particles. (a) Experimental
characteristics and (b) calculated characteristics
for an array consisting of 8911 dots with 7% size

fluctuation and packing disorder. Reprintedwith
permission from Ref. [94]; � 2003, American
Chemical Society.
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between the dots. This can be tuned by varying the size and size distribution of the
dots and by compressing the array. In addition, the gate voltage can be used to tune
the electronic properties, although such a gating effect is also dependent on the
compression of the array.

Greshnykh et al. [95] reported on DC transport measurements at different
temperatures on cobalt–platinum nanoparticle monolayers in which the interpar-
ticle distance did not affect the activation energy. These authors synthesized
cobalt–platinum particles with sizes of 4.4, 7.6 and 10.4 nm, and deposited them
on a silicon oxide substrate with two gold electrodes. In order to probe the transport
properties of the nanoparticle films (Figure 5.66a), DC measurements at different
temperatures were performed. The initial result indicated that the electrical mea-
surements showed no shape-induced effects. At room temperature, the detected I(V)
characteristics were point-symmetric and linear (Figure 5.66b), but at lower tem-
peratures the I(V) curves became nonlinear and showed a clear Coulomb blockade
regime. From data fitting, it was possible to describe the characteristics for T< 40K
as electron-tunneling, and for T> 40K as electron-hopping processes. In addition
the activation energies, when calculated from the Arrhenius plot, showed that the
smaller particles had higher activation energies, whereas the inter-particle distance
did not affect the activation energy (Figure 5.66c). The film conductivity at room
temperature scaled exponentially with the inter-particle distance. Another effect,
namely an exponential decay of the activation energy at rising field strength, was
also observed; this led to the conclusion that the activation energy was not equal to
the charging energy.

Figure 5.66 (a) HR-TEM images of the
cobalt–platinum particles used. The larger
particles have a cubic shape (top right). The
lower image shows a monolayer of
cobalt–platinum particles between two gold
electrodes (the inset shows the obtainedFourier
transformed pattern); (b) I(V) characteristics of

7.6 nm particle monolayer at different
temperatures; (c) Determined film conductivity
versus interparticle distance (upper diagram)
and field dependence of the activation energy
(lower diagram). Reprinted with permission
from Ref. [95]; � 2009, American Chemical
Society.
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5.2.5.2 Three-Dimensional Arrangements
Signatures of a transition from single-particle properties to 3-D charge transport have
been reported by Pileni and coworkers [96], who performed tunneling spectroscopy
studies at room temperature with 4.3 nm Ag nanoparticles stabilized in reverse
micelles. The electrical transport measurements through single particles deposited
on Au(111) substrates showed that, on increasing the applied voltage, the small
capacitances of the double junction would be charged, while the detected current was
close to zero because of the Coulomb blockade effect. Both, the I(V) curve and dI/dV
versusVplot (inset in Figure 5.67) clearly indicated a Coulomb blocking state – that is,
a zero bias and the onset of conductivity through thenanoparticles above the threshold
voltage. When the particles were deposited from solutions at higher concentrations,
they arranged in a hexagonally orderedmonolayer. The tunneling current through this

Figure 5.67 Left column: Constant-current
mode STM image of isolated (a), self-organized
in close-packed hexagonal network (c), and fcc
structure (e) of silver nanoparticles deposited
on an Au(111) substrate. Scan sizes:
(a) 17.1� 17.1 nm2, Vt¼�1 V, It¼ 1 nA,
(c) 136� 136 nm2, Vt¼ 2.5 V, It¼ 0.8 nA,
(e) 143� 143 nm2, Vt¼�2.2 V, It¼ 0.72 nA).

Right column: I(V) curves and their derivatives
in the inserts of isolated (b), self-organized in
close-packed hexagonal network (d), and in fcc
structure (f) of silver nanoparticles deposited
on Au(111) substrate. Reproduced with
permission from Ref. [96]; � 2000, Wiley-VCH
Verlag GmbH & Co. KGaA.
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layer showed a less-pronouncednonlinearity for low voltages, reflecting the fact that in
3-D systems an additional transport path for electrons appears between the adjacent
nanoparticles. This caused the Coulomb gap between the individual particles to be
smeared out, due to coupling of the electronic states in the close-packed system.

The electrical behavior of the 3-D system is also reflected in the electrical DC and
ACresponse of compacts of ligand-stabilized nanoparticles [9]. As a common feature,
at high temperatures (i.e., several tens of Kelvin below room temperature), the
temperature-dependent DC and AC conductivities follow a simply activated behavior
according to the Arrhenius relationship:

sðTÞ ¼ s0 þ exp
�EA

kBT
;

where EA, the activation energy, becomes temperature-dependent when the mea-
suring temperature is decreased. This means that, down to very low temperatures,
the conductivity follows the Variable-Range Hopping (VRH) expression proposed
by Mott [97]:

sðTÞ ¼ s0 þ exp
�T0

T

� �c

where c¼ 1 (d þ 1) in d dimensions. Although c ¼ 1
4
ðd ¼ 3Þ might be expected

from this general expression, c ¼ 1
2
ðd ¼ 3Þ is predominantly observed in the case

of the compacted metal cluster compounds. This temperature dependence, as well
as the electric field-dependent conductivity, which reflects pronounced nonohmic
behavior at strong electric fields, reveals a strong similarity to various heteroge-
neous materials, such as cermets, doped and amorphous semiconductors, or
metal– and carbon–insulator composites. This behavior was carefully analyzed
by van Staveren and Adriaanse [98–100], who applied different physical models of
hopping conductivity, and concluded that the experimental data could best be fitted
by a thermally activated stochastic multiple-site hopping process, whereas at high
temperatures around room temperature, the nearest-neighbor hops predominated.

This means that at low temperatures, the number of charge carriers participating
in the hopping process does not change with temperature. Instead, at high tem-
peratures, where kBT becomes comparable to the charging energy Ec of the metal
particle (note that Ec is determined by the total capacitance of the particle, and is
therefore dependent on the particle size aswell as on the inter-particle spacing, that is,
the dot-to-dot distance), thermally excited extra charge carriers will participate in the
hopping process. Thus, even at high temperatures, the activation energy reflects the
energy required to transfer one electron from one electrically neutral particle to
another, andmay therefore be considered as the charge disproportionation energy. At
low temperatures, the hopping transport would be expected to become zero if all
particles were to become electrically neutral. As most reports on electrical conduc-
tivity reflect a residual conductivity at very low temperatures, it again becomes clear
that packing, shape and size distribution prevent the localization sites from being
identical (as noted at the start of this section).
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In terms of a modified Anderson–Hubbard Hamiltonian [101, 102], orientational
disorder and packing irregularities will lead to a distribution of the on-site Coulomb
interaction, and of the interaction of electrons on different (at least neighboring)
sites. This has been explicitly noted byCuevas,Ortuno andRuiz [103]who, in contrast
to the Coulomb-gapmodel of Efros and Shklovskii [104], took three different states of
charge of the mesoscopic particles into account – that is, neutral, positively charged,
and negatively charged. The use of this model, VRH behavior, which dominates the
electrical properties at low temperatures, can be fully explained.

In the high-temperature regime in many systems, nearest-neighbor hopping is
predominant. Over this temperature range, it was shown that in 3-D systems of such
cluster materials, the activation energy could be chemically tailored by means of
bifunctional spacer molecules, which define the inter-particle spacing by the mol-
ecule length. This has been realized in the family of ligand-stabilized metal clusters
for Au55(PPh3)12C6 and Pd561(phen)36O200 by using bifunctional spacers with NH2-
or SH-groups on each terminus [105–107].While the cluster size is kept constant, the
length of the spacer molecules is increased such that an almost linear increase in the
activation energy was observed. This can be explained by the decrease in junction
capacitance C, which scales with 1/D (D¼ particle spacing), as long as the other
geometric and dielectric parameters are held constant.

This simple relationship may be expected to be valid as long as the spacer
molecules are not covalently bound to the cluster surface, and have no delocalized
p-electron system along their backbone between the termini that is capable of
supporting charge propagation. Hence, as soon as covalently linking species
equipped with delocalized p-electrons enable inter-cluster electron transfer to occur,
the activation energy drops, depending on the electronic structure of the molecule
and its length. This reflects also that the activation energy observed is not identical to
the charging energy of the individual clusters.

This relationship was controlled with eight different spacer molecules; the results
are illustrated in Figure 5.68, in which the plot of activation energy versus clus-
ter–cluster distance is represented.

Terril et al. characterized highly ordered 3-D systems, and showed that the
electron-hopping conductivity depended on the activation energy of the electron
transfer and the electron coupling term,b [108]. The termb represents the degree of
participation of the ligands in the conduction process which control the dynamics
of the electron core-to-core tunneling through the ligand shell and through the
nonbonding contacts between ligand shells on adjacent nanoparticles. Terril et al.
found, in the current–potential responses, characteristics with electron-hopping
conductivity in which the electrons tunnel from Au core to Au core. With increas-
ing chain length, the hopping rate was decreased and the activation energy
increased, which is characteristic for a combination of a thermally activated
electron transfer and a distance-dependent tunneling through the alkane coating
of the nanoparticles. Therefore, the authors described the electron-tunneling
barrier properties with the pre-exponential term of the Arrhenius relationship:

sELðd;TÞ ¼ fs0exp½�bd�gexp½�EA=RT �.
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In this equation, b is the electron-tunneling coefficient, d is the average nano-
particle core edge–edge distance,EA is the activation energy, andT is the temperature.
The pre-exponential term ðs0exp½�bd�Þ is the equivalent of an infinite-temperature
electronic conductivity.

The temperature dependence of b for alkanethiolate molecules which connected
2.2 nm gold nanoparticles was studied by Wuelfing et al. [109], who concluded that
larger activation barrier energies occurred at longer chain lengths. The differences in
EA could be avoided by plotting the Arrhenius intercepts against d. Depending on the
electronic structure of the ligand molecules, different b-values could be observed,
ranging from 0.8 to 1.0 A

� �1 for alkane ligands, and from 0.4 to 0.6 A
� �1 for fully

conjugated ligands [110].
Quinn et al. observed, for arrays of 1.6 nm gold nanoparticles, that the latter

behaved as weakly coupled molecular solids comprising discrete nanoscale metallic
islands, separated by insulating ligand barriers [111]. It was also found that the charge
transport was dominated by the charging energy of the nanoparticle, the dielectric
properties of the passivating ligands, the electrostatic coupling between neighboring
cores, the inter-particle tunneling barrier resistance, and the dimensionality of the
network of conducting paths.

On thin films of these clusters, Quinn et al. performed temperature-dependent DC
measurements, from which charging energies between 106meV<EA< 112meV
could be derived, assuming an Arrhenius-like simple thermally activated behavior.

From simulations using the orthodox theory EA ¼ e2=2CS, the same authors
calculated a total capacitance of CS¼ 0.75 aF, with a mean activation energy of
EA¼ 108meV. The total capacitance is given by the self-capacitance of an isolated
nanoparticle (C0) and the inter-particle capacitance arising from nearest-neighbor
interactions (Cnn): CS ¼ C0 þCnn. In estimating the self-capacitance by simple
electrostatics, by treating the nanoparticle as a conducting sphere of diameter d
embedded in a dielectric of relative permittivity e, the self-capacitance C0 ¼ 2pe0ed
can thus be calculated toC0� 0.25 aF for d¼ 1.65 nm and e¼ 2.7. As the value for the
total capacitance exceeds the estimated nanoparticle self-capacitance, this suggests a
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Figure 5.68 Diagramof activation energymeasured in dependence of the cluster–cluster distance.
Reproduced with permission from Ref. [107]; � 2003, Wiley-VCH Verlag GmbH & Co. KGaA.
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substantial contribution from classical electrostatic inter-particle coupling from
neighboring particles in the array.

Pradhan et al. observed a discrete charge transfer in nanoparticle solid films after
thermal annealing, whereas before annealing only linear featureless current–poten-
tial characteristics could be measured [112]. The solid films were prepared by
dropcasting a defined amount of 2.0 nm gold nanoparticles with octanethiol mole-
cules as ligand shell on an interdigitated array electrode. The I(V) characteristics
measured from as-prepared films showed a linear behavior over the entire temper-
ature range, whereas annealedfilms (340K for 3 h) clearly showedCoulomb staircase
features at temperatures >300K that were attributed to a discrete charge transfer in
the nanoparticle film (Figure 5.69a). This effect implied that a structural rearrange-
ment of the nanoparticles had occurred. Another indicator for structural rearrange-
ment is the higher conductivity of the as-prepared films compared to the lower
conductivity of the annealed films (Figure 5.69b). Pradhan et al. concluded that the
change in the I(V) characteristics after annealing wasmainly based on the increasing
disorder of the organic matrix. The organic molecules favor gauche formation at
elevated temperatures, which leads to a less-efficient electron tunneling, and
therefore to a decrease in conductivity and a higher activation energy.

5.2.6
Concluding Remarks

In the preceding sections, it has been shown that the electrical properties of metal
nanoparticles are strongly determined by the Coulomb charging energy. The

Figure 5.69 (a) I(V) characteristics measured
from a Au nanoparticle film at different
temperatures after thermal annealing at 340 K
for 3 h. The inset shows the difference spectra
between as-prepared and annealed films;
(b) Film conductivity measured as a function of

temperature before and after annealing at 340 K.
The vertical line at 280 K divides the Arrhenius
profile (>280K) from the tunneling profile
(<280K). Reprinted with permission from
Ref. [112]; � 2009, American Institute of
Physics.
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respective phenomena can, in principle, be understood in terms of SET within the
framework of the �orthodox theory of SET.� Furthermore, for the smallest particles
discussed here – that is, particles below 1–2 nm – additional effects due to the
discrete nature of the energy states occur, and must be taken into account when
discussing electrical transport phenomena and characteristic excitation energies
[113].

To date, these effects still have not been studied experimentally or theoretically in
great detail, and consequently most of the presently applied models are at least
incomplete with respect to the huge variety of different control parameters em-
ployed in the chemical design of molecularly organized nanoparticles. In other
words, the complex interplay of size and size distribution, of constitution, symmetry
and conformation of the ligand molecules, of the state of charge of the particles, and
of the embedding media and dielectric environment, is not yet understood to a
sufficient degree. Hence, the electrical properties must be studied further to prove
the reliability of the design strategies as described here for technological
applications.

Whilst the application of chemically tailored metal nanoparticles in nanoelectro-
nics might represent an alternative approach for the future, it remains an open
question as to whether these nanoparticles – or other molecular objects, such as
nanotubes or organic/organometallic molecules – will remain stable under the
operating conditions of a high-performance electrical circuit. Moreover, the problem
of inherent defects due to orientational disorders and isotope effects must be
carefully considered.

Nevertheless, it is evident that, for any type of chemical approach, falling back
onto the present-day paradigm of information exchange in logic elements or
memory devices will require defect-tolerant computer architectures with suitable,
intelligent software, as was proposed more than a decade ago [113]. On the other
hand, alternative routes might be developed, which require more complex archi-
tectures and different principles of information exchange, where the burden with
respect to redundancy, current density, performance speed – and especially of
contact resistance and charge redistribution at the lead–molecule interface – are
less relevant. Today, the solution of these problems represents one of the major
challenges in chemistry.

References

1 Bardeen, J. and Brattain, W.H. (1948)
Phys. Rev., 74, 230–231.

2 Okazaki, S. and Moers, J. (2005)
Nanoelectronics and Information
Technology, 2nd edn (ed R. Waser), Wiley-
VCH, pp. 221–247.

3 Li, L., Gattass, R.R., Gershgoren, E.,
Hwang, H., and Fourkas, J.T. (2009)
Science, 324, 910–913.

4 Devoret, M.H. and Grabert, H. (1992)
SingleCharge TunnelingCoulombBlockade
Phenomena in Nanostructures, NATO ASI
Series, vol. 294 (eds H. Grabertand M.H.
Devoret),PlenumPress,NewYork,pp.1–20.

5 Giaver, I. and Zeller, H.R. (1968) Phys.
Rev. Lett., 20, 1504–1507.

6 Zeller, H.R. and Giaver, I. (1969) Phys.
Rev., 181, 789–799.

5.2 Electrical Properties of Metal Nanoparticles j451



7 Likharev, K.K. (1987) IEEE Trans. Magn.,
23, 1142–1145.

8 Likharev, K.K. (1988) IBMJ.Res.Develop.,
32, 144–157.

9 Sch€on, G. and Simon, U. (1995) Colloid
Polym. Sci., 273, 101–117.

10 Simon, U. (2004) Nanoparticles - From
Theory to Application (ed. G. Schmid),
Wiley-VCH, Weinheim, pp. 328–367.

11 Koplin, E. and Simon, U. (2007) Metal
Nanoparticles in Catalysis and Materials
Science: The Issue of Size Control (eds B.
Corain, G. Schmid, and H. Toshima),
Elsevier Science & Technology, pp.
107–128.

12 Schmid, G. and Simon, U. (2005) Chem.
Commun., 697–710.

13 Franke, M.E., Koplin, T.J., and Simon, U.
(2006) Small, 2, 36–50.

14 Fischler, M. and Simon, U. (2007)Charge
Migration in DNA: Perspectives from
Physics, Chemistry, and Biology,
NanoScience and Technology (ed. T.
Chakraborty), Springer-Verlag,
Heidelberg, pp. 263–282.

15 Fischler, M., Homberger, M., and Simon,
U. (2009) Nanobioelectronics - for
Electronics, Biology, and Medicine (eds A.
Offenh€ausserand R. Rinaldi), Springer,
New York, pp. 11–41.

16 Schmid, G., Brune, H., Ernst, H.,
Gr€unwald, W., Gr€unwald, A., Hofmann,
H., Janich, P., Krug, H., Mayor, M.,
Rathgeber, W., Simon, U., Vogel, V., and
Wyrwa, D. (2006) Nanotechnology.
Assessment and Perspectives, Springer
Verlag, Berlin.

17 Schmid, G. (1992) Chem. Rev., 92,
1709–1727.

18 Schmid, G. (1994) Clusters and Colloids,
Wiley-VCH.

19 Feldheim, D.L. and Foss, C.A. (eds)
(2002) Metal Nanoparticles: Synthesis,
Characterization and Application, Marcel
Dekker, New York.

20 Ashoori, R.C. (1996) Nature, 379,
413–419.

21 Reed, M. (1993) Sci. Am., 268, 98–103.
22 Kastner, M.A. (1993) Physics Today, 46,

24–31.
23 Feldheim, D.L. and Keating, C.D. (1998)

Chem. Soc. Rev., 27, 1–12.
24 (a) Simon, U. (1998) Adv. Mater., 10,

1487–1492; (b) Simon, U. (1999) Metal

Clusters in Chemistry, vol. 3, Wiley-VCH,
pp. 1342–1359.

25 Simon, U. and Sch€on, G. (2000)
Handbook of NanostructuredMaterials and
Nanotechnology, vol. 3 (ed. H.S. Nalwa),
Academic Press, p. 131.

26 (a) Simon, U., Sch€on, G., and Schmid, G.
(1993) Angew. Chem., Int. Ed. Engl., 32,
250–254; (b) Schmid, G., Sch€on, G., and
Simon,U. (1992)USAPatentNo. 08/041.
p. 239.

27 Sch€on, G. (1997) Quantum Transport and
Dissipation (eds T. Dittrich et al..), Wiley-
VCH, pp. 149–212.

28 Uchida, K. (2005) Nanoelectronics and
Information Technology, 2nd edn (ed. R.
Waser), Wiley-VCH, pp. 423–443.

29 Grabert, H. (1991) Z. Phys. B, 85,
319–325.

30 Lafarge, P., Pothier, H., Williams, E.R.,
Esteve, D., Urbina, C., andDevoret,M.H.
(1991) Z. Phys. B, 85, 327–332.

31 Laaksonen, T., Ruiz, V., Liljeroth, P., and
Quinn, B.M. (2008) Chem. Soc. Rev., 37,
1836–1846.

32 Murray, R.W. (2008) Chem. Rev., 108,
2688–2720.

33 Zabet-Khosousi, A. and Dhirani, A.-A.
(2008) Chem. Rev., 108, 4072–4124.

34 Anselmetti, D., Richmont, D., Baratoff,
A., Borer, G., Dreier, M., Bernasconi, M.,
and G€untherodt, H.-J. (1994) Europhys.
Lett., 25, 297–302.

35 Dorogi, M., Gomez, J., Osifchin, R.,
Andres, R.P., and Reifenberger, R. (1995)
Phys. Rev. B, 52, 9071–9077.

36 Wang, C.-K., Fu, Y., and Luo, Y. (2001)
Phys. Chem. Chem. Phys., 3, 5017–5023.

37 Schouteden,K.,Vandamme,N., Janssens,
E., Lievens, P., and Van Haesendonck, C.
(2008) Surf. Sci., 602, 552–558.

38 van Kempen, H., Dubois, J.G.A.,
Gerritsen, J.W., and Schmid, G. (1995)
Physica B, 204, 51–56.

39 Dubois, J.G.A., Gerritsen, J.W.,
Shafranjuk, S.E., Boon, E.J.G., Schmid,
G., and van Kempen, H. (1996) Europhys.
Lett., 33, 279–284.

40 Averin, D.V. and Korotkov, A.N. (1990) J.
Low-Temp. Phys., 80, 173–185.

41 Halperin,W.P. (1986)Rev.Mod. Phys., 58,
533–606.

42 Houbertz, R., Feigenspan, T., Mielke, F.,
Memmert, U., Hartmann, U., Simon, U.,

452j 5 Properties



Sch€on, G., and Schmid, G. (1994)
Europhys. Lett., 28, 641–646.

43 Chi, L.F., Hartig, M., Drechsler, T.,
Schaak, Th., Seidel, C., Fuchs, H., and
Schmid, G. (1998) Appl. Phys. A., 66,
S187–S190.

44 Zhang, U., Schmid, G., and Hartmann,
U. (2003) Nano Lett., 3, 305–307.

45 Xu, L.-P. and Chen, S. (2009)Chem. Phys.
Lett., 468, 222–226.

46 Gittins, D., Bethell, D., Schiffrin,D.J., and
Nichols, R.J. (2000) Nature, 408, 67–69.

47 Brousseau, L.C. III, Zhao, Q., Schultz,
D.A., and Feldheim, D.L. (1998) J. Am.
Chem. Soc., 120, 7645–7646.

48 Albrecht, T., Mertens, S.F.L., and
Ulstrup, J. (2007) J. Am. Chem. Soc., 129,
9162–9167.

49 Klein, D.L., McEuen, O.L., Bowenkatari,
J.E., Roth, R., and Alivisatos, A.P. (1996)
Appl. Phys. Lett., 68, 2574–2576.

50 Klein, D.L., Roth, R., Lim, K.L.A.,
Alivisatos, A.P., and McEuen, P.L. (1997)
Nature, 389, 699–701.

51 Bezryadin, A., Dekker, C., and Schmid,
G. (1997)Appl. Phys. Lett., 71, 1273–1275.

52 Chung, S.W., Ginger, D.S., Morales,
M.W., Zhang, Z., Chandrasekhar, V.,
Ratner, M.A., and Mirkin, C.A. (2005)
Small, 1, 64–69.

53 Gasparian, V. and Simon, U. (1997)
Physica B, 240, 289–297.

54 Simon, U. and Gasparian, V. (1998) Phys.
Status Solidi B, 205, 223–227.

55 Landauer, R. (1979) Philos. Mag., 21, 863.
56 Landauer, R. (1984) J. Phys. Cond. Mater.,

1, 8099.
57 Datta, S. (1995) Electronic Transport in

Mesoscopic Systems, Cambridge
University Press.

58 Simon, U. (1998) Struktur/
Eigenschaftsbeziehungen und Strategien
zur Steuerung des Ladungstranportes in
nanopor€osen Festk€orpern. Habilitation
Thesis, University of Essen.

59 Semrau, S., Schoeller,H., andWenzel,W.
(2005)Phys. Rev. B, 72, 205443-1–205443-
13.

60 Niemeyer, C.M. and Simon, U. (2005)
Eur. J. Inorg. Chem., 3641–3655.

61 Sato, T., Ahmed, H., Brown, D., and
Johnson, B.F.H. (1997) J. Appl. Phys., 82,
696–701.

62 Samanta, M.P., Tian, W., Datta, S.,
Henderson, J.I., and Kubiak, C.P. (1996)
Phys. Rev. B, 53, R7626–R7629.

63 Schmid, G., Liu, Y.-P., Schumann, M.,
Raschke, T., and Radehaus, C. (2001)
Nano Lett., 1, 405–407.

64 Lee, J.-H., Cheon, J., Lee, S.B., Chang, Y.-
W., Kim, S.-I., and Yoo, K.-H. (2005) J.
Appl. Phys., 98, 084315-1–084315-3.

65 Weiss, D.N., Brokmann, X., Calvet, L.E.,
Kastner, M.A., and Bawendi, M.G.
(2006) Appl. Phys. Lett., 88, 143507-
1–143507-3.

66 Bates, A.D., Callen, B.P., Cooper, J.M.,
Cosstick, R., Geary, C., Glidle, A., Jaeger,
L., Pearson, J.L., Proupin-P�erez, M., Xu,
C., and Cumming, D.R.S. (2006) Nano
Lett., 6, 445–448.

67 Coskun, U.C., Mebrahtu, H., Huang,
P.B., Huang, J., Sebba, D., Biasco, A.,
Makarovski, A., Lazarides, A., LaBean,
T.H., and Finkelstein, G. (2008) Appl.
Phys. Lett., 93, 123101-1–123101-3.

68 Blech, K., Noyong, M., Juillerat, F.,
Nakayama, T., Hofmann, H., and Simon,
U. (2008) J. Nanosci. Nanotechnol., 8,
461–465.

69 Kouwenhoven, L.P. (1995) Science, 268,
1440–1441.

70 Osterkamp, T.H., Fujisawa, T., van der
Wiel, W.G., Ishibashi, K., Hijman, R.V.,
Tarucha, S., and Kouwenhoven, L.P.
(1998) Nature, 395, 873–876.

71 Blick, R.H., Hang, R.J., Weis, J.,
Pfannkuche, D., von Klitzing, K., and
Erbel, K. (1995) Phys. Rev. B, 53,
7899–7902.

72 Livermore, C., Crouch, C.H., Westervelt,
R.M., Campman, K.L., and Gossard, A.C.
(1996) Science, 274, 1332–1335.

73 Remacle, F. and Levine, R.D. (2001)
ChemPhysChem, 2, 20–36.

74 Collier, C.P., Vossmeyer, T., and Heath,
J.R. (1998) Annu. Rev. Phys. Chem., 49,
371–404.

75 Murray, C.B., Kagan, C.R., and Bawendi,
M.G. (1995) Science, 270, 1335–1338.

76 Sun,H.S.,Murray, C.B.,Weller,D., Folks,
L., and Moser, A. (2000) Science, 287,
1989–1992.

77 Collier, C.P., Saykally, R.J., Shiang, J.J.,
Henrichs, S.E., and Heath, J.R. (1997)
Science, 277, 1978–1981.

5.2 Electrical Properties of Metal Nanoparticles j453



78 Alivisatos, A.P. (1996) Science, 271,
933–937.

79 Murray, C.B., Norris, D.J., and Bawendi,
M.G. (1993) J. Am. Chem. Soc., 115,
8706–8715.

80 Whetten, R.L., Khoury, J.T., Alvarez,
M.M.,Murthy, S., Vezmar, I., Wang, Z.L.,
Stephens, P.W., Cleveland, C.L., Luedtke,
W.D., and Landman, U. (1996) Adv.
Mater., 8, 428–433.

81 Taleb, A., Russier, V., Courty, A., and
Pileni, M.P. (1999) Phys. Rev. B., 59,
13350–13358.

82 Kiely, C.J., Fink, J., Brust, M., Bethell, D.,
and Shiffrin, D.J. (1998) Nature, 396,
444–446.

83 Kiely,C.J., Fink, J., Zheng, J.G., Brust,M.,
Bethell, D., and Shiffrin, D.J. (2000) Adv.
Mater., 12, 640–643.

84 Markovich, G., Collier, C.P., and Heath,
J.M. (1998)Phys. Rev. Lett., 80, 3807–3810.

85 Janes, D.B., Kolagunta, V.R., Osifchin,
R.G., Bielefeld, J.D., Andres, R.P.,
Henderson, J.I., and Kubiak, C.P. (1995)
Superlattice Microstruct., 18, 275–282.

86 Santhanam, V., Liu, J., Agarwal, R., and
Andres, R.P. (2003) Langmuir, 19,
7881–7887.

87 Mueggenburg, K.E., Lin, X.-M.,
Goldsmith,R.H., and Jaeger,H.M. (2007)
Nat. Mater., 6, 656–660.

88 Pileni, M.P. (2001) J. Phys. Chem. B, 105,
3358–3371.

89 Liao, J., Bernard, L., Langer, M.,
Sch€onenberger, C., and Calame, M.
(2006) Adv. Mater., 18, 2444–2447.

90 van derMolen, S.J., Liao, J., Kudernac, T.,
Agustsson, J.S., Bernard, L., Calame, M.,
van Wees, B.J., Feringa, B.L., and
Sch€onenberger, C. (2009) Nano Lett., 9,
76–80.

91 Andres, R.P., Bielefeld, J.D., Henderson,
J.I., Janes, D.B., Kolagunta, V.R., Kubiak,
C.P., Mahoney, W.J., and Osifchin, R.G.
(1996) Science, 273, 1690–1693.

92 Koplin, E., Niemeyer, C.M., and Simon,
U. (2006) J. Mater. Chem., 16, 1338–1344.

93 Beverly, K.C., Sampaio, J.F., and Heath,
J.R. (2002) J. Phys. Chem. B, 106,
2131–2135.

94 Remacle, F., Beverly, K.C., Heath, J.R.,
and Levine, R.D. (2003) J. Phys. Chem. B,
107, 13892–13901.

95 Greshnykh, D., Fr€omsdorf, A., Weller, H.,
andKlinke,C. (2009)NanoLett.,9, 473–478.

96 Taleb, A., Silly, F., Gusev, A.O., Charra, F.,
and Pileni, M.-P. (2000) Adv. Mater., 12,
633–637.

97 Mott, N.F. (1969)Phil. Mag., 19, 835–852.
98 van Staveren, M.P.J., Brom, H.B., and de

Jongh, L.J. (1991) Phys. Rep., 208, 1–96.
99 Adriaanse, L.J. (1997) Charge carrier

transport in metal/non-metal
composites. PhD Thesis, University of
Leiden, Netherlands.

100 de Jongh, I.J. (1994)Physics and Chemistry
of Metal Cluster Compounds, Kluwer
Academic Publishers, Dordrecht.

101 Anderson, P.W. (1958) Phys. Rev., 109,
1492–1505.

102 Hubbard, J. (1964) Proc. Roy. Soc. A, 277,
237.

103 Cuevas, E., Ortu�no, M., and Ruiz, J.
(1993) Phys. Rev. Lett., 12, 1871–1874.

104 Efros, A.L. and Shklovskii, B.I. (1976)
Phys. Status Solidi B, 76, 475–485.

105 Simon, U., Flesch, R., Wiggers, H.,
Sch€on, G., and Schmid, G. (1998) J.
Mater. Chem., 8, 517–518.

106 Simon, U. (2000) Mater. Res. Soc. Symp.
Proc., 581, 77–82.

107 Torma, V., Vidoni, O., Simon, U., and
Schmid, G. (2003) Eur. J. Inorg. Chem., 6,
1121–1127.

108 Terrill, R.H., Postlethwaite, T.A., Chen,
C.H., Poon, C.D., Terzis, A., Chen, A.,
Hutchison, J.E., Clark, M.R., Wignall, G.,
Londono, J.D., Superfine, R., Falvo, M.,
Johnson, C.S. Jr, Samulski, E.T., and
Murray, R.W. (1995) J. Am. Chem. Soc.,
117, 12537–12548.

109 Wuelfing, W.P., Green, S.J., Cliffel, D.E.,
Pietron, J.J., and Murray, R.W. (2000) J.
Am. Chem. Soc., 122, 11465–11472.

110 Wuelfing,W.P. andMurray, R.W. (2002) J.
Phys. Chem. B, 106, 3139–3145.

111 Quinn, A.J., Biancardo, M., Floyd, L.,
Belloni, M., Ashton, P.R., Preece, J.A.,
Bignozzi, C.A., and Redmond, G. (2005)
J. Mater. Chem., 15, 4403–4407.

112 Pradhan, S., Kang, X., Mendoza, E., and
Chen, S. (2009) Appl. Phys. Lett., 94,
042113-1–042113-3.

113 Heath, J.R., Kuekes, P., Snider, G., and
Williams, S. (1998) Science, 280,
1716–1721.

454j 5 Properties



6
Semiconductor Quantum Dots for Analytical
and Bioanalytical Applications
Ronit Freeman, Jian-Ping Xu, and Itamar Willner

6.1
Introduction

The synthesis and characterization of semiconductor nanoparticles or quantum dots
(QDs) represent two of the major advances in material sciences during the past two
decades. The photoexcitation of valence-band electrons into the conduction band of
the semiconductor material yields electron–hole pairs that recombine and yield
luminescence with energy corresponding to the band-gap of the semiconductor
material. The theoretical understanding of the parameters controlling the lumines-
cence features of QDs [1–4], and the experimental studies demonstrating the
luminescence properties of numerous compositions of semiconductor materials
exhibiting variable sizes and shapes [5–10], have led to the establishment of a new
class of materials that finds broad applications in areas such as, energy conversion
and storage [11–14], optoelectronic devices [15], sensor applications [16, 17], and
photocatalysis [18–21]. The ingenious synthetic routes for preparing size-controlled
semiconductor nanoparticles include the kinetics-controlled growth ofmonolayer- or
thin films-protected QDs [22], or the synthesis of the QDs in nanoreactor systems
such as, micelles [23], microemulsions [24, 25], or mesoporous inorganic sup-
ports [26, 27]. Further versatility in the synthesis of QDs was demonstrated with
the preparation of core–shell semiconductor materials [28–35] or semiconductor
materials exhibiting nanorod shapes [36–39] and even branched nanorod struc-
tures [6, 40–42]. The unique properties ofQDs are represented by their photophysical
and chemical properties:

. QDs exhibit high fluorescence quantum yields, and reveal a high stability against
degradation and photobleaching [43].

. QDs reveal size-controlled luminescence features, due to the quantum confine-
ment of the electrons in the particles. Thus, as the particles are smaller, the
luminescence energies are blue-shifted to higher energies [1, 3, 44–46]. As control
over the sizes of QDs was achieved by the different synthetic and separation
methods, particles of the same material with luminescence properties covering a
broad spectral region are available.
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. Thefluorescence spectra of theQDs are usually characterized by narrow emission
bands, exhibiting a large Stokes shift. These properties are important for coupling
the emission functions of the QDs to other-sized QDs [47], or to organic
fluorophores [48] (vide infra).

. Unlike molecular fluorophores, semiconductor QDs have broad absorbance
bands, which allow the photoexcitation of different-sized QDs by a single
wavelength.

. Finally, the arsenal of syntheticmethodologies for the preparation of QDs leads to
monolayer- or thin-film-protected nanoparticles with tailored functionalities (see
Section 6.2). This enables the tethering of molecular or biomolecular units to the
QDs [49], and also allows the electronic coupling between the photoexcited QDs
and the tethered molecules or biomolecules.

Not surprisingly, QDs show great promise as photonic labels for analytical and
bioanalytical applications. Specifically, the similar range of dimensions of QDs and
biomolecules such as, enzymes, antigens/antibodies, protein receptors or nucleic
acids suggest that coupling of the biomolecules to the QDs could yield hybrid
materials that combine the photophysical properties of the nanoparticles, with the
recognition or catalytic processes driven by the biomolecules. In fact, several coupled
interactions within chemically functionalized QDs conjugates may occur, and these
could be utilized for different analytical applications:

. The QDs may act as luminescent probes for recognition (sensing) events.

. Quenching of the luminescence of the QDs by an electron transfer (ET) mech-
anism, or by a fluorescence resonance energy transfer (FRET) route, could reflect
the formation of a recognition pair, or may be used to follow the dynamics of
chemical processes that occur on themodifiedQDs. In these systems, the sensing
events or the respective biocatalytic transformations involve the association/
dissociation of quencher/FRET acceptor units that electronically couple with the
QDs.

. Light generated by chemical or biochemical processes (chemiluminescence or
biochemiluminescence)may serve as the energy source for the photoexcitation of
the QDs [50–52]. Thus, the labeling of sensing events with light-generating
components may lead to the activation of the luminescence of the QDs.

The FRET process between donor and acceptor luminescent probes is a versatile
spectroscopic tool to follow the intimate contact between molecular components.
Hence, it also serves as a usefulmethod to follow sensing events between recognition
elements and their analytes [53–55].

The FRET process involves dipole–dipole interactions between a donor and
acceptor pair, where the FRETprobability decreases with distance by the sixth power.
This causes theFRETefficiency,E, to be very sensitive to the distance, r, separating the
donor–acceptor couple, (where Ro is the F€orster radius):

E ¼ R6
o

R6
o þ r6

ð6:1Þ
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The F€orster radius Ro is calculated via Eq. (6.2), where K2 is a parameter that
depends on the relative orientation of the dipoles and gains a value between 0 and 4
(for two randomly oriented dipoles the value of K2 is 2/3). QYD corresponds to the
luminescence quantum yield of the donor fluorophore, n is the refractive index of the
medium, and J(l) represents the overlap integral that provides a quantitativemeasure
for the donor–acceptor spectral overlap (Figure 6.1). The overlap integral is calculated
by Eq. (6.3), where eA(l) is the extinction coefficient of the acceptor and FD(l) is the
normalized emission spectrum.

R0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8:8� 10�23k2QYDJðlÞ

n4
6

s
ð6:2Þ

JðlÞ ¼
ð1
0
eAðlÞFDðlÞl4dl ð6:3Þ

Typical F€orster distances separate the donor and acceptor range between 2 and
8 nm. FRET signals are detectable up to about twice the F€orster distance separating
the donor–acceptor pair. If, however, the acceptor unit is tethered to n donor sites, the
FRET efficiency increases and is given by Eq. (6.4):

E ¼ nR6
0

nR6
0 þ r6

ð6:4Þ

Substantial progress in the application of QDs for optical sensing and biosensing
was accomplished in the past decade, and several reviews have summarized the
advances in this field [56–58]. In this chapter, the aim is to emphasize the use of QDs
for following molecular and biomolecular recognition events, and to probe the
dynamics of chemical or biomolecular transformations by the application of
modified hybrid QDs.
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Figure 6.1 The overlap integral that controls the FRET process.
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6.2
Water Solubilization and Functionalization of Quantum Dots with Biomolecules

Semiconductor QDs with superior photophysical features (i.e., high fluorescence
quantum yields and stability against photobleaching) are usually synthesized from
organometallic precursors, and are generally protected by a capping layer composed
of organic ligands such, as trioctylphosphine (TOP) or trioctylphosphine oxide
(TOPO) [59–62]. The resulting capped nanocrystals are hydrophobic and, therefore,
insoluble in aqueous solvents, such that they cannot be directly applied in biological
assays. Consequently, the organic capping ligands must either be exchanged or
further functionalized with hydrophilic capping agents or, alternatively, aqueous
synthetic methods for the production of QDs must be developed.

The introduction of QDs into aqueous media is usually accompanied by drastic
decreases in the luminescence yields of the QDs. This effect presumably origi-
nates from the reaction of surface states with water, a process that yields surface
traps for the conduction-band electrons [63]. As biorecognition events or biocat-
alytic transformations require aqueous environments for their reaction medium, it
is imperative to preserve the luminescence properties of QDs in aqueous systems.
Methods to stabilize the fluorescence properties of semiconductor QDs in aqueous
media (Figure 6.2) have included surface passivation with protective layers, such as
proteins [64, 65], as well as the coating of QDs with protective silicon oxide
films [66, 67] or polymer films [43, 68, 69]. Alternatively, they can be coated with
amphiphilic polymers, which have both a hydrophobic side chain that interacts
with the organic capping layer of the QDs and a hydrophilic component, such as a
poly(ethylene glycol) (PEG) backbone, for water solubility [70, 71]. Such water-
soluble QDs may retain up to 55% of their quantum yields upon transfer to an
aqueous medium.

Unfortunately, although these methods successfully preserve the QDs� photo-
physical properties, they will be endowed with thick stabilizing capping layers that
hamper their photophysical functions. Typically, a thick passivation layer would
create a barrier against the application ofQDs in anyFRETorETquenching processes
associatedwith sensing events or biocatalytic reactions. Thus, a delicate balancemust
be maintained between the nanostructure of the modifying capping layer associated
with the QDs, and its effect on the photophysical features of the particles.

An alternative method for producing water-soluble QDs relies on the exchange
of organic ligands linked to the QDs, such as TOPO or octadecylamine (ODA),
with thiolated water-soluble ligands in a water–organic two-phase system. The
most common thiolated molecules used to stabilize semiconductor QDs in
aqueous media are thiolated aliphatic carboxylic acids, such as mercaptoacetic
acid (MAA) [48, 65, 72], mercaptopropionic acid (MPA), or mercaptoundecanoic
acid (MUA) (Figure 6.2). In order to achieve a higher stability, bidentate surface
ligands composed of derivatives of dihydrolipoic acid (DHLA) [64, 73] or dithio-
threitol (DTT) [74] have been used for the preparation of water-soluble CdSe/ZnS
QDs. These bidentate ligands provide stable interactions with the QDs surfaces,
owing to the chelating effect of the dithiol groups. Likewise, lipoic acid units
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tethered to PEG spacers that had been functionalized with linkable functionalities
for biomolecules were used to modify the QDs [75, 76]. These modifiers elim-
inated any nonspecific adsorption processes, and also provided anchoring sites for
any covalent immobilization of the biomolecules. Other thiol-containing materials,
such as peptides with a polycysteine adhesive domain, were used to synthesize
water-soluble QDs [77, 78]. Additionally, QDs were stabilized by exchanging ODA
with water-soluble dendrons so as to yield water-soluble QDs, with quantum yields
of 36% [79]. Interestingly, internally facing carboxylate groups on the dendrons
retained a higher quantum yield in water compared to an internally facing thiol
group [80].

Figure 6.2 Modification of semiconductor
quantum dots (QDs) with functional
encapsulating layers forwater solubilization and
preservation of luminescence properties and/or
secondary covalent modification of the surface
with biomolecules. Path A: Exchange of the
organic encapsulating layer with a water-soluble
layer; (a–d) thiolated or dithiolated functional

monolayers; (e) cysteine-terminated peptide;
(f) thiolated siloxane; (g) carboxylic acid-
functionalized dendron. Path B: Encapsulation
of QDs stabilized with an organic encapsulating
layer in functional bilayer films composed of (h)
a phospholipid-encapsulating layer, and (i) a
diblock copolymer.
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Several methods for the synthesis of functionalized QDs directly in water have
been reported [56, 81, 82]. When compared to organic syntheses, the aqueous
synthetic approaches for QD preparation are simpler, reproducible and easily
scaled-up, whilst the resultant QDs often exhibit a lower crystallinity or quantum
yield. Different aqueous-based synthetic routes to prepare QDs that will retain a
high fluorescence yield of the particles have been developed. Such routes are based
on the reaction ofmetal salts (e.g., cadmium) and NaHTe or NaHSe in the presence
of water-soluble molecular or macromolecular capping agents that kinetically
protect the growth of the QDs by either covalent or ligand–ion interactions, so
as to yield monolayer or thin-film-capped particles [83]. For example, nanocrystals
such as CdSe [84, 85] and HgTe [86] were successfully prepared in the water phase
using mercaptoethanol and thioglycerol as stabilizers, and the resultant QDs
possessed high quantum yields (up to 40%). CdSe QDs with a narrow size
distribution that revealed a high fluorescence quantum yield (25%) were also
synthesized via a single-step procedure in water, using glutathione (GSH) as a
stabilizing agent [87]. Similarly, glutathione-capped CdTe (GSH-CdTe) QDs with
tunable fluorescence features (500–650 nm) and quantum yields as high as 45%
were synthesized in aqueous media, and used to stain fixed cells [88]. The single-
step synthesis of thiolated cyclodextrin-modified CdSe/CdS core–shell QDs re-
sulted in water-soluble QDs with a quantum yield of 46% in water [89]. Aqueous
syntheses of citrate-capped QDs [90, 91] and cysteine-modified QDs [92] have also
been reported. Another aqueous synthesis of QDs, based onmicrowave irradiation
under controlled temperature, allowed the preparation of a series of stable water-
soluble MPA-capped CdTe QDs with tunable emission (505–733 nm) and high
quantum yields (40–60%). This method was used also for the production of high-
quality alloyed QDs [93, 94].

A secondary functionalization of the modified QDs with molecular or biomolec-
ular recognition units is essential in order to develop hybridQDs systems for sensing
applications. For this, different methods were developed to tether molecular or
biomolecular sensing functionalities to the QDs. Noncovalent interactions such as,
electrostatic interactions have been used successfully to bioconjugate biomolecules
to the QDs, while genetically engineered proteins that included a positively charged
domain [64] or positively charged proteins (e.g., avidin [95] or papain [96]) were
attached electrostatically to the negative surface of carboxylic acid-modifiedQDs. The
protein–QDconjugates prepared in thisway revealed a goodwater solubility andhigh
fluorescence quantum yields (higher than for nonconjugated QDs), while the
biomolecules retained their native activity. The covalent attachment of biomolecules
to the functional capping layer protecting the QDs led to the production of stable
biomolecular–QDs conjugates. For this, the most common methods have involved
the coupling of primary amines (which were tethered to the biomolecules) to
carboxylic acid residues on the capping layer associated with the nanoparticles. In
an example of this, a DNAmodified with a single primary amino group was linked to
carboxylic acid-modified QDs [97]. A variety of antibodies that included free exposed
thiol groups following reduction with DTT, were conjugated to QDs with free amine
functionalities in their capping layer, by using heterobifunctional crosslinkers, such
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as succinimidyl 4-(N-maleimidomethyl)cyclohexane-1-carboxylate (SMCC). In addi-
tion, the functional groups (�COOH,�NH2,�SH or�OH) on a water-soluble QD
surface can be further transformed into other functionalities that allow the secondary
covalent attachment of molecules or biomolecules (Figure 6.3). For example, car-
boxylic acids on QDs have been converted to hydrazides, thereby allowing the
secondary binding of carbohydrates [98]. The covalent tethering of phenylboronic
acid ligands was also used to bind (via boronate esters) carbohydrates or ortho-
dihydroxy benzene substrates [99]. Similarly, elaboration of the free hydroxyl groups
of DTT-capped CdSe/ZnS QDs were transformed into imidazole-carbamates that
enabled the subsequent tethering of DNA to the QDs surface. A further approach to
conjugate biomolecules to QDs employed the polyhistidine tag (comprising six
histidine residues) that binds carboxylic acid-functionalized QDs. Polyhistidine-
tagged proteins [76, 100], antibodies [101], peptides [102], or DNA [103], were
successfully coupled to QDs using this method.

Figure 6.3 Modification of monolayer-functionalized QDs with molecular or macromolecular
components. (a, b) Covalent attachment; (c) Attachment of ligand; (d) Electrostatic association of a
polymer.
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6.3
Quantum Dot-Based Sensors

The chemical modification of semiconductor QDs with specific ligands or receptor
units allows the development of optical sensors by the general mechanisms, as
outlined in Figure 6.4. In this case, the analyte is labeled by a quencher unit that
interacts with the QDs by FRETor ETmechanisms. The competitive binding of the
analyte and the labeled analyte to the ligand (Figure 6.4, path a) or the equilibrium
displacement of the label (Figure 6.4, path b) controls the resulting luminescence
functions of the hybrid QDs. Alternatively, the association of the analyte with the
ligand/receptor modifiers of the QDs may control the luminescence features of the
QDs, thus leading to a quantitative detection of the analyte (Figure 6.4, path c).

6.3.1
Receptor- and Ligand-Functionalized QDs for Sensing

Chemical sensors based on the competitive binding of sugars to the boronic acid
ligand have been reported. When 3-aminophenyl boronic acid was covalently linked
to GSH-capped CdSe-ZnS QDs, the boronic acid ligand formed boronate esters with

Figure 6.4 Different mechanisms for the
application of QDs as optical sensors. Path (a):
Competitive detection of an analyte using a
labeled analyte and FRET/ET as transduction

mechanisms. Path (b): Direct FRET/ET
quenching of a labeled analyte. Path (c) Direct
FRET/ET quenching by the analyte.
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vicinal diols and, specifically, with saccharides [104–108] (Figure 6.5a). In this case,
the dye-modified saccharide ATTO-590-labeled-galactose (1) was linked to the
boronic acid ligand associated with the QDs, which resulted in the FRET from the
QDs to the dye. In the presence of differentmonosaccharides, competitive binding to
the QDs proceeded, which resulted in higher intensities of the luminescence of the
QDs and lower fluorescence intensities of the acceptor dye. The system allowed the
competitive optical assay of galactose (3), glucose (4), or dopamine (5) [109].

Different receptor-functionalized QDs were used for the analysis of different
substrates, with cyclodextrins, crown-ethers and calixarenes being used as receptor

Figure 6.5 (a) Competitive analysis of
monosaccharides or dopamine using
fluorophore-labeled galactose or fluorophore-
labeled dopamine, respectively; (b) Time-
dependent fluorescence changes upon the
interaction of the fluorophore-labeled galactose-

functionalized QDs with galactose, 5mM. The
spectra were recorded at time intervals of 3min;
(c) Calibration curves corresponding to the
competitive analysis of galactose (curve a) and
glucose (curve b). (Reproduced with permission
from [109]).
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units to modify the QDs. For example, b-cyclodextrin (b-CD) -modified CdSe/ZnS
QDs have been used to develop both selective and chiroselective sensing platforms
using either a competitive FRETassay or a direct ETquenching route. b-Cyclodextrin,
a cyclic polysaccharide which consists of seven glucose units linked by 1–4 glycosidic
bonds, is able to bind hydrophobic organic substrates to its hydrophobic cavity [110–
114]. The binding properties of the CDs are controlled by the relative dimensions of
their hydrophobic cavities; furthermore, theCDs are chiral receptors, andhence reveal
chiroselective binding properties [115–120]. The b-CD was linked to CdSe/ZnS QDs
modified by the boronic acid ligand (Figure 6.6a) to yield the receptor-functionalized
QDs. Rhodamine B (a dye) was then incorporated into the receptor sites of b-CD
which, upon excitation of the QDs, resulted in a decreased FRETemission of the dye

Figure 6.6 (a) Sensing of substrates by a
competitive FRET assay using b-cyclodextrin-
modified CdSe/ZnS QDs with receptor-bound
rhodamine B (6); (b) Calibration curve
corresponding to the analysis of variable
concentrations of 7 by the rhodamine B/
b-cyclodextrin-modified CdSe/ZnS QDs
system; (c) Calibration curve corresponding to

the analysis of variable concentrations of 11
(curve a) and 12 (curve b) by the rhodamine B/
b-cyclodextrin-modified CdSe/ZnS QDs
system; (d) Direct analysis of substrates by the
b-cyclodextrin-modified CdSe/ZnS QDs, using
an electron transfer quenching route.
(Reproduced with permission from ref. [121].
Copyright 2009 American Chemical Society).
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and a concomitant enhancement of the QDs� luminescence. The FRET between the
QDs and rhodamine B was further used in the competitive analyses of adamanta-
necarboxylic acid (7) and p-hydroxytoluene (8). A chiroselective optical discrimination
betweenD,L-phenylalanine (9,10) andD,L-tyrosine (11,12)was demonstrated [121]. The
fluorescence changes of the functionalized QDs, when analyzing different concen-
trations of adamantane carboxylic acid (7), are shown in Figure 6.6b, while lumines-
cence changes monitored during the analysis of D- and L-tyrosine, revealing a
chiroselective detection of the enantiomers, are shown in Figure 6.6c.

The b-CD-modified QDs were further used for the label-free analysis of p-
nitrophenol (13) (see Figure 6.6d). In this case, the association of p-nitrophenol
with the b-CD cavity resulted in an ET quenching of the QDs� luminescence, and a
quantitative analysis of the guest substrate.

Themodification of QDs with crown-ethers permitted an analysis of Kþ ions [47].
For this, the lipoic acid-tethered 15-crown-5-ether (14) was used to functionalize two
different-sized CdSe/ZnS QDs (Figure 6.7a). The 15-crown-5 receptor is known to
form a �sandwich�-type complex with the crown ether; accordingly, the addition of
Kþ-ions to the two different-sized QDs resulted in an interparticle association of the
QDs through the bis-crown-ether-Kþ bridging complex (Figure 6.7b). A subsequent
aggregation of the two different-sized QDs resulted in an energy transfer from the
blue-emitting QDs to their red-emitting counterparts (Figure 6.7c). As the extent of
interparticle aggregation was controlled by the concentration of Kþ , the resultant
FRETchanges provided a quantitative signal for the Kþ ions. A similar macrocycle-
modified QDs system was used for the analysis of Cd2þ using an ET mecha-
nism [122], where the CdS:Mn/ZnS QDs were functionalized with 1,10-diaza-18-
crown-6. As the amine-donor groups quenched the luminescence of the QDs by an
ET mechanism, ligation of the Cd2þ ions to the macrocycle and its amine func-
tionalities depleted the donor site, thus enhancing the luminescence of the QDs as
Cd2þ concentration was raised.

Calixarenes are known to exhibit unique binding properties towards both ions
(e.g., quaternary ammonium ions) and organic substrates [123–125]. When the
calixarene receptor units were linked to TOPO-modified CdSe/ZnS QDs using
hydrophobic interactions, the luminescence of the calixarene-functionalized QDs
was quenched on association of the N,N0-dimethyl-4,40-bipyridinium electron
acceptor [126]. The tetrahexyl ether derivative of p-sulfonatocalix[4]arene recep-
tor-functionalized QDs (Figure 6.8a) was used for the quantitative analysis of the
acetylcholine (15) neurotransmitter (Figure 6.8b). As the concentration of the
neurotransmitter was increased, the quenching of the QDs was raised [127]
(Figure 6.8b). Whilst the luminescence of certain caly[6]arene-functionalized QDs
was quenched by guest molecules acting as ET quenchers, the receptor sites were
found to increase the luminescence intensities of the QDs. This phenomenon was
attributed to a rigidification of the capping layer by the formation of receptor units,
and an inhibition of the quenching of QDs by the solvent. By using this method it
was possible to sense both methionine and phenylalanine [128]; likewise, p-
sulfonatocalix[4]arene CdTe QDs conjugates were used to sense fenamithion and
acetamipirid [129].
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The capping layer of the QDs may act as ligand for the association of metal ions,
such that an ET quenching of the QDs� luminescence will allow an analysis of the
ions. For example,MAA-cappedCdSQDswere shown capable of bindingHg2þ ions,
whereby the fluorescence intensity of the QDs decreased linearly in the range
0.05� 10�7 to 4.0� 10�7M of Hg2þ , thus enabling an analysis of the ions with a
detection limit of 4.2� 10�4M. Different capping functionalities such as, MPA,

Figure 6.7 (a) Synthesis of 15-crown-5 and 15-
crown-5-capped CdSe/ZnS QDs; (b)
Aggregation of the 15-crown-5-modified two-
sized CdSe/ZnS QDs upon the addition of Kþ

ions; (c) Fluorescence titration spectra of the
two-sized QDs upon addition of Kþ ions.
(Reproduced with permission of the Royal
Society of Chemistry from ref. [47]).
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MAA, GSH, mercaptosuccinic acid, thioglycolic acid or L-cysteine were used to bind
different ions to a variety ofQDs, leading to an ETquenching of the luminescence of
the nanocrystals.However, by designing capping layerswhich consisted of peptides
with tailored metal-binding capacities or Schiff-base ligands, enhanced sensitiv-
ities and selectivities could be demonstrated. The pentapeptide Gly-His-Leu-Leu-
Cys was immobilized on CdS QDs, and the selective luminescence detection of
Cu2þ or Agþ was demonstrated [130]. Similarly, CdS QDs modified with

Figure 6.8 (a) Synthesis of TOPO-capped
CdSe/ZnS QDs with tetrahexyl ether derivative
of p-sulfonatocalix[4]arene receptor and MAA;
(b) Quenching of the fluorescence emission of

the modified CdSe/ZnS QDs upon the addition
of different concentrations of acetylcholine.
(Reproduced with permission from the Royal
Society of Chemistry from ref. [127]).
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Schiff-base functionalities revealed a specific sensing of Cu2þ and Fe3þ ions [131].
These solution-based optical sensors were further improved by the assembly of
QDs on solid supports, and the optical detection of ions in complex mixtures. For
example, mercaptosuccinic acid-functionalized CdTe QDs were deposited on
quartz surfaces using a layer-by-layer (LbL) process that involved poly(dimethyl-
diallyl ammonium chloride) (PDDA) as an electrostatic �glue,� with the resultant
surfaces being used for the optical detection of Hg2þ [132].

It is well known that the capping layer which stabilizes the QDs may also interact
with the analyte, thus affecting the luminescence properties of the semiconductor
nanocrystals. Subsequently, oleic acid-coated CdSe QDs were synthesized and dis-
persed in chloroform, and the nitroaromatic explosives 2,4,6-trinitrotoluene (TNT),
2,4-dinitrotoluene (DNT), nitrobenzene (NB), 2,4-dinitrochlorobenzene were each
intercalated between the hydrophobic layer surrounding the QDs. The quenching of
the luminescence of the nanocrystals by the intercalated nitro-substituted analytes, via
an ETmechanism, enabled a simultaneous analysis of the different explosives [133].

The adsorption of analytes onto the stabilizing capping layer may also affect the
QDs� luminescence. Electrostatic interactions also facilitate the adsorption of sub-
strates onto the QDs; for example, MPA-capped CdSe QDs were shown to adsorb
edavarone by electrostatic interactions, which resulted in the blocking of nonradiative
electron–hole recombinationpaths and an intensified luminescence of theQDs [134].
Similarly, the attraction of the negatively charged adenosine triphosphate by posi-
tively chargedQDs affected the quenching of QDs; this system subsequently enabled
the selective optical analysis of ATP in the presence of other nucleotides [135]. The
fluorescence quenching of negatively charged MPA-functionalized CdSe/ZnS QDs
by the positively charged herbicide N,N0-dimethyl-4,40-bipyridinium by an ET
mechanism was also demonstrated; the sensor system was further developed by
coupling the receptor cucurbiturial that binds the bipyridinium salt to its cavity. The
competitive deattachment of the bipyridinium salt from the QDs restored their
luminescence, providing a positive fluorescence signal for sensing of the bipyridi-
nium salt [136]. In analogy, a boronic acid-modified bipyridinium salt associatedwith
positively charged QDs was used as a label for the competitive analysis of glu-
cose [137]. While the adsorbed bipyridinium salt quenched the luminescence of the
nanocrystals, the competitive formation of a glucose–boronate complex caused the
bipyridinium units to detach from the QDs, leading to an intensified luminescence.

Both, purine and pyrimidine bases incorporated into nucleic acids, or in synthetic
nucleic acid analogs, are able to bind specifically different metal ions [138]. For
example, thymine yields a thymine–Hg2þ–thymine complex, while cytosine forms
specifically a cytosine–Agþ–cytosine complex. Such properties of the nucleic acids
were utilized to develop QDs-based Hg2þ -ion and Agþ -ion sensors, with different-
sized QDs being implemented for the multiplexed analysis of Hg2þ and Agþ [139].
Two different-sized CdSe/ZnS QDs were modified with nucleic acids of specific ion-
binding properties: blue-emitting QDs (lem¼ 560 nm) were functionalized with the
thymine-rich nucleic acid (16) that binds Hg2þ -ions, while the red-emitting QDs
(lem¼ 620 nm) were functionalized with the cytosine-rich nucleic acid (17) that
associated with Agþ -ions (Figure 6.9a). The formation ofHg2þ -modified complexes

468j 6 Semiconductor Quantum Dots for Analytical and Bioanalytical Applications



Figure 6.9 (a) Optical analysis of Hg2þ /Agþ

ions by nucleic acid modified QDs; (b) Time-
dependent luminescence spectra of 16-QD560

upon interaction with 1� 10�4M Hg2þ . Inset:
Calibration curve for various concentrations of
Hg2þ ; (c) Time-dependent luminescence
spectra of 17-QD620 upon interaction with
5� 10�5M Agþ . Inset: Calibration curve for

various concentrations of Agþ ; (d)
Fluorescence changes of the 16-QD560 and 17-
QD620 upon interaction with: (spectrum a) no
Hg2þ , no Agþ ; (spectrum b) no Hg2þ , 30 mM
Agþ ; (spectrum c) no Agþ , 30 mM Hg2þ ;
(spectrum d) 30 mM Hg2þ , 30 mM Agþ .
(Reproduced with permission from ref. [139]).
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on the (16)-modified QDs resulted in a quenching of the blue-emitting QDs
(Figure 6.9b), whereas the association of Agþ with the (17)-modified QDs led to
a quenching of the red-emitting QDs (Figure 6.9c). The respective QDs revealed
selectivity, while othermetal ions had no effect on the luminescence properties of the
QDs. These QDs permitted an optical analysis of Hg2þ and Agþ with detection
limits that corresponded to 10 nM (2 ppb) and 1 mM (200 ppb), respectively. A
multiplexed analysis of the two ions was also accomplished by the functionalized
QDs (Figure 6.9d) when, on mixing the two different-sized (16)- and (17)-functio-
nalized QDs, a selective and simultaneous analysis of Hg2þ and Agþ ions was
achieved by quenching of the respective QDs.

6.3.2
Functionalization of QDs with Chemically Reactive Units Participating in the Sensing

While the sensor system described in Section 6.3.1 included receptor or ligand sites
for the selective association of a guest analyte, a variety of chemically modified QDs
that use the capping layer as a chemically reactive interface can actively participate in
the sensing process. In these systems, the analyte reacts with the capping layer, which
leads, in turn, to changes in the fluorescence properties of the QDs that enables the
quantitative optical detection of analytes. Semiconductor QDs functionalized with
redox-active dyes or with redox-active capping componentsmay cause changes in the
photophysical properties of theQDs, due to bleaching of the dye by a redox process or
by an electronic coupling of the redox-active capping component with the photoex-
cited electron–hole pair generated in the QDs.

For example, Nile-blue-functionalized CdSe/ZnS QDs were prepared and used as
a hybridmaterial for optical sensing of the cofactor 1,4-dihydronicotinamide adenine
dinucleotide (phosphate) (NAD(P)H). For this, water-soluble CdSe/CdS QDs were
first produced by ligand exchange with MPA, after which the modified QDs were
functionalized with a layer of bovine serum albumin (BSA) to which oxidized Nile
blue was then covalently linked. The fluorescence of the QDs was quenched by
oxidized Nile blue through a FRET quenching mechanism. In the presence of
NADH, Nile blue acted as an electron mediator for the oxidation of the NAD(P)H
cofactors. The reduced Nile blue units associated with the QDs lacked absorbance in
the visible spectral region, and thus did not quench theQDs. As a result, reduction of
the Nile blue capping layer by the NAD(P)H cofactors activated the fluorescence of
the QDs (Figure 6.10a), which, in turn, enabled a quantitative optical detection of
NADH (Figure 6.10b) [140]. This quantitative optical analysis of NADH using QDs
enabled their use as luminescent probes to follow the activity of NADþ -dependent
enzymes, and their substrates (see Section 6.4.2).

In another example, phenyl boronic acid-functionalized CdSe/ZnS QDs were
synthesized and modified by binding NADþ or NADH via the boronic esters, such
that the vicinal diols were associated with the reduced/oxidized cofactors. Quenching
of the QDs� luminescence by the NADþ cofactor, via an ET route, was shown to be
substantially more efficient than quenching by the reduced cofactor, NADH. This
difference in quenching features of NADH was used subsequently to optically sense
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Figure 6.10 (a) Sensing of NADH by Nile blue-
functionalized CdSe/ZnS QDs; (b) Time-
dependent luminescence changes of the CdSe/
ZnS QDs upon interaction of the QDs with
NADH, 0.5mM; (c) Derived calibration curve;

(d) Sensing of the RDX explosive by the NADH-
functionalized CdSe/ZnS QDs. (Reproduced
with permission, parts (a) to (c) from ref. [140]
and part (d) from ref. [141]).

6.3 Quantum Dot-Based Sensors j471



the trinitrotriazine explosive, RDX [141]. In this case, the NADH coordinated to the
boronic acid-functionalized CdSe/ZnS QDs reduced the explosive, while transform-
ing the capping monolayer to the NADþ state; this effectively quenched the lumi-
nescence of theQDs (Figure 6.10c). These changes in theQDsfluorescence permitted
the analysis of RDXwith a detection limit corresponding to 1� 10�10M. Interestingly,
in addition to the photophysical functions of theQDs for detectingRDX, a cooperative
catalytic function of the QDs in the NADH-mediated reduction of RDX was also
observed. Subsequently, theZn2þ -ionspresent in the shell layerof theCdSe/ZnSQDs
were found to coordinate as a Lewis acid to thenitro groupsofRDX, thuspolarizing the
nitro group and enabling a hybrid transfer from NADH (see Figure 6.10c).

A nitric oxide (NO) QD-based sensor was developed via the NO-stimulated ligand
substitution of a transitionmetal complex associated with CdSe/ZnS QDs [142]. The
red-colored tris-(N-(dithiocarboxy) carcosine) iron(III)[Fe(DTCS)3]

3� was linked to
ammonium-capped QDs by ionic interaction. As a consequence, the functionalized
QDs reacted with NO by an ET process, followed by ligand substitution to yield the
colorless paramagnetic bis(dithiocarbamato) nitrosyl iron(I) complex as a capping
layer. This process triggered the luminescence of the QDs that enabled the detection
of NO (Figure 6.11).

A QD-based sensor for carbon-centered radicals (alkyl or phenyl radicals) was
developed by the use of 4-amino-2,2,6,6-tetramethylpiperidine oxide (4-amino-TEM-
PO)-functionalized CdSe QDs. The presence of a nitroxide moiety in the functional
capping layer leads to quenching of the luminescence of theQDs. The nitroxide units
of the capping layer react with the carbon-centered radical to yield the diamagnetic
alkoxyamine-modified protecting layer. As the resultant units are unable to quench
the luminescence of the QDs, this leads to an intensified luminescence upon
interaction with reactive carbon-centered radicals.

QDs modified with carboxylic acid functionalities have revealed pH-controlled
luminescence properties. Although the origin of this effect of protonation/depro-
tonation of the carboxylic acid is not fully understood, it is presumed that a
neutralization of the cationic surface-states by the carboxylate units removes the
electron traps, thus enhancing the fluorescence of the QDs. An interesting QDs-
based pH sensor was developed by coupling CdSe nanocrystals with the pH-sensitive
squaraine dye (Figure 6.12). The deprotonated dye (curve a in Figure 6.12) exhibits an
appropriate adsorption to stimulate a FRET process between the QDs and the dye
acceptor, while the protonated squaraine state (curve b) cannot act as a FRETacceptor.
Thus, the pH-controlled ratio of (a)/(b) modulated the FRET intensity, while the ratio
of the luminescence of the QD/squaraine fluorescence provided a quantitative
measure of the solution�s pH [58].

6.4
Biosensors

While the unique recognition properties of biomolecules (e.g., antigen–antibody,
nucleic acid–DNA, enzyme–substrate, receptor–guest complexes) provide the basis
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Figure 6.11 (a) The use of [Fe(DTCS)3]
3-

functionalized QDs as optical sensor for NO.
The reaction of NO with the capping layer
triggers-on the luminescence of the QDs; (b)
Time-dependent luminescence spectra of the
modified QDs upon reaction with NO; (c)
Luminescence features of the solution of the
modified QDs upon their reaction with NO; (d)

Time-dependent luminescence changes of the
functionalized QDs upon reaction with variable
concentrations of NO (expressed as [NO]/[Fe]
ratios); (e) Derived calibration curve.
(Reproduced with permission from the
American Chemical Society Copyright 2009,
from ref. [142]).
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for the development of biosensors, nanotechnology provides nanoscale materials
(e.g., nanoparticles, nanorods, nanotubes) of unique electronic and optical prop-
erties [5–10, 28–42]. Indeed, numerous studies have been implemented to
investigate metallic nanoparticles or carbon nanotubes (CNTs) for the development
of a variety of electronic or optical sensing platforms [143–145]. The unique size-
controlled optical properties of semiconductor nanocrystals have paved the way for
the development of new optical biosensing platforms, by integrating biomolecular
recognition events with QDs. Besides the use of different-sized QDs as lumines-
cence labels for the multiplexed analysis of biorecognition events, the activation of
FRET or ET in biomolecule–QD hybrid systems provides a general means to
develop new optical biosensing platforms. Specifically, the application of FRET or
ET processes in QD–biomolecule conjugates can provide useful tools for moni-
toring the dynamics of biorecognition events or biocatalytic transformations.
Furthermore, by incorporating QDs into living cells, effective new optical labels
for imaging cell domains and for monitoring intracellular metabolic processes,
can be envisaged.

Figure 6.12 (a) Sensing of pH using the pH-
sensitive squaraine dye conjugated to CdSe/
ZnS QDs modified by an amphiphilic polymer
associated with the hydrophobic nanocrystals;
(b) Fluorescence spectra of the dye-modified

QDs upon changing the pH. Inset: Absorption
spectra of the squaraine dye at acidic (spectrum
a) and basic (spectrum b) pH values.
(Reproduced with permission from ref. [58].
Copyright 2006 American Chemical Society).
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6.4.1
Application of QDs for Probing Biorecognition Processes

The enzyme-linked immunosorbent assay (ELISA) provides a general sensing plat-
form for the detection of antigen–antibody complexes on solid supports. Although,
fluorescent dyes have often been used as labels to monitor the formation of im-
munocomplexes, the unique luminescent properties of QDs (high quantum efficien-
cies, optical stabilities, narrow emissions) support their use as an alternative approach
to conventional organicdyes. Previously,QDs labeledwith antibodies (Figure 6.13a) or
nucleic acid-functionalized QDs (Figure 6.13b) have been used as functional QDs to
monitor the formation of immune-complexes or DNA hybridization products,
respectively. For example, when CdSe/ZnS QDs were functionalized with an avidin
capping layer, biotinylated antibodies were seen to bind to the QDs through the
protective capping layer. This led to theantibody-modifiedQDsbeingused as labels for
a sandwich-type immunoassay in the detection of various toxins [95, 146].

The major advantage of QD–antibody bioconjugates is their ability to detect,
simultaneously, a number of analytes. Indeed, different-sized CdSe/ZnS QDs,
functionalized with the appropriate antibodies, were applied to a multiplexed
sandwich-type fluoroimmunoassay detection of four different toxins, namely (chol-
era toxin (CT), ricin, shiga-like toxin 1 (SLT), and staphylococcal enterotoxin B (SEB)
(Figure 6.14a). When the reaction was performed in single wells of amicrotiter plate,
in the presence of amixture of all fourQD–antibody conjugates as detectingunits, the
resultant fluorescence signal was shown to encode for the different toxins [147]
(Figure 6.14b). In a further example, biotinylated denatured BSA-coatedCdTeQDs of
different sizes were used for the multiplexed simultaneous fluorescence determi-
nation of five different low-molecular-weight chemical drug residues (dexametha-
sone, medroxyprogesterone acetate, gentamicin, ceftiofur, and clonazepam) [148].

Figure 6.13 Application of QDs as optical labels for biorecognition events. (a) Formation of
immune-complexes; (b) Probing DNA hybridization.
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Conventional DNA/RNA fluorescent microarrays are based on the sandwich-type
hybridization of target DNA/RNA between a capture probe attached to a surface, and
a fluorophore-modified signaling label. In the past, many investigations have
employed QDs as signaling labels for DNA/RNA hybridization on microarrays;
examples include the use of QDs to detect single-nucleotide polymorphisms of the
human oncogene p53, and the multiallele detection of hepatitis B and hepatitis C
viruses inmicroarray configurations [149]. Different-sized CdSe/ZnSQDsmodified
with appropriate nucleic acids have also been used to probe hepatitis B and C
genotypes in the presence of other human genes. Similarly, the perfectly matched
sequence of the p53 gene was detected within minutes at room temperature in the
presence of a background oligonucleotide mixture, which consisted of different

Figure 6.14 (a) The parallel optical analysis of
antigens in a well array using the fluorescence of
different-sized quantum dots; (B) Fluorescence
spectrum observed for the four analytes
(concentration 1mgml�1) by the different-sized
QDs (spectrum a), and deconvoluted spectra

of individual toxins: (spectrum b) cholera
toxin, (spectrum c) ricin, (spectrum d) shiga-
like toxin 1, and (spectrum e) staphylococcal
enterotoxin B. (Part (b) reproduced with
permission from ref. [147]. Copyright 2004,
American Chemical Society).
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single-nucleotide polymorphic sequences, with true-to-false signal ratios greater than
10 (under stringent buffer conditions).

DNA–QD conjugates have also been used as luminescent labels in fluorescence
in situ hybridization (FISH) assays. The FISH assay is based on the denaturation of
genomic DNA and the consecutive hybridization with a fluorescent-labeled DNA
sequence, in order to visualize the presence or absence of specific DNA sequences in
the chromosomes. For example, a QDs-based FISH labeling method was used to
detect the Ychromosome in human sperm cells [74], and also the humanmetaphase
chromosome [150]. The FISH technique was also used for the multiplex cellular
detection of different mRNA targets [151], and to visualize a pUC18 plasmid inside
the Escherichia coli HB101 bacterium [152].

FRET-based immunoassays that use QDs as the energy donors were developed by
preparing QDs conjugated to fluorophore (quencher) -labeled analyte units. The
competitive displacement of a fluorophore (quencher) by an analyte triggered a
luminescence of the QDs, that in turn transduced the formation of the immune-
complex with the target antigen. For example, CdSe/ZnS QDs were functionalized
with an antibody fragment that selectively bound trinitrotoluene (TNT) [153]. The
analogous substrate trinitrobenzene (TNB)was covalently linked to the quencher dye
BHQ10 (18), and the quencher-labeled TNT analog was bound to the QD–antibody
conjugate; this resulted in a quenching of the fluorescence of theQDs (Figure 6.15a).
In the presence of the TNT analyte, the quencher-labeled TNB was competitively
displaced from the antibody-modified QDs; this eliminated the FRET process

Figure 6.15 (a) Competitive analysis of TNT by the anti-TNT antibody associated with CdSe/ZnS
QDs and using BHQ-10 as quencher; (b) Derived calibration curve for the analysis of TNT.
(Reproduced with permission from ref. [153]. Copyright 2005 American Chemical Society).
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between the QDs and the dye, and resulted in a switching-on of the fluorescence of
the QDs (Figure 6.15b). In another example, a multiplexed competitive FRET-based
fluoroimmunoassay for the simultaneous detection of three different antigens (E. coli
0571H7, B. cereus, and MS2-virus) was developed [154]. Different-sized CdSe/ZnS
QDs, functionalized with the antibodies against the respective antigens, enabled the
detection of all three antigens individually and simultaneously, via photolumines-
cence measurements in aqueous solution, or via the fluorescence imaging of
conjugates trapped on the surface of a porous filter.

The FRET between luminescent QDs and dye molecules has been used to detect
target DNAs. For example, the FRET between CdTe QDs and Cy3-labeled single-
stranded DNA (ssDNA) probes, adsorbed onto the QD surface through a positively
charged polymer capping layer, acting as an electrostatic linker, was used for the
detection of DNA. In this case, the dye-labeled DNA probe would hybridize with the
target DNA, thus reducing the FRETefficiency due to an increased distance between
the QD and the dye [155]. In another example, DNA-modified CdSe/ZnS QDs were
used to detect a dye (Alexa 594)-labeled complementaryDNAprobe [156] (Figure 6.16,
route A). Hybridization of the dye-labeled DNA with a complementary DNA–QD
conjugate brought the fluorophore into close proximity to the QD, and resulted in an
efficient FRET process that encoded for the DNA probe. The competitive displace-
ment of the labeled nucleic acid by the analyte decreased the FRET process, thus
signaling a hybridization with the target DNA. Alternatively, the DNA-modified
CdSe/ZnS QDs were used for the detection of an unlabeled complementary target
DNA, in the presence of ethidium bromide, a specific double-stranded intercala-
tor [97]. In the presence of the target DNA, a duplex DNAwas formed; this led to the
intercalation of ethidium bromide, with a resultant energy transfer from the QD to
ethidium bromide (Figure 6.16, route B).

Figure 6.16 (a) Analysis of a DNA by a FRET
process to a dye-functionalized complementary
nucleic acid; (b) Analysis of DNA through a
FRET process to ethidium bromide intercalated

in the duplex DNA, as a result of hybridization
with the complementary nucleic acid.
(Reproduced with permission from ref. [156].
Copyright 2008 American Chemical Society).
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The quenching of CdSe/ZnS–oligonucleotide conjugates by gold nanoparticles
was used for the biosensing ofDNA [157]. For this, a ssDNAwas linked at its 50-end to
CdSe/ZnS QDs, and a complementary sequence was linked at its 30 end to 1.4 nm
gold nanoparticles. The formation of a duplex DNA via hybridization resulted in a
significant quenching of theQDs emission by the gold nanoparticles. The addition of
unlabeled oligonucleotides resulted in a recovery of the QDs emission, due to a
separation of the QD–Au nanoparticle duplex structures.

The FRET quenching of CdSe/ZnS QDs was used to detect a target DNA in
QD–molecular beacon (MB) conjugates [158–160]. In this case, a QD and a quencher
molecule (Q) were tethered to the termini of a ssDNA oligonucleotide hairpin
structure, which resulted in an effective proximity quenching of the QDs by the
quenched units (Figure 6.17a). In the presence of a target DNA that was comple-
mentary to the single strand loop of the oligonucleotide hairpin structure, a
hybridization to the loop region occurred which resulted in a separation of the stem
duplex region. Subsequently, a spatial separation of theQDs from the quencher units
restored thefluorescence of theQDs. For example, CdSe/ZnSQDswere linked to the
50 end of a hairpin nucleic acid that included, at its 30, end the quencher molecule 4-
(40-dimethylaminophenylazo)benzoic acid (Dabcyl), and used to detect single base
mismatches [158]. Similarly, the multiplexed analysis of three different DNAs was
accomplished using different-sized CdSe/ZnS QDs that had been functionalized
with the appropriate hairpin structures, including the versatile black-hole quencher-2
(BHQ-2) unit [159]. Opening of the specific hairpin by the appropriate target led to a
switch-on of the luminescence of the respective sized QDs (Figure 6.17b).

A three-component QD-based FRETcascade was also implemented to followDNA
hybridization [161]. In this case, the carboxylic acid-modified CdTe QDs were coated
with the fluorescent conjugated polymer, poly[9,9-bis(30-(N,N-bimethyl)-N-ethylam-
monium propyl)-2,7-fluorene-1,4-phenylene dibromide (PDFD) (19) (Figure 6.18a)
that binds electrostatically to the negatively charged QDs. A nucleic acid probe,
labeled with the dye IRD 700, was used to detect the analyte DNA. The duplex
generated between the analyte DNA and the IRD 700-labeled nucleic acid was shown
to bind by electrostatic interactions to the positively charged polymer-coated QDs,
and this activated a two-stepFRETcascade (Figure 6.18a). Photoexcitationof thePDFD
polymer, that acted as an antenna (lem¼ 440 nm), resulted in the primary FRET
process to the QDs that revealed a luminescence at 600nm. The resulting QDs-
stimulated emission activated the secondaryFRET from theQDs to thedye,whichwas
reflected by thefluorescence at 720nm.As theprobe dye-labeled nucleic acidwas seen
to bind strongly to the polymer only upon the formation of the duplex with the analyte
DNA, the FRET cascade would be activated only in the presence of the analyte DNA
(Figure6.18b).Thismethodenabled theanalysisofDNAwithadetection limitof1 nM.

Aptamers are nucleic acid sequences that specifically bind proteins or low
molecular-weight substrates. Aptamers are selected from a combinatorial library of
1015–1016 DNAs, using the Systematic Evolution of Ligands by Exponential Enrich-
ment Process (SELEX). Numerous aptamers that specifically bind proteins or low
molecular-weight substrates have been elicited in recent years. Also, their recognition
properties have been used extensively to develop electrochemical [162, 163] or optical
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[] sensor systems.QDs have also been used as optical labels for probing the formation
of aptamer–protein complexes [166]. When the anti-thrombin aptamer was coupled
to QDs, and the nucleic acid sequence hybridized with the complementary oligo-
nucleotide–quencher conjugate (Figure 6.19). This resulted in the quenching of the
fluorescence of the QDs in the QD–aptamer/quencher oligonucleotide duplex
structure. In the presence of thrombin, the duplex was separated, whereupon the
aptamer underwent a conformational change to the quadruplex structure that binds
thrombin. Displacement of the quencher units from the blocked aptamer then
activated the luminescence functions of the QDs. In a related study, thrombin was

Figure 6.17 (a) Optical detection of DNA by a
hairpin nucleic acid functionalized with QDs
and quencher units Q; (b) Fluorescence
intensities: & without target DNA, & with

target DNA, ~ single-base mismatched target
DNA (SMT),�noncomplementary target DNA
(NST). (Reproduced with permission from IOP
Publisher from ref. [159]).
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detected by an anti-thrombin aptamer conjugated to PbS QDs [167]. The binding of
thrombin to aptamer-functionalizedQDs led to a selectivefluorescence quenching of
the semiconductor nanocrystals, as the result of a charge-transfer process from
thrombin to the QDs. This method not only enabled thrombin to be detected at
concentrations down to 1� 10�9M, but also showed a high selectivity in the presence
of high background concentrations of interfering proteins.

QD-based aptamer sensors for the detection of low-molecular-weight substrates
have been similarly developed [168]. The aptamer against adenosinemonophosphate

Figure 6.18 (a) Analysis of DNA by a two-step
cascaded FRET using negatively charged QDs
coated by the positively charged PDFD polymer
chromophore that binds electrostatically the
dye-labeled nucleic acid that hybridized with the
target; (b) Fluorescence spectra observed upon

analysis of different concentrations of the target
DNA by the QDs/PDFD hybrid and the dye-
functionalized nucleic acid as reporter.
(Reproduced with permission from ref. [161].
Copyright 2009 American Chemical Society).

Figure 6.19 Optical analysis of thrombin by the formation of the aptamer–thrombin complex, and
separation of the quencher-nucleic acid blocking unit.

6.4 Biosensors j481



(AMP) (20), bridged through a hybridization of the (21)-nucleic acid-functionalized
CdSe/ZnS QDs and the (22)-nucleic acid-functionalized Au nanoparticles, led to
QD–Au nanoparticle aggregates in which the fluorescence of the QDs was quenched
by the gold nanoparticles (Figure 6.20a). In the presence of AMP, the aptamer–AMP

Figure 6.20 (a) Analysis of adenosine
monophosphate (AMP) by fluorescence
quenching of functionalized QDs by gold
nanoparticles. The anti-adenosine
monophosphate aptamer 20 bridges the CdSe
QD functionalized with nucleic acid 21 and the
nucleic acid 14-modified with gold
nanoparticles to form the respective aggregate.

Upon analysis of AMP, the aggregate is
separated, and the fluorescence of the QDs is
switched on; (b) Fluorescence intensity changes
as a function of the concentration of AMP. Inset:
enlargement of the calibration curve in the
region 0.0–0.4mM AMP. (Reproduced with
permission from ref. [168]. Copyright 2007
American Chemical Society).
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complex was formed, which resulted in a separation of the QDs from the Au
nanoparticles. As the distance between theQDs and the goldnanoparticles increased,
the QDs regenerated their luminescent properties. Moreover, as separation of the
aggregatewas controlled by theAMPconcentration, the resultantfluorescencewould
provide a quantitative signal for the analyte (Figure 6.20b). A similar system was
applied to the analysis of cocaine [168].

QDs-based aptamer sensors were further developed by applying aptamer sub-
units that would self-assemble into supramolecular aptamer subunits–guest com-
plexes in the presence of the analyte. CdSe/ZnS QDs were modified with a subunit
of the anti-cocaine aptamer (23), while the second aptamer subunit was functio-
nalized with an acceptor dye (24). In the presence of a cocaine analyte, supramo-
lecular complex formation occurred between the aptamer subunits and cocaine,
which led to the FRETprocess between the QDs and the dye acceptor (Figure 6.21).
This permitted the detection of cocaine with a detection limit corresponding to
1� 10�6M [169]. The main advantage of this sensing platform over the use of an

Figure 6.21 (a) QD-based optical sensing of
cocaine by the formation of a cocaine–aptamer
subunit supramolecular structure that
stimulates a FRET process; (b) Time-dependent
luminescence spectra of the system consisting
of the 23-functionalized QDs and Atto 590-
modified 24, upon interaction with cocaine,

1� 10�3M. Inset: Calibration curve
corresponding to the luminescence quenching
of the QDs upon interaction of the 23-
functionalized QDs and Atto 590-modified 24
with variable concentrations of cocaine.
(Reproduced with permission of the Royal
Society of Chemistry from ref. [169]).
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intact aptamer sensing probe was reflected by the fact that any coincidental or
partial folding of the intact aptamer was prevented, thus eliminating any back-
ground signals.

Besides the use of DNA–QDs conjugates for the analysis of target nucleic acids,
QDs have also been implemented to follow the mechanical processes that occur on
DNA scaffolds. The use of organized DNA scaffolds to activate �DNAmachines� is a
rapidly developing field [170–177], with a variety of such machines, including
tweezers [178, 179], walkers [180, 181], gears [182] and others [183], having been
developed. In this case, the QDs were used as an optical label to follow the dynamic
walk-over (�walker�) of a DNA strand on a DNA template [184] (Figure 6.22a). For
this, CdSe/ZnS QDs were used as a solid support, while ATTO 590-functionalized
nucleic acid (25) was applied as the moving DNA. The QDs were modified with the

Figure 6.22 (a) Monitoring the switchable
translocation of a dye-labeled nucleic acid on a
DNA track associated with a CdSe/ZnS QD by
FRET; (b) Fluorescence intensities
corresponding to: (spectrum a) The dye-labeled
nucleic acid 25 on foothold 27; (spectrum b)

After treatment of the system with AMP and the
translocation of B to foothold 28; (spectrum c)
After treatment of the resulting system with
adenosine deaminase, and translocation of 25
to foothold 27. (Reproduced with permission
from Wiley-VCH from ref. [184]).
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track DNA (26), while the two nucleic acids (27) and (28) were hybridized to the track
DNA (26) and acted as two footholds. Foothold (27) included in its single-stranded
domain the aptamer for the AMP (29) sequence, and this strand was blocked by the
ATTO 590-modified nucleic acid (25), which served as the walking element in the
system. Formation of the AMP–aptamer complex was favored energetically over
hybridization with the blocker (25) that �walks-over� to the single-strand domain of
foothold (28). The duplex between the walker and foothold (28) is energetically less
favored compared to the blockedduplex between thewalker and (27), while formation
of the stabilized aptamer–AMP complex drives the formation of a less-stable duplex
of the walker with foothold (28). Reaction of the system with adenosine deaminase
transforms AMP to inosine monophosphate (IMP) (30), that lacks the binding
affinity for the aptamer sequence. The release of IMP from the scaffold reactivates
the translocation of the walker from foothold (28) to the energetically favored duplex
structure on foothold (27). The programmed mechanical translocation of the walker
unit on theDNA track was followed by the FRETprocess occurring between the CdSe
QDs and the ATTO-590 acceptor dye. The distances separating the QDs and acceptor
are controlled by the walkover process, the positioning of the walker on foothold (27)
resulted in a less-efficient FRETprocess as compared to the FRETefficiency between
the QDs and the walker positioned in close proximity to foothold (28) (Figure 6.22a).
By the cyclic interaction of the QD–DNA walker-scaffold system with AMP or
adenosine deaminase, the �walker� unit was reversibly cycled between footholds
(27) and (28), resulting in efficient and less-efficient FRET processes, respectively
(Figure 6.22b).

6.4.2
Probing Biocatalytic Transformations with QDs

TheQD-stimulated FRETand ETquenching processes provide ameans to follow the
dynamics of chemical transformations and, specifically, of biocatalytic reactions. In
fact, QDs and the respective FRET/ETprocesses have been used extensively to sense
enzymes and/or to analyze their substrates. An early example [185] involved the
detection of telomerase, a versatile marker for cancer cells. Typically, chromosomes
are terminated by guanosine-rich nucleic acid segments that consist of constant
repeat units, known as telomers. The telomers protect the genetic information in the
chromosomes and their self-destruction and shortening provides the cell a signal to
terminate cell proliferation [186, 187]. The enzyme telomerase, a ribonucleoprotein
which catalyzes elongation of the telomer chains in parallel to their natural
shortening, may accumulate in some cells. As a result, these cells will lack the
triggering signal to terminate their life cycle, with the result that immortal and/or
cancerous cells will be formed. In fact, high levels of telomerase have been detected
in more than 95% of different cancer cells, such that the enzyme is now considered
to be a versatile marker for the presence of cancer [188, 189]. When functionalized
QDs were used to monitor telomerase activity (Figure 6.23a), the CdSe/ZnS QDs
weremodified with a thiolated nucleic acid (31) that was complementary to the RNA
sequence embedded in telomerase, and would be recognized by the biocatalyst. In a
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HeLa cancer cell extract which included telomerase, the nucleotidemixture, dNTPs,
and Texas Red-labeled dUTP, telomerization of the nucleic acid associated with the
QDs proceeded such that the Texas Red-labeled nucleotide was incorporated into the
elongated telomer chains, resulting in the FRETprocess (Figure 6.23b). The telomer
chains generated on the QDs were also imaged at the molecular level using atomic
force microscopy (AFM) (Figure 6.23c) [185]. A similar approach was employed to
detect a target DNA (M13phage), by usingCdSe/ZnSQDswhich had beenmodified
with a nucleic acid that was complementary to a segment of the target DNA. When
the QDs were interacted with M13 phage DNA, the resultant hybrid was replicated
on the QDs in the presence of both the dNTPs mixture (which included the Texas
Red-labeled dUTP) and polymerase. The subsequent FRET process that was
stimulated between the QDs and the Texas Red dye served as a readout signal for
the target DNA [185].

CdSe/ZnS QDs were also used to probe DNA hybridization and to follow the
biocatalyzed scission of duplex DNA by DNase [190]. For this, the CdSe/ZnS QDs
were functionalized with a nucleic acid primer (32), and then hybridized with the

Figure 6.23 (a) Optical analysis of telomerase
activity by the incorporation of Texas Red–dUTP
into the telomeres associated with CdSe/ZnS
QDs; (b) Time-dependent fluorescence
changes upon telomerization of 31-
functionalized QDs in the presence of
telomerase extracted from 10 000 HeLa cells,

dNTPs (0.5mM), and Texas Red dUTP
(100mM) at time intervals of (spectrum a) 0,
(spectrum b) 10, (spectrum c) 30, and
(spectrum d) 60min; (c) AFM image of the
telomeres generated on the QDs. (Reproduced
with permission from ref. [185]. Copyright 2003
American Chemical Society).
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Texas Red-labeled complementary nucleic acid (33) (Figure 6.24a). The FRETprocess
between the QDs and the Texas Red acceptor chromophore was used to probe the
hybridization of DNA (Figure 6.24b, curve b). The reaction of the QD/Texas Red
duplex with DNAse resulted in cleavage of the FRETacceptor and restoration of the
luminescence of theQDs (Figure 6.24b, curve c). Unfortunately, the luminescence of
the QDs was not fully restored, but this was attributed to a nonspecific adsorption of
the Texas Red dye onto the QDs.

In a related study, CdSe/ZnS QDs modified with ssDNA–fluorescent dye con-
jugates were used to monitor the cleavage of ssDNA by micrococcal nuclease
(MNase), with high sensitivity and specificity [191]. For this, the CdSe/ZnS QDs
were first functionalized with streptavidin, after which a dye-modified, biotinylated,
ssDNAwas linked to the particles. In this configuration, the fluorescence of the QDs

Figure 6.24 (a) Assembly of CdSe/ZnS and
Texas Red-tethered duplex DNA; (b) The
fluorescence spectra of (spectrum a) the 32-
functionalized CdSe/ZnS QDs; Spectrum b
shows the DNA duplex 32/33 tethered to the

QDs and the Texas Red chromophore;
Spectrum c, after treatment with DNase I.
(Reproduced with permission from Ref. [190].
Copyright 2005 American Chemical Society).
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was quenched via a FRETprocess. In the presence ofMNase, the ssDNAwas cleaved,
thus releasing the dye acceptor from the QDs conjugates. The biocatalytic removal of
the dye acceptor decreased the FRETprocess and intensified the luminescence of the
QDs (Figure 6.25), which, in turn, enabled the MNase to be probed, with a detection
limit corresponding to 0.06 unitsml�1.

Similarly, semiconductor QDs were integrated with proteins, such that the hybrid
systems would permit the real-time analysis of catalytic transformations stimulated
by the proteins [102, 192–194]. For example, the hydrolytic functions of a series of
proteolytic enzymes were followed by the application of QD reporter units, using the
FRET process as a readout mechanism. In this case, the CdSe QDs were modified
with peptide sequences that were specific for different proteases, where the quencher
units were tethered to the peptide termini. Within the QDs/fluorophore-modified
hybrid assembly, the fluorescence of the QDs was quenched. Subsequent hydrolytic

Figure 6.25 (a) Probing the activity of
micrococcal nuclease (MNase) using QDs with
a dye (6-carboxy-X-rhodamine, ROX)-modified
nucleic acids; (b) Fluorescence spectra
corresponding to the QDs/ROX-modified
nucleic acid system upon treatment with
different concentrations of MNase. As the

concentration ofMNase increases, the cleavage
of the nucleic acid is enhanced, resulting in a
lower FRET emission of ROX and higher
luminescence of the QDs. Inset: Normalized
calibration curve. (Reproduced with permission
of the Royal Society of Chemistry from
Ref. [191]).
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cleavage of the peptide resulted in a removal of the quencher units, which, in turn,
restored the fluorescence generated by the QDs while decreasing the emission of the
fluorophore. In an example of this process, collagenase was used to cleave the
rhodamine Red-X dye-labeled peptide linked to CdSe/ZnS QDs [192] (Figure 6.26a).
While the tethered dye quenched the fluorescence of theQDs, the hydrolytic scission
of the dye, and its removal from the QD–peptide conjugate, led to a restoration of the
fluorescence of the QDs (Figure 6.26b).

In another example, CdSe/ZnS QDs were used to follow the activity of b-lacta-
mase [195] (Figure 6.27). For this, biotinylated lactam labeledwithCy5 dyewas linked
to the streptavidin-capped particles, resulting in FRET quenching of the QDs�
luminescenceby theCy5-labeled lactam.Enzymatic cleavageof the lactamringcaused
the Cy5 dye to be released from the QDs surface, while restoring the QDs emission.

The different biocatalytic transformations probed with QDs have led to the
implementation of a FRETprocess to follow the reaction progress. The ETquenching
of QDs represents an alternative mechanism for probing biocatalytic transforma-
tions; a typical example was the biocatalytic function of two enzymes, tyrosinase and
thrombin, which were probed by using CdSe/ZnS QDs [196]. In this case, the CdSe/
ZnS QDs were capped with a monolayer of methyl ester tyrosine (34). A subsequent
tyrosinase-induced oxidation of tyrosine to dopa-quinone led to the generation of ET
quencher units that suppressed the luminescence of the QDs (Figure 6.28a). The

Figure 6.26 (a) CdSe/ZnS QDs for the optical
analysis of the protease-mediated hydrolysis of
the rhodamine red-X-functionalized peptide 38;
(b) Decrease in fluorescence of the dye and
corresponding increase in fluorescence of the

QDs on interaction with different
concentrations of collagenase. (Reproduced
with permission fromRef. [192]. Copyright 2006
American Chemical Society).
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depletion of fluorescence of the QDs, by interacting the functionalized particles with
different concentrations of tyrosinase, was used to follow the tyrosinase activity via
the time-dependent oxidation of L-DOPA residues (Figure 6.28b). Besides showing
that QDs can be used to follow biocatalytic processes, the analysis of tyrosinase
activity by using QDs has clear practical implication, as elevated levels of tyrosinase
have been identified in the cells of melanoma. Hence, the optical detection of this
biocatalytic biomarker using QDsmight represent a useful diagnostic system in this
situation.

The tyrosinase-stimulated oxidation of phenol residues was also employed to
monitor the activity of thrombin, by using QDs [196]. Here, a tyrosine-terminated
peptide (35) that included the specific sequence for cleavage by thrombin was linked
to theQDs. Subsequent oxidation of the tyrosine residues by tyrosinase generated the
o-quinone derivative of L-DOPA, which quenched the luminescence of the QD via ET
(Figure 6.29a). The following thrombin-stimulated cleavage of the peptide, and
removal of quinone quencher units from the QDs, caused a regeneration of the
QD fluorescence (Figure 6.29b).

A similar approach was used for the optical detection of phenolic compounds and
hydrogen peroxide, using CdTe QDs–enzyme hybrids. For this, mercaptosuccinic
acid-capped CdTe QDs were first synthesized, after which the horseradish peroxi-
dase-catalyzed oxidation of phenolic compounds by H2O2 to quinone products
resulted in an efficient quenching of QD luminescence [197].

The different applications of QDs to monitor biocatalytic processes have required
the specificmodification of QDs with capping layers specific for target enzymes. The
synthesis of QDs with a versatile modifier capable of analyzing a broad class of

Figure 6.27 Optical detection of lactamase by modified-QDs. (Reproduced with permission from
Ref. [193]).
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enzymes would clearly provide an advance in the bioanalytical applications of QDs.
Asmany redox enzymes employ the common1,4-nicotinamide adenine dinucleotide
(phosphate) cofactor, NAD(P)þ , the use of appropriately functionalized QDs capable
of analyzing the NAD(P)H cofactors could provide a generic method, not only for
the analysis of NAD(P)þ -dependent enzymes, but also for the detection of their
substrates. The synthesis of Nile blue-functionalized CdSe/ZnS QDs as a hybrid
material that can optically sense NAD(P)H cofactors was described in Section 6.3.2.
These NADH-sensitive QDs were used to follow not only NADþ -dependent bioca-
talyzed transformations but also their substrates. As a model system, the QDs were
applied to the analysis of ethanol in the presence of the NADþ -dependent enzyme
alcohol dehydrogenase (AlcDH) (Figure 6.30a). In this reaction, AlcDH catalyzes the
oxidation of ethanol to acetaldehyde, with the concomitant reduction of NADþ to
NADH; the resulting reduced cofactor is oxidized by quencher units associated with
the QDs, and this results in an enhanced luminescence of the QDs (Figure 6.30b).
The ethanol-mediated formation of NADH, in the presence of AlcDH, enabled the
quantitative analysis of ethanol (Figure 6.30c). Moreover, as the concentration of
ethanol was increased, the concentration of the resultant NADHwas higher, leading
to an intensified fluorescence of the QDs [140].

Figure 6.28 (a) Analysis of tyrosinase activity by
the biocatalytic oxidation of the methyl ester
tyrosine-functionalized CdSe/ZnS QDs to the
dopaquinone derivative that results in the
electron transfer quenching of the QDs; (B)
Time-dependent fluorescence quenching of the

QDs upon the tyrosinase-induced oxidation of
the tyrosine-functionalized QDs: (spectrum a)
0, (spectrum b) 0.5, (spectrum c) 2, (spectrum
d) 5 and (spectrume) 10min. (Reproducedwith
permission from Ref. [196]. Copyright 2006
American Chemical Society).
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In a further example, phenyl boronic acid-functionalized CdSe/ZnS QDs were
used to bind NADþ or NADH via the boronic acid ligand to form boronate esters.
The quenching of theQDs luminescence by theNADþ cofactor, via an ETquenching
route, was substantially more efficient than was the quenching of QDs by NADH.
This difference in quenching betweenNADþ andNADHenabledQDs to be used for
the luminescence analysis of NADþ -dependent enzymes and their substrates, such
as the AlcDH/ethanol system [141] (Figure 6.31a). The biocatalytic reduction of the

Figure 6.29 (a) Sequential analysis of
tyrosinase activity and thrombin activity by the
tyrosinase-induced oxidation of the tyrosine-
containingpeptide35 associatedwith theCdSe/
ZnS QDs results in electron transfer quenching
of the QDs, followed by the thrombin-induced
cleavage of the dopaquinone-modified peptide
to restore the QDs fluorescence; (b) (spectrum

a) Fluorescence of QDs modified with 35
(spectrum b) after reaction of the QDs with
tyrosinase for 10min (spectrum c), and
thereafter treatment of the dopaquinone-
functionalized QDs with thrombin for 6min
(spectrum c). (Reproduced with permission
from Ref. [196]. Copyright 2006 American
Chemical Society).
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NADþ capping layer by ethanol, in the presence of AlcDH, yielded NADH-functio-
nalized QDs in a process that switched-on the luminescence of the QDs
(Figure 6.31b). This, in turn, enabled the quantitative analysis of different concen-
trations of the substrate, ethanol (Figure 6.31c). Consequently, as the concentration of
ethanol was increased, the higher content of NADH associated with the QDs led to
an intensification the luminescence of the QDs.

The use of Nile blue-functionalized QDs (Figure 6.30a) or NADþ -modified QDs
(Figure 6.31a) for the analysis of ethanol in the presence of AlcDH represents a
generic approach, where the functionalized QDs can be applied to analyze any
NADþ -dependent enzyme, and its substrates.

A further bioanalytical application of QDs for following biocatalytic processes
involved controlling the photophysical properties of QDs by means of enzyme-
stimulated reactions. For example, the reaction of H2O2 with CdSe/ZnS QDs was
found to result in a quenching of the luminescence properties of theQDs [198]. It was
assumed that such quenching had originated from the formation of oxide traps for
the conduction band electrons that would prevent radiative electron–hole recombi-
nation. Indeed, a detailed surface analysis of the reaction between CdTe QDs and
H2O2 revealed the formation of Cd-oxide groups. Yet, whereas this phenomenon

Figure 6.30 (a) Sensing of ethanol by Nile blue-
functionalized CdSe/ZnS QDs; (b) Time-
dependent fluorescence changes for the
analysis of 1mM ethanol by the functionalized
QDs: (1) prior to the addition of ethanol; (2–7)

after successive time intervals of 3min; (c)
Calibration curve corresponding to the optical
analysis of different concentrations of ethanol
by the functionalized QDs. (Reproduced with
permission from Ref. [140]).
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Figure 6.31 (a) The enzyme alcohol
dehydrogenase (AlcDH) catalyzes the oxidation
of ethanol to acetaldehyde, with the
concomitant reduction of the NADþ units
associated with the QDs to NADH; (b) Time-
dependent fluorescence changes upon the
interaction of the NADþ -functionalized QDs
with ethanol, 5mM, in the presence of AlcDH,

5 units. The spectra were recorded at time
intervals of 3min; (c) Calibration curve
corresponding to the fluorescence analysis of
variable concentrations of ethanol by the
NADþ -functionalized QDs. (Reproduced with
permission from Ref. [141]. Copyright 2009
American Chemical Society).

enabled the quantitative optical detection ofH2O2, it also provided a general platform
to monitor the activities of H2O2-generating oxidases, and their substrates.

For example, fluorescein-labeled avidin-functionalized CdSe/ZnS QDs were used
for the optical analysis of glucose [198] (Figure 6.32a). In this case, biotinylated
glucose oxidase was linked to the particles; the H2O2 generated by the biocatalyzed
oxidation of glucose by O2 then acted as a surface modifier of the QDs, resulting in a
quenching of the QDs luminescence. Although the fluorescence of the fluorescein
dye tethered to avidinwas insensitive toH2O2, it served as an internal referencewhen
probing the fluorescence changes of the QDs caused by H2O2. The quenching of the
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Figure 6.32 (a) Ratiometric analysis of glucose
by biotinylated GOx associated with the
fluorophore-labeled avidin–CdSe/ZnS QD
conjugates; (b) Time-dependent ratiometric
fluorescence analysis of glucose (5mm) by
GOx-modified QDs after 0, 2, 5, 10, 15, and

20min; (c) Quenched fluorescence of the GOx-
functionalized CdSe/ZnS QDs upon analyzing
different concentrations of glucose for a fixed
time interval of 10min. (Reproduced with
permission of Wiley-VCH from Ref. [198]).

QDs luminescence was enhanced when the concentration of glucose was elevated,
such that the system permitted the quantitative ratiometric analysis of glucose
(Figure 6.32b). The same QDs were used to follow the activity of acetylcholine
esterase/choline oxidase, and to monitor the presence of acetylcholine oxidase
inhibitors. Acetylcholine esterase catalyzes the hydrolysis of acetylcholine to yield
choline, which subsequently is oxidized byO2 to formbetaine andH2O2 that, in turn,
quenches the QD luminescence. The interaction of the biocatalytic cascade with the
inhibitor neostigmine (a nerve gas simulator) inhibited the generation of H2O2 and
eliminated the quenching of the QDs luminescence.
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6.4.3
Probing Structural Perturbations of Proteins with QDs

The binding of substrates or inhibitors to enzymes, the association of ions to
proteins, or the formation of protein–substrate or protein–protein complexes,
involves conformational perturbations of the protein backbone. The sensitivity of
the FRET process to the distance separating the donor–acceptor pair provides an
effective spectroscopic tool to probe the conformational perturbations of proteins.
Thismethodwas used to assemble a reagent-free, QD-based sensor formaltose [199].
In this case, the CdSe/ZnS QDs were functionalized with the maltose-binding
protein (MBP) mutant, MBP41C, which includes a cysteine at a peristeric site that
does not take part in the maltose-binding process. This residue was specifically
labeled with the fluorescent dye, Cy3, which served as a FRETacceptor from the QD.
Upon binding maltose, MBP undergoes conformational changes that alter the
environment surrounding the dye, such that the fluorescence of Cy3 is altered in
a concentration-dependent manner (Figure 6.33). These conformational changes
result, in both, the enhanced FRET from the QDs to the dye, and an enhancement of
the nonradiative decay of the dye.

Electron transfer was also used to follow the binding of maltose to MBP [200]. For
this,MBP-coated CdSeQDswere functionalized with a ruthenium complex attached
to the protein. In this configuration, the rutheniumwas close to theQDs, enabling an
efficient ET between the QDs and the ruthenium. On binding maltose, the MBP
undergoes a conformational change that alters the ETdistance between the QDs and
the ruthenium complex, resulting in an increased luminescence of the QDs
(Figure 6.34).

Similarly, solvation changes upon the association of a substrate with a protein-
binding site could be probed by the ETquenching of a ruthenium(II) complex linked
closely to the binding site on QDs that had been functionalized with the binding
protein. For this, the CdSe QDs were functionalized with an intestinal fatty acid-
binding protein that was further modified with the ruthenium(II) complex. Fluo-
rescence changes which resulted from solvation differences on the binding of fatty
acids to the protein were then used to probe the analytes [201].

In another example, QDs were applied to probe the structural perturbation of an
enzyme during the substrate-binding process, with the fluorescence changes being

Figure 6.33 Control of the FRET process between CdSe and Cy3-functionalized maltose binding
protein (MBP) upon association of maltose and induction of a conformational change in MBP.
(Reproduced with permission of Wiley-VCH from Ref. [199]).
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used for the optical sensing of paraoxon [202] (Figure 6.35). For this, organophos-
phorus hydrolase (OPH) was coupled to the CdSe/ZnS QDs through electrostatic
interactions. In the presence of organophosphorus compounds (such as paraoxon),
the secondary structure of OPHwas changed, and this resulted in a quenching of the
QDs photoluminescence. Typically, this system enabled the optical sensing of
paraoxon with a detection limit of 10�8M.

The FRETprocess that occurs between QDs and a dye-labeled substrate bound to
the recognition pocket of a protein, may provide a general means for following the
recognition events that occur between the proteins and their native substrates, by a
displacementmechanism or a competitive assay. For example, when CdSe/ZnSQDs

Figure 6.35 Probing the hydrolysis of paraoxon by the organophosphorus (OPH)-modified QDs.
(Reproduced with permission from Ref. [202]. Copyright 2005 American Chemical Society).

Figure 6.34 Controlling the degree of
photoinduced electron transfer between
CdSe and MBP functionalized with
[RuII(phenanthroline)(NH3)4] upon association

of maltose, resulting in a structural alteration of
the electron transfer distances. (Reproduced
with permission fromRef. [200]. Copyright 2005
American Chemical Society).

6.4 Biosensors j497



were linked to theMBP, themodified particles were interacted with the b-CD–QSY-9
dye conjugate, which resulted in the QD luminescence being quenched [73]
(Figure 6.36a). However, displacement of the dye-labeled sugar from the protein
on the addition of maltose resulted in a regeneration of QD luminescence
(Figure 6.36b). This method enabled the development of a competitive QD-based
sensor for maltose in solution.

Interactions between the HIV-1 regulatory protein, Rev, and the Rev responsive
element (RRE) RNA, as well as the effect of inhibitors on these interactions, were
monitored using a single-particle fluorescence-based method [203]. This biosensing
method combined FRET and the colocalization of fluorophores as the means of
detection. In the presence of an analyte, the dye-labeled recognition complex was
assembled on the fluorescent QDs, and these were tunneled, under flow, into two
detector channels that simultaneously analyzed the fluorescence of the QDs and the
FRETemission of the dye. The two emissions were observed simultaneously only if

Figure 6.36 (a) Functionalized CdSe/ZnS QDs
for the competitive assay of maltose using the
maltose binding protein (MBP) as sensing
material and b-cyclodextrin–QSY-9 dye
conjugate b-CD-QSY-9 as FRET quencher; (b)

Fluorescence changes of the MBP-
functionalized QDs with increasing
concentrations of maltose. (Reprinted by
permission from Macmillan Publishers Ltd.
Nature Materials Ref. [73]).
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colocalization had occurred. The system included biotin-modified RRE RNA, Cy5-
labeled Rev peptide and streptavidin-conjugated QDs (Figure 6.37). The binding of
Rev peptide to RRE formed a biotinylatedCy5-labeled Rev-peptide–RRE complex that
assembled on the streptavidin-coated QDs. Fluorescence bursts were detected only
by the twodonor and acceptor detection channelswhen the interaction occurred. This
method was also used to screen for inhibitors that eliminated the RNA–peptide
interactions [203].

6.5
Intracellular Applications of QDs

Todate, a variety ofmethodshave beendeveloped for the efficient delivery ofQDs into
cells [204, 205]. These include nonspecific endocytosis [206–209] or receptor-medi-
ated endocytosis that involves QDs decorated with transfection reagents (pep-
tides [210–215], proteins [65, 216–219], cationic liposomes [204], dendrimers [204],
polymers [220, 221] or small molecules [222, 223]) that were used for the intracellular
delivery of QDs. Physical techniques such as, electroporation [204, 224] or micro-
injection [204, 225, 226] have also been employed to deliver QDs into cells.

In the past, QDs have been used extensively for intracellular applications such as,
cell imaging and the labeling of subcellular compartments, and these topics have
been recently reviewed [201, 202]. The use of cell-incorporated QDs to probe drug
delivery or to follow intracellular processes is, however, scarce, and the subject holds
great promise for future developments.Onemajor challengewould involve theuse of

Figure 6.37 (a) Aptamer structure for the Rev
regulatory protein; (b) Sequence of the Cy5-
labeled Rev peptide; (c)Hybrid consisting of the
aptamer-functionalized QDs for the FRET

analysis of the Rev peptide. (Reprinted with
permission from Ref. [203]. Copyright 2006
American Chemical Society).
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QDs as carriers of molecular or macromolecular �cargos� that could serve as
therapeutic materials. The transport of drugs into the cells, and the release/local-
ization of those drugs into the cell compartments, could be transduced by the
photophysical properties of the QDs. For example [227], QDs have been modified
with a RNA aptamer for the prostate-specific membrane antigen (PSMA), and the
resulting bioconjugates interacted with doxorubicin, an anthracycline-based fluo-
rescent anti-cancer drug that intercalates within the double-stranded CG sequences
of the PSMA aptamer (Figure 6.38). The intercalation of doxorubicin resulted in the
quenching of the QDs luminescence by a FRET process between the QDs and
doxorubicin, and the fluorescence quenching of doxorubicin by the double-stranded
RNAaptamer. ThePSMA–doxorubicin–QDswere delivered into prostate cancer cells
via endocytosis, and doxorubicin released in the cells; this resulted in the recovery of
QDs luminescence and the fluorescence of the free doxorubicin. It also enabled
sensing of the intracellular release of the therapeutic agent by activating the QDs
luminescence, in addition to the simultaneous fluorescence localization and killing
of the cancer cells.

QDs have also been used for the intracellular delivery of small interfering RNA
(siRNA) for different genes, resulting in a synchronized treatment and imaging of the
cells. The siRNAs prevent translation of the messenger RNA into proteins. Accord-
ingly, when various QD–siRNA bioconjugates were synthesized and delivered
into tumor cells, it resulted in an induced suppression of target genes such as the

Figure 6.38 (a) Formation of the QDs–aptamer–doxorubicin complex; (b) Uptake of the
QDs–aptamer–doxorubicin conjugates into target cancer cells, and the intracellular release of
doxorubicin. (Reprintedwithpermission fromRef. [227]. Copyright2007AmericanChemical Society).
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lamin A/C gene [228], the HER2 gene [229], and an enhanced synthesis of the green
fluorescent protein (GFP) gene [229, 230].

One further challenge would be to use QDs as optical reporters capable of
monitoring intracellular processes, such as cell metabolism. For example, CdSe/
ZnS–dopamine conjugates were used to monitor the oxidative conditions within a
cell as ameasure of itsmetabolic state [223].Dopamine, an electron donor, is oxidized
to a dopaquinone derivative that serves as an electron acceptor. Dopamine plays a
secondary role by enabling transport of the modified-QDs into the cells via the
dopamine receptors (Figure 6.39). The fluorescence of the QDs may be altered,
depending on the intracellular redox potential that determines the state of the
neurotransmitter modifier. Under reducing conditions, fluorescence is observed
only at the periphery of the cell (Figure 6.39d), but as the intracellular conditions
becomemildly oxidizing the luminescence of QDs is detected only in themembrane
region that separated the nucleus of the cells from the cytoplasm (Figure 6.39c).
Under highly oxidizing conditions, theQD luminescence is observed throughout the
cell (Figure 6.39b), which implies that the QDs could be used to monitor the redox
states of the different cell compartments.

QDs have also been used as fluorescencemarkers to follow intracellular metabolic
pathways, with the system having been used to screen anticancer drugs [140]. When
the CdSe/ZnS QDs were modified with the dye Nile blue, the chemically modified
QDs could serve as optical labels for the sensing ofNAD(P) cofactors (see Sections 6.3
and (6.4). As the NADH cofactor is formed upon activation of the intracellular

Figure 6.39 (a) Cell uptake mechanisms of
dopamine-modified QDs in the reduced and
oxidized forms; (b) Cells under oxidizing
conditions labeled with dopamine-modified
QDs; (c) Cells under normal conditions labeled

with dopamine-modified QDs; (d) Cells under
the most reducing conditions labeled with
dopamine-modified QDs. (Reprinted by
permission from Macmillan Publishers Ltd.
Nature Materials Ref. [223]).
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metabolism, changes in the fluorescence of QDs incorporated into the cells can be
used to probe the progress of the cell�s metabolic pathways. When Nile blue-
functionalized QDs were incorporated into HeLa cancer cells by electroporation
(Figure 6.40a), thefluorescence image of aHeLa cell demonstrated the luminescence
of QDs in the cytoplasm, and their delivery into the cells.

The HeLa cells with incorporated Nile blue-functionalized CdSe/ZnS QDs were
subsequently grown under starvation conditions and then subjected to the addition of
D-glucose (50mM). The added glucose triggered the cell metabolism which, in turn,
generatedNADHthat intensified the luminescence of the cells (Figure 6.40b, curve 1).
The inset images show the luminescence of the cells prior to the addition of
glucose, and following the activation of cell metabolism with D-glucose. Interestingly,
L-glucose, which is not recognized by the cells, did not activate the cell metabolism
(Figure 6.40b, curve 2). The successful monitoring of cellular metabolism by the

Figure 6.40 (a) Confocal fluorescence
microscopy image of a HeLa cell that included
incorporated Nile blue-functionalized QDs; (b)
Curve 1: time-dependent fluorescence changes
of HeLa cells that include the functionalized
QDs upon interaction with 50mM D-glucose.
Curve 2: time-dependent fluorescence changes
of HeLa cells that include the functionalized
QDs upon interaction with 50mM L-glucose.
Each datumpoint corresponds to the analysis of
20 different cells. Inset: Fluorescence image of

one representative cell before and after
interaction with D-glucose; (c) Time-dependent
fluorescence changes of HeLa cells that include
functionalized QDs upon addition of 50mM D-
glucose to (curve 1) nontreated HeLa cells, and
(curve 2) taxol-treated HeLa cells. Each of the
datum points represents the averaging of the
results obtained from 20 individual cells.
(Reproduced with permission of Wiley-VCH
from Ref. [140]).

502j 6 Semiconductor Quantum Dots for Analytical and Bioanalytical Applications



NADH-sensitive QDs was, in turn, used to screen anticancer drugs that affect cellular
metabolism. As a model system, the effect of the anticancer drug taxol (36) on the
metabolism of HeLa cancer cells was examined. The activation of intracellular
metabolism by glucose addition was monitored in HeLa cancer cells with functiona-
lized NADH-sensitive QDs, in the presence or absence of taxol treatment
(Figure 6.40c, curves 1 and 2). The non-taxol-treated cells revealed a high lumines-
cence, implying an effective intracellular metabolism, whereas the taxol-treated cells
showed a very low luminescence, indicating that the anticancer drug had indeed
inhibited the cellular metabolism. It appears that these functionalized QDs may well
provide a versatile tool to screen for drugs that affect diverse intracellular metabolic
pathways.

6.6
Conclusions and Perspectives

The unique photophysical properties of semiconductor QDs are, today, applied
widely for both analytical and bioanalytical purposes. During the past few years, an
impressive number of advances have been accomplished in the use of QDs as key
materials for the development of molecular sensors and biosensors. The high
fluorescence yields of QDs, their stability against photobleaching, and their size-
controlled luminescence features support the use of QDs as superior materials for
the development of optical sensors. The many chemical procedures available for the
modification of QDs, withmolecular functionalities or biomolecules, have paved the
way to the synthesis of a variety of chemically modified or biomolecular-functiona-
lized QD conjugates. These hybrid systems combine the unique optical properties of
QDs with the specific recognition or catalytic functions of molecules and, indeed,
numerous chemical sensors and biosensors based on QDs have been developed
during the past few years. Particularly impressive are the advances in the develop-
ment of QD-based biosensors; whereas early efforts employedQDs as passive optical
labels for biorecognition events, later studies have incorporated the QDs as optical
labels capable of probing the dynamics of biocatalytic transformations and confor-
mational transitions in proteins. These fundamental studies have provided an
important pillar in modern nanobiotechnology, and hold great promise for practical
applications in the future. Specific among these are the size-controlled luminescence
features of QDs that permit the excitation of different-sized QDs with the same
excitation energy, to generate different luminescent particles from the samematerial,
allowing the use of semiconductor QDs for the multiplexed parallel analysis of
several analytes. Although multiplexed bioanalyses with QDs have been demon-
strated, there are important practical implications ahead. It is possible to envisage
different QD-based multiplexed assays for the rapid detection of different viral
infections, for screening mutations that cause diseases or genetic disorders, and for
the parallel analysis of toxins.

Whilst currently, the use of QDs as optical agents for biosensing events is at a
mature stage of research, the use of QDs as optical probes for intracellular processes
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is in its infancy. Numerous recent studies have reported on the use of QDs as optical
labels to image intracellular domains, yet this application appears to represent only
the start of some challenging future applications. The incorporation of functionalized
QDs into cells to probe intracellular biocatalytic pathways holds great promise for
future nanomedicine, some likely examples being the rapid detection of cancer cells
and of metabolically disordered cells, and/or for the screening of drugs.

During the past few years, some impressive progress has been made in the use of
QDs as optical labels for chemical sensors. In this respect, the chemical modification
of QDs with specific recognition ligands has led to the creation of chemosensors for
ions, molecules, and macromolecules. The broad variety of specific binding ligands
that has been developed during decades in the field of supramolecular chemistry will
continue to provide unique opportunities to develop new chemosensors with
important practical uses for monitoring environmental pollutants, for controlling
food and water qualities, and for homeland security. However, advances in the
synthesis of QDs with enhanced compositional complexities, such as core–shell or
graded QDs, will lead to the introduction of new materials for the design of sensor
devices that include cooperative functions of the core and shell ingredients (i.e., they
will combine the optical properties of the corewith the catalytic functions of the shell).
Finally, the nanodimensions of QDs would enable their integration in the form of
nanoscale sensor devices. Likewise, the optical detection of analytes with single QDs
should be feasible.

The rapid progress that has been made in the analytical and bioanalytical
applications of functionalized QD hybrid systems holds promise for exciting new
results and practical sensing systems in the future. Clearly, the interdisciplinary
activities of chemists, physicists, biologists and materials scientists alike must be
combined to identify new areas for the development of these materials.
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7
Conclusions and Perspectives
G€unter Schmid, on behalf of all the authors

Nanoparticles, whether they originate from semiconductors or from metals, are
generally associated with the appearance of novel properties. The most far-reaching
consequence of their small size is, without doubt, the change in their electronic
properties. Next in importance are changes in their other properties, both physical
and chemical. These changes arewhat ultimately constitute the value of nanosciences
and nanotechnology. Novel properties become available without making new chem-
ical compounds!

If particles are small enough, they become electronically comparable to atoms
andmolecules, and follow quantummechanical rules instead of the laws of classical
physics. That is why nanoparticles are referred to as �quantum dots� (QDs) or,
sometimes, �artificial atoms.� The reason for this behavior is the disappearance of the
band structures and the formation of discrete energy levels, both of which are linked
to increases in the already existing band gaps in the case of semiconductor particles,
and the formation of band gaps in the case of metal nanoparticles. Two-dimensional
arrays of QDs (quantum wells), as well as one-dimensional arrangements (quantum
wires), will therefore reach a new dimension of quality with respect to possible future
applications. The synthesis of all types of QDs is, therefore, a challenge for chemists
and physicists alike. The easy availability of QDs is of decisive importance if
nanoparticles are to play an industrial role, and in fact II–VI, III–V as well as Ib–VI
semiconductor nanoparticles are routinely accessible by various wet-chemical meth-
ods, in gram quantities.

Even the most difficult step in all synthetic procedures – the achievement of
monodispersity of the particles – can be controlled satisfactorily. This is true of both
semiconductor and metal nanoparticles. Because metal nanoparticles have a long
history, there has been plenty of time to develop perfect syntheses. One decisive
finding opened up completely novel strategies for both semiconductor and metal
nanoparticles, notably the use of protective ligand shells, which usually consist of
organic molecules – amines, phosphines, phosphine oxides, thiols, oligomers and
numerous other classes of compoundshave beenused in this role. Such coordinating
molecules not only support the synthesis of monodisperse nanoparticles by their
kinetic and size-limiting functions; they also render the particles soluble in solvents,
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depending on their chemical nature. In this case, traditional chemical procedures
such as chromatography and crystallization can be used for purification. Semicon-
ductor nanoparticles include the II–VI type, such as CdS, CdSe and CdTe, the III–V
type, represented mainly by GaN, GaP, GaAs or InP and InAs, and the Ib–VI type,
which are available as copper selenide and telluride nanoclusters, and as silver and
gold selenide and telluride species. Recently, metal nanoparticles have also under-
gone a remarkable renaissance following a 100-years �sleep,� and this is especially
true ofmagnetic nanoparticles. Indeed, apart fromproviding a general improvement
in our knowledge of magnetism, these offer unimagined application possibilities.

Although magnetic nanoparticles are currently being used in several industrial
and medical applications, systematic research into the magnetic properties of
nanoscale particles is ongoing. The reason for this is linked to a lack of high-quality
samples, though recent improvements have been observed. Questions concerning
magnetic phase transitions, such as that from a ferromagnetic to a superparamag-
netic state, continue to attract considerable attention. Going one step further,
fundamentally new results might be expected for highly ordered, dense magnetic
systems. The alignment of the spins of neighboring particles relative to each other is
of special interest formagnetic transport properties such as giantmagnetic resistance
(GMR). The possibility to prepare perfectly ordered domains of almost single-sized
and well-defined particles of wide areas will result in a major leap forward in the
exciting field of spintronics. Yet, other exciting developments in the use of magnetic
nanoparticles in biology and medicine have already been realized. The so-called
�liquidmagnet hyperthermia� uses surface-modifiedmagnetite nanoparticles which
are attracted by tumor cells. Once located in the tumor cells, the particles are warmed
by the application of a magnetic field, such that the tumor cells are killed.

The fascinating electronic �inner life� of nanoparticles is only of academic
relevance if we fail to use them in nanoelectronics, optoelectronics, and other
sophisticated techniques. One condition for such use is that we must learn how
to organize nanoparticles not only in three dimensions but, even more importantly,
also in two dimensions and one dimension. Whilst developments during the past
decade have resulted in impressive progress, the self-assembly techniques of today
have in particular been improved so much that not only semiconductors but also
metal nanoparticles can be arranged in perfectly ordered assemblies of remarkable
extensions. Some time ago, our first concepts regarding interparticle relationships
were derived from these two-dimensional arrangements and, as it turned out, this
type of �chemistry� between particles, among other things, determines the nature
of the collective behavior. Yet, despite considerable progress having been made in
self-organization, the main problem remains the transition from nano- to micro-
dimensions – or even to macro-dimensions – these being the necessary steps to
generate practical, working devices. Clearly, major efforts are still necessary to
achieve these goals.

On the other hand, techniques have now been developed that even allow us
to �write� with nanoparticles. Today, dip-pen lithography, accompanied by
�nanoelectrochemical� modifications of surfaces, allow the fixation of nanoparticles
in a final step. Perhaps these techniques will dominate over the principles of
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self-organization, as the links betweennano,micro andmacro, respectively, canmore
easily be controlled.

Much progress has been achieved in understanding charge transport phenomena
through nanostructured materials. The electrical properties of nanoparticles are
mainly determined by the Coulomb charging energy – a phenomenon that can, in
principle, be understood in terms of single-electron tunneling (SET) within the
framework of the �orthodox theory of SET�. Moreover, in the case of the smallest
particles, such as Au55, additional effects due to the discrete nature of the energy
states occur, and these must be taken into account when discussing electrical
transport phenomena and characteristic excitation energies. This complicated in-
terplay between the particles� size, their state of charge, their constitution and
symmetry, the conformation of ligand molecules, and the dielectric environment –
to name but a few –makes the physics of these structures extremely complicated.
At least, the �orthodox theory� has to be extended for this size regime, but as the
electron distribution will then no longer be a pure Fermi distribution, electrical
capacitances cannot be discussed classically and even the tunneling time for
electrons may be affected.

The fact that nanoparticles and biomaterials (such as enzymes, antibodies or
nucleic acids) are of similar dimensions to nanoparticles means that the hybrid
systems (which consist of both components) can become attractive nanoelements or
building blocks of nanostructures and devices. Several functions and applications
of biomaterial–nanoparticle hybrid systems, including analytical applications,
signal-triggered electronic functions, nanostructures for circuitry, and the assembly
of devices, are today of major importance. However, whilst some of these functions
represent viable technologies, others are still at an embryonic stage that requires
additional fundamental research. The analytical applications of nanoparticle–bio-
material systems have advanced tremendously during the past decade. Today, an
understanding of the unique optical properties of nanoparticles, and the photo-
physics of coupled interparticle interactions, has allowed these particles to be used as
optical labels for recognition events. Similarly, the catalytic properties of biomaterials
have enabled biorecognition events to be amplified.

The interplay between nanoparticles and biological systems is of special relevance
for semiconductor nanoparticles, known simply also as �quantum dots� (QDs). In
recent years, these have emerged as ideal systems for molecular sensors and biosen-
sors, based largely on their size-controlled luminescence. Yet, it is the wide variety of
chemical functionalities with which QDs can be equipped that makes them ideal
partners for different biosystems. In contrast to former passive optical labels, specif-
ically functionalized QDs can operate as optical labels so as to observe the dynamics
of biocatalytic transformations and conformational transitions of proteins. This
development will surely open a wide variety of doors in modern nanobiotechnology.

Compared to the First Edition of Nanoparticles, this Second Edition of the book
offers considerable progress in a host of different fields. Nonetheless, as worldwide
research in this area of nanoscience and nanotechnology continues apace, it is to be
expected that – in a few years time – further important developmentswill be reported,
especially with regards to the application of techniques for biology and medicine.
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