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Preface

In the past few decades, the Finite Element Method (FEM) has been developed into a key
indispensable technology in the modelling and simulation of various engineering systems.
In the development of an advanced engineering system, engineers have to go through a very
rigorous process of modelling, simulation, visualization, analysis, designing, prototyping,
testing, and finally, fabrication/construction. As such, techniques related to modelling and
simulation in a rapid and effective way play an increasingly important role in building
advanced engineering systems, and therefore the application of the FEM has multiplied
rapidly.

This book provides unified and detailed course material on the FEM for engineers and
university students to solve primarily linear problems in mechanical and civil engineering,
with the main focus on structural mechanics and heat transfer. The aim of the book is to
provide the necessary concepts, theories and techniques of the FEM for readers to be able
to use a commercial FEM package comfortably to solve practical problems and structural
analysis and heat transfer. Important fundamental and classical theories are introduced in
a straightforward and easy to understand fashion. Modern, state-of-the-art treatment of
engineering problems in designing and analysing structural and thermal systems, including
microstructural systems, are also discussed. Useful key techniques in FEMs are described
in depth, and case studies are provided to demonstrate the theory, methodology, techniques
and the practical applications of the FEM. Equipped with the concepts, theories and mod-
elling techniques described in this book, readers should be able to use a commercial FEM
software package effectively to solve engineering structural problems in a professional
manner.

The general philosophy governing the book is to make all the topics insightful but
simple, informative but concise, and theoretical but applicable.

The book unifies topics on mechanics for solids and structures, energy principles,
weighted residual approach, the finite element method, and techniques of modelling and
computation, as well as the use of commercial software packages. The FEM was originally
invented for solving mechanics problems in solids and structures. It is thus appropriate to
learn the FEM via problems involving the mechanics of solids. Mechanics for solid struc-
tures is a vast subject by itself, which needs volumes of books to describe thoroughly. This
book will devote one chapter to try to briefly cover the mechanics of solids and structures
by presenting the important basic principles. It focuses on the derivation of key governing

Xi
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equations for three-dimensional solids. Drawings are used to illustrate all the field variables
in solids, and the relationships between them. Equations for various types of solids and
structures, such as 2D solids, trusses, beams and plates, are then deduced from the general
equations for 3D solids. It has been found from our teaching practices that this method of
delivering the basics of the mechanics of solid structures is very effective. The introduc-
tion of the general 3D equations before examining the other structural components actually
gives students a firm fundamental background, from which the other equations can be easily
derived and naturally understood. Understanding is then enforced by studying the examples
and case studies that are solved using the FEM in other chapters. Our practice of teaching
in the past few years has shown that most students managed to understand the fundamental
basics of mechanics without too much difficulty, and many of them do not even possess an
engineering background.

We have also observed that, over the past few years of handling industrial projects, many
engineers are asked to use commercial FEM software packages to simulate engineering
systems. Many do not have proper knowledge of the FEM, and are willing to learn via
self-study. They thus need a book that describes the FEM in their language, and not in
overly obtuse symbols and terminology. Without such a book, many would end up using
the software packages blindly like a black box. This book therefore aims to throw light into
the black box so that users can see clearly what is going on inside by relating things that
are done in the software with the theoretical concepts in the FEM. Detailed description and
references are provided in case studies to show how the FEM’s formulation and techniques
are implemented in the software package.

Being informative need not necessarily mean being exhaustive. A large number of
techniques has been developed during the last half century in the area of the FEM. However,
very few of them are often used. This book does not want to be an encyclopaedia, but to
be informative enough for the useful techniques that are alive. Useful techniques are often
very interesting, and by describing the key features of these lively techniques, this book
is written to instil an appreciation of them for solving practical problems. It is with this
appreciation that we hope readers will be enticed even more to FEM by this book.

Theories can be well accepted and appreciated if their applications can be demonstrated
explicitly. The case studies used in the book also serve the purpose of demonstrating the
finite element theories. They include a number of recent applications of the FEM for the
modelling and simulation of microstructures and microsystems. Most of the case studies
are idealized practical problems to clearly bring forward the concepts of the FEM, and will
be presented in a manner that make it easier for readers to follow. Following through these
case studies, ideally in front of a workstation, helps the reader to understand the important
concepts, procedures and theories easily.

A picture tells a thousand words. Numerous drawings and charts are used to describe
important concepts and theories. This is very important and will definitely be welcomed by
readers, especially those from non-engineering backgrounds.

The book provides practical techniques for using a commercial software package,
ABAQUS. The case studies and examples calculated using ABAQUS could be easily
repeated using any other commercial software, such as NASTRAN, ANSYS, MARGC, etc.
Commonly encountered problems in modelling and simulation using commercial software



PREFACE xiii

packages are discussed, and rules-of-thumb and guidelines are also provided to solve these
problems effectively in professional ways.

Note that the focus of this book is on developing a good understanding of the funda-
mentals and principles of linear FE analysis. We have chosen ABAQUS as it can easily
handle linear analyses, however, with further reading readers could also extend the use of
ABAQUS for projects involving non-linear FE analyses too.

Preparing lectures for FEM courses is a very time consuming task, as many drawings
and pictures are required to explain all these theories, concepts and techniques clearly. A set
of colourful PowerPoint slides for the materials in the book has therefore been produced
by the authors for lecturers to use. These slides can be found at the following website:
www.bh.com/companions/0750658665. It is aimed at reducing the amount of time taken in
preparing lectures using this textbook. All the slides are grouped according to the chapters.
The lecturer has the full freedom to cut and add slides according to the level of the class
and the hours available for teaching the subject, or to simply use them as provided.

A chapter-by-chapter description of the book is given below.

Chapter 1: Highlights the role and importance of the FEM in computational modelling
and simulation required in the design process for engineering systems. The general aspects of
computational modelling and simulation of physical problems in engineering are discussed.
Procedures for the establishment of mathematical and computational models of physical
problems are outlined. Issues related to geometrical simplification, domain discretization,
numerical computation and visualization that are required in using the FEM are discussed.

Chapter 2: Describes the basics of mechanics for solids and structures. Important field
variables of solid mechanics are introduced, and the key dynamic equations of these vari-
ables are derived. Mechanics for 2D and 3D solids, trusses, beams, frames and plates are
covered in a concise and easy to understand manner. Readers with a mechanics background
may skip this chapter.

Chapter 3: Introduces the general finite element procedure. Concepts of strong and weak
forms of a system equations and the construction of shape functions for interpolation of
field variables are described. The properties of the shape functions are also discussed with
an emphasis on the sufficient requirement of shape functions for establishing FE equations.
Hamilton’s principle is introduced and applied to establish the general forms of the finite
element equations. Methods to solve the finite element equation are discussed for static,
eigenvalue analysis, as well as transient analyses.

Chapter 4: Details the procedure used to obtain finite element matrices for truss struc-
tures. The procedures to obtain shape functions, the strain matrix, local and global
coordinate systems and the assembly of global finite element system equations are described.
Very straightforward examples are used to demonstrate a complete and detailed finite ele-
ment procedure to compute displacements and stresses in truss structures. The reproduction
of features and the convergence of the FEM as a reliable numerical tool are revealed through
these examples.
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Chapter 5: Deals with finite element matrices for beam structures. The procedures fol-
lowed to obtain shape functions and the strain matrix are described. Elements for thin beam
elements are developed. Examples are presented to demonstrate application of the finite
element procedure in a beam microstructure.

Chapter 6: Shows the procedure for formulating the finite element matrices for frame
structures, by combining the matrices for truss and beam elements. Details on obtaining
the transformation matrix and the transformation of matrices between the local and global
coordinate systems are described. An example is given to demonstrate the use of frame
elements to solve practical engineering problems.

Chapter 7: Formulates the finite element matrices for 2D solids. Matrices for linear
triangular elements, bilinear rectangular and quadrilateral elements are derived in detail.
Area and natural coordinates are also introduced in the process. Iso-parametric formulation
and higher order elements are also described. An example of analysing a micro device is
used to study the accuracy and convergence of triangular and quadrilateral elements.

Chapter 8: Deals with finite element matrices for plates and shells. Matrices for rectan-
gular plate elements based on the more practical Reissner—-Mindlin plate theory are derived
in detail. Shell elements are formulated simply by combining the plate elements and 2D
solid plane stress elements. Examples of analysing a micro device using ABAQUS are
presented.

Chapter 9: Finite element matrices for 3D solids are developed. Tetrahedron elements
and hexahedron elements are formulated in detail. Volume coordinates are introduced in
the process. Formulation of higher order elements is also outlined. An example of using
3D elements for modelling a nano-scaled heterostructure system is presented.

Chapter 10: Special purpose elements are introduced and briefly discussed. Crack tip
elements for use in many fracture mechanics problems are derived. Infinite elements for-
mulated by mapping and a technique of using structure damping to simulate an infinite
domain are both introduced. The finite strip method and the strip element method are also
discussed.

Chapter 11: Modelling techniques for the stress analyses of solids and structures are
discussed. Use of symmetry, multipoint constraints, mesh compatibility, the modelling
of offsets, supports, joints and the imposition of multipoint constraints are all covered.
Examples are included to demonstrate use of the modelling techniques.

Chapter 12: A FEM procedure for solving partial differential equations is presented,
based on the weighted residual method. In particular, heat transfer problems in 1D and
2D are formulated. Issues in solving heat transfer problems are discussed. Examples are
presented to demonstrate the use of ABAQUS for solving heat transfer problems.
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Chapter 13: The basics of using ABAQUS are outlined so as to enable new users to
get a head start on using the software. An example is presented to outline step-by-step the
procedure of writing an ABAQUS input file. Important information required by most FEM
software packages is highlighted.

Most of the materials in the book are selected from lecture notes prepared for classes
conducted by the first author since 1995 for both under- and post-graduate students. Those
lecture notes were written using materials in many excellent existing books on the FEM
(listed in the References and many others), and evolved over years of lecturing at the
National University of Singapore. The authors wish to express their sincere appreciation to
those authors of all the existing FEM books. FEM has been well developed and documented
in detail in various existing books. In view of this, the authors have tried their best to limit
the information in this book to the necessary minimum required to make it useful for those
applying FEM in practice. Readers seeking more advanced theoretical material are advised
to refer to books such as those by Zienkiewicz and Taylor. The authors would like to also
thank the students for their help in the past few years in developing these courses and
studying the subject of the FEM.

G.R.Liuand S. S. Quek






COMPUTATIONAL MODELLING

1.1 INTRODUCTION

The Finite Element Method (FEM) has developed into a key, indispensable technology in
the modelling and simulation of advanced engineering systems in various fields like hous-
ing, transportation, communications, and so on. In building such advanced engineering
systems, engineers and designers go through a sophisticated process of modelling, simu-
lation, visualization, analysis, designing, prototyping, testing, and lastly, fabrication. Note
that much work is involved before the fabrication of the final product or system. This is
to ensure the workability of the finished product, as well as for cost effectiveness. The
process is illustrated as a flowchart in Figure 1.1. This process is often iterative in nature,
meaning that some of the procedures are repeated based on the results obtained at a current
stage, so as to achieve an optimal performance at the lowest cost for the system to be built.
Therefore, techniques related to modelling and simulation in a rapid and effective way play
an increasingly important role, resulting in the application of the FEM being multiplied
numerous times because of this.

This book deals with topics related mainly to modelling and simulation, which are
underlined in Figure 1.1. Under these topics, we shall address the computational aspects,
which are also underlined in Figure 1.1. The focus will be on the techniques of physical,
mathematical and computational modelling, and various aspects of computational simu-
lation. A good understanding of these techniques plays an important role in building an
advanced engineering system in a rapid and cost effective way.

So what is the FEM? The FEM was first used to solve problems of stress analysis, and
has since been applied to many other problems like thermal analysis, fluid flow analysis,
piezoelectric analysis, and many others. Basically, the analyst seeks to determine the dis-
tribution of some field variable like the displacement in stress analysis, the temperature or
heat flux in thermal analysis, the electrical charge in electrical analysis, and so on. The
FEM is a numerical method seeking an approximated solution of the distribution of field
variables in the problem domain that is difficult to obtain analytically. It is done by divid-
ing the problem domain into several elements, as shown in Figures 1.2 and 1.3. Known
physical laws are then applied to each small element, each of which usually has a very
simple geometry. Figure 1.4 shows the finite element approximation for a one-dimensional
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Conceptual design I{

Modelling
Physical, mathematical, computational, and ~ [€——
operational, economical

Simulation
Experimental, analytical, and computational

Analysis
Photography, visual-tape, and
computer graphics, visual reality

| Design I

| Prototyping |

| Testing I

| Fabrication |

Figure I.1. Processes leading to fabrication of advanced engineering systems.

Figure 1.2. Hemispherical section discretized into several shell elements.

case schematically. A continuous function of an unknown field variable is approximated
using piecewise linear functions in each sub-domain, called an element formed by nodes.
The unknowns are then the discrete values of the field variable at the nodes. Next, proper
principles arefollowed to establish equationsfor the elements, after which the elementsare
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‘tied’ to one another. This process leads to aset of linear algebrai ¢ simultaneous equations
for the entire system that can be solved easily to yield the required field variable.

Thisbook aimsto bring across the various concepts, methods and principles used in the
formulation of FE equations in asimple to understand manner. Worked examples and case
studies using the well known commercial software package ABAQUS will be discussed,
and effective techniques and procedures will be highlighted.

1.2 PHYSICAL PROBLEMS IN ENGINEERING

There are numerous physical engineering problems in a particular system. As mentioned
earlier, although the FEM was initially used for stress analysis, many other physical prob-
lems can be solved using the FEM . Mathematical models of the FEM have been formulated
for the many physical phenomena in engineering systems. Common physical problems
solved using the standard FEM include:

o Mechanics for solids and structures.
e Heat transfer.

Figure 1.3. Mesh for the design of a scaled model of an aircraft for dynamic testing in the laboratory
(Quek 1997-98).

Unknown function Unknown discrete values

A

F) of field variable of field variable at nodes
' /

elements nodes

Figure 1.4. Finite element approximation for a one-dimensional case. A continuous function is
approximated using piecewise linear functions in each sub-domain/element.
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e Acoustics.
e Fluid mechanics.
e Others.

Thisbook first focuses on the formulation of finite element equations for the mechanics
of solids and structures, since that iswhat the FEM wasiinitially designed for. FEM formu-
lations for heat transfer problems are then described. The conceptual understanding of the
methodology of the FEM is the most important, as the application of the FEM to all other
physical problems utilizes similar concepts.

Computer modelling using the FEM consists of the major steps discussed in the next
section.

1.3 COMPUTATIONAL MODELLING USING THE FEM

The behaviour of a phenomenon in a system depends upon the geometry or domain of
the system, the property of the material or medium, and the boundary, initial and loading
conditions. For an engineering system, the geometry or domain can be very complex.
Further, the boundary and initial conditions can also be complicated. It is therefore, in
genera, very difficult to solve the governing differential equation via analytical means.
In practice, most of the problems are solved using numerical methods. Among these, the
methods of domain discretization championed by the FEM are the most popular, dueto its
practicality and versatility.

The procedure of computational modelling using the FEM broadly consists of four
steps:

e Modelling of the geometry.

e Meshing (discretization).

e Specification of material property.

e Specification of boundary, initial and loading conditions.

1.3.1 Modelling of the Geometry

Real structures, componentsor domainsareingeneral very complex, and haveto bereduced
to amanageable geometry. Curved parts of the geometry and its boundary can be modelled
using curvesand curved surfaces. However, it should benoted that thegeometry iseventually
represented by acollection of elements, and the curvesand curved surfacesare approximated
by piecewise straight lines or flat surfaces, if linear elements are used. Figure 1.2 shows an
example of a curved boundary represented by the straight lines of the edges of triangular
elements. The accuracy of representation of the curved parts is controlled by the number
of elements used. It is obvious that with more elements, the representation of the curved
parts by straight edges would be smoother and more accurate. Unfortunately, the more
elements, the longer the computational time that is required. Hence, due to the constraints
on computational hardware and software, it is aways necessary to limit the number of
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elements. Assuch, compromisesare usually madein order to decide on an optimum number
of elements used. As aresult, fine details of the geometry need to be modelled only if very
accurate results are required for those regions. The analysts have to interpret the results of
the simulation with these geometric approximations in mind.

Depending on the software used, there are many waysto create aproper geometry inthe
computer for the FE mesh. Points can be created simply by keying in the coordinates. Lines
and curves can be created by connecting the points or nodes. Surfaces can be created by
connecting, rotating or translating the existing lines or curves; and solids can be created by
connecting, rotating or tranglating the existing surfaces. Points, lines and curves, surfaces
and solids can be trand ated, rotated or reflected to form new ones.

Graphicinterfaces are often used to help in the creation and manipul ation of the geomet-
rical objects. There are numerous Computer Aided Design (CAD) software packages used
for engineering design which can produce files containing the geometry of the designed
engineering system. These files can usualy be read in by modelling software packages,
which can significantly save time when creating the geometry of the models. However, in
many cases, complex objects read directly from a CAD file may need to be modified and
simplified before performing meshing or discretization. It may be worth mentioning that
there are CAD packages which incorporate modelling and simulation packages, and these
are useful for the rapid prototyping of new products.

Knowledge, experience and engineering judgment are very important in modelling the
geometry of a system. In many cases, finely detailed geometrical features play only an
aesthetic role, and have negligible effects on the performance of the engineering system.
These features can be deleted, ignored or simplified, though this may not be true in some
cases, where a fine geometrical change can give rise to a significant difference in the
simulation results.

An example of having sufficient knowledge and engineering judgment isin the simpli-
fication required by the mathematical modelling. For example, aplate hasthree dimensions
geometrically. The plate in the plate theory of mechanics is represented mathematically
only in two dimensions (the reason for this will be elaborated in Chapter 2). Therefore,
the geometry of a ‘mechanics’ plate is a two-dimensional flat surface. Plate elements will
be used in meshing these surfaces. A similar situation can be found in shells. A physical
beam has also three dimensions. The beam in the beam theory of mechanicsis represented
mathematically only in one dimension, therefore the geometry of a ‘mechanics’ beamisa
one-dimensional straight line. Beam el ements have to be used to mesh the lines in models.
Thisisalso true for truss structures.

1.3.2 Meshing

Meshing is performed to discretize the geometry created into small piecescalled elementsor
cells. Why do we discretize? The rational behind this can be explained in avery straightfor-
ward and logical manner. We can expect the solution for an engineering problem to be very
complex, and varies in away that is very unpredictable using functions across the whole
domain of the problem. If the problem domain can be divided (meshed) into small elements
or cells using a set of grids or nodes, the solution within an element can be approximated
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very easily using simplefunctions such aspolynomials. The solutionsfor all of the elements
thus form the solution for the whole problem domain.

How doesit work? Proper theories are needed for discretizing the governing differential
equations based on the discretized domains. The theories used are different from problem
to problem, and will be covered in detail later in this book for various types of problems.
But before that, we need to generate a mesh for the problem domain.

Mesh generation is a very important task of the pre-process. It can be a very time con-
suming task to the analyst, and usually an experienced analyst will produce amore credible
mesh for acompl ex problem. Thedomain hasto be meshed properly into elementsof specific
shapes such astriangles and quadrilaterals. Information, such as element connectivity, must
be created during the meshing for use later in the formation of the FEM equations. Itisideal
tohavean entirely automated mesh generator, but unfortunately thisiscurrently not available
inthe market. A semi-automatic pre-processor isavailablefor most commercia application
software packages. There are also packages designed mainly for meshing. Such packages
can generate files of amesh, which can beread by other modelling and simul ation packages.

Triangulation is the most flexible and well-established way in which to create meshes
with triangular elements. It can be made almost fully automated for two-dimensional (2D)
planes, and even three-dimensional (3D) spaces. Therefore, it is commonly available in
most of the pre-processors. The additional advantage of using triangles is the flexibility
of modelling complex geometry and its boundaries. The disadvantage is that the accuracy
of the simulation results based on triangular elements is often lower than that obtained
using quadrilateral elements. Quadrilateral element meshes, however, are more difficulty to
generate in an automated manner. Some examples of meshes are given in Figures 1.3-1.7.

1.3.3 Property of Material or Medium

Many engineering systems consist of more than one material. Property of materials can be
defined either for a group of elements or each individual element, if needed. For different
phenomenato be simulated, different sets of material properties are required. For example,
Young’s modulus and shear modulus are required for the stress analysis of solids and struc-
tures, whereas the thermal conductivity coefficient will be required for athermal analysis.
Inputting of a material’s properties into a pre-processor is usualy straightforward; al the
analyst needsto doiskey inthedataon material propertiesand specify either towhichregion
of the geometry or which elements the data applies. However, obtaining these propertiesis
not always easy. There are commercially available material databases to choose from, but
experiments are usually required to accurately determine the property of materials to be
used in the system. This, however, is outside the scope of this book, and here we assume
that the material property is known.

1.3.4 Boundary, Initial and Loading Conditions

Boundary, initial and loading conditions play a decisive role in solving the simulation.
Inputting these conditionsis usually done easily using commercia pre-processors, and it is
often interfaced with graphics. Users can specify these conditions either to the geometrical
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Figure 1.5. Mesh for a boom showing the stress distribution. (Picture used by courtesy of EDS
PLM Solutions.)

Figure 1.6. Mesh of a hinge joint.

identities (points, lines or curves, surfaces, and solids) or to the elements or grids. Again,
to accurately simulate these conditions for actual engineering systems requires experience,
knowledge and proper engineering judgments. The boundary, initial and oading conditions
aredifferent from problem to problem, and will be covered in detail in subsequent chapters.

1.4 SIMULATION
l.4.1 Discrete System Equations

Based on the mesh generated, a set of discrete simultaneous system equations can be for-
mulated using existing approaches. There are a few types of approach for establishing the
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Figure 1.7. Axisymmetric mesh of part of a dental implant (The CeraOne® abutment system,
Nobel Biocare).

simultaneousequations. Thefirst isbased on energy principles, suchasHamilton’sprinciple
(Chapter 3), the minimum potential energy principle, and so on. Thetraditional Finite Ele-
ment M ethod (FEM) is established on these principles. The second approach istheweighted
residua method, which is also often used for establishing FEM equations for many physi-
cal problems and will be demonstrated for heat transfer problemsin Chapter 12. The third
approach is based on the Taylor series, which led to the formation of the traditional Finite
Difference Method (FDM). The fourth approach is based on the control of conservation
laws on each finite volume (elements) in the domain. The Finite Volume Method (FVM)
is established using this approach. Another approach is by integral representation, used in
some mesh free methods [Liu, 2002]. Engineering practice has so far shown that the first
two approaches are most often used for solids and structures, and the other two approaches
are often used for fluid flow simulation. However, the FEM has also been used to develop
commercial packages for fluid flow and heat transfer problems, and FDM can be used for
solids and structures. It may be mentioned without going into detail that the mathematical
foundation of all these three approaches is the residual method. An appropriate choice of
the test and trial functions in the residual method can lead to the FEM, FDM or FVM
formulation.

Thisbook first focuses on the formulation of finite element equations for the mechanics
of solids and structures based on energy principles. FEM formulations for heat transfer
problems are then described, so asto demonstrate how the weighted residual method can be
used for deriving FEM equations. Thiswill provide the basi c knowledge and key approaches
into the FEM for dealing with other physical problems.

1.4.2 Equation Solvers

After the computational model has been created, it is then fed to a solver to solve the dis-
cretized system, simultaneous equationsfor the field variables at the nodes of the mesh. This
isthe most computer hardware demanding process. Different software packages use differ-
ent algorithms depending upon the physical phenomenon to be simulated. There are two
very important considerations when choosing algorithmsfor solving asystem of equations:
oneisthe storage required, and another isthe CPU (Central Processing Unit) time needed.

There are two main types of method for solving simultaneous equations: direct meth-
ods and iterative methods. Commonly used direct methods include the Gauss elimination
method and the LU decomposition method. Those methods work well for relatively small
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equation systems. Direct methods operate on fully assembled system equations, and there-
fore demand larger storage space. It can also be coded in such away that the assembling
of the equations is done only for those elements involved in the current stage of equation
solving. This can reduce the requirements on storage significantly.

Iterative methods include the Gauss-Jacobi method, the Gauss-Deidel method, the
SOR method, generalized conjugate residual methods, the line relaxation method, and
so on. These methods work well for relatively larger systems. Iterative methods are often
coded in such a way as to avoid full assembly of the system matrices in order to save
significantly on the storage. The performance in terms of the rate of convergence of these
methods is usually very problem-dependent. In using iterative methods, pre-conditioning
plays avery important role in accel erating the convergence process.

For nonlinear problems, another iterative loop is needed. The nonlinear equation hasto
be properly formulated into alinear equation in theiteration. For time-dependent problems,
time stepping is also required, i.e. first solving for the solution at an initia time (or it could
be prescribed by the analyst), then using this solution to march forward for the solution at the
next time step, and so on until the solution at the desired timeisobtained. Therearetwo main
approaches to time stepping: the implicit and explicit approaches. Implicit approaches are
usually more stable numerically but less efficient computationally than explicit approaches.
Moreover, contact algorithms can be developed more easily using explicit methods. Details
on these issues will be given in Chapter 3.

1.5 VISUALIZATION

The result generated after solving the system equation is usually a vast volume of digital
data. The results have to be visualized in such a way that it is easy to interpolate, analyse
and present. The visualization is performed through a so-called post-processor, usualy
packaged together with the software. Most of these processors allow the user to display
3D objects in many convenient and colourful ways on-screen. The object can be displayed
in the form of wire-frames, group of elements, and groups of nodes. The user can rotate,
translate and zoom into and out from the obj ects. Field variables can be plotted on the object
inthe form of contours, fringes, wire-frames and deformations. Usually, there are also tools
availablefor the user to produceiso-surfaces, or vector fiel dsof variable(s). Toolsto enhance
the visual effects are also available, such as shading, lighting and shrinking. Animations
and movies can also be produced to simulate the dynamic aspects of a problem. Outputs
in the form of tables, text files and x—y plots are aso routinely available. Throughout this
book, worked examples with various post-processed results are given.

Advanced visualization tools, such as virtual reality, are available nowadays. These
advanced tools allow users to display objects and results in a much realistic three-
dimensional form. The platform can be a goggle, inversion desk or even in aroom. When
the object is immersed in a room, analysts can walk through the object, go to the exact
location and view the results. Figures 1.8 and 1.9 show an airflow field in virtually designed
buildings.
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Figure 1.8. Air flow field in a virtually designed building (courtesy of the Institute of High
Performance Computing).

Figure 1.9. Air flow field in a virtually designed building system (courtesy of the Institute of High
Performance Computing).
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In a nutshell, this chapter has briefly given an introduction to the steps involved in
computer modelling and simulation. With rapidly advancing computer technology, use
of the computer as a tool in the FEM is becoming indispensable. Nevertheless, subse-

quent chapters discuss what is actually going on in the computer when performing a FEM
analysis.



2

INTRODUCTION TO MECHANICS FOR
SOLIDS AND STRUCTURES

2.1 INTRODUCTION

The concepts and classical theories of the mechanics of solids and structures are readily
available in textbooks (see e.g. Timoshenko, 1940; Fung, 1965; Timoshenko and Goodier,
1970; etc.). This chapter tries to introduce these basic concepts and classical theories in
a brief and easy to understand manner. Solids and structures are stressed when they are
subjected to loads or forces. The stresses are, in general, not uniform, and lead to strains,
which can be observed as either deformation or displacement. Solid mechanics and struc-
tural mechanics deal with the relationships between stresses and strains, displacements and
forces, stresses (strains) and forces for given boundary conditions of solids and structures.
These relationships are vitally important in modelling, simulating and designing engineered
structural systems.

Forces can be static and/or dynamic. Statics deals with the mechanics of solids and
structures subjected to static loads such as the deadweight on the floor of buildings. Solids
and structures will experience vibration under the action of dynamic forces varying with
time, such as excitation forces generated by a running machine on the floor. In this case,
the stress, strain and displacement will be functions of time, and the principles and theories
of dynamics must apply. As statics can be treated as a special case of dynamics, the static
equations can be derived by simply dropping out the dynamic terms in the general, dynamic
equations. This book will adopt this approach of deriving the dynamic equation first, and
obtaining the static equations directly from the dynamic equations derived.

Depending on the property of the material, solids can be elastic, meaning that the
deformation in the solids disappears fully if it is unloaded. There are also solids that are
considered plastic, meaning that the deformation in the solids cannot be fully recovered
when it is unloaded. Elasticity deals with solids and structures of elastic materials, and
plasticity deals with those of plastic materials. The scope of this book deals mainly with
solids and structures of elastic materials. In addition, this book deals only with problems of
very small deformation, where the deformation and load has a linear relationship. Therefore,
our problems will mostly be linear elastic.

Materials can be anisotropic, meaning that the material property varies with direction.
Deformation in anisotropic material caused by a force applied in a particular direction
may be different from that caused by the same force applied in another direction. Com-
posite materials are often anisotropic. Many material constants have to be used to define

12
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the material property of anisotropic materials. Many engineering materials are, however,
isotropic, where the material property is not direction-dependent. Isotropic materials are
a special case of anisotropic material. There are only two independent material constants
for isotropic material. Usually, the two most commonly used material constants are the
Young’s modulus and the Poisson’s ratio. This book deals mostly with isotropic materials.
Nevertheless, most of the formulations are also applicable to anisotropic materials.

Boundary conditions are another important consideration in mechanics. There are
displacement and force boundary conditions for solids and structures. For heat transfer prob-
lems there are temperature and convection boundary conditions. Treatment of the boundary
conditions is a very important topic, and will be covered in detail in this chapter and also
throughout the rest of the book.

Structures are made of structural components that are in turn made of solids. There are
generally four most commonly used structural components: truss, beam, plate, and shell,
as shown in Figure 2.1. In physical structures, the main purpose of using these structural
components is to effectively utilize the material and reduce the weight and cost of the
structure. A practical structure can consist of different types of structural components,
including solid blocks. Theoretically, the principles and methodology in solid mechanics
can be applied to solve a mechanics problem for all structural components, but this is usually
not a very efficient method. Theories and formulations for taking geometrical advantages of
the structural components have therefore been developed. Formulations for a truss, a beam,
2D solids and plate structures will be discussed in this chapter. In engineering practice,
plate elements are often used together with two-dimensional solids for modelling shells.
Therefore in this book, shell structures will be modelled by combining plate elements and
2D solid elements.

2.2 EQUATIONS FOR THREE-DIMENSIONAL SOLIDS
2.2.1 Stress and Strain

Let us consider a continuous three-dimensional (3D) elastic solid with a volume V and
a surface S, as shown in Figure 2.2. The surface of the solid is further divided into two types
of surfaces: a surface on which the external forces are prescribed is denoted Sr; and surface
on which the displacements are prescribed is denoted S;. The solid can also be loaded by
body force f;, and surface force f; in any distributed fashion in the volume of the solid.

At any point in the solid, the components of stress are indicated on the surface of an
‘infinitely’ small cubic volume, as shown in Figure 2.3. On each surface, there will be the
normal stress component, and two components of shearing stress. The sign convention for
the subscript is that the first letter represents the surface on which the stress is acting, and
the second letter represents the direction of the stress. The directions of the stresses shown
in the figure are taken to be the positive directions. By taking moments of forces about the
central axes of the cube at the state of equilibrium, it is easy to confirm that

Oxy = Oyy; Oxz = Ozx; Ozy = Oy (2.1)
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Truss member

7 Neutral surface
- - _\_ __________________ 7‘" h

Neutral surface

Neutral surface

Shell
Neutral surface

Figure 2.1. Four common types of structural components. Their geometrical features are made
use of to derive dimension reduced system equations.

Therefore, there are six stress components in total at a point in solids. These stresses are
often called astress tensor. They are often written in a vector form of

T
0 = {ox Oyy Ozz Oyz Oxg ny} (2-2)

Corresponding to the six stress tensors, there are six strain components at any point in a
solid, which can aso be written in asimilar vector form of

T
e ={exx Eyy Ezz Eyz Exg Exy} (2-3)
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Figure 2.2. Solid subjected to forces applied within the solid (body force) and on the surface of
the solid (surface force).
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Figure 2.3. Six independent stress components at a point in a solid viewed on the surfaces of an
infinitely small cubic block.

Strain is the change of displacement per unit length, and therefore the components of
strain can be obtained from the derivatives of the displacements as follows:

ou v Jw
Exx = =5 &y == = )
0x 0 0z
Y (2.4)
ou ov ou Jw ov ow
Ery = . _ . _

oy Tl T Tyt Tt ey
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whereu, v and w arethe displacement componentsinthex, y and z directions, respectively.
The six strain-displacement relationships in Eq. (2.4) can be rewritten in the following
matrix form:

e=LU (2.5)

where U is the displacement vector, and has the form of

u
U=1v (2.6)
w

and L isamatrix of partial differential operators obtained simply by inspection on Eq. (2.4):

3/dax 0 0
0 d/dy O
0 0 9/z
0 9/3z 9/dy

3/0z 0  9/ax

3/dy 8/ax O

L = (2.7)

2.2.2 Constitutive Equations

The constitutive equation gives the relationship between the stress and strain in the mate-
rial of a solid. It is often termed Hooke’s law. The generalised Hooke’s law for genera
anisotropic materials can be given in the following matrix form:

o =Ce (2.8)

where cisamatrix of material constants, which are normally obtained through experiments.
The constitutive equation can be written explicitly as

Oxx Cl1 C12 (13 C14 (15 Ci16 Exx
Oyy €22 €23 (€24 C25 C26 Eyy
Oz | _ €33 €34 (€35 (36 €2z (2.9)
Oyz C44  C45 Cih6 Eyz
Oxz sy. (55 (56 Exz
Oxy c66 Exy

Note that, since ¢;; = c¢j;, there are atogether 21 independent material constants c;;,
which isthe casefor afully anisotropic material. For isotropic materials, however, ¢ can be
reduced to

c11 12 c12 0 0 0
c11 c12 0 0 0
c11 0 0 0
(c11 —c12)/2 0 0 (210)
sy. (c11 —c12)/2 0

(c11 —c12)/2
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where

_ E(1-v) ) _ Ev .om—c12
T @21+ BT a2+ 2 ¢ (211)

11

in which E,v and G are Young’s modulus, Poisson’s ratio, and the shear modulus of
the material, respectively. There are only two independent constants among these three
constants. The relationship between these three constantsis

E

That isto say, for any isotropic material, given any two of the three constants, the other one
can be calculated using the above equation.

2.2.3 Dynamic Equilibrium Equation

To formulate the dynamic equilibrium equations, let us consider an infinitely small block
of solid, as shown in Figure 2.4. Asin forming all equilibrium equations, equilibrium of
forcesisrequired in all directions. Note that, since thisis a general, dynamic system, we
have to consider theinertial forces of the block. The equilibrium of forcesin the x direction
gives

(0xx + doxy) dy dz — oy, dy dz + (0yx + doyy) dx dz — o, dx dz

+ (0x +dozy) dx dy — o, dx dy + fr = piidx dydz (2.13)
—_— —_—
external force inertial force
Ot dczz

X

Figure 2.4. Stresses on an infinitely small block. Equilibrium equations are derived based on this
state of stresses.
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where the term on the right-hand side of the equation is the inertial force term, and f; is
the externa body force applied at the centre of the small block. Note that

00y x 00yx

doyy = dx, doy, =

dy, do, = dz (2.14)

X
Hence, Eq. (2.13) becomes one of the equilibrium equations, written as

00yy 00y 00

= pii 2.15
ax dy 9z + fx = pii ( )

Similarly, the equilibrium of forcesinthe y and z directionsresultsin two other equilibrium
equations:

do do do
xy o Dy PO

, = pb 2.16
ox dy 0z Ty =ev (216)
d doy, 0
Ixz + Iyz 92z + f. = pw (2.17)
ox dy 9z

The equilibrium equations, Egs. (2.15) to (2.17), can be written in a concise matrix form

LT +1, = pU (2.18)
wheref;, isthe vector of external body forcesin the x, y and z directions:
fx
fo =1/ (2.19)
E

Using Egs. (2.5) and (2.8), the equilibrium equation Eq. (2.18) can be further written in
terms of displacements: )
LTcLU +f, = pU (2.20)

The above is the general form of the dynamic equilibrium equation expressed as a matrix
equation. If theloads applied on the solid are static, the only concern isthen the static status
of the solid. Hence, the static equilibrium equation can be obtained simply by dropping the
dynamic term in Eq. (2.20), which isthe inertial force term:

LTcLU +f, =0 (2.21)

2.2.4 Boundary Conditions

There are two types of boundary conditions: displacement (essential) and force (natural)
boundary conditions. The displacement boundary condition can be simply written as

u=u andlor v=v andlor w=w (2.22)

on displacement boundaries. The bar stands for the prescribed value for the displacement
component. For most of the actual simulations, the displacement is used to describe the
support or constraints on the solid, and hence the prescribed displacement values are often
zero. In such cases, the boundary condition istermed asahomogenous boundary condition.
Otherwise, they are inhomogeneous boundary conditions.
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The force boundary condition are often written as
ne =t (2.23)

on force boundaries, where n is given by

n, 0 0 0 n; ny
n=(0 n, 0 n, 0 ny
0 0 n, ny n, O

inwhich n; (i = x, y, z) are cosines of the outwards normal on the boundary. The bar
stands for the prescribed value for the force component. A force boundary condition can
also be both homogenous and inhomogeneous. If the condition is homogeneous, it implies
that the boundary is a free surface.

The reader may naturally ask why the displacement boundary condition is called an
essential boundary condition and the force boundary condition is called a natural boundary
conditions. The terms ‘essential” and ‘natural” come from the use of the so-caled weak
form formulation (such as the weighted residual method) for deriving system equations.
In such a formulation process, the displacement condition has to be satisfied first before
derivation starts, or the processwill fail. Therefore, the displacement condition is essential.
Aslong as the essential (displacement) condition is satisfied, the process will lead to the
equilibrium equations as well as the force boundary conditions. This means that the force
boundary condition is naturally derived from the process, and it is therefore called the
natural boundary condition. Since the terms essential and natural boundary do not describe
the physical meaning of the problem, it is actually a mathematical term, and they are also
used for problems other than in mechanics.

Equations obtained in this section are applicable to 3D solids. The objective of most
analysts is to solve the equilibrium equations and obtain the solution of the field variable,
which in this case is the displacement. Theoretically, these equations can be applied to all
other types of structures such as trusses, beams, plates and shells, because physically they
are dl 3D in nature. However, treating al the structural components as 3D solids makes
computation very expensive, and sometimes practically impossible. Therefore, theoriesfor
taking geometrical advantage of different types of solids and structural components have
been developed. Application of these theoriesin a proper manner can reduce the analytical
and computational effort drastically. A brief description of these theories is given in the
following sections.

2.3 EQUATIONS FOR TWO-DIMENSIONAL SOLIDS
2.3.1 Stress and Strain

Three-dimensional problems can be drastically simplified if they can be treated as a two-
dimensional (2D) solid. For representation as a 2D solid, we basically try to remove one
coordinate (usualy the z-axis), and hence assume that all the dependent variables are
independent of the z-axis, and all the external loads are independent of the z coordinate,
and applied only in the x—y plane. Therefore, we are left with a system with only two
coordinates, the x and the y coordinates. There are primarily two types of 2D solids. One
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is a plane stress solid, and another is a plane strain solid. Plane stress solids are solids
whose thickness in the z direction is very small compared with dimensionsin the x and y
directions. External forces are applied only in the x—y plane, and stressesin the z direction
(042, 0xz, 0y;) @€ @l zero, as shown in Figure 2.5. Plane strain solids are those solids
whose thicknessin the z direction is very large compared with the dimensionsin the x and
y directions. External forces are applied evenly along the z axis, and the movement inthe z
direction at any point is constrained. The strain componentsin the z direction (e;;, €xz, €yz)
are, therefore, all zero, as shown in Figure 2.6.

Note that for the plane stress problems, the strains ¢, and ¢, are zero, but ¢, will
not be zero. It can be recovered easily using Eq.(2.9) after the in-plan stresses are obtained.

\

Figure 2.5. Plane stress problem. The dimension of the solid in the thickness (z) direction is much
smaller than that in the x and y directions. All the forces are applied within the x—y plane, and hence
the displacements are functions of x and y only.

\
y

A

7.

y

Figure 2.6. Plane strain problem. The dimension of the solid in the thickness (z) direction is much
larger than that in the x and y directions, and the cross-section and the external forces do not
vary in the z direction. A cross-section can then be taken as a representative cell, and hence the
displacements are functions of x and y only.
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Similarly, for the plane strain problems, the stresses o ., and o ,,; are zero, but o, will not

be zero. It can be recovered easily using Eq.(2.9) after the in-plan strains are obtained.
The system eguations for 2D solids can be obtained immediately by omitting terms

related to the z direction in the system equations for 3D solids. The stress components are

Oxx
o =10y (2.24)
Oxy
There are three corresponding strain components at any point in 2D solids, which can aso
be written in asimilar vector form

Exx
€ =16y (2.25)
Exy
The strain-displacement relationships are
ou v du  Jv
Exx = £§ Eyy = 5; Exy = 5 + ox (2.26)

whereu, v arethe displacement componentsin the x, y directions, respectively. Thestrain—
displacement relation can also be written in the following matrix form;

e=LU (2.27)
where the displacement vector has the form of
u
U= {U} (2.28)
and the differential operator matrix is obtained simply by inspection of Eq. (2.26) as
a/ox 0
L=| 0 9/dy (2.29)
a/dy 9/dx

2.3.2 Constitutive Equations

Hooke’s law for 2D solids has the following matrix form with ¢ and e from Egs. (2.24)
and (2.25):

o =Ce (2.30)
where c isamatrix of material constants, which have to be obtained through experiments.
For plane stress, isotropic materials, we have

1 v 0
(v 1 0 (Plane stress) (2.31)
1-v"10 0 a-wy2

To obtain the plane stress ¢ matrix above, the conditions of o, = oy, = oy, = 0 are
imposed on the generalized Hooke’s law for isotropic materials. For plane strain prob-
lems, ., = &,; = &,; = 0 are imposed, or alternatively, replace E and v in Eg. (2.31),

E
C=
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respectively, with E/(1 — v?) and v/(1 — v), which leads to

~ 1 v/(1—v) 0
c= EQA=V g 1 0
1+v)1-2v) 0 0 1-2v)/2(1-v))
(Plane strain) (232)

2.3.3 Dynamic Equilibrium Equations

The dynamic equilibrium equations for 2D solids can be easily obtained by removing the
terms related to the z coordinate from the 3D counterparts of Egs. (2.15)—(2.17):

doxy 0oy

20— pii (2.33)
ox ay
0 0
RS (2.34)
ax ay

These equilibrium equations can be written in a concise matrix form of
LTe 41, = pU (2.35)

where f;, isthe external force vector given by

_
fp = { fy} (2.36)

For static problems, the dynamic inertia term is removed, and the equilibrium equations
can be written as

LTo +f,=0 (2.37)

Equations (2.35) or (2.37) will be much easier to solve and computationally less expensive
as compared with eguations for the 3D solids.

2.4 EQUATIONS FOR TRUSS MEMBERS

A typical truss structure is shown in Figure 2.7. Each truss member in atruss structureisa
solid whose dimension in one direction is much larger than in the other two directions as
shown in Figure 2.8. The forceisapplied only in the x direction. Therefore atruss member
is actually a one-dimensional (1D) solid. The equations for 1D solids can be obtained by
further omitting the stress related to the y direction, oy, oy, from the 2D case.
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Figure 2.7. A typical structure made up of truss members. The entrance of the faculty of
Engineering, National University of Singapore.

Figure 2.8. Truss member. The cross-sectional dimension of the solid is much smaller than that in
the axial (x) directions, and the external forces are applied in the x direction, and hence the axial
displacement is a function of x only.

2.4.1 Stress and Strain

Omitting the stresstermsinthe y direction, the stressin atrussmember isonly oy, whichis
oftensimplified aso,. Thecorresponding straininatrussmemberise,, whichissimplified
as ¢,. The strain-displacement relationship is simply given by

_Bu
T ox

(2.39)

&x
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2.4.2 Constitutive Equations

Hooke’s law for 1D solids has the following simple form, with the exclusion of the
y dimension and hence the Poisson effect:

o= Ee (2.39)

Thisisactually the original Hooke’s law in one dimension. The Young’s module E can be
obtained using asimple tensile test.

2.4.3 Dynamic Equilibrium Equations

By eliminating the y dimensionterm from Eqg. (2.33), for example, the dynamic equilibrium
equation for 1D solids is
00y

oo = il (2.40)
Substituting Egs. (2.38) and (2.39) into Eq. (2.40), we obtain the governing equation for
elastic and homogenous (E isindependent of x) trusses as follows:
2
EXN L i (2.41)
x2

The static equilibrium equation for trusses is obtained by eliminating the inertia term in
Eq. (2.40):

00y
0x

The static equilibrium equation interms of displacement for el astic and homogenoustrusses
is obtained by eliminating the inertiaterm in Eq. (2.41):

+fi=0 (2.42)

82
ESS 4/ =0 (2.43)
ax
For bars of constant cross-sectional area A, the above equation can be written as
9%u
dx2

where F, = f A isthe external force applied in the axia direction of the bar.

EA + F,=0

2.5 EQUATIONS FOR BEAMS

A beam possesses geometrically similar dimensional characteristics as a truss member, as
shown in Figure 2.9. The difference is that the forces applied on beams are transversal,
meaning the direction of the force is perpendicular to the axis of the beam. Therefore, a
beam experiences bending, which isthe deflection in the y direction as afunction of x.

2.5.1 Stress and Strain

The stresses on the cross-section of abeam are the normal stress, o, and shear stress, o,
There are several theories for analysing beam deflections. These theories can be basically
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Figure 2.9. Simply supported beam. The cross-sectional dimensions of the solid are much smaller
than in the axial (x) directions, and the external forces are applied in the transverse (z) direction,
hence the deflection of the beam is a function of x only.

4 °

Wk

Figure 2.10. Euler—Bernoulli assumption for thin beams. The plane cross-sections that are normal
to the undeformed, centroidal axis, remain plane and normal to the deformed axis after bending
deformation. We hence have u = —z6.

divided into two mgjor categories: atheory for thin beamsand atheory for thick beams. This
book focuses on thethin beam theory, whichisoftenreferred to asthe Euler—Bernoulli beam
theory. The Euler—Bernoulli beam theory assumes that the plane cross-sections, which are
normal to the undeformed, centroidal axis, remain plane after bending and remain normal
to the deformed axis, as shown in Figure 2.10. With this assumption, one can first have

ex; =0 (2.44)

which simply means that the shear stress is assumed to be negligible. Secondly, the axial
displacement, u, at adistance z from the centroidal axis can be expressed by

u=—z0 (2.45)
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where 6 is the rotation in the x—z plane. The rotation can be obtained from the deflection
of the centroidal axis of the beam, w, in the z direction:

0= E;—i) (2.46)
The relationship between the normal strain and the deflection can be given by
P (247
where L isthe differential operator given by
52
L=-m (2.48)

2.5.2 Constitutive Equations

Similar to the equation for truss members, the original Hooke’slaw isapplicable for beams:

Oxx = E&yx (2.49)

2.5.3 Moments and Shear Forces

Because the loading on the beam is in the transverse direction, there will be moments and
corresponding shear forcesimposed on the cross-sectional plane of the beam. On the other
hand, bending of the beam can aso be achieved if pure moments are applied instead of
transverse loading. Figure 2.11 shows a small representative cell of length dx of the beam.
The beam cell is subjected to external force, f,, moment, M, shear force, Q, and inertial
force, pAw, where p isthe density of the material and A is the area of the cross-section.

A ( F¥) —pAW) dx

Figure 2.11. Isolated beam cell of length dx. Moments and shear forces are obtained by integration
of stresses over the cross-section of the beam.
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Figure 2.12. Normal stress that results in moment.

The moment on the cross-section at x results from the distributed normal stress oy, as
shown in Figure 2.12. The normal stress can be calculated by substituting Eq. (2.47) into
Eq. (2.49):

oxx = —zELw (2.50)

It can be seen from the above eguation that the normal stress o, varies linearly in the
vertical direction on the cross-section of the beam. The moments resulting from the normal
stress on the cross-section can be calculated by the following integration over the area of
the cross-section:

82
M= [ 0rxzdA = —E (/ 2 dA) Lw=—ElLw=—El— (2.51)
A A 0x

where [ is the second moment of area (or moment of inertia) of the cross-section with
respect to the y-axis, which can be calculated for a given shape of the cross-section using
the following equation:

1= /A 2dA (2.52)
We now consider the force equilibrium of the small beam cell in the z direction
dQ + (F;(x) — pAw)dx =0 (2.53)
> do )
T —F,(x) + pAw (254)

Wewould also need to consider the moment equilibrium of the small beam cell with respect
to any point at the right surface of the cell,

dM — Qdx + L(F, — pAib) (dv)? =0 (2.55)
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Neglecting the second order small term containing (dx)? leads to

w_, (2.56)
dx

And finally, substituting Eq. (2.51) into Eq. (2.56) gives
33w
9x3

Equations (2.56) and (2.57) give the relationship between the moments and shear forcesin
a beam with the deflection of the Euler—Bernoulli beam.

Q=-EI (2.57)

2.5.4 Dynamic Equilibrium Equations

The dynamic equilibrium equation for beams can be obtained simply by substituting

Eq. (2.57) into Eq. (2.54):
84w .
El — + pAdw = F, (2.58)
x4

Thestatic equilibrium equation for beamscan be obtained similarly by dropping thedynamic
termin Eq. (2.58):
*w
EI Sa= F, (2.59)

2.6 EQUATIONS FOR PLATES

Thewingsof an aircraft can sometimesbe considered asaplate structure carrying transverse
loadsin theform of enginesor other components, asshownin Figure2.13. A plate possesses
ageometrically similar dimensional characteristic as a 2D solid, as shown in Figure 2.14.
The difference is that the forces applied on a plate are in the direction perpendicular to the
plane of the plate. A plate can also be viewed as a 2D analogy of a beam. Therefore, a
plate experiences bending resulting in deflection w in the z direction, which is a function
of x and y.

2.6.1 Stress and Strain

Thestresso,, inaplateisassumed to be zero. Similar to beams, there are several theoriesfor
analysing deflection in plates. These theories can also be basically divided into two major
categories: atheory for thin plates and atheory for thick plates. This chapter addresses thin
platetheory, often called Classical Plate Theory (CPT), or the Kirchhoff plate theory, aswell
asthe first order shear deformation theory for thick plates known as the Reissner—Mindlin
plate theory (Reissner, 1945; Mindin, 1951). However, pure plate elements are usually not
availableinmost commercial finite element packages, since most peoplewould usethemore
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Figure 2.13. An aircraft wing can be idealized as a plate structure.

v

¥ >

Figure 2.14. A plate subjected to transverse load that results in bending deformation.

general shell elements, which will be discussed in later chapters. Furthermore, it is found
that the CPT isnot very practical for many situations, since shear deformation should not be
neglected for most structures. Hence, in this book, only equations of plate el ements based
on the Reissner—Mindlin platetheory will beformulated (Chapter 8). Nevertheless, the CPT
will aso be briefed in this chapter for completeness of this introduction to mechanics for
solids and structures.

The CPT assumes that normals to the middle (neutral) plane of the undeformed plate
remain straight and normal to the middle plane during deformation or bending. This
assumption resultsin

ex; =0, &,=0 (2.60)
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Secondly, the displacements parallel to the undeformed middle plane, 1 and v, at adistance
z from the centroidal axis can be expressed by

P (2.61)
ax

S— (2.62)
dy

where w isthe deflection of the middle plane of the platein the z direction. Therelationship
between the components of strain and the deflection can be given by

ou 92w
Exx = 3_)( = _Z—axz (263)

v 3%w
8)’}’ = 5 = —Za—yz (264)

ou ov 92w
- 4 = _ 2.65
Exy ay + ax Z8x8y ( )
or in the matrix form

e=—zLw (2.66)

where ¢ is the vector of in-plane strains defined by Eq. (2.25), and L is the differential
operator matrix given by
92/9x2
L= 82/0y2 (2.67)
20%/9xdy

2.6.2 Constitutive Equations
The original Hooke’s law is applicable for plates:
o =Ce (2.68)

where ¢ has the same form for 2D solids defined by Eqg. (2.31), the plane stress case, since
o, isassumed to be zero.

2.6.3 Moments and Shear Forces

Figure 2.15 shows a small representative cell of dx x dy from a plate of thickness /. The
plate cell is subjected to external force f,, and inertial force phw, where p is the density
of the material. Figure 2.16 shows the moments M., M,, M, and M,,, and shear forces
0. and Q, present. The moments and shear forces result from the distributed normal and
shear stresses oy, oyy and oy, shown in Figure 2.15. The stresses can be obtained by
substituting Eg. (2.66) into Eqg. (2.68)

o =—zCLw (2.69)
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X

Figure 2.15. Stresses on an isolated plate cell. Integration of these stresses results in corresponding
moments and shear forces.

dy

Figure 2.16. Shear forces and moments on an isolated plate cell of dx x dy. The equilibrium system
equations are established based on this state of forces and moments.

It can be seen from the above equation that the normal stresses vary linearly in the
vertical direction on the cross-sections of the plate. The moments on the cross-section can
be calculated in asimilar way as for beams by the following integration:

M,

h3
M, =1{M, =/asz=—c</ zsz)sz—Ech (2.70)
Mxy A A
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Consider first the equilibrium of the small plate cell in the z direction, and note that
dQ,; = (0Q,/3x)dx anddQ, = (8 Q,/dy) dy we have

x d
<8Q dx) dy + (ﬁ dy) dx + (f; — phw)dxdy =0 (2.71)
ax ay
or ; 50
O 28 41— i (2.72)
ax ay

Consider then the moment equilibrium of the plate cell with respect to the x-axis, and
neglecting the second order small term, leads to aformulafor shear force Q,:

IM, M.,

Oy = ax + ay’

Finally, consider the moment equilibrium of the plate cell with respect to the y-axis, and

neglecting the second order small term, gives

IMyy, M,
dx ay

(2.73)

0, = (2.74)

inwhich weimplied that M,, = M,,.

2.6.4 Dynamic Equilibrium Equations

To obtain the dynamic equilibrium equation for plates, we first substitute Eq. (2.70) into
Egs. (2.73) and (2.74), after which Q, and Q, are substituted into Eq. (2.72):
%w %w %w
D|—+4+2——5+—+ hi) = 2.75
(8x4+ 8x28y2+ 8y4)+p = (2.75)
where D = Eh3/(12(1 — v?)) is the bending stiffness of the plate. The static equilibrium
equation for plates can again be obtained by dropping the dynamic term in Eq. (2.75):

3*w 3%w 3%w
D|—+2——+—]= 2.76
<8x4 + 0x29y2 + 8y4) ) (2.76)

2.6.5 Reissner-Mindlin Plate (Reissner, 1945; Mindlin, 1951)

The Reissner—Mindlin plate theory is applied for thick plates, where the shear deformation
and rotary inertia effects are included. The Reissner—Mindlin theory does not require the
cross-section to be perpendicular totheaxial axesafter deformation, asshowninFigure2.17.
Therefore, e, # 0 and &, # 0. The displacements parallel to the undeformed middle
surface, u and v, a adistance z from the centroidal axis can be expressed by

u = z6, 2.77)
v = —z6y (2.78)

where 6, and 6, are, respectively, the rotations about the x and y axes of lines normal to
the middle plane before deformation.
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Figure 2.17. Shear deformation in a Mindlin plate. The rotations of the cross-sections are treated
as independent variables.

Thein-plane strains defined by Eq. (2.25) are given by

e=—zL0 (2.79)
where
—-9/0x O
L= 0  9/dy (2.80)
—3/0y 9/0x
0
0 = { ei} (2.81)

Using Eq. (2.4), the transverse shear strains e,; and ¢, can be obtained as

ezl ) Oy +0w/ox
V= {8yz} - {—QX + dw/dy (2.82)
Note that if the transverse shear strains are negligible, the above equation will lead to
d

o, = (2.83)

dy

ow

0y = —— 2.84
) ox ( )

and Eq. (2.79) becomes Eq. (2.66) of the CPT. The transverse average shear stress t relates
to the transverse shear strain in the form

xz G 0
t:{r }=K|:0 Gj|y=K[DS]y (2.85)

Ty,

where G isthe shear modulus, and « is aconstant that is usually taken to be 72/12 or 5/6.
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The equilibrium equations for a Reissner—Mindlin plate can also be similarly obtained
as that of a thin plate. Equilibrium of forces and moments can be carried out but this
time taking into account the transverse shear stress and rotary inertia. For the purpose of
this book, the above concepts for the Reissner-Mindlin plate will be sufficient and the
equilibrium equations will not be shown here. Chapter 8 will detail the derivation of the
discrete finite element equations by using energy principles.

2.7 REMARKS

Having shown how the equilibrium equations for various types of geometrical structures
are obtained, it can be noted that al the equilibrium equations are just specia cases of the
general equilibrium equation for 3D solids. The use of proper assumptions and theories can
lead to adimension reduction, and hence simplify the problem. Thesekindsof simplification
can significantly reduce the size of finite element models.



3

FUNDAMENTALS FOR FINITE
ELEMENT METHOD

3.1 INTRODUCTION

As mentioned in Chapter 1, when using the Finite Element Method (FEM) to solve
mechanics problems governed by a set of partial differential equations, the problem domain
is first discretized into small elements. In each of these elements, the profile of the displace-
ments is assumed in simple forms to obtain element equations. The equations obtained
for each element are then assembled together with adjoining elements to form the global
finite element equation for the whole problem domain. Equations thus created for the global
problem domain can be solved easily for the entire displacement field.

The above-mentioned FEM process does not seem to be a difficult task. However, in
close examination of the above-mentioned process, one would naturally ask a series of
questions. How can one simply assume the profile of the solution of the displacement in
any simple form? How can one ensure that the governing partial differential equations will
be satisfied by the assumed displacement? What should one do when using the assumed
profile of the displacement to determine the final displacement field? Yes, one can just simply
assume the profile of the solution of the displacements, but a principle has to be followed
in order to obtain discretized system equations that can be solved routinely for the final
displacement field. The use of such a principle guarantees the best (not exact) satisfaction
of the governing system equation under certain conditions. The following details one of
the most important principles, which will be employed to establish the FEM equations for
mechanics problems of solids and structures.

It may be common for a beginner to be daunted by the equations involved when formu-
lating the finite element equations. Perhaps for a beginner, full understanding of the details
of the equations in this chapter may prove to be a challenging task. It is thus advised that
the novice reader just understands the basic concepts involved without digging too much
into the equations. It is then recommended to review this chapter again after going through
subsequent chapters with examples to fully understand the equations. Advanced readers
are referred to the FEM handbook (Kardestuncer, 1987) for more complete topics related
to FEM.

35
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3.2 STRONG AND WEAK FORMS

The partial differential system equations developed in Chapter 2, such as Egs. (2.20)
and (2.21), are strong forms of the governing system of equations for solids. The strong
form, in contrast to a weak form, requires strong continuity on the dependent field variables
(the displacements u, v and w in this case). Whatever functions that define these field vari-
ables have to be differentiable up to the order of the partial differential equations that exist
in the strong form of the system equations. Obtaining the exact solution for a strong form of
the system equation is usually very difficult for practical engineering problems. The finite
difference method can be used to solve system equations of the strong form to obtain an
approximated solution. However, the method usually works well for problems with simple
and regular geometry and boundary conditions.

A weak form of the system equations is usually created using one of the following
widely used methods:

e Energy principles (see, e.g. Washizu, 1974; Reddy, 1984)
e Weighted residual methods (see, e.g. Crandall, 1956; Finlayson and Scriven, 1966;
Finlayson, 1972; Ziekiewicz and Taylor, 2000)

The energy principle can be categorized as a special form of the variational principle
which is particularly suited for problems of the mechanics of solids and structures. The
weighted residual method is a more general mathematical tool applicable, in principle, for
solving all kinds of partial differential equations. Both methods are very easy to understand
and apply. This book will demonstrate both methods used for creating FEM equations.
An energy principle will be used for mechanics problems of solids and structures, and the
weighted residual method will be used for formulating the heat transfer problems. It is also
equally applicable to use the energy principle for heat transfer problems, and the weighted
residual method for solid mechanics problems, and the procedure is very much the same.

The weak form is often an integral form and requires a weaker continuity on the field
variables. Due to the weaker requirement on the field variables, and the integral operation, a
formulation based on a weak form usually produces a set of discretized system equations that
give much more accurate results, especially for problems of complex geometry. Hence, the
weak form is preferred by many for obtaining an approximate solution. The finite element
method is a typical example of successfully using weak form formulations. Using the weak
form usually leads to a set of well-behaved algebraic system equations, if the problem
domain is discretized properly into elements. As the problem domain can be discretized
into different types of elements, the FEM can be applied for many practical engineering
problems with most kinds of complex geometry and boundary conditions.

In the following section, Hamilton’s principle, which is one of the most powerful energy
principles, is introduced for FEM formulation of problems of mechanics of solids and
structures. Hamilton’s principle is chosen because it is simple and can be used for dynamic
problems. The approach adopted in this book is to directly work out the dynamic system
equations, after which the static system equations can be easily obtained by simply dropping
out the dynamic terms. This can be done because of the simple fact that the dynamic system
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equations are the general system equations, and the static case can be considered to be just
a special case of the dynamic equations.

3.3 HAMILTON'’S PRINCIPLE

Hamilton’s principle is a simple yet powerful tool that can be used to derive discretized
dynamic system equations. It states simply that

“Of all the admissible time histories of displacement the most accurate solution makes the
Lagrangian functional a minimum.”

An admissible displacement must satisfy the following conditions:

(a) the compatibility equations,
(b) the essential or the kinematic boundary conditions, and
(c) the conditions at initial (¢1) and final time (2,).

Condition (a) ensures that the displacements are compatible (continuous) in the problem
domain. As will be seen in Chapter 11, there are situations when incompatibility can occur
at the edges between elements. Condition (b) ensures that the displacement constraints are
satisfied; and condition (c) requires the displacement history to satisfy the constraints at the
initial and final times.

Mathematically, Hamilton’s principle states:

n
3/ Ldtr=0 (3.1)
3]

The Langrangian functional, L, is obtained using a set of admissible time histories of
displacements, and it consists of

L=T-T+W; (3.2)

where T is the kinetic energy, IT is the potential energy (for our purposes, it is the elastic
strain energy), and Wy is the work done by the external forces. The kinetic energy of the
entire problem domain is defined in the integral form

1 LT
T = _/ pU Udv (3.3)
2 )y
where V represents the whole volume of the solid, and U is the set of admissible time

histories of displacements.
The strain energy in the entire domain of elastic solids and structures can be expressed as

1 T 1 T
MM==- [ e'0dV==] e cedV (3.4)
2y 2y

where e are the strains obtained using the set of admissible time histories of displace-
ments. The work done by the external forces over the set of admissible time histories of
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displacements can be obtained by
Wy = / U't,dv + / U't,ds; 3.5
Vv Sy

where S represents the surface of the solid on which the surface forces are prescribed (see
Figure 2.2).

Hamilton’s principle allows one to simply assume any set of displacements, as long as it
satisfies the three admissible conditions. The assumed set of displacements will not usually
satisfy the strong form of governing system equations unless we are extremely lucky, or the
problem is extremely simple and we know the exact solution. Application of Hamilton’s
principle will conveniently guarantee a combination of this assumed set of displacements
to produce the most accurate solution for the system that is governed by the strong form of
the system equations.

The power of Hamilton’s principle (or any other variational principle) is that it provides
the freedom of choice, opportunity and possibility. For practical engineering problems,
one usually does not have to pursue the exact solution, which in most cases are usually
unobtainable, because we now have a choice to quite conveniently obtain a good approx-
imation using Hamilton’s principle, by assuming the likely form, pattern or shape of the
solutions. Hamilton’s principle thus provides the foundation for the finite element methods.
Furthermore, the simplicity of Hamilton’s principle (or any other energy principle) mani-
fests itself in the use of scalar energy quantities. Engineers and scientists like working with
scalar quantities when it comes to numerical calculations, as they do not need to worry
about the direction. All the mathematical tools required to derive the final discrete system
equations are then basic integration, differentiation and variation, all of which are standard
linear operations. Another plus point of Hamilton’s principle is that the final discrete sys-
tem equations produced are usually a set of linear algebraic equations that can be solved
using conventional methods and standard computational routines. The following demon-
strates how the finite element equations can be established using Hamilton’s principle and
its simple operations.

3.4 FEM PROCEDURE

The standard FEM procedure can be briefly summarized as follows.

3.4.1 Domain Discretization

The solid body is divided into N, elements. The procedure is often called meshing, which
is usually performed using so-called pre-processors. This is especially true for complex
geometries. Figure 3.1 shows an example of a mesh for a two-dimensional solid.

The pre-processor generates unique numbers for all the elements and nodes for the
solid or structure in a proper manner. An element is formed by connecting its nodes in a
pre-defined consistent fashion to create the connectivity of the element. All the elements
together form the entire domain of the problem without any gap or overlapping. It is possible
for the domain to consist of different types of elements with different numbers of nodes, as
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Figure 3.1. Example of a mesh with elements and node properly numbered.

long asthey are compatible (no gaps and overlapping; the admissible condition (a) required
by Hamilton’s principle) on the boundaries between different elements. The density of
the mesh depends upon the accuracy requirement of the analysis and the computational
resources available. Generally, a finer mesh will yield results that are more accurate, but
will increase the computational cost. As such, the mesh is usually not uniform, with a
finer mesh being used in the areas where the displacement gradient is larger or where the
accuracy is critical to the analysis. The purpose of the domain discretization is to make it
easier in assuming the pattern of the displacement field.

3.4.2 Displacement Interpolation

TheFEM formulation hasto bebased on acoordinate system. Informul ating FEM equations
for elements, it is often convenient to use a local coordinate system that is defined for
an element in reference to the global coordination system that is usually defined for the
entire structure, as shown in Figure 3.4. Based on the local coordinate system defined on
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an element, the displacement within the element is now assumed simply by polynomial
interpolation using the displacements at its nodes (or nodal displacements) as

ng
U'(x, y,2) = ) Ni(x, y, 2)di = N(x, y, 2)de (36)
i=1
where the superscript /2 stands for approximation, n, is the number of nodes forming the
element, and d; isthe nodal displacement at the ith node, which isthe unknown the analyst
wants to compute, and can be expressed in a general form of

d1 | — displacement component 1

do | — displacement component 2
d=1 . ) (3.7

dy, } — displacement component n ¢

f

where n ¢ is the number of Degrees Of Freedom (DOF) at anode. For 3D solids, s = 3,

and _ _ -
u; | — displacement in the x-direction

d; = { v; ¢ — displacement in the y-direction (3.8)
w; | — displacement in the z-direction

Notethat the displacement components can also consist of rotationsfor structures of beams
and plates. The vector d, in Eq. (3.6) is the displacement vector for the entire element, and

has the form of
d; | — displacementsat node 1

d, | — displacementsat node 2
d. =1 . ) . (3.9

d,, ) — displacements at node ng

Therefore, the total DOF for the entire element isng x ny.

In EQ. (3.6), N is a matrix of shape functions for the nodes in the element, which
are predefined to assume the shapes of the displacement variations with respect to the
coordinates. It has the general form of

N(X,y,Z):[N]_(X,y,Z) NZ(xava) Nnd(x,y,Z)]
! A \ (3.10)
for node 1 fornode2 ... fornodeny

where N; is a sub-matrix of shape functions for displacement components, which is
arranged as
N; 0O O 0
0 N2 O 0
N; = . (3.1
0 0 .0
0 0 0 Ny
where N;;, isthe shape function for the kth displacement component (DOF) at the i th node.
For 3D solids, n s = 3, and often N;; = N;» = N;3 = N;. Note that it is not necessary to
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use the same shape function for al the displacement components at a node. For example,
we often use different shape functions for translational and rotational displacements.

Note that this approach of assuming the displacementsis often called the displacement
method. There are FEM approaches that assume the stresses instead, but they will not be
covered in this book.

3.4.3 Standard Procedure for Constructing Shape Functions

Consider an element with n; nodesat x; (i = 1,2,...,ny), wherex! = {x} for one-
dimensional problems, x” = {x, y} for two-dimensional problems, and x” = {x, y, z}
for three-dimensional problems. We should have n; shape functions for each displacement
component for an element. In thefollowing, we consider only one displacement component
in the explanation of the standard procedure for constructing the shape functions. The stan-
dard procedureisapplicablefor any other displacement components. First, the displacement
component is approximated in the form of alinear combination of n, linearly-independent
basis functions p; (x), i.e.

nq
W) =) pia; =p’ e (312
i=1

where u" is the approximation of the displacement component, p; (x) is the basis function
of monomials in the space coordinates x, and «; is the coefficient for the monomial p; (x).
Vector « isdefined as

o ={o1, 02,03, ..., 0, (3.13)

The p;(x) in Eq. (3.12) is built with n,; terms of one-dimensional monomials; based on
the Pascal’s triangle shown in Figure 3.2 for two-dimensional problems; or the well-known
Pascal’s pyramid shown in Figure 3.3 for three-dimensional problems. A basis of complete
order of p in the one-dimensional domain has the form

pT(x) ={1, x, x2, x3, x?, oo xPy (3.14)
A basis of complete order of p in the two-dimensional domain is provided by
p'(x) =p" (x,y) ={Lx,y,xy, x5y ..., xP, yP} (3.15)
and that in three-dimensional domain can be written as
p'x) =pT(x,y,2) ={L x,y, 2, xy, yz,2x, x2, y2, 2, ..., xP, yP, zP} (3.16)

As a generd rule, the ny terms of p;(x) used in the basis should be selected from the
constant term to higher orders symmetrically from the Pascal triangle shown in Figures 3.2
or 3.3. Some higher-order terms can be selectively included in the polynomial basisif there
isaneed in specific circumstances.
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N
1 Constant terms: 1 h A
| 3terms

X I Yy Linear terms: 2
L N 6terms|
1
) 10terms|
x|2 4 ,VZ Quadratic terms: 3
------ fo—=== >15terms
2 : 2
3 X X 3 .
% " B |y Y Cubicterms 4 | >21terms
________ el
3
4 X%y x% 2 Xy 4 . .
S T Jl.y_____'______.'y Quartic terms: 5]
I
3.2 : 2.3 4
x® xly XY xy e y° Quintic terms: 6
1 ! ! I I I i
_______________ _!________________

Figure 3.2. Pascal triangle of monomials (two-dimensional case).
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Figure 3.3. Pascal pyramid of monomials (three-dimensional case).

The coefficients «; in Eq. (3.12) can be determined by enforcing the displacements
calculated using Eq. (3.12) to be equal to the nodal displacements at the n; nodes of the
element. At nodei we can have

di=p'GxDae i=123...,nq (3.17)
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where d; isthe nodal value of " at x = x;. Equation (3.17) can be written in the following
matrix form:

d, = P (3.18)

whered, isthe vector that includes the values of the displacement component at all the n,
nodesin the element:

d =1 . (3.19)

and P is given by
p’ (x1)

T
p| P (3.20)

P! (x,)

which is called the moment matrix. The expanded form of P is

pi(x1)  p2(x1) - puy(x1)
pi(x2)  p2(x2) - pny(x2)
= . . ) . (3.2
P1(Xny)  p2(Xny) o+ Png(Xny)
For two-dimensional polynomial basis functions, we have
1 x1 y1 ox x2 y2 xfyn xy? o xf
1 x 2 2 2 2 3
2 Y2 oXxX2y2 X5 Yy X5)2 X2y, Xy
P=1 . o . : . (3.22)

2 2 2 2
L Xng Yng XngYng Xng Yug Xug¥na XnaYig g

Using Eg. (3.18), and assuming that the inverse of the moment matrix P exists, we can
then have

a =P, (3.23)

Substituting Eq. (3.23) into Eqg. (3.12), we then obtain

nq
u'(x) =Y Ni(x)d; (3.24)
i=1
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or in matrix form
u"(x) = N(x)d, (3.25)

where N(x) isamatrix of shape functions N; (x) defined by

TPl p’xp;t ... plxP:L
N1(x) Na(x) Ny (x)
= [Nl(X) No(x) -+ Ny (X)] (3.26)

where Pi_l isthe ith column of matrix P~1, and
N;x) =p’ )Pt (3.27)

In obtaining Eqg. (3.23), we have assumed the existence of the inverse of P. There could
be cases where P~ does not exist, and the construction of shape functions will fail. The
existence of P~1 depends upon (1) the basis function used, and (2) the nodal distribution of
the element. The basis functions have to be chosen first from alinearly-independent set of
bases, and then the inclusion of the basis terms should be based on the nodal distribution
in the element. The discussion in thisdirection is moreinvolved, and interested readers are
referred to amonograph by Liu [2002]. In thisbook, we shall only discuss elements whose
corresponding moment matrices are invertible.

Note that the derivatives of the shape functions can be obtained very easily, as al the
functions involved are polynomials. The /th derivative of the shape functions is simply
given by

N (x) = [p(l) (x)] Tpt (3.29)

The issues related to the compatibility of element shape functions will be addressed in
Chapter 11. Note that there are many other methods for creating shape functions which do
not necessarily follow the standard procedure described above. Some of these often-used
shortcut methods will be discussed in later chapters, when we develop different types of
elements. These shortcut methods need to make use of the properties of shape functions
detailed in the next section.

3.4.4 Properties of the Shape Functions'

Property 1. Reproduction property and consistency

The consistency of the shape function within the element depends upon the compl ete orders
of the monomial p; (x) used in Eq. (3.12), and henceis also dependent upon the number of
nodes of the element. If the complete order of monomial is k, the shape functionsis said to

1 The reader may skip the proof of these properties and lemmas.
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possess C* consistency. To demonstrate, we consider a field given by
k
f® =Y "pixBj. k<ng (3.29)
J

where p; (x) are monomials that are included in Eq. (3.12). Such a given field can always
be written using Eq. (3.12) using al the basis terms, including those in Eq. (3.29):

ng
f®) =) pjxp;=p" ®e (3:30)
j
where
al =[B1,Bo,.... B, 0,...,0] (3.31)

Using n nodes in the support domain of x, we can obtain the vector of noda function
valued, as.

f1 [ pix1)  pa(x1) o pe(x1) prsa(x) peg(x0) | [B1
J2 p1(x2)  p2(x2) - pr(X2)  pr1(x2)  png(x2) B2
de=3 fi (=P=| p1(xXx) p2Xx) -+ pr(Xp)  Pr1(Xe)  Png(Xk) Bk
Jrr1 P1(Xkt1) P2(Xpt1) -0 Pr(Xp+1) Pr+1(Xi4+1) Png Xiy1) 0
Jn L P1(Xng)  P2(Xng) -0 Pk(Xng)  Pr+1(Xng)  Png(Xng) ] 0
— Pa (3.32)

Substituting Eq. (3.32) into Eq. (3.25), we have the approximation of

k
W'(x)=p" ®P M, =p’ WP Pa=p M=) pixe;=fx) (33
J

which is exactly what is given in Eq. (3.30). This proves that any field given by Eq. (3.29)
will be exactly reproduced in the element by the approximation using the shape functions,
aslong asthe given field functionisincluded in the basisfunctions used for constructing the
shape functions. Thisfeature of the shape functionisin fact also very easy to understand by
intuition: any function given in the form of f(x) = Z’; pj(x)B; can be produced exactly
by lettinge; = 8; (j =1,2,..., kyada; =0(j =k+1,..., ng). This can aways
be done as long as the moment matrix P is invertible so as to ensure the uniqueness of the
solution for e.

The proof of the consistency of the shape function implies another important feature
of the shape function: that is the reproduction property, which states that any function
that appearsin the basis can be reproduced exactly. Thisimportant property can be used for
creating fiel ds of special features. To ensurethat the shape functionshavelinear consistency,
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al one needsto do isinclude the constant (unit) and linear monomialsinto the basis. We can
make use of the feature of the shape function to compute accurate results for problems by
including termsin the basisfunctionsthat are good approximations of the problem solution.
The difference between consistency and reproduction is

e consistency depends upon the complete order of the basis functions; and
o reproduction depends upon whatever isincluded in the basis functions.

Property 2. Linear independence

Shape functions are linearly-independent. This is because basis functions are of linear
independence and P~ is assumed to exist. The existence of P~1 implies that the shape
functions are equivalent to the basis functionsin the function space, as shownin Eq. (3.26).
Becausethebasisfunctionsarelinearly-independent, the shapefunctionsarehencelinearly-
independent. Many FEM users do not pay much attention to this linear independence
property; however, it is the foundation for the shape functions to have the delta function
property stated below.

Property 3. Delta function properties

1 i=j,j=12....ng

Ni(x;))=6; =
l( j) 3] 0 i?éj, l',j:]_,z,...,nd

(3.34)

where §;; is the delta function. The delta function property implies that the shape function
N; should be unit at its home node i, and vanishes at the remote nodes j # i of the element.

Thedeltafunction property can be proven easily asfollows: because the shape functions
N;(x) are linearly-independent, any vector of length n; should be uniquely produced by
linear combination of these n,; shape functions. Assume that the displacement at node i is
d; and the displacements at other nodes are zero, i.e.

d.=1{0,0,....d;,...,0)7 (3.35)
and substitute the above equation into Eqg. (3.24), we have at x = x;, that
ng
I/lh(Xj) = Z Nk(Xj)dk = N,'(Xj)di (336)
k=1
and wheni = j, we must have
uj =d; = Ni(x;)d; (3.37)

which implies that
Nix;)) =1 (3.39)

This proves the first row of Eq. (3.34). Wheni # j, we must have

uj =0= N,' (Xj)d,' (3.39)
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which requires

Ni(x;) =0 (3.40)
This proves the second row of Eq. (3.34). We can then conclude that the shape functions
possess the delta function property, as depicted by Eq. (3.34). Note that there are el ements,
such asthe thin beam and plate elements, whose shape functions may not possess the delta
function property (see Section 5.2.1 for details).

Property 4. Partitions of unity property
Shape functions are partitions of unity:

d N =1 (3.41)
i=1

if the constant is included in the basis. This can be proven easily from the reproduction
feature of the shape function. Let u(x) = ¢, where ¢ is a constant; we should have

d1 c
do c

d, = . =1. (3.42)
dp, c

which implies the same constant displacement for all the nodes. Substituting the above
equation into Eq. (3.24), we obtain

ng

ux)=c = u'x) ZN(x)d_ZN(x)c_cZN(x) (3.43)

reproduction approxi mail on
i=1 i=1

which gives Eq. (3.41). This shows that the partitions of unity of the shape functions in
the element allows a constant field or rigid body movement to be reproduced. Note that
Eq. (3.41) does not require 0 < N;(x) < 1.

Property 5. Linear field reproduction
If thefirst order monomial isincludedinthebasis, the shapefunctionsconstructed reproduce
the linear field, i.e.

nq
Z Ni(x)x; = x (3.44)

where x; isthe nodal values of the linear field. This can be proven easily from the repro-
duction feature of the shape function in exactly the same manner for proving Property 4.
Let u(x) = x, we should have

de = {xl, X25 v s Xny }T (345)
Substituting the above equation into Eq. (3.24), we obtain

nq
uW(x) =x = Z N; (x)x; (3.46)
1

whichisEq. (3.44).
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Lemma 1. Condition for shape functions being partitions of unity. For a set of shape
functionsin the general form

N;i(x) = c1i + c2i p2(X) + ¢3i p3(X) + - - - + Cuyi Py (X) (3.47)

where p; (x) (p1(x) = 1,i = 2, ng) isaset of independent base functions, the sufficient
and necessary condition for this set of shape functions being partitions of unity is

C1=1
(3.48)
Cr=C3= =Cy, =0
where
ng
Ce=)Y cu (3.49)
i=1
Proof. Using Eq. (3.47), the summation of the shape functionsis
nd nq nq nq nq
DONiX) = cni+pa() Y ca+p3a®) Y ezt A pug(X) Y Cugi
i=1 i=1 i=1 i=1 i=1
= C1 + C2 p2(x) + C2 p3(X) +---+ Cyy pn,(x) =1 (3.50)
—_ = — ——
1 0 0 0

which proofs the sufficient condition. To proof the necessary condition, we argue that, to
have the partitions of unity, we have

nd
D Ni(%) = C1+ C2pa(x) + C2p3(x) + -+ + Cpypny () =1 (351)
i=1

or
(C1 =1+ Cop2(x) + Cop3(x) + - -+ + Cpypn,(x) =0 (3.52)

Because p; (x) (p1(x) = 1,i = 2, ny) isaset of independent base functions. The necessary
condition for Eq. (3.52) to be satisfied is Eq. (3.48).

Lemma 2. Condition for shape functions being partitions of unity. Any set of ny shape
functions will automatically satisfy the partitions of unity property if it satisfies:

e Condition I: itisgivenin alinear combination of the same linearly-independent set of
ng basis functions that contain the constant basis, and the moment matrix defined by
Eqg. (3.21) isof full rank;

e Condition 2: it possesses the delta function property.

Proof. From Eq. (3.26), we can see that al the n,; shape functions are formed via a
combination of the same basis function p;(x) (¢ = 1,2,...,ng). This feature, together
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with the delta function property, can ensure the property of partitions of unity. To prove
this, we write a set of shape functionsin the general form

Ni(X) = c1i + c2i p2(X) + ¢3i p3(X) + - -+ + Cnyi Py (X) (3.53)

wherewe ensured the inclusion of the constant basisof p1(x) = 1. The other basisfunction
pi(x) (i =2,...,ny) in Eq. (3.53) can be monomials or any other type of basis functions
aslong as al the basis functions (including p1(x)) are linearly-independent.

From the Condition 2, the shape functions possess adeltafunction property that |leadsto

ng
Y ONixp=1 forj=12....n4 (3.54)
i=1

Substituting Eq. (3.53) into the previous equations, we have

nq

ng ng nq
Y cutpax) Y caitpaxj) Y et Apa,K) Y engi =1 forj=1,2,...,nq
i=1 i=1 i=1 i=1

(3.55)
or

C1+ p2(xj))C2+ p3(x;)C3+ -+ + pp,(x;)Cp, =1 forj=12...,ns (3.56)
Expanding Eq. (3.56) gives

C1+ po(x1)Co + p3(x1)C3+ -+ - + pp, (x1)Cpry, =1
C1+ p2(x2)C2 + p3(x2)C3+ - -+ + pu, (x2)Cyy, =1

(3.57)
C1+ pZ(Xnd)CZ + PS(Xnd)CS + o+ pay (Xnd)Cnd =1
or in the matrix form
C1-1
1 pa(x2) p3xz) - ppy(x2) lc
2
1 pa(x3) p3xz) -+ ppy(x3) c
. . . _ . 3 1=0 (3.58)
1 pZ(Xnd) PS(Xnd) o Pny (Xnd) C
nq

Note that the coefficient matrix of Eq. (3.58) is the moment matrix that has a full rank
(Condition 1); we then have

(3.59)
Cy=C3=--=C,, =0

The use of Lemma 1 proves the partitions of the unity property of shape functions.
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Lemma 3. Condition for shape functions being linear field reproduction. Any set of ny
shape functions will automatically satisfy the linear reproduction property, if it satisfies

e Condition I: itisgivenin alinear combination of the same linearly-independent set of
ng basisfunctionsthat contain the linear basis function, and the moment matrix defined
by Eqg. (3.21) isof full rank;

e Condition 2: it possesses the delta function property.

To prove this, we write a set of shape functionsin the following general form of
N;(x) = c1; p1(X) + c2ix + ¢3; p3(X) + + - - + Cni Pny (X) (3.60)

where we ensure inclusion of the complete linear basis functions of p2(x) = x. The other
basis function p;(x) (i = 1,3, ..., nyg) in Eqg. (3.53) can be monomials or any other type
of basis function aslong as all the basis functions are linearly-independent.

Consider alinear field of u(x) = x, we should have the nodal vector as follows:

do = {xt, x2, oo} (361)

Substituting the above equation into Eq. (3.24), we obtain

nq
uW'(x) =Y Ni(x)x;
i=1

nq
= Y [e1; pr(X) + c2ix + €3 p3(X) + -+ + Cugi Pug (V)i
i=1
nq nq nq

nq
=Y cupi()xi + Y caixxi + Y c3ipa()xi -+ Y Cngi Py (K)X;
i=1 i=1 i=1

i=1
nq ng nqg nq
=Y ctp1(0x; +X ) c2iXi + pa(X) Y caiXi -+ + Py (X) D CnyiXi
i=1 i=1 i=1 i=1
= p1(X)Cx1 + xCx2 + p3(X)Cx3 + -+ - + Puy (X)Cny (3.62)
At the n; nodes of the element, we have n; equations:
u"(x1) = p1(®)Cy1 + x1Cx2 + p3(x1)Ca3 + - + Py (x1)Crny

u"(x2) = p1(X)Cr1 + x2Cx2 + p3(x2)Cxz + - - - + Py (x2)Cany
(3.63)

uh (Xn,/) = Pl(X)Cxl + xndCxZ + p3(xn4)cx3 +---+ Pny (Xnd)cxnd
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Using the delta function property of the shape functions, we have

ng
W' (xj) =D Ni(x))x;
i=1
= N1(xj)x1+ N1(xj) x2 4+ - - + N1(Xj) x; + - - - + No(Xj) xp,
S—— —

—— ——
0 0 1 0

=x; (3.64)
Hence, Eq. (3.63) becomes

0= p1(x)Cx1 +x1(Cx2 — 1) + p3(x2)Cx3 + - - - + pp,y(x2)Crpy
0= p1(x3)Cx1 + x2(Cx2 — D) + p3(x3)Cx3 + - - - + pn,(x3)Crny

(3.65)
0= Pl(Xn,,)Cxl + Xng (Cx2 - 1) + p3(Xn,1)Cx3 +---+ Pny (Xnd)cxnd
Or in matrix form,
()
pix)  x1 o ps(x) o pax0) | | o 1

x2

pi1(x1)) x2  p3(x2) - pu,(X2) C
. . . _ . 3 1=0 (3.66)

p1(X1)  Xxn, p3Xn,) -0 Pny(Xny) C'

xng

Note that the coefficient matrix of Eq. (3.66) isthe moment matrix that has afull rank. We
thus have

Ci= 0
(Cro—1) =0 (3.67)
Cx3:"':Cnd =0

Substituting the previous equation back into Eq. (3.62), we obtain
nq
ul(x) = Z Ni(x)x; =x (3.68)
i=1

This proves the property of linear field reproduction.

The deltafunction property (Property 3) ensures convenient imposition of the essential
boundary conditions (admissible condition (b) required by Hamilton’s principle), because
the nodal displacement at a node isindependent of that at any other nodes. The constraints
can often bewrittenin theform of aso-called Single Point Constraint (SPC). If the displace-
ment at a node is fixed, al one needs to do is to remove corresponding rows and columns
without affecting the other rows and columns.
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Theproof of Property 4 givesaconvenient way to confirm the partitionsof unity property
of shape functions. Aslong as the constant (unit) basis is included in the basis functions,
the shape functions constructed are partitions of unity. Properties 4 and 5 are essential for
the FEM to pass the standard patch test, used for decades in the finite element method for
validating the elements. In the standard patch test, the patch is meshed with a number of
elements, with at least one interior node. Linear displacements are then enforced on the
boundary (edges) of the patch. A successful patch test requiresthe FEM solution to produce
thelinear displacement (or constant strain) field at any interior node. Therefore, the property
of reproduction of alinear field of shape function provides the foundation for passing the
patch test. Note that the property of reproducing the linear field of the shape function does
not guarantee successful patch tests, asthere could be other sources of numerical error, such
as numerical integration, which can cause failure.

Lemma 1 seemsto be redundant, since we already have Property 4. However, Lemmal
is a very convenient property to use for checking the property of partitions of unity of
shape functions that are constructed using other shortcur methods, rather than the standard
procedure described in Section 3.4.3. Using Lemma, one only needsto make sure whether
the shape functions satisfy Eq. (3.48).

Lemma 2 is another very convenient property to use for checking the property of par-
titions of unity of shape functions. Using Lemma 2, we only need to make sure that the
constructed n,; shape functions are of the deltafunction property, and they arelinear combi-
nations of the samen basisfunctionsthat arelinearly-independent and contain the constant
basis function. The conformation of full-rank of the moment matrix of the basis functions
can sometimes be difficult. In this book, we usually assume that the rank isfull for the nor-
mal elements, as long as the basis functions are linearly-independent. In usual situations,
one will not be able to obtain the shape functions if the rank of the moment matrix is not
full. If we somehow obtained the shape functions successfully, we can usually be sure that
the rank of the corresponding moment matrix isfull.

Lemma 3 is a very convenient property to use for checking the property of linear
field reproduction of shape functions. Using Lemma 3, we only need to make sure that
the constructed n,; shape functions are of the delta function property, and they are linear
combinations of the same n, basis functions that are linearly-independent and contain the
linear basis function.

3.4.5 Formation of FE Equations in Local Coordinate System

Oncethe shape functions are constructed, the FE equation for an element can be formul ated
using thefollowing process. By substituting theinterpolation of the nodes, Eq. (3.6), and the
strain—displacement equation, say Eq. (2.5), into the strain energy term (Eg. (3.4)), we have

1 1 1
n:zf eTcedV:E/ngeTBTchedV:zdeT </

wherethe subscript e standsfor the element. Notethat the volumeintegration over theglobal
domain has been changed to that over the elements. This can be done because we assume

B’ cB dv) d. (369

e e
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that the assumed displacement field satisfies the compatibility condition (see Section 3.3)
on al the edges between the elements. Otherwise, techniques discussed in Chapter 11 are
needed. In Eq.(3.69), B is often called the strain matrix, defined by

B=LN (3.70)
where L isthe differential operator that is defined for different problemsin Chapter 2. For
3D solids, it is given by Eq. (2.7). By dencting

k, = f B cBdV (3.71)

which is called the element stiffness matrix, Eq. (3.69) can be rewritten as
= 3d7k.d, (372

Note that the stiffness matrix k. is symmetrical, because

k1" = | B'eB] dV = / B ¢ [BT]7 dv = / B cBdV =k, (3.73)
Ve e e

which shows that the transpose of matrix k. isitself. In deriving the above equation, ¢ = ¢’
has been employed. Making use of the symmetry of the stiffness matrix, only half of the
terms in the matrix need to be evaluated and stored.

By substituting Eq. (3.6) into Eq. (3.3), the kinetic energy can be expressed as

1 e 1 . . 1. .
T = —/ oUTUdV = —/ pdINTNd, dv = Zd! / oN'NdV )d., (3.74)
2 )y, 2 )y, 2 Ve

By denoting
m, = / oNINdV (3.75)

which is called the mass matrix of the element, Eq. (3.74) can be rewritten as

It is obvious that the element mass matrix isaso symmetrical.
Finally, to obtain the work done by the external forces, Eq. (3.6) is substituted
into Eq. (3.5):

Wy = f dI'NTf, dv +/ dI'NTf,ds = d” (/ N’f, dV) +d! (/ N7t dS)
VE e e e

(3.77)
where the surface integration is performed only for elements on the force boundary of the
problem domain. By denoting

F, = / N’f, dv (3.78)
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and
F, = / NTt, ds (3.79)
Se
Eqg. (3.77) can then be rewritten as
Wr=dlFy+d Fy =d’f, (3.80)

F, and F, are the nodal forces acting on the nodes of the elements, which are equivalent to
the body forces and surface forces applied on the element in terms of the work done on a
virtual displacement. These two nodal force vectors can then be added up to form the total
nodal force vector f,:

f,=F, +F, (3.81)

Substituting Egs. (3.72), (3.76) and (3.80) into Lagrangian functional L (Eq. (3.2)), we have
L = }d'm.d, — 3d"k.d, +d’f, (3.82)

Applying Hamilton’s principle (Eg. (3.1)), we have

1. 1 ’
5/ 5 emede—z d’k.d, +d’f, ) dr =0 (3.83)
t

1
Note that the variation and integration operators are interchangeabl e, hence we obtain

12 . .
/ (8d'm,d, — sd'k.d, + 8d’f,)dr =0 (3.84)
n

To explicitly illustrate the process of deriving Eq. (3.84) from Eq. (3.83), we use a
two-degree of freedom system as an example. Here, we show the procedure for deriving
the second term in Eq. (3.84):

1.7 k11 k12| fd1
) <§de ked“) < tdy do} |:k12 k22| | d2

1 d
= =8 | {d1kw1 + dok12  dikio + dokaz} &

1
=25 (dfkn + 2dvdoks + dgkzz)

2

1| 8 (d?k1 + 2d1dok1z + d3k2o) 3 (d?k11 + 2drdokio + d3kz2)
== 8dy + 8do

2 dd1 ada

= (dik11 + dok12)dd1 + (dirki2 + d2k22)8d>

_ dikiy + dok12| kin k| |di| _ o7
= {8d1 8dy) {d1k12+d2k22}_{5d1 5da) |:k12 k221| {dz}_adekede
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In Eq. (3.84), the variation and differentiation with time are a so interchangeable, i.e.

sal = (ddz ) _d (5«13) (3.85)

d ) dr

Hence, by substituting Eg. (3.85) into Eqg. (3.84), and integrating the first term by parts, we
obtain

15

72 . . 2 .. 2 .
/ 54 m.d, dr = 6d/m, d.|’ - / sd’ m,d, dr = — / sd’m,d, dr  (3.86)
13 13

1 ———— 1 1
=0

Notethat in deriving Eg. (3.86) as above, the condition §d, = O at #1 and ¢> have been used,

which leads to the vanishing of the first term on the right-hand side. This is because the

initial condition at 1 and final condition at r» have to be satisfied for any d, (admissible

conditions (c) required by Hamilton’s principl€), and no variation at 1 and ¢, is allowed.
Substituting Eqg. (3.86) into Eq. (3.84) leads to

t2 ..
/ SdeT(_mede - kde + fe) dl - O (387)
t

1

To have the integration in Eq. (3.87) as zero for an arbitrary integrand, the integrand itself
has to vanish, i.e.

8d] (-m.d, —kd, +f,) =0 (3.89)

Due to the arbitrary nature of the variation of the displacements, the only insurance for
Eq. (3.88) to be satisfied is

ked, +m.d, =f, (3.89)

Equation (3.89) isthe FEM equation for an element, while k, and m, are the stiffness and
mass matrices for the element, and f, isthe e ement force vector of the total external forces
acting on the nodes of the element. All these element matrices and vectors can be obtained
simply by integration for the given shape functions of displacements.

3.4.6 Coordinate transformation

The element equation given by Eqg. (3.89) isformul ated based onthelocal coordinate system
defined on an element. In general, the structureisdivided into many elementswith different
orientations (see Figure 3.4). To assemble all the element equations to form the global
system eguations, a coordinate transformation has to be performed for each element in
order to formulate its element equation in reference to the global coordinate system which
is defined on the whole structure.

Thecoordinatetransformation givestherel ationshi p between the displacement vector d,
based on the local coordinate system and the displacement vector D, for the same element,
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Local coordinate
systems

Global
coordinate
systems  y

N

Figure 3.4. Local and global coordinate system.

but based on the global coordinate system:
d, = TD, (3.90)

T is the transformation matrix, which has different forms depending upon the type of
element, and will be discussed in detail in later chapters. The transformation matrix can
also be applied to the force vectors between the local and global coordinate systems:

f, = TF, (3.91)

inwhichF, standsfor theforcevector at nodei ontheglobal coordinate system. Substitution
of Eg. (3.90) into Eg. (3.89) leads to the element equation based on the global coordinate
system:

K.D, + M.D, = F, (3.92)
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where
K, =TTk, T (3.93)
M, =T'm,T (3.99)
F, =T'f, (3.95)

3.4.7 Assembly of Global FE Equation

The FE equations for al the individual elements can be assembled together to form the
global FE system equation:

KD +MD = F (3.96)

whereK and M arethe globe stiffnessand massmatrix, D isavector of al the displacements
at all thenodesintheentireproblemdomain, and F isavector of all theequivalent nodal force
vectors. The process of assembly is one of simply adding up the contributions from all the
elements connected at anode. The detailed processwill be demonstrated in Chapter 4 using
an example. It may be noted here that the assembly of the global matrices can be skipped
by combining assembling with the equation solving. This means that the assembling of a
term in the global matrix is done only when the equation solver is operating on this term.

3.4.8 Imposition of Displacement Constraints

The global stiffness matrix K in EQ. (3.96) does not usualy have a full rank, because
displacement constraints (supports) are not yet imposed, and it is non-negative definite or
positive semi-definite. Physically, an unconstrained solid or structureis capabl e of perform-
ing rigid movement. Therefore, if the solid or structure is free of support, Eg. (3.96) gives
the behavior that includes the rigid body dynamics, if it is subjected to dynamic forces.
If the external forces applied are static, the displacements cannot be uniquely determined
from Eq. (3.96) for any given force vector. It is meaningless to try to determine the static
displacements of an unconstrained solid or structure that can move freely.

For constrained solidsand structures, the constrai nts can beimposed by simply removing
the rows and columns corresponding to the constrained nodal displacements. We shall
demonstrate this method in an example problem in later chapters. After the treatment of
constraints (and if the constraints are sufficient), the stiffness matrix K in Eq. (3.96) will
be of full rank, and will be Positive Definite (PD). Since we have already proven that K is
symmetric, K is of a Symmetric Positive Definite (SPD) property.

3.4.9 Solving the Global FE Equation

By solving the global FE equation, displacements at the nodes can be obtained. The strain
and stress in any element can then be retrieved using Eq. (3.6) in Egs. (2.5) and (2.8).
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3.5 STATIC ANALYSIS

Static analysis involves the solving of Eq. (3.96) without the term with the global mass
matrix, M. Hence, as discussed, the static system of equations takes the form

KD =F (3.97)

There are numerous methods and algorithms to solve the above matrix equation. The meth-
odsoften used are Gauss elimination and LU decompositionsfor small systems, anditerative
methods for large systems. These methods are all routinely available in any math library of
any computer system.

3.6 ANALYSIS OF FREE VIBRATION (EIGENVALUE ANALYSIS)

For a structural system with atotal DOF of N, the stiffness matrix K and mass matrix M
in Eq. (3.96) have adimension of N x N. By solving the above equation we can obtain the
displacement field, and the stress and strain can then be cal cul ated. The question now ishow
to solve this equation, as N is usually very large for practical engineering structures. One
way to solve this equation is using the so-called direct integration method, discussed in the
next section. An alternative way of solving Eq. (3.96) is using the so-called modal analysis
technique (or mode superposition technique). In this technique, we first have to solve the
homogenous equation of Eq. (3.96). The homogeneous equation is when we consider the
case of F = 0, therefore it is also called free vibration analysis, as the system is free of
external forces. For a solid or structure that undergoes a free vibration, the discretized
system equation Eq. (3.96) becomes

KD +MD = 0 (3.98)
This solution for the free vibration problem can be assumed as
D = ¢ exp(iwt) (3.99)

where ¢ isthe amplitude of the nodal displacement, w isthefrequency of the freevibration,
and ¢ isthe time. By substituting Eq. (3.99) into Eq. (3.98), we obtain

(K — »’M]¢$ = 0 (3.100)
or
[K — AM]¢ = 0 (3.101)
where
A= w? (3.102)

Equation (3.100) (or (3.101)) is called the eigenval ue equation. To have anon-zero solution
for ¢, the determinate of the matrix must vanish:

det[K — AM] = |K — AM| = 0 (3.103)

The expansion of the above equation will lead to a polynomia of A of order N. This
polynomial equation will have N roots, A1, A2, ..., Ay, caled eigenvalues, which relate to
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thenatural frequency of the system by Eq. (3.100). Thenatural frequency isavery important
characteristic of the structure carrying dynamic loads. It has been found that if a structure
is excited by a load with a frequency of one of the structure’s natural frequencies, the
structure can undergo extremely violent vibration, which often leads to catastrophic failure
of the structural system. Such a phenomenon is called resonance. Therefore, an eigenvalue
analysis has to be performed in designing a structural system that is to be subjected to
dynamic loadings.

By substituting an eigenvalue A; back into the eigenvalue equation, Eq. (3.101), we
have

(K —AM]p =0 (3.104)

which is a set of algebraic equations. Solving the above equation for ¢, a vector denoted
by ¢, can then be obtained. This vector corresponding to the ith eigenvalue 2; is called the
ith eigenvector that satisfies the following equation:

[K — ,;M]g;, =0 (3.105)

An eigenvector ¢, corresponds to a vibration mode that gives the shape of the vibrating
structure of the ith mode. Therefore, analysis of the eigenvalue equation also gives very
important information on possible vibration modes experienced by the structure when it
undergoes avibration. Vibration modes of a structure are therefore another important char-
acterigtic of the structure. Mathematically, the eigenvectors can be used to construct the
displacement fields. It has been found that using a few of the lowest modes can obtain
very accurate results for many engineering problems. Modal analysis techniques have been
devel oped to take advantage of these properties of natural modes.

In Eq. (3.101), since the mass matrix M is symmetric positive definite and the stiffness
matrix K is symmetric and either positive or positive semi-definite, the eigenvalues are
all real and either positive or zero. It is possible that some of the eigenvalues may coin-
cide. The corresponding eigenvalue equation is said to have multiple eigenvalues. If there
are m coincident eigenvalues, the eigenvalue is said to be of a multiplicity of m. For an
eigenvalue of multiplicity m, there are m vectors satisfying Eq. (3.105).

Methods for the effective computation of the eigenvalues and eigenvectorsfor an eigen-
value equations system like Eq. (3.100) or (3.101) are outside the scope of this book.
Intensive research has been conducted to-date, and many sophisticated algorithms are
already well established and readily available in the open literature, and routinely in
computational libraries. The commonly used methods are (see, e.g. Petyt, 1990):

Jacobi’s method;

Given’s method and householder’s method,;
the bisection method (using Sturm sequences);
inverse iteration;

QR method;

subspace iteration;

Lanczos’ method.
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3.7 TRANSIENT RESPONSE

Structural systemsare very often subjected to transient excitation. A transient excitationisa
highly dynamic, time-dependent force exerted on the solid or structure, such as earthquake,
impact and shocks. The discrete governing equation system for such a structure is till
Eq. (3.96), but it often requires a different solver from that used in eigenvalue analysis. The
widely used method is the so-called direct integration method.

The direct integration method basically uses the finite difference method for time step-
ping to solve Eq. (3.96). There aretwo main types of direct integration method: implicit and
explicit. Implicit methods are generally more efficient for a relatively slow phenomenon,
and explicit methods are more efficient for a very fast phenomenon, such as impact and
explosion. The literature on the various a gorithms available to solving transient problems
isvast. This section introduces the idea of time stepping used in finite difference methods,
which are employed in solving transient problems.

Before discussing the equations used for the time stepping techniques, it should be
mentioned that the general system equation for a structure can be re-written as

KD+ CD +MD =F (3.106)

where D is the vector of velocity components, and C is the matrix of damping coeffi-
cients that are determined experimentally. The damping coefficients are often expressed
as proportions of the mass and stiffness matrices, called proportional damping (e.g. Petyt,
1990; Clough and Penzien, 1975). For a proportional damping system, C can be simply
determined in the form

C=cxkK+cyM (3.107)

where cx and ¢y, are determined by experiments.

3.7.1 Central Difference Algorithm
We first write the system equation in the form

MD = F — [CD + KD] = F — F'"t — presdua (3.108)
where F'e44 s the residual force vector, and
F™ = [CD + KD] (3.109)
is defined as the internal force at time 7. The acceleration, D, can be simply obtained by
D = M Lpresded (3.110)

In practice, the above equation does not usually require solving of the matrix equation,
since lumped masses are usually used which forms a diagonal mass matrix [Petyt, 1990].
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The solution to Eq. (3.110) isthustrivial, and the matrix equation is the set of independent
equations for each degree of freedom i asfollows:
f_resi dual
dy ="+ — (3.111)
mi
where £®5% jstheresidual force, and m; isthelumped masscorresponding totheith DOF.
We now introduce the following finite central difference equations:

Diyar = 2(A) D, +Dy_p, (3.112)
DI+AI =2(A1) ﬁt + Dt—At (3.113)
.. 1
Dt (At)2 (Dt-‘rAt — 2])[ + Dt At) (3114)
By éiminating D;4 A, from Egs. (3.112) and (3.114), we have
. AD)? ..
Di—ar =Dy — (ADD; + (1) D, (3.115)

To explain the time stepping procedure, refer to Figure 3.5, which shows an arbitrary plot
of either displacement or velocity against time. The time stepping/marching procedure in
the central difference method starts at + = 0, and computes the acceleration Do using
Eqg. (3.110): .

Do = M 1pjsdud (3.116)

For given initial conditions, Do and Do are known. Substituting Dg, Do and Dg into
Eqg. (3.115), wefind D_ 5, . Considering ahalf of thetimestep and using thecentral difference
equations (3.112) and (3.113), we have

Dy parj2 = (ADD; + D2 (3.117)
DH—At/Z = (ADD; + ])t—At/z (3.118)

The velocity, ]'),A,/z at+ = —Ar/2 can be obtained by Eq. (3.117) by performing the
central differencing at t = —Ar/2 and using values of D_A; and Dg:

. Do—D_
D_at2= % (3.119)

After this, Eq. (3.118) is used to compute D, /2 using Do and D_ 4,2
Darj2 = (AHDo +D_pr )2 (3.120)
Then, Eqg. (3.117) is used once again to compute D, using DA,/Z and Dg:
Da; = (At)Das2 + Do (3.121)

Once D, is determined, Eq. (3.118) at r = At/2 can be used to obtain D, by assuming
that the acceleration is constant over the step At and D, 2= Do, and using Do, which
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Dy and DO are,

D,D prescribed and Dy

can be obtained from
Eg. (3.110)

/

Obtain D_¢
using
Eq. (3.115)

Use Eq. (3.118) to

Jobtain D, assuming
DATJZ = Do. Obtain DAt
using Eg. (3.110).

A

\ 2

-At -AU2 T
A4 i i

Time marching in half the time
step (replace At With At/2in
Egs. (3.112) and (3.113)).

v

I

Find average velocity D_,,, at time
t = -At/2 using Eq. (3.117).

e B e

v |

Find D, ,using the average acceleration at
timet=0 (Eq. (3.118)).

: )

(Eq. (3.117))

Find I'DAt using the average velocity at timet=At/2

reaches the final desired time.

Figure 3.5. Time marching in the central difference algorithm: explicitly advancing in time.

is the prescribed initial velocity. At the next step in time, Dy, is again computed using
Eg. (3.110). The above process is then repeated. The time marching is continued until it

Note that in the above process, the solution (displacement, velocity and accel eration)
are obtained without solving any matrix form of system eguation, but repeatedly using
Egs. (3.110), (3.117) and (3.118). The central difference method is therefore an explicit
method. The time marching in explicit methods is therefore extremely fast, and the coding
is also very straightforward. It is particularly suited for simulating highly nonlinear, large

deformation, contact and extremely fast events of mechanics.
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The central difference method, like most explicit methods, is conditionally stable. This
meansthat if the time step, Ar, becomestoo large to exceed a critical time step, Az, then
the computed sol ution will become unstable and might grow without limit. Thecritical time
step At should be the time taken for the fastest stress wave in the solids/structure to cross
the smallest element in the mesh. Therefore, the time steps used in the explicit methods
are typically 100 to 1000 times smaller than those used with implicit methods, outlined in
the next subsection. The need to use asmall time step, and especially its dependence on the
smallest element size, makes the explicit codes lose out to implicit codes for some of the
problems, especially for those of slow time variation.

3.7.2 Newmark’s Method (Newmark, 1959)

Newmark’s method is the most widely used implicit algorithm.The exampl e software used
in this book, ABAQUS, also uses the Newmark’s method as its implicit solver except that
the equilibrium equation defined in Eq. (3.106) is modified with the introduction of an
operator defined by Hilber, Hughes and Taylor [1978]. In this book, we will introduce the
standard Newmark’s method as follows. It is first assumed that

Di+ar = Dy + (AND; + (A1)? [(% - ,3) B, + ﬁtﬁwl] (3.122)
Dt+At =D, + (A1) [(1 —y)D; + VDH-AI] (3.123)

where g and y are constants chosen by the analyst. Equations (3.122) and (3.123) are then
substituted into the system equation (3.106) to give

K {D: + @0D; + (an?[(§ - B) B, + pB1ar |
+C{Ds + (A0 [(A =)D + yDrsar]} + MO = Fipas (3.124)

If we group all the termsinvolving D, 1, on the left and shift the remaining terms to the
right, we can write

KemDriar = Fi‘f‘f?a' (3.125)
where
Ko = [K B(AD? + CyAr + M] (3.126)
and

Fresdi _ g K {D, + (ADD; + (A1) (% — ,3) D,}
—C{D; + (A1 - y)D,} (3.127)
The accelerations D, 4 ; can then be obtained by solving matrix system equation (3.125):
Drtar = KgEFresidud (3.128)

Note that the above equation involves matrix inversion, and henceit is anal ogous to solving
amatrix equation. This makesit an implicit method.



64 CHAPTER 3 FUNDAMENTALS FOR FINITE ELEMENT METHOD

The agorithm normally starts with a prescribed initial velocity and displacements, Do
and Do. The initial acceleration Dg can then be obtained by substituting D and Dg into
Eq. (3.106), if Dy is not prescribed initially. Then Eq. (3.128) can be used to obtain the
accel eration at the next time step, D »,. The displacements D, and velocities D o, can then
be calculated using Egs. (3.122) and (3.123), respectively. The procedure then repeats to
march forward in time until arriving at the final desired time. At each time step, the matrix
system Eq. (3.125) hasto be solved, which can be very time consuming, and leadsto avery
slow time stepping process.

Newmark’s method, like most implicit methods, is unconditionally stable if y > 0.5
and B > (2y 4+ 1)?/16. Unconditionally stable methods are those in which the size of
the time step, Az, will not affect the stability of the solution, but rather it is governed by
accuracy considerations. The unconditionally stable property allowstheimplicit algorithms
to use significantly larger time stepswhen the external excitation isof aslow timevariation.

3.8 REMARKS
3.8.1 Summary of Shape Function Properties

The properties of the shape functions are summarized in Table 3.1.

3.8.2 Sufficient Requirements for FEM Shape Functions

Properties 3 and 4 are the minimum requirements for shape functions workable for the
FEM. In mesh free methods [Liu, 2002], Property 3 is not a necessary condition for shape
functions. Property 5 is a sufficient requirement for shape functions workable for the FEM
for solid mechanicsproblems. Itispossiblefor shapefunctionsthat do not possessProperty 5
to produce convergent FEM solutions. In this book, however, we generally require all the
FEM shape functions to satisfy Properties 3, 4 and 5. These three requirements are called
the sufficient requirementsin thisbook for FEM shape functions; they are the delta function
property, partitions of unity, and linear field reproduction.

3.8.3 Recap of FEM Procedure

In finite element methods, the displacement field U is expressed by displacements at nodes
using shape functions defined over elements. Once the shape functions are found, the mass
matrix and force vector can be obtained using Egs. (3.75), (3.78), (3.79) and (3.81). The
stiffness matrix can also be obtained using Eq. (3.71), once the shape functions and the
strain matrix have been found. Therefore, to develop FE equations for any type of structure
components, al one need do isformulate the shape function N and then establish the strain
matrix B. The other procedures are very much the same. Hence, in the following chapters,
thefocuswill be mainly on the derivation of the shape function and strain matrix for various
types of solids and structural components.
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Table 3.1. List of properties of shape functions

Item Name Significant
Property 1  Reproduction property and Ensures shape functions produce al the
consistency functions that can be formed using basis
functions used to create the shape function. It
is useful for constructing shape functions
with desired accuracy and consistency in
displacement field approximation.

Property 2 Shape functions are linearly Ensures the shape functions have Delta

independent function properties.

Property 3 Delta function properties Facilitate an easy imposition of essential
boundary conditions. Thisisaminimum
requirement for shape functions workable for
the FEM.

Property 4 Partitions of unity property  Ensures the shape functions to produce the
rigid body movement. Thisisaminimum
requirement for shape functions.

Property 5 Linear field reproduction Ensures shape functions to produce the linear
displacement field. Thisis a sufficient
requirement for shape functions capable of
passing the patch test, and hence that for the
FEM workable for solid mechanics problems.

Lemmal Condition for shapefunctions Provides an alternative tool for checking the

being partitions of unity property of partitions of unity of shape
functions.

Lemma2 Condition for shapefunctions Provides an alternative tool for checking the

being partitions of unity property of partitions of unity of shape
functions.

Lemma3  Condition for shapefunctions Provides an alternative tool for checking the

being linear field
reproduction

property of linear field reproduction of shape
functions.

Properties 3, 4 and 5 constitute the sufficient requirement for FEM shape functions

3.9 REVIEW QUESTIONS
What is the difference between the strong and weak forms of system equations?

=

What are the conditions that a summed displacement has to satisfy in order to apply

Hamilton’s principle?
Briefly describe the standard steps involved in the finite element method.

Do we have to discretize the problem domain in order to apply Hamilton’s principle?

What is the purpose of dividing the problem domain into elements?
For afunction defined as

f(x) = ap + arx + axx?
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©

show that

(1) the variation operator and integral operator are exchangeable, i.e.

[Brena=s [ [ s dx]

(2) the variation operator and the differential operator are exchangeable, i.e.

dfe)  d
8? =4 [8f(x)]

. What are the properties of a shape function? Can we use shape functions that do not

possess these properties?

|
|
|
|
A B

(@) Which mesh will yield more accurate results?

(b) Which will be more computationally expensive?

(c) Suggest away of meshing which will yield relatively accurate results and, at the
same time be less computationally expensive than B?

Why is there a need to perform coordinate transformation for each element?
Describe how element matrices can be assembled together to form the global system
matrix.
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FEM FOR TRUSSES

4.1 INTRODUCTION

A truss is one of the simplest and most widely used structural members. It is a straight bar
that is designed to take only axial forces, therefore it deforms only in its axial direction.
A typical example of its usage can be seen in Figure 2.7. The cross-section of the bar can
be arbitrary, but the dimensions of the cross-section should be much smaller than that in the
axial direction. Finite element equations for such truss members will be developed in this
chapter. The element developed is commonly known as the truss element or bar element.
Such elements are applicable for analysis of the skeletal type of truss structural systems both
in two-dimensional planes and in three-dimensional space. The basic concepts, procedures
and formulations can also be found in many existing textbooks (see, e.g. Reddy, 1993; Rao,
1999; Zienkiewicz and Taylor, 2000; etc.).

In planar trusses there are two components in the x and y directions for the displacements
as well as for the forces. For space trusses, however, there will be three components in the
x, y and z directions for both displacements and forces. In skeletal structures consisting of
truss members, the truss members are joined together by pins or hinges (not by welding), so
that there are only forces (not moments) transmitted between the bars. For the purpose of
explaining the concepts more clearly, this book will assume that the truss elements have a
uniform cross-section. Therefore, to deal with bars with varying cross-sections, one should
develop equations for a truss element with a varying cross-section, which can also be done
very easily following the procedure for uniform truss elements. Note that there is no reason
from the mechanics viewpoint to use bars with a varying cross-section, as the force in a bar
is uniform.

4.2 FEM EQUATIONS
4.2.1 Shape Function Construction

Consider a structure consisting of a number of trusses or bar members. Each of the members
can be considered as a truss/bar element of uniform cross-section bounded by two nodes
(ng = 2). Consider a bar element with nodes 1 and 2 at each end of the element, as shown
in Figure 4.1. The length of the element is /,. The local x-axis is taken in the axial direction

67
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global node j
local node 2

global node i
local node 1

9 Y

Figure 4.1. Truss element and the coordinate system.

of the element with the origin at node 1. In the local coordinate system, there is only one
DOF at each node of the element, and that is the axial displacement. Therefore, there is
a total of two DOFs for the element, i.e. n, = 2. In the FEM discussed in the previous
chapter, the displacement in an element should be written in the form

u"(x) = N(x)d, 4.1)

where u” is the approximation of the axial displacement within the element, N is a matrix
of shape functions that possess the properties described in Chapter 3, and d, should be the
vector of the displacements at the two nodes of the element:

d, = {Z;} (4.2)

The question now is, how can we determine the shape functions for the truss elements?

We follow the standard procedure described in Section 3.4.3 for constructing shape
functions, and assume that the axial displacement in the truss element can be given in a
general form

uh(x) = ap + a1x = {1 x}{ao} =pla 4.3)

—— Y1

pT T

o
where u" is the approximation of the displacement, « is the vector of two unknown constants,
oo and o1, and p is the vector of polynomial basis functions (or monomials). For this
particular problem, we use up to the first order of polynomial basis. Depending upon the
problem, we could use a higher order of polynomial basis functions. The order of polynomial
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basis functions up to the nth order can be given by
PT:{I X - x"} 4.4)

The number of terms of basis functions or monomials we should use depends upon the
number of nodes and degrees of freedom in the element. Since we have two nodes with a
total of two DOFs in the element, we choose to have two terms of basis functions, which
gives Eq. (4.3).

Note that we usually use polynomial basis functions complete of orders, meaning we
do not skip any lower terms in constructing Eq. (4.3). This is to ensure that the shape
functions constructed will be able to reproduce complete polynomials up to an order of 7.
If a polynomial basis of the kth order is skipped, the shape function constructed will only
be able to ensure a consistency of (k — 1)th order, regardless of how many higher orders of
monomials are included in the basis. This is because of the consistency property of the shape
function (Property 1), discussed in Section 3.4.4. From Properties 3, 4 and 5 discussed in
Chapter 3, we can expect that the complete linear basis functions used in Eq. (4.3) guarantee
that the shape function to be constructed satisfies the sufficient requirements for the FEM
shape functions: the delta function property, partition of unity and linear field reproduction.

In deriving the shape function, we use the fact that

atx =0, u(x=0)=u

4.5)
atx =1, ul(x=10)=up

{Z;} N [} 10} {Zi’} (4.6)

Solving the above equation for «, we have

oo 1 0 ui
ol =L ol @)

Substituting the above equation into Eq. (4.3), we obtain

u() = PTa = {1 x}[ ! 0”“}:{1;1‘& i/fi}{“l}=N(x)de

Using Eq. (4.3), we then have

—l/lg l/lg un Ni(x) N (x) un
N(x) de
(4.8)
whichis Eq. (4.1), that we wanted. The matrix of shape functions is then obtained in the form
N(x) = [N1(x) Na(x)] (4.9)
where the shape functions for a truss element can be written as
X
N =1->
g 4.10
. (4.10)
Na(x) = —
L

We obtained two shape functions because we have two DOFs in the truss elements.
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Ny N

1 2

Ie

Figure 4.2. Linear shape functions.

It is easy to confirm that these two shape functions satisfy the delta function property
defined by Eq. (3.34), and the partitions of unity in Eq. (3.41). We leave this confirmation
to the reader as a simple exercise. The graphic representation of the linear shape functions
isshownin Figure 4.2. It is clearly shown that N; gives the shape of the contribution from
nodal displacement at node i, and that iswhy it is called a shape function. In this case, the
shapefunctionsvary linearly acrossthe element, and they aretermed linear shape functions.
Substituting Egs. (4.9), (4.10) and (4.2) into Eq. (4.1), we have

U — U1

le

u(x) = N1(x)ug + No(x)up = u1 + X (4.11)

which clearly states that the displacement within the element varies linearly. The element
istherefore called alinear element.

4.2.2 Strain Matrix

As discussed in Chapter 2, there is only one stress component o, in a truss, and the
corresponding strain can be obtained by

ou U2 —uq

T x|,

&x (4.12)
which isadirect result from differentiating Eq. (4.11) with respect to x. Note that the strain
in EQ. (4.12) isaconstant value in the element.

It was mentioned in the previous chapter that we would need to obtain the strain
matrix, B, after which we can obtain the stiffness and mass matrices. In this case, this
can be easily done. Equation (4.12) can be re-written in amatrix form as

9
e, = <% — INd, = Bd, (4.13)
0x

where the strain matrix B has the following form for the truss element:

B=LN= a% [1—x/l x/]=[-1/l 1/L] (4.14)
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4.2.3 Element Matrices in the Local Coordinate System

Once the strain matrix B has been obtained, the stiffness matrix for truss elements can be
obtained using Eq. (3.71) in the previous chapter:

I
_ T _ [-1/L] o7 _AET1 -1
ke_/veB chV_Ae/O [MJE[ 1/1, 1/16]dx_T 1 1| @19

where A is the area of the cross-section of the truss element. Note that the material con-
stant matrix ¢ reduces to the elastic modulus, E, for the one-dimensiona truss element
(see Eq. (2.39)). It is noted that the element stiffness matrix as shown in Eq. (4.15) is sym-
metrical. This confirms the proof given in Eq. (3.73). Making use of the symmetry of the
stiffness matrix, only half of the termsin the matrix need to be evaluated and stored during

computation.
The mass matrix for truss elements can be obtained using Eq. (3.75):
!
_ T _ *[NiN1 NiNz| ,  Aple[2 1
me—/VepN NdV—Apl/0 [Nle NzNde_ 5 |1 2 (4.16)

Similarly, the mass matrix is found to be symmetrical. The nodal force vector for truss
elements can be obtained using Egs. (3.78), (3.79) and (3.81). Suppose the element is
loaded by an evenly distributed force f, aong the x-axis, and two concentrated forces fg
and fi2, respectively, at two nodes 1 and 2, as shown in Figure 4.1; the total nodal force
vector becomes

I
_ T T _ ‘N1 fsa|l ) fele/2+ fia
f, _feN fbvar/st fs dS_f,C/0 [NJ dx+{fsz} = {fxle/2+fsl} (4.17)

4.2.4 Element Matrices in the Global Coordinate System

Element matrices in Egs. (4.15), (4.16) and (4.17) were formulated based on the local
coordinate system, where the x-axis coincides with the mid axis of the bar 1-2, shown in
Figure4.1. In practical trusses, there are many bars of different orientationsand at different
locations. To assemble all the element matrices to form the global system matrices, a
coordinate transformation has to be performed for each element to formulate its element
matrix based on the global coordinate system for the whole truss structure. The following
performs the transformation for both spatial and planar trusses.

Spatial trusses

Assume that the local nodes 1 and 2 of the element correspond to the global nodesi and j,
respectively, asshownin Figure4.1. Thedisplacement at aglobal nodein space should have
three components in the X, Y and Z directions, and numbered sequentially. For example,
thesethree componentsat theith node are denoted by Ds; 2, D3;—1 and Ds3;. Thecoordinate
transformation givesthe rel ationship between the displacement vector d.. based onthelocal
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coordinate system and the displacement vector D, for the same element, but based on the
global coordinate system XYZ:

d, = TD, (4.18)

where

D32
D31
D3
D, = 4.19
D3; 1
D3;

and T isthe transformation matrix for the truss element, given by

l: mi: nii 0 0 0
T=|4 "W T 4.20
[0 0 0 l,‘j m,'j niji|e ( )

inwhich

X;—X;
lij = cos(x, X) =

mij = cos(x, ¥) = 1 z_ i (4.21)
nij = cos(x, Z) = = 1: d
arethe direction cosines of the axial axis of the element. It is easy to confirm that
TTT =1 (4.22)

where | isan identity matrix of 2 x 2. Therefore, matrix T is an orthogonal matrix. The
length of the element, /., can be calculated using the global coordinates of the two nodes
of the element by

e = \J(X; = X2+ (¥ = Y2+ (2 — Z)2 (4.23)

Equation (4.18) can be easily verified, asit simply says that at node i, d; equals the sum-
mation of all the projections of Ds;_», D3;—1 and D3; onto the local x axis, and the same
can be said for node j. The matrix T for atruss element transforms a6 x 1 vector in the
global coordinate system into a2 x 1 vector in the local coordinate system.
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Thetransformation matrix also appliesto the force vectors between the local and global

coordinate systems:
f,=TF, (4.24)

where
F3i—2
F3i1
F3i
Fo= Fsj_2 (4.25)
F3j1
F3;
inwhich F3;_», F3;_1 and F3; stand for the three components of the force vector at node i
based on the global coordinate system.
Substitution of Eq. (4.18) into Eq. (3.89) leads to the element equation based on the
global coordinate system:

k,TD. + m,TD, = f, (4.26)
Pre-multiply T7 to both sidesin the above equation to obtain:
(T"keTDe + (T, 1D, = T'f, (4.27)
or .
K.D, +M,D, = F, (4.28)
where
K, =TTk, T
B lizj l,-jm,-j l,‘jl’l,‘j —ll-zj —l,-jm,-j —l,-jn,-j 7]
lijmij ml.j ml-jn,-j —lijmij _mizj —mijnij
N AE l,‘jn,‘j mijn,-j nlzj —l,'jn,'j —m,-jnij —I’lizj (4-29)
le —lizj _lijmij _lijnij ll-zj lijmij lijn,-j
—l,'jm,'j _mizj —mijnij l,'jmij mlzj mi.,-n,'j
_—lijnij —m,-jnij —l’lizj lijl’lij m,-jnij nlzj
and
M,=T'm,T
B 21[2] ZIijmij Zlijl’lij lizj lijmij l,-jnij 7]
21i.,'ml~j Zmizj Zm,'jn,-j l,~jm,-j ml.j m,~(,~n,~j
_ A,Ole Zliji’lij Zmijn,-j 21’1;2] lijnij m,-jnl-j I’llzj (430)
6 ll-zj l,:/mij l,-jn,-j 2112] le'jml'j Zlijnij
lijmij mlzj m,-jn,-j 21,-jm,-j 2ml-2j Zmijnij
L l[jnij mijnij nlzj Zlijnij Zmi/‘n,‘j anzj

Note that the coordinate transformation conserves the symmetrical properties of both
stiffness and mass matrices.
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For the forces givenin Eq. (4.17), we have

Fe=T"1f,

(fxle/2+ fsl) lij
(fxle/2+ fs1) mij
Fulef2+ fiyny (4.31)
(fyle/z + fsl) lij
(fyle/z + fsl) mij
(fyle/z + fsl) njj

Note that the element stiffness matrix K, and mass matrix M, have a dimension of 6 x 6
in the three-dimensional global coordinate system, and the displacement D, and the force
vector F, have adimension of 6 x 1.

Planar trusses

For aplanar truss, the global coordinates X—Y can be employed to represent the plane of the
truss. All theformulationsof coordinate transformation can be obtai ned from the counterpart
of those for spatial trusses by simply removing the rows and/or columns corresponding to
the z- (or Z-) axis. The displacement at the global node i should have two components
inthe X and Y directionsonly: Do;_1 and Do;. The coordinate transformation, which gives
the relationship between the displacement vector d, based on the local coordinate system
and the displacement vector D,,, has the same form as Eq. (4.18), except that

Do 1
Do
Daj—1
D2j

D, = (4.32)

and the transformation matrix T is given by

_ lij mij 0 0
T_[ - (4.33)

The force vector in the global coordinate systemis

Fai 1
Fy;
F, = 4.34
= 1h (434)
Faj

All the other equationsfor aplanar truss have the same form asthe corresponding equations
for aspacetruss. TheK, and M., for the planar truss have adimension of 4 x 4 inthe global
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coordinate system. They are listed as follows:
Ky K Kiz Ki,
K, K2 Kz Ky

KEZTTkeTZ
Ki3 K3 Kz Kg
Ky Kiy KS4 Kig
llzj lljmlj 112] _lijmij
2 2
_AE | lijm;; mi —lijmi; ij (4.35)
L, —l,-zj —lijmi; lizj lijmi;
—lijmi; —ml-zj lijmij m,zj
My Mi Miz Mi,
Mi, M35, Mz M,
T 12 M 23 Moy
Me:T mgT: Me Me Me Me
13 Mpz Mzz Mgy
My, My, My Mgy,
2 2
205 21ij7721ij I5; lij";ij
_ Aple | 2ijmi;  2mE Lijmij  omy; (4.36)
6 | & lymy o 2% 2ymi; |
lijmi; mlzj 2ijm;; Zmizj

4.2.5 Boundary Conditions

The stiffness matrix K, in Eq. (4.28) is usually singular, because the whole structure can
perform rigid body movements. There are two DOFs of rigid movement for planer trusses
and three DOFsfor space trusses. These rigid body movements are constrained by supports
or displacement constraints. In practice, truss structures are fixed somehow to the ground or
to afixed main structure at a number of the nodes. When a node is fixed, the displacement
at the node must be zero. This fixed displacement boundary condition can be imposed on
Eq. (4.28). Theimposition leads to a cancellation of the corresponding rows and columns
in the stiffness matrix. The reduced stiffness matrix becomes Symmetric Positive Definite
(SPD), if sufficient displacements are constrained.

4.2.6 Recovering Stress and Strain

Equation (4.28) can be solved using standard routines and the displacements at al the
nodes can be obtained after imposing the boundary conditions. The displacements at any
position other than the nodal positions can also be obtained using interpolation by the shape
functions. The stressin atruss element can also be recovered using the following equation:

o, = EBd, = EBTD, (4.37)

In deriving the above equation, Hooke’s law in the form of o = E¢ is used, together with
Egs. (4.13) and (4.18).
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4.3 WORKED EXAMPLES

Example 4.1: A uniform bar subjected to an axial force

Consider abar of uniform cross-sectional area, shown in Figure 4.3. The bar is fixed at one
end and is subjected to ahorizontal load of P at the free end. The dimensions of the bar are
shown inthefigure, and the beam is made of anisotropic material with Young’smodulus E.

Exact solution
We first derive the exact solution, as this problem is very simple. From the strong form of
governing eguation (2.43), we have
9%u
ax2
Notethat, for the current example problem, the bar isfree of body forcesand hence f, = 0.
The general form of solution for EqQ. (4.38) can be obtained very easily as

0 (4.38)

u(x) = co+ c1x (4.39)

where ¢p and ¢ are unknown constants to be determined by boundary conditions. The
displacement boundary condition for this problem can be given as

u=0 ax=0 (4.40)
Therefore, we have cg = 0. Equation (4.39) now becomes
u(x) = c1x (4.412)
Using Egs. (2.38), (2.39) and (4.41), we obtain

a

The force boundary condition for this bar can be given as
P
oy =—, ax=I (4.43)
A
Equating the right-hand side of Egs. (4.42) and (4.43), we obtain

P

=— (4.44)

1

Figure 4.3. Clamped bar under static load.



4.3 WORKED EXAMPLES 77

The stressin the bar is obtained by substituting Eq. (4.44) back into EQ. (4.42), i.e.

o= 4.45
o= (445)

Substituting Eq. (4.44) back into Eq. (4.41), we finaly obtain the solution of the
displacement of the bar:

= 4.4
u(x) X (4.46)
At x = [, we have
x=D= ! (4.47)
ux = = .

FEM solution
Using one element, the bar is modelled as shown in Figure 4.4. Using Eq. (4.15), the
stiffness matrix of the barsis given by

AE[ 1 -1
KZk“:T[—l 1] (4.48)

There is no need to perform coordinate transformation, as the local and global coordinate
systems are the same. Thereisalso no need to perform assembly, because there isonly one
element. The finite element equation becomes

AE[ 1 -1] (w1 | A=
=g a9
where F; is the reaction force applied at node 1, which is unknown at this stage. Instead,

what we know is the displacement boundary condition Eq. (4.40) at nodel. We can then
simply remove the first equation in Eq. (4.49), i.e.

AE — =7
T[— 1] \uzf = |F2= P (450)

which leads to

Pl
T AE
Thisisthe finite element solution of the bar, which is exactly the same as the exact solution
obtained in Eq. (4.47). The distribution of the displacement in the bar can be obtained by

uz (4.51)

node 1 node 2
T ——— -
up )

Figure 4.4. One truss element is used to model the clamped bar under static load.
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substituting Egs. (4.40) and (4.51) into Eq. (4.1),

u1 0 P
u(x) = N(x)d, = {1—x/l x/l} {uz} = {1—x/l x/l} {Pl/(EA)} = ﬁx
(4.52)
which is also exactly the same as the exact solution obtained in Eq. (4.46).
Using Egs. (4.37) and (4.14), we obtain the stress in the bar
ax=EBde=E[_3 3]{0} _P (4.53)
[ 1] 42 A

which is again exactly the same as the exact solution given in Eq. (4.45).

4.3.1 Properties of the FEM

Reproduction property of the FEM
Using the FEM, one can usually expect only an approximated solution. In Example 4.1,
however, we obtained the exact solution. Why? This is because the exact solution of the
deformationfor the bar isafirst order polynomial (see EqQ. (4.46)). The shapefunctions used
in our FEM analysis are also first order polynomials that are constructed using complete
monomials up to the first order. Therefore, the exact solution of the problemisincluded in
the set of assumed displacementsin FEM shape functions. In Chapter 3, we understand that
the FEM based on Hamilton’s principle guarantees to choose the best possible solution that
can be produced by the shape functions. In Example 4.1, the best possible solution that can
be produced by the shape function isthe exact solution, due to the reproduction property of
the shape functions, and the FEM hasindeed reproduced it exactly. We therefore confirmed
the reproduction property of the FEM that if the exact solution can be formed by the basis
functions used to construct the FEM shape function, the FEM will always produce the exact
solution, provided thereisno numerical error involved in computation of the FEM solution.
Making use of this property, one may try to add in basis functions that form the exact
solution or part of the exact solution, if that is possible, so asto achieve better accuracy in
the FEM solution.

Convergence property of the FEM

For complex problems, the solution cannot be written in the form of a combination of
monomials. Therefore, the FEM using polynomial shape functions will not produce the
exact solution for such a problem. The question now is, how can one ensure that the FEM
can produce a good approximation of the solution of a complex problem? The insurance
is given by the convergence property of the FEM, which states that the FEM solution will
converge to the exact solution that is continuous at arbitrary accuracy when the element size
becomesinfinitely small, and aslong as the complete linear polynomial basisisincluded in
the basisto form the FEM shape functions. Thetheoretical background for this convergence
featureof the FEM isdueto thefact that any continuousfunction can awayshbeapproximated
by afirst order polynomial with asecond order of refinement error. Thisfact can bereveaed
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by using the local Taylor expansion, based on which a continuous (displacement) function
u(x) can aways be approximated using the following equation:

ou
dax

where h isthe characteristic size that relatesto (x — x;), or the size of the element.

One may argue that the use of a constant can also reproduce the function «, but with an
accuracy of O (h'), according to Eq. (4.54). However, the constant displacements produced
by the elements will possibly not be continuous in between elements, unless the entire
displacement field is constant (rigid movement), which is trivial. Therefore, to guarantee
the convergence of a continuous solution, a complete polynomial up to at least the first
order is used.

u=u;+

(x —x;) + O(h? (4.54)

Rate of convergence of FEM results
The Taylor expansion up to the order of p can be given as

2 p

u=u;+ ?)_z l_ (x—xi)+ %% , (x—xi)? 4+ %gx—i l_ (x—x))? + 0 (hPT1) (4.55)
If thecompl ete polynomialsup tothe pth order are used for constructing the shapefunctions,
thefirst (p+ 1) termsin Eq. (4.55) will be reproduced by the FEM shape function. Theerror
is of the order of O (hP+1); the order of the rate of convergence is therefore O (h?*1). For
linear elementswe have p = 1, andthe order of the rate of convergencefor the displacement
is therefore O (h2). Thisimplies that if the element sized is halved, the error of the results
in displacement will be reduced by arate of one quarter.

These properties of the FEM, reproduction and convergence, are the key for the FEM
to provide reliable numerical results for mechanics problems, because we are assured as to
what kind of results we are going to get. For ssmple problems whose exact solutions are of
polynomial types, the FEM is capable of reproducing the exact solution using a minimum
number of elements, as long as complete order of basis functions, including the order of
the exact solution, is used. In Example 4.1, one element of first order is sufficient. For
complex problemswhose exact solution is of avery high order of polynomial type, or often
a non-polynomial type, it is then up to the analyst to use a proper density of the element
mesh to obtain FEM results of desired accuracy with a convergence rate of O (h?*1) for
the displacements.

As an extension of this discussion, we mention the concepts of so-called h-adaptivity
and p-adaptivity that are intensively used in the recent development of FEM analyses. We
conventionally use & to present the characteristic size of the elements, and p to represent
the order of the polynomial basis functions. #-adaptive analysis uses finer element meshes
(smaller k), and p-adaptivity analysis uses a higher order of shape functions (large p) to
achieve the desired accuracy of FEM results.

1

Example 4.2: A triangular truss structure subjected to a vertical force
Consider the planetruss structure shown in Figure 4.5. The structure is made of three planar
truss members as shown, and avertical downward force of 1000 N isapplied at node 2. The
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Figure 4.6. Local coordinates and degrees of freedom of truss elements.

figure also shows the numbering of the elements used (labelled in squares), as well as the
numbering of the nodes (labelled in circles).

Thelocal coordinatesof thethreetrusselementsareshownin Figure4.6. Thefigurealso
shows the numbering of the global degrees of freedom, D1, Do, ..., Dg, corresponding to
thethree nodesin the structure. Note that there are six global degrees of freedom altogether,
with each node having two degrees of freedom in the X and Y directions. However, there
isactually only one degree of freedom in each node in the local coordinate system for each
element. From the figure, it is shown clearly that the degrees of freedom at each node have
contributions from more than one element. For example, at node 1, the global degrees of
freedom D; and D have acontribution from elements 1 and 2. Thesewill play animportant
role in the assembly of the final finite element matrices. Table 4.1 shows the dimensions
and material properties of the truss membersin the structure.
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Table 4.1. Dimensions and properties of truss members

Element number Cross-sectional Length  Young’s modulus
area, A, m? I, m E N/m?

1 0.1 1 70 x 10°
2 0.1 1 70 x 10°
3 0.1 V2 70 x 10°

Table 4.2. Global coordinates of nodes and direction cosines of elements

Element  Global node Coordinatesin global  Direction cosines
number corresponding to coordinate system
Loca nodel (i) Loca node2(j) X;,Y; X;.Y; lij mj;
1 1 2 0,0 1,0 1 0
2 1 3 0,0 0,1 0 1
3 2 3 1,0 01 -1/v/2 1/V2

Step 1: Obtaining the direction cosines of the elements Knowing the coordinates of
the nodes in the global coordinate system, the first step would be to take into account the
orientation of the elements with respect to the global coordinate system. This can be done
by computing the direction cosinesusing Eq. (4.21). Sincethisproblemisaplanar problem,
there is no need to compute ;. The coordinates of all the nodes and the direction cosines
of lij and mij are shown in Table 4.2.

Step 2: Calculation of element matricesin global coordinate system  After obtaining
the direction cosines, the element matricesin the global coordinate system can be obtained.
Note that the problem here is a static problem, hence the element mass matrices need not
be computed. What is required is thus the stiffness matrix. Recall that the element stiffness
matrix in the local coordinate systemisa?2 x 2 matrix, since the total degrees of freedom
is two for each element. However, in the transformation to the global coordinate system,
the degrees of freedom for each element becomes four, therefore the stiffness matrix in the
globa coordinate system isa4 x 4 matrix. The stiffness matrices can be computed using
Eq. (4.35), and is shown below:

1 0 -1 0
Kel_(O.l)(?OxlOg) 0 0 0 O
B 1.0 -1 0 1 O
0 0 0 O
7 0 -7 0
_ _07 8 g 8 « 109 Nm™2 (4.56)
0 0 0 O
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0 0 0 O
KeZ_(O.l)(?OxlOQ) 0 1 0 -1
B 1 0 0 0 O
0 -1 0 1
0 0 0 O
= 8 (7) 8 ~71 % 109 Nm~2 (4.57)
0 -7 0 7

1/2 -1/2 -1/2 1/2
(0.1)(70x 10% | -1/2 1/2 1/2 -1/2
NG -1/2 1/2 1/2 -1/2

1/2 -1/2 -1/2 1/2

7/2V2  —7/2V2 —7/22 7232
| -rv2 12v2 722 —7/292 9 a2
=| 72wz T2vz  Ti2vE  —T/243 x 10°Nm (4.58)

7/2V2  =7/2V2 —7/2J2  7/232

Step 3: Assembly of global FE matrices Thenext step after getting the element matrices
will be to assemble the element matrices into a global finite element matrix. Since the
total global degrees of freedom in the structure is six, the global stiffness matrix will be
a6 x 6 matrix. The assembly is done by adding up the contributions for each node by
the elements that share the node. For example, looking at Figure 4.6, it can be seen that
element 1 contributes to the degrees of freedom D; and D at node 1, and also to the
degrees of freedom D3 and D4 at node 2. On the other hand, element 2 also contributes
to degrees of freedom D and D at node 1, and also to Ds and Dg at node 3. By adding
the contributions from the individual element matrices into the respective positions in the
global matrix according the contributions to the degrees of freedom, the global matrix can
be obtained. This assembly processistermed direct assembly.

At the beginning of the assembly, the entire global stiffness matrix is zeroed. By adding
the element matrix for element | 1] into the global element, we have

Ke3 —

D1D2D3D4
(R N
-7 [0 [=7] [0 0 07 — D1
0] [o] [0 [0] 0 0 | —D2
K = 10° x =7 (o 0] 0 0 ~bs (4.59)
[0] [o] [0] [0] 0 O | - D4 '
0O 0O O 0 00O
. 0 0 0O 0 0 0|
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Notethat element 1 contributesto DOFs of D1 to D4. By adding the element matrix for
element | 2| on top of the new global element, it becomes

D1 Do Ds  Dg
0 0 (R

r7+[0] 0+[0] -7 0 [0 [o] 71 — D1

0+[0] 0+[7] 0 o [0 — D
-7 0 7 0 0 O

K = 10° x (4.60)

0 0 0 0 0 O
© [o o o [o [d — Ds

| [9] o o [0 1 — De

Element | 2] contributesto DOFs of Dy, D2, Ds and Dg. Finally, by adding the element
matrix for element | 3| on top of the current global element, we obtain

D3 Dy Ds Dsg
1 1 1 1
-7 0 -7 0 0 0 7

0 7 0 0 0 -7
~7 0 7+|772v2| |-772v2| |-7/2v2|  |772v2] | - Ds
K=10x | o o [Cr2v8] [2v3 [2v3 [72v3) | - pa
o o [-72v2] |72v2| [772v2] |-7/2v2] | = Ds
o -7 [72v2] [-72v2] 7292 7+[77242] | = Ds

(4.61)

Element | 3| contributesto DOFs of D3 to Dg. In summary, we have the final global stiffness
matrix:

D1 Do D3 Dy Ds Ds
N 1 t 1 t

0 -7 0 0 0 — Dy
7 0 0 0 —7 — Dy
K109« | 7 O T+7/2¥2 —7/242 —7/2J2  7/2J2 | — D3
0 —7/2V2  7/2J2  7/2V2 —7/2J2 | - Dy

0 —7/2J2 7/2J2 7/2J2 —7/2J2 | — Ds

|0 -7 72V2 =722 —7/2Y2 T+7/22 | — Dg

(4.62)
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The direct assembly process shown above is very simple, and can be coded in a computer
program very easily. All one needs to do is add entries of the element matrix to the cor-
responding entries in the global stiffness matrix. The correspondence is usualy facilitated
using a so-called index that gives the relation between the element number and the global
noda numbers.

One may now ask how one can simply add up element matrices into the global matrix
like this, and prove that this will indeed lead to the global stiffness matrix. The answer is
that we can, and the proof can be performed simply using the global equilibrium conditions
at all of these nodes in the entire problem domain. The following gives a simple proof.

We choose to prove the assembled result of the entries of the third row in the global
stiffness matrix given in Eq. (4.62). The proof process applies exactly to al other rows.
For the third row of the equation, we consider the equilibrium of forces in the x-
direction at node 2 of elements 1 and 3, which corresponds to the third global DOF
of the truss structure that links elements 1 and 3. For static problems, the FE equa-
tion for element 1 can be written in the following general form (in the global coordinate
system):

el el el 1
Kii Ki; Kiz Kig| (D, Fit
Kle K521 KS% ngjl- D _ Ffl 4.63
el el el el D - el ( . )
Ki3 Kp Kz K3 3 F?;l
K3 ks kg kgl (P U
The third equation of Eq. (4.63), which corresponds to the third global DOF, is
KDy + K53Dp + K3 D3 + K53 Da = F§* (4.64)
The FE equation for element 3 can be written in the following general form:
3 3 e3 e3
Ky Ki; Ki3 K| (s F§3
K3 K kg k5| | R -
K g K8 kgDl TR |
ki kst ok kgl (el U
The first equation of Eq. (4.65), which corresponds to the third global DOF, is
K$D3+ K53Da + K§3Ds + K53De = F§3 (4.66)

Forcesinthe x-direction applied at node 2 consist of element force F§3 from element 1 and
F§3 from element 3, and the possible external force F3. All these forces have to satisfy the
following equilibrium equation:

FL 4+ PR =P (4.67)

Substitution of Egs. (4.64) and (4.66) into the foregoing equation leads to

KED1+ KD+ (K3 + KF) Dot (K5k + Ki3) Dat Ki3Ds+K 306 = F3 (4.69)
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Thisconfirmsthat the coefficients on theleft-hand side of the above equationsaretheentries
for the third row of the global stiffness matrix givenin Eq. (4.62). The above proof process
isalso valid for al the other rows of entriesin the global stiffness matrix.

Step 4: Applying boundary conditions The global matrix can normally be reduced
in size after applying boundary conditions. In this case, D1, D2 and Ds are constrained,
and thus

D1 =D>=Ds=0m (4.69)

Thisimpliesthat the first, second and fifth rows and columnswill actually have no effect on
the solving of the matrix equation. Hence, we can simply remove the corresponding rows
and columns:

D1 Do D3 Dy Ds Ds
t T r t
N = faY N faY D
v — o o o —DT
Ay Z fal faY N 4 D
U \v) \v) J i -7 D7

K=10"x | 47 0 747/2y2 —7/2J2 —7/oJ2 7/2J2 | — D3
) 0 —7/2V2  7/2V2  7/2V2 —7/2J2 | — Dy

) ) T2 T2 T2 T2 e s
) 47 7/2V2  —7/2V2 —7eV2 T+7/2J2 | — Dg

(4.70)
The condensed global matrix becomesa3 x 3 matrix, given asfollows:

T+7/2J2 —7/2J2 722
K= { —7/2J2 7722 —7/22 } x 109 Nm~2 (4.71)
722 —T7/2V2 T+7/22

It can easily be confirmed that this condensed stiffness matrix is SPD. The constrained
global FE equationis

KD=F (4.72)
where
D" =[D3 D4 De] (4.73)
and the force vector F isgiven as
0
F=1{-1000¢ N (4.74)
0

Notethat theonly forceappliedisat node 2 inthedownward direction of D4. Equation (4.72)
isactually equivalent to three simultaneous eguationsinvolving the three unknowns D3, D4
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and D, as shown below:
[(7 + 7/2&) Ds— (7/2f2) Da+ (7/2&) DG] x 10° = 0
[(—7/2\/5) D3+ (7/2&) Ds— (7/2\/5) DB] x 10° = —1000 (4.75)
[(7/2«/5) Ds— (7/2&) Ds+ (7 + 7/2&) DG] x 10° = 0

Step 5: SolvingtheFE matrix equation  Thefinal step would beto solvethe FE equation,
Egs. (4.72) or (4.75), to obtain the solution for D3, D4 and Dg. Solving this equation
manually is possible, since this only involves three unknowns in three eguations. To this
end, we obtain

D3 =—1429x 10" m
Ds = —6.808 x 10~ m (4.76)
De=—1.429 x 10" m

To obtain the stresses in the elements, Eq. (4.37) is used as follows:

0
1000 0
o} = EBTD, = 70 x 10°[-1 1] [o o 1 0} 1499 x 10-7
—6.898 x 107
— _10003Pa (4.77)
0
62 = EBTD, =70 x 10°[~1 1] [8 é 8 ﬂ 8
~1.429 x 107
— _10003Pa (4.78)
Lo o 107
3_ _ of[-L 17|~ 2 —6.898 x 107
0% = EBTD, = 70 x 10 [ﬁ ﬁ][({ % 3 %} A
2 V29| _1429 x 1077
_ 14140Pa (4.79)

In engineering practice, the problem can be of amuch larger scale, and thusthe unknowns or
number of degrees of freedom will also be very much more. Therefore, numerical methods,
or so-caled solvers for solving the FEM equations, have to be used. Typica red life
engineering problems might involve hundreds of thousands, and even millions, of degrees
of freedom. Many kinds of such solversareroutinely availablein math or numerical libraries
in computer systems.
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4.4 HIGH ORDER ONE-DIMENSIONAL ELEMENTS

For trussmembersthat are free of body forces, thereisno need to use higher order elements,
asthelinear element can aready givethe exact solution, asshownin Example4.1. However,
for truss members subjected to body forces arbitrarily distributed in the truss elements
aongitsaxial direction, higher order elements can be used for more accurate analysis. The
procedure for devel oping such high order one-dimensional elementsis the same as for the
linear elements. The only difference is the shape functions.

In deriving high order shape functions, we usually use the natural coordinate &, instead
of the physical coordinate x. The natural coordinate £ is defined as

X — X¢

=2
§ L

(4.80)

where x. isthe physical coordinate of the mid point of the one-dimensional element. Inthe
natural coordinate system, the element is defined in therangeof —1 < & < 1. Figure 4.7
shows a one-dimensional element of nth order with (n + 1) nodes. The shape function of
the element can be written in the following form using so-called Lagrange interpolants:

Ne(§) = (&) (4.81)
where [}/ (x) is the well-known Lagrange interpolants, defined as

E—-é0)¢E -8 - —&—1D)E —&q1)---E—&n)

e = 4.82
e) (6x — §0) 6k — 1) -+ - (6k — Exk—1) (€ — Ek+1) - - - (6, — &n) (482)
From Eq. (4.82), it is clear that
_ |1 anodek where& = &
Nie®) = {O at other nodes (4.83)

Therefore, the high order shape functions defined by Eq. (4.81) are of the delta function
property.

%000 160
=D &) € €=1)

Figure 4.7. One-dimensional element of nth order with (n + I) nodes.
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@¢=—1 ¢=0 t=1 (b)) e=—1 ¢=—13 =13 ¢=1
.—.—. .—.—.—.
1 3 1 2 3 4

N

Figure 4.8. One-dimensional quadratic and cubic element with evenly distributed nodes.
(2) Quadratic element, (b) cubic element.

Using Eg. (4.82), the quadratic one-dimensional element with three nodes shown in

Figure 4.8a can be obtained explicitly as

N1(§) = —36(1— &)
No() = 36(1+6) (4.84)
N3(§) = 1+ &)1 —8)

The cubic one-dimensional element with four nodes shownin Figure 4.8b can be obtained as

Ni1(§) = -1 - &)1 - 9%?)
No(§) = —3(1+ &) (1 — %)
N3(§) = 15(1—36)(1—&?)
Na) = $5(1+36)(1 - &7

(4.85)

4.5 REVIEW QUESTIONS

1

2.

What are the characteristics of the jointsin atruss structure and what are the effects of
this on the deformation and stress properties in atruss element?

How many DOFs does a two-nodal, planar truss element have in its local coordinate
system, and in the global coordinate system? Why is there a difference in DOFs in
these two coordinate systems?

. How many DOFs does a two-nodal, space truss element have in its local coordinate

system, and in the global coordinate system? Why is there such a difference?

. Write down the expression for the element stiffness matrix, k., with Young’s modu-

lus, E, length, [, and cross-sectional area, A = 0.02x + 0.01. (Note: non-uniform
cross-sectiona area.)

. Write down the expression for the element mass matrix, m,, with the same properties

asthat in question 4 above.
Work out the displacements of the truss structure shown in Figure 4.9. All the truss

members are of the same material (E = 69.0 GPa) and with the same cross-sectional
area of 0.01m?.
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. 05m 05m

Figure 4.9. Three member planar truss structure.
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FEM FOR BEAMS

5.1 INTRODUCTION

A beamis another simple but commonly used structural component. It is also geometrically
a straight bar of an arbitrary cross-section, but it deforms only in directions perpendicular
to its axis. Note that the main difference between the beam and the truss is the type of
load they carry. Beams are subjected to transverse loading, including transverse forces and
moments that result in transverse deformation. Finite element equations for beams will be
developed in this chapter, and the element developed is known as the beam element. The
basic concepts, procedures and formulations can also be found in many existing textbooks
(see, e.g. Petyt,1990; Reddy, 1993; Rao, 1999; Zienkiewicz and Taylor, 2000; etc.).

In beam structures, the beams are joined together by welding (not by pins or hinges, as
in the case of truss elements), so that both forces and moments can be transmitted between
the beams. In this book, the cross-section of the beam structure is assumed uniform. If a
beam has a varying cross-section, it is advised that the beam should be divided into shorter
beams, where each can be treated as beam(s) with a uniform cross-section. Nevertheless,
the FE matrices for varying cross-sectional area can also be developed with ease using the
same concepts that are introduced. The beam element developed in this chapter is based on
the Euler—Bernoulli beam theory that is applicable for thin beams.

5.2 FEM EQUATIONS

In planar beam elements there are two degrees of freedom (DOFs) at a node in its local
coordinate system. They are deflection in the y direction, v, and rotation in the x—y plane,
0, with respect to the z-axis (see Section 2.5). Therefore, each beam element has a total of
four DOFs.

5.2.1 Shape Function Construction

Consider a beam element of length / = 2a with nodes 1 and 2 at each end of the element, as
shown in Figure 5.1. The local x-axis is taken in the axial direction of the element with its
origin at the middle section of the beam. Similar to all other structures, to develop the FEM
equations, shape functions for the interpolation of the variables from the nodal variables

90
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d=v; 3=V,
dy=0, /T\
dy,=0,
0 > X,&
- . ]
X=-a X=a
E=-1 ¢=1

Figure 5.1. Beam element and its local coordinate systems: physical coordinates x, and natural
coordinates &.

would first have to be devel oped. Asthere are four DOFs for a beam element, there should
be four shape functions. It is often more convenient if the shape functions are derived from
a specia set of local coordinates, which is commonly known as the natural coordinate
system. This natural coordinate system has its origin at the centre of the element, and the
element is defined from —1 to +1, as shown in Figure 5.1.

The relationship between the natural coordinate system and the local coordinate system
can be simply given as

§=~ (5.1

To derivethefour shape functionsin the natural coordinates, the displacement in an element
is first assumed in the form of athird order polynomial of & that contains four unknown
constants:

v(E) = oo + a1f + aE” + azE> (5.2)
where ag to a3 are the four unknown constants. The third order polynomia is chosen

because there are four unknowns in the polynomial, which can be related to the four nodal
DOFsin the beam element. The above equation can have the following matrix form:

Qo
e =[1 & & £y, (53)
a3
or
v(E) =p’ @) (5.4)

where p isthe vector of basis functions and « is the vector of coefficients, as discussed in
Chapters 3 and 4. Therotation 6 can be obtained from the differential of Eg. (5.2) with the
use of Eq. (5.1):

_0v_ 0vds  1av

— 1 2
= x50 = 08 _;(a1+2a2$+3a3$) (5.5
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The four unknown constants « to a3 can be determined by utilizing the following four

conditions:
Atx = —aoré =-1:
1 v=D=un

dv
2 o =60
Atx =+aoré =+1:
3 v =
dv
4 o =0
X £=1
The application of the above four conditions gives
v1 1 -1 1 -1 0
01| _ |0 1/a —-2/a 3/a| |a1
vof (1 1 1 1 az
02 0 1/a 2/a 3/a| |a3
or
d, =A.«a
Solving the above equation for « gives
o= Ae_1 de
where
2 a 2 —a
_ 1|-3 —a 3 -a
1 —_ =
A= 4|1 0 —a O a

1 a -1 a
Hence, substituting Eq. (5.10) into Eqg. (5.4) will give
v =N()d,

where N is amatrix of shape functions given by

N@E) =PA;t = [N1(§) Na@€) N3) Na®)]

in which the shape functions are found to be
Ni§) = 32— 3¢ +£
Na(§) = a(l—& — €2+ &%)
N3) = 32 +3¢ - £

Na() = ‘Z’(—l—s+sz+s3>

(5.6)

(5.7)

(5.8)

(5.9)

(5.10)

(5.11)

(5.12)

(5.13)

(5.14)

It can be easily confirmed that the two trandational shape functions N1 and N3 satisfy
conditions defined by Egs. (3.34) and (3.41). However, the two rotational shape functions
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N> and N4 do not satisfy the conditions of Egs. (3.34) and (3.41). This is because these
two shape functions relate to rotational degrees of freedom, which are derived from the
deflection functions. Satisfaction of N1 and N3 to Eq. (3.34) hasaready ensured the correct
representation of the rigid body movement of the beam element.

5.2.2 Strain Matrix

Having now obtained the shape functions, the next step would be to obtain the element
strain matrix. Substituting Eq. (5.12) into Eq. (2.47), which gives the relationship between
the strain and the deflection, we have

exx = Bd, (5.15)
where the strain matrix B is given by
92 y 92 y
B=-yLN=—-y—N=-5—5N=—-=N 5.16
Y yaxz a? Jg? a? ( )

In deriving the above equation, Egs. (2.48) and (5.1) have been used. From Eg. (5.14),
we have

N”=[N] Nj N§ NJ] (5.17)

where

3 , a
—55’ Nz—z(—1+3‘§)

’ 3 / a
Ny = —Eé, Nj = §(1+3§)

(5.18)

5.2.3 Element Matrices

Having obtained the strain matrix, weare now ready to obtain the el ement stiffnessand mass
matrices. By substituting Eqg. (5.16) into Eq. (3.71), the stiffness matrix can be obtained as

52
T
Ke _/B cBdV = E/y dA/_a(asz) (a ; )dx

11792 32 EI ST

where I, = [ A y2dA is the second moment of area (or moment of inertia) of the cross-
section of the beam with respect to the z axis. Substituting Eq. (5.17) into (5.19), we
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Obtal n UaN aNu Ua N aN
NyN{ N{Nj N{Nj NjN;

EL [1|NJN{ NjNj NjN§ NjNj
T a® )| NgN{ NGNS NgNG o NIN)
NyN{ NyNj NyNj N{Nj

dx (5.20)

Evaluating the integrals in the above equation leads to

3 3 -3 3
_EL 4a® —3a 2a?
= 23 3 -3

SYy. 442

Ke (5.21)

To obtain the mass matrix, we substitute Eq. (5.13) into Eq. (3.75):

a 1
mez/pNTNdV=p/ dA/ NTNdx=,oA/ N”Na d¢
\% A —a -1

N1N1 NiNo NiN3 NiNg

s /1 NaN1 NaN» NaN3  NaNg
:'O a

_1| NaN1 N3N2 N3N3 N3Ng

NagN1 NgN2 NgN3 NaNg

dx (5.22)

where A is the area of the cross-section of the beam. Evaluating the integral in the above
equation leadsto
78 22a 27 —13a

_ pAa 842 13a —6a?
Me =705 78 —22a (5.23)
sy. 8a?

The other element matrix would be the force vector. The noda force vector for beam
elements can be obtained using Egs. (3.78), (3.79) and (3.81). Suppose the element is
loaded by an external distributed force £, along the x-axis, two concentrated forces f;1 and
fs2, and concentrated momentsm 1 and m;2, respectively, at nodes 1 and 2; the total nodal
force vector becomes

fe=/ NTf,,dv+/ N £, ds;
V S_f

1 N1 fs1 fyza + fi1
No mg1 fya®/3+mg1
= dg + = Y 5.24
fya /;1 N3 d Js2 fya + fs2 ( )
Ny mg1 —fya?/3+ my1

The final FEM equation for beams has the form of Eq. (3.89), but the element matrices are
defined by Egs. (5.21), (5.23) and (5.24).
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5.3 REMARKS

Theoretically, coordinate transformation can aso be used to transform the beam element
matrices from the local coordinate system into the global coordinate system. However,
the transformation is necessary only if there is more than one beam element in the beam
structure, and of which there are at least two beam elements of different orientations.
A beam structure with at least two beam elements of different orientations is commonly
termed a frame or framework. To analyse frames, frame elements, which carry both axial
and bending forces, have to be used, and coordinate transformation is generally required.
Detailed formulation for framesis discussed in the next chapter.

5.4 WORKED EXAMPLES

Example 5.1: A uniform cantilever beam subjected to a downward force
Consider the cantilever beam as shown in Figure 5.2. The beam is fixed at one end, and
it has a uniform cross-sectional area as shown. The beam undergoes static deflection by a
downward load of P = 1000 N applied at the free end. The dimensions of the beam are
shown in the figure, and the beam is made of aluminium whose properties are shown in
Table 5.1.

To make clear the stepsinvolved in solving this simple example, we first used just one
beam element to solvefor the deflection. The beam element would have degrees of freedom
asshownin Figure 5.1.

Step 1: Obtaining the element matrices Thefirst step in formulating the finite element
equations is to form the element matrices and, in this case, being the only element used,
the element matrices are actually the global finite element matrices, since no assembly is
reguired. The shape functions for the four degrees of freedom are given in Eq. (5.14). The
element stiffnessmatrix can beobtained using Eq. (5.21). Notethat asthisisastatic problem,
the mass matrix is not required here. The second moment of area of the cross-sectional area

7 P=1000N 0.1m

@I 0.06m

o o ——
Figure 5.2. Cantilever beam under static load.

Table 5.1. Material properties of aluminium

Young’s modulus, E GPa  Poisson’sratio, v

69.0 0.33
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about the z-axis can be given as

I, = £bh® = % (0.1) (0.06)° = 1.8 x 10" m* (5.25)

Since only one element is used, the stiffness matrix of the beam is thus the same as the
element stiffness matrix:

3 075 -3 075

(69 x 10°) (1.8 x 10°%) 075 025 —075 0.125
2 x 0.253 -3 -075 3 -075

075 0125 -0.75 0.25

3 0.75 -3 0.75 ]

K=k, =

_ 51075 025 —-075 0.125 )
= 3,974 x 10 3 _075 3 075 Nm (5.26)
075 0125 -0.75 0.25 |
The finite element equation becomes
3 0.75 -3 0.75 v1

0° 075 025 —-075 0.125]| )61

39 10" "3 675 3 —075|)w,
075 0125 —075 025 | |6

—

K D

01 =? | — unknown reaction shear force
My =? | — unknown reaction moment

= 0y =P (5.27)
Mo>=0
——

F

Notethat, at node 1, thebeamisclamped. Therefore, the shear force and moment at thisnode
should be the reaction force and moment, which are unknowns before the FEM equation
is solved for the displacements. To solve Eq. (5.27), we need to impose the displacement
boundary condition at the clamped node.

Step 2: Applying boundary conditions The beam is fixed or clamped at one end. This
impliesthat at that end, the deflection, v1, and the slope, 61, are both equal to zero:

v1=01=0 (5.28)

The imposition of the above displacement boundary condition leads to the removal of the
first and second rows and columns of the stiffness matrix:

3—075——3—675{vr—"0 o1
6| 075 025 075 0125 fer=0| | M
391107 U3 975 3 —o7s|| w [T )oa=r[ O
075 0125 -075 025 || 62 Mz =0
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The reduced stiffness matrix becomes a2 x 2 matrix of

B s[ 3 —075]. _»
K = 3.974 x 10 [_0.75 095 | Nm (5.30)

The finite element equation, after the imposition of the displacement condition, is thus

Kd=F (5.31)
where
d’ =[vo 6] (5.32)
and the force vector F is given as
F= {_1800} N (5.33)

Notethat, although we do not know the reaction shear force Q1 and the moment M1, it does
not affect our solving of the FEM equation, because we know v1 and 61 instead. Thisallows
us to remove the unknowns of Q1 and M3 from the origina FEM eguation. We will come
back to calculate the unknowns of Q1 and M1, after we have solved the FEM equations for
all the displacements (deflections and rotations).

Step 3: Solving the FE matrix equation Thelast step in this simple example would be
to solve Eq. (5.31) to obtain v2 and 6. In this case, Eq. (5.31) is actually two simultaneous
equations involving two unknowns, and can be easily solved manually. Of course, when
we have more unknowns or degrees of freedom, some numerical methods of solving the
matrix equation might be required. The solution to Eq. (5.31) is

vy = —3.355 x 107*m
(5.34)
6, = —1.007 x 10 3rad

After v, and 62 have been obtained, they are substituted back into the first two equations of
Eq. (5.27) to obtain the reaction shear force at node 1.

01 = 3.974 x 10%(—3v; + 0.7502)
= 3.974 x 10°[—3 x (—3.355 x 10~%) + 0.75 x (—1.007 x 1073)]
= 998.47N (5.35)
and the reaction moment at node 1:
M1 = 3.974 x 10%(—0.75v5 + 0.12565)
— 3.974 x 108[—0.75 x (—3.355 x 10~%) + 0.125 x (—1.007 x 10~3)]
= 499.73Nm (5.36)

This completes the solution process of this problem.
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Note that this solution is exactly the same as the analytical solution. We again observe
the reproduction feature of the FEM that was revealed in Example 4.1. In this case, it is
because the exact solution of the deflection for the cantilever thin beam is a third order
polynomial, which can be obtained easily by solving the strong form of the system equation
of beam given by Eq. (5.59) with f;, = 0. On the other hand, the shape functions used in
our FEM analysis are also third order polynomials (see Eq. (5.14) or Eq. (5.2)). Therefore,
the exact solution of the problem isincluded in the set of assumed defiections. The FEM
based on Hamilton’s principle has indeed reproduced the exact solution. Thisis, of course,
also true if we were to calculate the deflection at anywhere else other than the nodes. For
example, to compute the deflection at the centre of the beam, we can use Eqg. (5.12) with
x = 0.25, or inthe natural coordinate system, & = 0, and substituting the values calculated
at the nodes:

0
B 1 1 1 1 0 B 4
V=0 = NE:O de = I:E 1_6 5 —1—6] 3355 x 10,4 =-1048x 100" m
—1.007 x 103
(5.37)

To calculate the rotation at the centre of the beam, the derivatives of the shape functions are
used as follows:

0
dv dN 1 1 0
o= (@) o (@) L0 =[5 3 i)} a0
—1.007 x 103
= —7.548 x 10~*rad (5.38)

Note that in obtaining dN/dx above, the chain rule of differentiation is used together with
the relationship between x and & as depicted in Eq. (5.1).

5.5 CASE STUDY: RESONANT FREQUENCIES OF
MICRO RESONANT TRANSDUCER

M aking machinesassmall asinsects, or even smaller, hasbeen adream of scientistsfor many
years. Made possible by present lithographic techniques, such micro-systemsare now being
produced and appliedin our daily lives. Such machines are called micro-el ectro-mechanical
systems (MEMS), usually composed of mechanical and electrical devices. There are many
MEMS devices, from micro actuators and sensors to micro fluidic devices, being designed
and manufactured today. The technology has very wide applications in communication,
medical, aerospace, robotics, and so on.

One of the most common micro-electro-mechanical (MEMS) devices is the resonant
transducer. Resonant transducers convert externally induced beam strain into a beam res-
onant frequency change. This change in resonant frequency is then typically detected by
implanted piezoresistors or optical techniques. Such resonant transducers are used for the
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Figure 5.3. Resonant micro-beam strain transducer (Courtesy of Professor Henry Guckel and the
University of Wisconsin-Madison).

Bridge

=
/

Membrane

Figure 5.4. Bridge in a micro resonant transducer.

measurement of pressure, acceleration, strain, vibration, and so on. Figure 5.3 shows a
micrograph of amicro polysilicon resonant microbeam transducer.

Figure 5.3 shows an overall view of the transducer, but the principle of the resonant
transducer actually liesin the clamped-clamped bridge on top of amembrane. This bridge
isactually located at the centre of the micrograph. Figure 5.4 shows a schematic side view
of the bridge structure. The resonant frequency of the bridge is related to the force applied
toit (between anchor points), its material properties, cross-sectional areaand length. When
the membrane deforms, for example, due to a change in pressure, the force applied to the
bridge a so changes, resulting in a change in the resonant frequency of the bridge.

It is thus important to analyse the resonant frequency of this bridge structure in the
design of the resonant transducer. We use the beam element in the software ABAQUS to
solve for the first three resonant frequencies of the bridge. The dimensions of the clamped-
clamped bridge structure shown in Figure 5.5 are used to model abridgein amicro resonant
transducer. The material properties of polysilicon, of which the resonant transducer is
normally made, are shown in Table 5.2.
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e 100um _— 20um
. . —

y 1 1
7 vz

Z

Figure 5.5. Geometrical dimensions of clamped—clamped bridge.

. 05
5um
5" U

Table 5.2. Elastic properties of polysilicon

Young’s Modulus, E 169 GPa
Poisson’sratio, v 0.262
Density, p 2300kgm—3

7
7

Figure 5.6. Ten element mesh of clamped—clamped bridge.

5.5.1 Modelling

The modelling of the bridge is done using one-dimensional beam elements developed in
this chapter. The beam is assumed to be clamped at two ends of the beam. The meshing
of the structure should not pose any difficulty, but what is important here is the choice of
how many elements to use to give sufficient accuracy. Because the exact solution of free
vibration modes of the beam is no longer of apolynomial type, the FEM will not be ableto
produce the exact solution, but an approximated sol ution. One naturally becomes concerned
with whether the results converge and whether they are accurate.

To start, the first analysis will mesh the beam uniformly into ten two-nodal beam ele-
ments, as shown in Figure 5.6. Thissimple mesh will serveto show clearly the stepsused in
ABAQUS. Refined uniform meshes of 20, 40 and 60 elementswill then be used to check the
accuracy of the results obtained. Thisisasimplified way of performing what is commonly
known as a convergence test. Remember that usually the greater the number of elements,
the greater the accuracy. However, we can’t simply use as many elements as possible all the
time, since, thereisusually alimit to the computer resources available. Hence, convergence
testsare carried out to determine the optimum number of elements or nodesto be used for a
certain problem. What is meant by ‘optimum’ means the least number of elements or nodes
to yield a desired accuracy within the acceptable tolerance.

5.5.2 ABAQUS Input File

The ABAQUS input file for the above described finite element model is shown below. In
the early days, the analyst had to write these cards manually, but now it is generated by
the preprocessors of FEM packages. Understanding the input file is very important both for
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undersanding the FEM and to effectively usethe FEM packages. The text boxesto the right
of theinput file are not part of theinput file, but explain what the sections of the file meant.

* HEADI NG SPARSE
ABAQUS job to cal cul ate ei genval ues of beam

* %

*

1!\035, 0. Nodal cards

2, 10., O. Define the coordinates of the nodesin the
3, 20., O. model. The first entry isthe node ID,

4, 30., 0. while the second and third entries are the
2: gg- , 8- x and y coordinates of the position of the
7: 00 0 node, respectively.

8, 70., O.

9, 80., 0.

10, 90., O.

11, 100., O.

* *

* %

* ELEMENT, TYPE=B23, ELSET=BEAM
1, 1, 2

Element (connectivity) cards

Define the element type and what nodes make up the element.
B23 represents that it is a planar, cubic, Euler—Bernoulli beam
element. There are many other beam element typesin the
ABAQUS element library. The “ELSET = BEAM” statement is
simply for naming this set of elements so that it can be referenced
when defining the material properties. In the subsequent data

O~NOU A WN
©CONOURAWN
P ©O©oO~NO UMW

9, 9, 10 3 .

10, 10, 11 entry, the first entry isthe element ID, and the following two
* entries are the nodes making up the element.

** peam

* %

* BEAM SECTI ON, ELSET=BEAM SECTI ON=RECT, MATERI AL=PCLYSI LI
20., 0.5,
0.0, 0.0, -1.0 Property cards

i Define properties to the elements of set “BEAM”. “SECT =
RECT” describes the cross-section as arectangle. ABAQUS
provides a choice of other cross-sections. The first dataline
. under “BEAM SECTION” defines the geometry of the

. cross-section. The second data line defines the normal, which
>k inthis caseisfor aplanar beam. It will have the material

** polysilicon properties defined under “POLY SILI”.

* %

* MATERI AL, NAME=POLYSI LI

* %

* %

* %

* %
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* DENSI TY

2. 3E- 15,

* %

* ELASTI C, TYPE=I SO
169000., 0.262

* %

* %

* BOUNDARY, OP=NEW
1, 1,, O

POO~NOUODMWNER
PRPRPPRPRPPRPPRPBREN
lcNeNoNoNeNoNoNeNel

11, 1,, O
11, 2,, O

* BOUNDARY, OP=NEW

1, 6,, O.

11, 6,, O.

* %

** Step 1, eigen

** |LoadCase, Default

* *

* STEP, NLGEOM

This |oad case is the default

* FREQUENCY
3, 0.,,, 30

* %
* *

* %

* NCDE PRI NT, FREQ=1
U,
* NODE FI LE, FREQ=1
U,

* *
* %

* *

* END STEP

The input file above shows how a basic ABAQUS input file is set up. Note that al the
input file does is provide the information necessary so that the program can utilize them to

Material cards

Define materia properties under the name
“POLY SILI”. Density and elastic properties are
defined. TY PE=ISO represents isotropic properties.

Boundary (BC) cards

Define boundary conditions. For nodes 1 and 11, the
DOFs 1, 2 and 6 are constrained. For the rest, DOF 1
is constrained. Note that in ABAQUS, a planar beam
has x and y translational displacements, aswell as
rotation about the z-axis.

| oad case that always appears

Control cards

Indicate the analysis step. Inthiscaseitisa
“FREQUENCY” analysis or an eigenvalue analysis.

Output control cards

Define the ouput required. For example, in this case,
we require the nodal output, displacement “U”.
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formulate and solve the finite element equations. It may also be noticed that intheinput file,
there is no mention of the units of measurement used. Thisimpliesthat the units must def-
initely be consistent throughout the input filein al the information provided. For example,
if the coordinate values of the nodes are in micrometres, the units for other values like the
Young’s modulus, density, forces and so on must a so undergo the necessary conversionsin
order to be consistent, before they are keyed into the preprocessor of ABAQUS. It is noted
that in this case study, all the units are converted into micrometres to be consistent with the
geometrical dimensions, as can be seen from the values of Young’s modulus and density.
Thisisthe case for most finite element software, and many times, errorsin analysis occur
due to negligence in ensuring the units’ consistency. More details regarding the setting up
of an ABAQUS input file will be provided in Chapter 13.

5.5.3 Solution Process

Let us now try to relate the information provided in the input file with what is formulated
in this chapter. The first part of the ABAQUS input normally describes the nodes and
their coordinates (position). These lines are often called ‘nodal cards!’. The second part of
the input file are the so-called ‘element cards’. Information regarding the definition of the
elements using nodesiis provided. For example, element 1 isformed by nodes 1 and 2. The
element cards give the connectivity of the element or the order of the nodal number that
forms the element. The connectivity isvery important, because a change in the order of the
noda numbers may lead to a breakdown of the computation. The connectivity is also used
astheindex for the direct assembly of the global matrices (see Example 4.2). This element
and nodal information is required for determining the stiffness matrix (Eg. (5.21)) and the
mass matrix (Eq. (5.23)).

The property cards define the properties (type of element, cross-sectional property, etc.)
of the elements, aswell as the material which the element is made of. The cross-section of
the element is defined here asit isrequired for computation of the moment of areaabout the
z-axis, whichisin turn used in the stiffness matrix. The material properties defined are also
anecessity for the computation of both the stiffness (elastic properties) and mass matrices
(density).

The boundary cards (BC cards) define the boundary conditions for the model. In
ABAQUS, a node of a general beam element (equivalent to the frame element, to be
discussed in the next chapter) in the XY plane has three DOFs: trandational displace-
ments in the x and y directions (1, 2), and the rotation about the z-axis (6). To model just
the transverse displacements and rotation as depicted in the formulation in this chapter, the
x-displacement DOFs are constrained here. Hence it can be seen from the input file that the
DOF ‘1’ is constrained for all nodes. In addition to this, the two nodes at the ends, nodes
1 and 11, also have their ‘2’ and ‘6> DOFs constrained to simulate clamped ends. Just as
in the worked example previously, constraining these DOFs would effectively reduce the
dimension of the matrix.

1 Inthe early 1980s, the input files were recorded by pieces of card, each of which recorded one line.
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We should usually aso have load cards. Because this case study is an eigenvaue
analysis, there are no external loadings, and hence there is no need to define any loadings
intheinput file.

The control cards are used to control the analysis, such as defining the type of analysis
required. ABAQUSusesthe subspaceiteration schemeby default to eval uatethe eigenval ues
of the equation of mation. This method is avery effective method of determining anumber
of lowest eigenvalues and corresponding eigenvectors for a very large system of several
thousand DOFs. The procedure is as follows:

(i) To determine the n lowest eigenvalues and eigenvectors, select a starting matrix X1
having m (>n) columns,

(i) Solvethe equation KX;11 = MX; for Xg1.

(iii) Calculate Kgyg = X, 1KXiy1 and My ;1 = X, , ;M Xy 41, where the dimension of
Kit1 and M1 are of m by m.

(iv) Solvethereduced eigenvalueproblemK 1 W11 —M Wy 1A, 1 = Ofor m eigenval-
ues, which are the diagonal terms of the diagonal matrix A1, and for eigenvectors
Wiyl

(v) Calculatetheimproved approximationtotheeigenvectorsof theorigina systemusing
X1 = X1 Wet1-

(vi) Repesat the process until the eigenvalues and eigenvectors converge to the lowest

eigenvectorsto desired accuracy.

By specifying the line “**FREQUENCY" in the analysis step, ABAQUS will carry out
a similar algorithm as that briefly explained above. The line after the “*FREQUENCY’
contains some data which ABAQUS uses to aid the procedure. The first entry refers to
the number of eigenvalues required (in this case, 3). The second refers to the maximum
frequency of interest. This will limit the frequency range, and therefore anything beyond
this frequency will not be calculated. In this case, no maximum frequency range will be
specified. Thethirdisto specify shift points, which isused to ensure that the stiffness matrix
isnot singular. Here, again, it isleft blank sinceit isnot necessary. The fourth isthe number
of columns of the starting matrix X1 to be used. It isleft blank again, and thus ABAQUS
will useitsdefault setting. Thelast entry isthe number of iterations, whichin thiscaseis 30.

Output control cards are used for selecting the data that needs to be output. Thisis
very useful for large scale computation that produces huge data files; one needsto limit the
output to what is really needed.

Once the input file is created, one can then invoke ABAQUS to execute the analysis,
and the results will be written into an output file that can be read by the post-processor.

5.5.4 Result and Discussion

Using the above input file, an analysis to calculate the eigenvalues, and hence the natural
resonant frequencies of the bridge structure, is carried out using ABAQUS. Other than the
10-element mesh as shown in Figure 5.6, which is also depicted in the input file, asimple
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Table 5.3. Resonant frequencies of bridge using FEA and analytical

calculations

Number of two-node
beam elements

Natural frequency (Hz)

Mode 1 Mode 2 Mode 3
10 4.4058 x 10° 1.2148 x 10° 2.3832 x 106
20 4.4057 x 10° 1.2145 x 10° 2.3809 x 108
40 4.4056 x 10° 1.2144 x 10° 2.3808 x 106
60 4.4056 x 10° 1.2144 x 10% 2.3808 x 106
Analytical calculations 4.4051 x 10° 1.2143 x 106  2.3805 x 106

convergence test is carried out. Hence, there are similar uniform meshes using 20, 40 and
60 elements. All the frequencies obtained are given in Table 5.3. Because the clamped-
clamped beam structureisasimpleproblem, itispossibleto eval uate the natural frequencies
analytically. The results obtained from analytical calculations are also shown in Table 5.3
for comparison.

From the table, it can be seen that the finite element results give very good approx-
imations as compared to the analytical results. Even with just 10 elements, the error of
mode 1 frequency is about 0.016% from the analytical calculations. It can also be seen that
as the number of elements increases, the finite element results gets closer and closer to the
analytical calculations, and converges such that the results obtained for 40 and 60 elements
show no difference up to the fourth decimal place. What thisimpliesisthat in finite element
analyses, the finer the mesh or the greater the number of elements used, the more accurate
the results. However, using more elementswill use up more computer resources, and it will
take alonger time to execute. Hence, it is advised to use the minimum number of elements
which give the results of desired accuracy.

Other than the resonant frequencies, the mode shapes can also be obtained. Mode
shapes can be considered to be the way in which the structure vibrates at a particular natural
frequency. It corresponds to the eigenvector of the finite element equation, just like the
resonant frequencies corresponds to the eigenvalues of the finite element equation. Mode
shapes can be important in some applications, where the points of zero displacements, like
the centre of the beam in Figure 5.8, need to be identified for the installation of devices
which should not undergo huge vibration.

The data for constructing the mode shape for each eigenvalue or natural frequency
can be obtained from the displacement output for that natural frequency. Figures 5.7 to
Figure 5.9 show the mode shapes abtained by plotting the displacement components using
10 elements. The figures show how the clamped-clamped beam will vibrate at the natural
frequencies. Note that the output data usually consists of only the output at the nodes, and
these arethen used by the post-processor or any graph pl otting applicationsto form asmooth
curve. Most post-processors thus contain curve fitting functions to properly plot the curves
using the data values.

This simple case study points out some of the basic requirements needed in a finite
element analysis. Like ABAQUS, most finite element software works on the same finite



106 CHAPTER 5 FEM FOR BEAMS

Mode1l (0.44 MHz)

0 T T T T
0 20 40 60 80 100

X (nm)

Figure 5.7. Mode | using 10 elements at 4.4285 x 10° Hz.

Mode 2 (1.21MHz)
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Figure 5.8. Mode 2 using 10 elements at 1.2284 x 106 Hz.

Mode 3 (2.38MHz)
15
1.0 4
E 051
3
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a 20 0 6! 80 100
-0.5 1
~1.04
-15
X (um)

Figure 5.9. Mode 3 using 10 elements at 2.4276 x 106 Hz.

element principles. All that is needed is just to provide the necessary information for the
software to use the necessary type of elements, and hence the shape functions; to build up
the necessary element matrices; followed by the assembly of all the elements to form the
global matrices; and finally, to solve the finite element equations.
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5.6 REVIEW QUESTIONS

1. How would you formulate a beam element that also carries axial forces?
2. Cdculate the force vector for a simply supported beam subjected to a vertical force at
the middle of the span, when only one beam element is used to model the beam, as

shown in Figure 5.10.

: |
A A

Figure 5.10. Simply supported beam modelled using one beam element.

3. Calculate the force vector for asimply supported beam subjected to a vertical force at
the middle of the span, when two beam elements of equal length are used to model the
beam, as shown in Figure 5.11.

<—|/2—ﬂvp -
&

Figure 5.11. Simply supported beam modelled using two beam elements.

4. For acantilever beam subjected to a vertical force at its free end, how many elements
should be used to obtain the exact solution for the defiection of the beam?
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FEM FOR FRAMES

6.1 INTRODUCTION

A frame element is formulated to model a straight bar of an arbitrary cross-section, which
can deform not only in the axial direction but also in the directions perpendicular to the
axis of the bar. The bar is capable of carrying both axial and transverse forces, as well as
moments. Therefore, a frame element is seen to possess the properties of both truss and
beam elements. In fact, the frame structure can be found in most of our real world structural
problems, for there are not many structures that deform and carry loadings purely in axial
directions nor purely in transverse directions. The development of FEM equations for beam
elements facilitates the development of FEM equations for frame structures in this chapter.

The frame element developed is also known in many commercial software packages
as the general beam element, or even simply the beam element. Commercial software
packages usually offer both pure beam and frame elements, but frame structures are more
often used in actual engineering applications. A three-dimensional spatial frame structure
can practically take forces and moments of all directions. Hence, it can be considered to be
the most general form of element with a one-dimensional geometry.

Frame elements are applicable for the analysis of skeletal type systems of both planar
frames (two-dimensional frames) and space frames (three-dimensional frames). A typical
three-dimensional frame structure is shown in Figure 6.1. Frame members in a frame struc-
ture are joined together by welding so that both forces and moments can be transmitted
between members. In this book, it is assumed that the frame elements have a uniform cross-
sectional area. If a structure of varying cross-section is to be modelled using the formulation
in this chapter, then it is advised that the structure is to be divided into smaller elements
of different constant cross-sectional area so as to simulate the varying cross-section. Of
course, if the variation in cross-section is too severe for accurate approximation, then the
equations for a varying cross-sectional area can also be formulated without much difficulty
using the same concepts and procedure given in this chapter. The basic concepts, procedures
and formulations can also be found in many existing textbooks (see, e.g. Petyt,1990; Rao,
1999; etc.).

108
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Figure 6.1. Example of a space frame structure.

6.2 FEM EQUATIONS FOR PLANAR FRAMES

Consider a frame structure whereby the structure is divided into frame elements connected
by nodes. Each element is of length [, = 2a, and has two nodes at its two ends. The elements
and nodes are numbered separately in a convenient manner. In a planar frame element, there
are three degrees of freedom (DOFs) at one node in its local coordinate system, as shown
in Figure 6.2. They are the axial deformation in the x direction, u; deflection in the y
direction, v; and the rotation in the x—y plane and with respect to the z-axis, 6,. Therefore,
each element with two nodes will have a total of six DOFs.

6.2.1 Equations in Local Coordinate System

Considering the frame element shown in Figure 6.2 with nodes labelled 1 and 2 at each end
of the element, it can be seen that the local x-axis is taken as the axial direction of the element
with its origin at the middle of the element. As mentioned, a frame element contains both
the properties of the truss element and the beam element. Therefore, the element matrices
for a frame element can be simply formulated by combining element matrices for truss and
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Y,V

(Ug, 1, 059) le=2a

Figure 6.2. Planar frame element and the DOFs.

beam elements, without going through the detailed process of formulating shape functions
and using the constitutive equations for aframe. Recall that the truss element has only one
degree of freedom at each node (axial deformation), and the beam element has two degrees
of freedom at each node (transverse deformation and rotation). Combining these will give
the degrees of freedom of aframe element, and the element displacement vector for aframe
element can thus be written as

di U1
do v1 displacement components at node 1
_ d3 _ ez 1
d. = di [ =1 (6.1)
ds v2 displacement components at node 2
ds 02

To construct the stiffness matrix, the stiffness matrix for truss elements, Eq. (4.16), is
first extended to a6 x 6 matrix corresponding to the order of the degrees of freedom of the
truss element in the element displacement vector in Eq. (6.1):

di =u1 da = up
1 t

AE/2a) 0 0 —AE/(2a) 0 O] — di=us

0 0 00

truss _ °o o 00 (62)

¢ AE/(2a) 0 0| — da=u2

sy. 00

L O_
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Next, the stiffness matrix for the beam element, Eqg. (5.21), isalso extended to a6 x 6 matrix
corresponding to the order of the degrees of freedom of the beam element in Eq. (6.1):

dz(v1) d3(6;1) ds(v2)  de(0;2)
0 0 0 0
0 0 0 0 0 0
3EI, 3EI 3EI, 3EI
23 22 28 222 —d2 =
2EI, ~ 315;Z EL M di=0
a 2a a
kbeam _ 0 0 0 (6.3)
3EIL 3EI, —> ds = vy
S 223 222
2EI, — de =02
L a .

The two matrices in Egs. (6.2) and (6.3) are how superimposed together to obtain the
stiffness matrix for the frame element:

-AE AE .
S0 0 22 o 0
SEI. 3EL  _8EL 3EL
2 242 23 242
2EI, A
Ke “ @ . o (6.4)
=0 0
3EI,  3EI
e 223 22
2EI,
L a -

The element mass matrix of the frame element can also be obtained in the same way as
the stiffness matrix. The element mass matricesfor the truss el ement and the beam element,
Egs. (4.17) and (5.23), respectively, are extended into 6 x 6 matrices and added together to

give the element mass matrix for the frame element:
70 O 0 3 0 0

78 220 0 27 —13a
_ pAa 84> 0 13a —6a?
Me =105 0 0 0 (03)
sy. 78 —22a
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The same simple procedure can be applied to the force vector aswell. The element force
vectors for the truss and beam elements, Egs. (4.18) and (5.24), respectively, are extended
into 6 x 1 vectors corresponding to their respective DOFs and added together. If the element
isloaded by external distributed forces f, and f, along the x-axis, concentrated forces f;,1,
fsx2, fsyr and fiy2; and concentrated moments 1 and m,, respectively, at nodes 1 and
2, the total nodal force vector becomes

Jfra + fsxa
fya + fsyl
fya2/3 + mg1
Jxa + fsx2
fya + fsy2
—fyaz/3+ mg1

(6.6)

The finadl FEM equation will thus have the form of Eq. (3.89) with the element matrices
having the formsin Egs. (6.4) to (6.6).

6.2.2 Equations in Global Coordinate System

The matrices formulated in the previous section are for a particular frame element in a
specific orientation. A full frame structure usually comprises numerous frame el ements of
different orientations joined together. As such, their local coordinate system would vary
from one orientation to another. To assemble the element matricestogether, all the matrices
must first be expressed in a common coordinate system, which is the global coordinate
system. The coordinate transformation process is the same as that discussed in Chapter 4
for truss structures.

Assume that local nodes 1 and 2 correspond to the global nodesi and j, respectively.
The displacement at alocal node should have two translational components in the x and
y directions and one rotational deformation. They are numbered sequentially by u, v and
0, at each of the two nodes, as shown in Figure 6.3. The displacement at a global node
should also have two translational componentsinthe X and Y directions and one rotational
deformation. They are numbered sequentially by Ds;_», D3;—1 and D3; for the ith node,
as shown in Figure 6.3. The same sign convention also applies to node j. The coordinate
transformation gives the relationship between the displacement vector d, based on thelocal
coordinate system and the displacement vector D, for the same element, but based on the
global coordinate system:

d. =TD, (6.7)
where
D3i_2
D3i—1
D3;
D, = D32 (6.8)
D3j-1
D3;
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glo\bal Qodej
local node 2

global nodei %,
local nodel V1>

Figure 6.3. Coordinate transformation for 2D frame elements.

and T isthe transformation matrix for the frame element given by

Ik, mi; 0 0 0 O
Iy, my 0 0 0 O
0O 0 1 0 0 O
T™=1o0 0 04 m © 6.9
o 0 01! m O
0O 0 00 0 1
inwhich
j = Xi
[, =cos(x, X) = cosa = 7
ey (6.10)
my = cos(x, Y) = sing = —L——
le
where « isthe angle between the x-axis and the X -axis, as shown in Figure 6.3, and
o - Yi—Yi
ly = cos(y, X) = cos(90 +a)=—sma=—l—
¢ (6.11)

X;i—X;
my = C0S(y, Y) = cosa = ———

e

Notethat the coordinate transformationinthe X—Y plane doesnot affect therotational DOF,
asitsdirection isin the z direction (normal to the x—y plane), which still remains the same
as the Z direction in the global coordinate system. The length of the element, I, can be
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calculated by

e = \J(X; — X2+ (V) — Y;)2 (6.12)

Equation (6.7) canbeeasily verified, asit simply saysthat at nodei, «1 equal sthe summation
of al theprojectionsof Ds;_» and D3;_1 ontothelocal x axis, and vq equalsthe summation
of al the projections of D3;_» and Ds;_1 onto the local y axis. The same can be said at
node j. The matrix T for a frame element transforms a 6 x 6 matrix into another 6 x 6
matrix. Using the transformation matrix, T, the matricesfor the frame element in the global
coordinate system become

K,=TTk,T (6.13)
M, =T'm,T (6.14)
F.=TT"%, (6.15)

Note that there is no change in dimension between the matrices and vectorsin the local and
global coordinate systems.

6.3 FEM EQUATIONS FOR SPACE FRAMES
6.3.1 Equations in Local Coordinate System

The approach used to develop the two-dimensional frame elements can be used to develop
the three-dimensional frame elements as well. The only difference is that there are more
DOFs at a node in a 3D frame element than there are in a 2D frame element. There are
atogether six DOFs at anode in a 3D frame element: three trandational displacementsin
the x, y and z directions, and three rotations with respect to the x, y and z axes. Therefore,
for an element with two nodes, there are altogether twelve DOFs, as shown in Figure 6.4.

Vo
% ’
0 )/
, y2
L 5 0o

z

Figure 6.4. Frame element in space with twelve DOFs.
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The element displacement vector for aframe element in space can be written as

d1
dp
d3
dy
ds
ds
d7
ds
dog
d1o
di
d12

ux
v1
w1
0x1
Oy1
0;1
uz
v2
w2
Ox2
Oy2
0,2

displacement components at node 1

displacement components at node 2

(6.16)

The element matrices can be obtained by a similar process of obtaining the matrices of the
truss element in space and that of beam el ements, and adding them together. Because of the
huge matrices involved, the details will not be shown in this book, but the stiffness matrix

islisted here as follows, and can be easily confirmed simply by inspection:

Ke

sy.

Ox1
T

Oy1

T
0

0
—3Ely,
242
0
251y

Qzl

T

0
3EI;

242

up 1%) w2
t t t
—AE
0 0
2 3
0 231 0
3kl
0 0
243
0 0 0
3EI,
0 0 )
ap;, 2
0 0
AE 242
= 0 0
2a
3EI
0
243
3EI,
243

Ox2
T
0

0y2

T
0

0
—3Ely
2a?

o

072

2EI,

6.17)

where I, and I, arethe second moment of area(or moment of inertia) of the cross-section of
the beam with respect to the y and z axes, respectively. Note that the fourth DOF isrelated to
thetorsional deformation. The development of atorsional element of abar isvery muchthe
same asthat for atrusselement. The only differenceisthat the axial deformationisreplaced
by the torsional angular deformation, and axial force is replaced by torque. Therefore, in
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the resultant stiffness matrix, the element tensile stiffness AE /1, isreplaced by the element
torsional stiffness G J /1., where G isthe shear modulesand J isthe polar moment of inertia
of the cross-section of the bar.

The mass matrix is also shown as follows:

700 0 0O O 0 3% 0 O 0 0 0
70 0 0 22 0 27 O 0 0 —13a
7 0 —-2¢ 0 0 0 27 0 13 O
7%%¢ 0 0 0 0O 0 -352 0 0
82 0 0 0 -13¢ 0 -6a2 O
m, _ PAa 842 0 13¢ O 0 0 —6a?
‘7105 70 0 O 0 0 0
78 0 0 0 -2
78 0 222 O
sy. 70r? 0 0
82 0
L 8a% |
(6.18)
where
2_ Ik
rx_X (6.19)

inwhich I, isthe second moment of area (or moment of inertia) of the cross-section of the
beam with respect to the x axis.

6.3.2 Equations in Global Coordinate System

Having known the element matrices in the local coordinate system, the next thing to do
is to transform the element matrices into the global coordinate system to account for the
differencesin orientation of all thelocal coordinate systems that are attached on individual
frame members.

Assume that the local nodes 1 and 2 of the element correspond to global nodesi and j,
respectively. Thedisplacement at alocal node should havethreetranglational componentsin
thex, y and z directions, and threerotational componentswith respect tothe x, y and z-axes.
They are numbered sequentially by d1—d12 corresponding to the physical deformations as
defined by Eq. (6.16). Thedisplacement at aglobal node should a so have three trand ational
components in the X, Y and Z directions, and three rotational components with respect
tothe X, Y and Z axes. They are numbered sequentialy by Dg;_s, Dgi—4, ..., and Dg;
for the ith node, as shown in Figure 6.5. The same sign convention appliesto node j. The
coordinate transformation gives the relationship between the displacement vector d, based
on the local coordinate system and the displacement vector D, for the same element but
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Figure 6.5. Coordinate transformation for a frame element in space.

based on the global coordinate system:
d. =TD, (6.20)

where

Dgi—3

D, = ' (6.21)

and T isthe transformation matrix for the truss element given by

T3 0 0 O
0 T3 0 0
0 0 Ts O
0 0 0 T3

T= (6.22)
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inwhich

l; m; ng
wherely, my; and ny (k = x, y, z) are direction cosines defined by
I, = cos(x, X), m, =cos(x,Y), n,=cos(x,Z)
lZ = COS(Z9 X)s mZ = COS(Z, Y)s nZ = COS(Z9 Z)

(6.23)

(6.24)

To define these direction cosines, the position and the three-dimensional orientation of
the frame element have to be defined first. With nodes 1 and 2, the location of the element
isfixed on thelocal coordinate frame, and the orientation of the element has also been fixed
in the x direction. However, the local coordinate frame can still rotate about the axis of the
beam. One more additional point inthelocal coordinate hasto be defined. Thispoint can be
chosen anywherein thelocal x—y plane, but not on the x-axis. Therefore, node 3 is chosen,

asshowninFigure6.6. -
The position vectors Vi, V> and V3 can be expressed as

\71 = X1)} + Y1)7 + le

\72 = Xz}? + Yz? + ZzZ
‘73 = Xs}? + st’ + Zsz

(6.25)

(6.26)
(6.27)

Figure 6.6. Vectors for defining the location and three-dimensional orientation of the frame

element in space.
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where Xy, Y and Z; (k = 1, 2, 3) are the coordinates for node k, and X, ¥ and Z are unit
vectors along the X, Y and Z axes. We now define

X=X —Xi
Yo=Y, —-Y, k,1=1,2,3 (6.28)
Zi=2Zr— 2

Vectors(\72 — 171) and (173 — 171) can thus be obtained using Egs. (6.25) to (6.28) asfollows:

‘72 - ‘71 = XZl)} + Y21? + Zzlz (6.29)
‘73 — ‘71 = Xgl)} + Y31? + 2312 (6.30)

The length of the frame element can be obtained by

lo=2a=|V,— Vi| = /X3 + Y} + 7 (6.31)

The unit vector along the x-axis can thus be expressed as

Vo — V- Xo1 = Yo~ Zop =
We— W) _Xag, Yap, Zaj (6.32)
V2— Vl 2a 2a 2a

X =

Therefore, the direction cosinesin the x direction are given as

- = X
I, =cos(x,X) =% -X = =2
2a
- o Y
my =cos(x,Y)=x-Y=— (6.33)

2a

- Z
nxzcos(x,Z)zizzﬁ
2a

From Figure 6.6, it can be seen that the direction of the z-axis can be defined by the cross
product of vectors (V> — Vi) and (V3 — V1). Hence, the unit vector along the z-axis can be
expressed as R
- Vo=V, Va—V.
7= (f ﬁl) X (qs ql) (6.34)
(Vo — V1) x (V3 — V)

Substituting Egs. (6.29) and (6.30) into the above equation,

L1 _ _ -
= les{(yﬂzﬂ —Y31Z21) X + (Z21X31 — Z31X21)Y + (X21Y31 — X31Y21) Z} (6.35)

where

A123 = v (Ya1Z31 — Y21 Z21)2 + (ZnXz1 — ZaaX21)2 + (X21Ya1 — Xa31Y21)?  (6.36)
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Using Eg. (6.35), it isfound that

.3 1
l,=72-X=——Y22Z3—Y31Z
=2z 2A123( 217231 — Y31Z21)
m,=7-Y = (Z21X31 — Z31X21) (6.37)
2A123
n,=%-7= + (X21Y31 — X31Y21)

2A123

Since the y-axisis perpendicular to both the x-axis and the z-axis, the unit vector aong the
y-axis can be obtained by cross product,

y=7xX (6.38)
which gives
ly =mny —nzmy

my =n;ly —l;ny (6.39)
ny =lmy —mgly
inwhich I, my, ny, I, m; and n, have been obtained using Egs. (6.33) and (6.37).

Using the transformation matrix, T, the matrices for space frame elementsin the global
coordinate system can be obtained as

K, =TTk, T (6.40)
M,=T'm,T (6.41)
F, =TTf, (6.42)

6.4 REMARKS

In the formulation of the matricesfor the frame element in this chapter, the superposition of
thetruss element and the beam el ement has been used. Thistechnique assumesthat the axial
effects are not coupled with the bending effectsin the element. What this means simply is
that the axial forces applied on the element will not result in any bending deformation, and
the bending forceswill not result in any axial deformation. Frame elements can also be used
for frame structureswith curved members. In such cases, the coupling effects can exist even
in the elemental level. Therefore, depending on the curvature of the member, the meshing
of the structure can be very important. For example, if the curvature is very large resulting
in asignificant coupling effect, a finer mesh is required to provide the necessary accuracy.

In practical structures, it is very rare to have beam structures subjected to purely trans-
verseloading. Most skeletal structures are either trusses or frames that carry both axial and
transverse loads. It can now be seen that the beam element, developed in Chapter 5, aswell
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asthetruss element, devel oped in Chapter 4, are simply specific cases of the frame element.
Therefore, in most commercial software packages, including ABAQUS, the frame element
isjust known generally as the beam element.

The beam element formulated in Chapter 5, or general beam element formulated in this
chapter, is based on so-called Euler—Bernoulli beam theory that is suitable for thin beams
with a small thickness to pan ratio (<1,/20). For thick or deep beams of a large thickness
to pan ratio, corresponding beam theories should be used to develop thick beam elements.
The procedure of developing thick beamsisvery similar to that of developing thick plates,
to be discussed in Chapter 8. Most commercia software packages aso offer thick beam
elements, and the use of these elements is much the same as the thin beam elements.

6.5 CASE STUDY: FINITE ELEMENT ANALYSIS OF A BICYCLE FRAME

Inthe design of many modern devicesand equipment, the finite element method has become
an indispensable tool for the many successful products that we have come to use daily.
In this case study, the analysis of a bicycle frame is carried out. Historically, intuition
and trial-and-error in physical prototyping testing processes have played important roles
in coming out with the evolution of today’s diamond-shaped bicycle frame, as shown in
Figure 6.7. However, using such a physical trial-and-error design procedure is costly and
time consuming, and has its limitations, especialy when new materials are introduced and
when new applications or demands are placed on the structure. Hence, there is the need to

Figure 6.7. Diamond-shaped bicycle frame.
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usethe finite element tool to help the designer come up with reliable propertiesin the design
to meet the demands expected by the consumers. Using the finite element method to perform
avirtual prototyping instead of aphysical prototyping can save lots of cost, time and effort.

There can be numerous factors to consider when it comesto designing abicycle frame.
For example, factors like the weight of the frame, the maximum load the frame can carry;
theimpact toughness of the frame, and so on. In afinite element analysis, onewould require
information on the material properties, the boundary conditions and the loading conditions.
The loading conditions on a bicycle can be extremely complex, especialy when a rider
is riding a bicycle and going through different terrain. In this case study we consider a
loading condition of a horizontal impact applied to the bicycle, smulating the effect of a
low speed, head-on collision into awall or curb. This case is one of the physical tests that
manufacturers have to comply with before a bicycle design is approved.

6.5.1 Modelling

The bicycle frame to be modelled is made of aluminium, whose properties are shown in
Table 6.1. The bicycle frame is meshed by two-nodal ‘beam elements’ in ABAQUS. Note
that in ABAQUS, as well as many other software, a general beam element in space is
basically the same as the frame element developed in this chapter. The ‘beam element’ in
space offered by ABAQUS has the same DOFs as the frame element in this chapter, that is,
three trandational DOFs and three rotational DOFs.

Altogether, 74 elements (71 nodes) are used in the skeletal model of the bicycle frame,
asshown in Figure 6.8. Note that like all finite element meshes, connectivity at the nodesis
very important. It isimportant to make sure that at the joints, there is connectivity between
the elements. No node should be | eft unattached to another element unlessthe node happens
to be at the end of a structure.

To model the horizontal impact, the two nodes at the rear dropouts are constrained from
any displacements and a horizontal force of 1000N is applied to the front dropout. The
forces and constraints are shown in Figure 6.9.

6.5.2 Abaqus Input File

The ABAQUS input file for the above-described finite element model is shown below. The
text boxes to the right of the input file are not part of the file, but explain what the sections
of the file mean.

Table 6.1. Material properties of aluminium

Young’s modulus, E GPa  Poisson’sratio, v

69.0 0.33
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connectivity
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Figure 6.9. Loadings and boundary conditions on the bicycle frame.

ABAQUS job to calcul ate | ow speed inpact on bicycle frane

* %

* NCDE

1, -0.
2, -0.
3, -0.

68,
69,
70,
71,

* %

[eNeNoNe)

* *

347, 0., -0.39

303625, -0.06125, -0.34125
347, -0.035, -0.39

.57829, 0., -0.12125

. 586579, 0., -0.1475

. 594868, 0., -0.17375

. 603158, 0., -0.2

Nodal cards

Define the coordinates of the nodes
in the model. The first entry being
the node ID, while the second, third
and fourth entries are the x, y and z
coordinates of the position of the
node, respectively.
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*ELEMENT, TYPE=B33

ELSET=FRAME

34, 38
38, 42
42, 46
46, 48
48, 50
50, 52

ook wNE

72, 68, 69
73, 69, 70
74, 70, 71

* %

Element (connectivity) cards

Define the element type and what nodes make up the element. B33
represents spatial, 2-nodal, beam element following the Euler—Bernoulli
theory with cubic interpolation. Note that this element has six DOFs per
node — three trandlational and three rotational. There are many other
element typesin the ABAQUS element library. The “ELSET =
FRAME” statement is simply for naming this set of elements so that it
can be referenced when defining the material properties. In the
subsequent data entry, the first entry isthe element ID, and the
following two entries are the nodes making up the element.

*BEAM SECTI ON, ELSET=FRAME, NATERI AL=ALU, SECTI ON=Cl RC

0.012

** Property cards

*MATERI AL, NAME=ALU| Material cards Define properties to the elements
Define material of set “FRAME”. “SECT =
2?535' LAd properties under the CIRC” describes the cross-section
e name “ALU”. asacircle. ABAQUS provides a
*ELASTI C, TYPE=I SO Densi t){ and elastic choice of othq Cross-sections.

6. 9E+10, 0.33 properties are The first data line under “BEAM
* % defined. TYPE = SECTION” defines the geometry
* BOUNDARY, OP=NEW I SO represents of the cross-section. The material
FI XED, 1,, O. isotropic properties. is defined by “ALU”.

FI XED, 2,, O.

FI XED, 3,, O. e

FIXED, 4, O. Boundary Conditions cards

FI XED, 5,, 0. Define boundary conditions. Nodes belonging to the

FI XED, 6,, O. node set, “FIXED” have all their DOFs constrained (=0).
** Step 1, Default Static Step

** |oadCase, Default

* *

*STEP, AMPLI TUDE=RAMP, PERTURBATI ON
Li near Static Analysis

* %
*STATI C
* %
* *
* *

* %

*NSET, NSET=FI XED
8, 9

*NSET, NSET=FORCE
71,

* %

* %

Control cards

anaysis.

Indicates the analysis step. In thiscaseit isa“STATIC”

Node sets

Group nodes into node sets “FIXED” and
“FORCE”.
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*CLOAD, OP=NEW
FORCE, 1, -1000. Loadi ng cards

¥ Define the loads on the nodes according to the respective
groups the nodes belong to. For example, in this case,
*NODE PRINT, FREQ=1 | node 71 bel onging to “NSET = FORCE” is given aforce

U of —1000N inthe 1 (x) direction.
*NODE FI LE, FREQ=1

U,

* %

*EL PRI NT, POS=I NTEG FREQ=1

* %

1

S,

E,

*EL FILE, POS=INTEG FREQ=1 | Output control cards

1 Define the output required. For example, in this
E' case, we require the nodal output, displacement
. “U”, the stress, “S” and the strain, “E”.

*END STEP

The above input file actualy looks similar to that in Chapter 5. In fact, most ABAQUS
input files have similar formats, only the information provided may be different depending
on the problem required to solve.

6.5.3 Solution Processes

The nodal and element cards provide information on the dimensions, position of nodes and
the connectivity of the elements. As discussed, these parameters play important rolesinthe
formation of the element stiffness and mass matrices. Note that in the element cards, the
element type specified is B33 which represents ageneral ‘beam element’ in space with two
nodes following the Euler—Bernoulli beam theory for its transverse displacement field. In
ABAQUS, this would be exactly the same as the frame element developed in this chapter,
since the degrees of freedom aso include the axial displacement component. ABAQUS,
like most other software, does not have a pure beam element consisting of only the trans-
verse displacement field. Thisis because not many real structures are atrue beam structure
without the axial displacement components. Hence, readers should not be confused by the
use of beam elementsin this case.

Next, the material properties and the cross-sectional geometry and dimensions are pro-
vided in the material cards and properties cards, respectively. As can be seen in Egs. (6.4)
and (6.5), the material properties as well asthe moment of areais required to compute the
stiffness and mass matrices. It is interesting to note that most of the information provided
goes into forming the finite element matrices. In fact, that is the basic idea when it comes
to applying the finite element method: to form the finite element matrix equation and solve
the equation to obtain the required field variables.
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The next card would be the definition of the boundary conditions. In this case, the rear
dropouts that are represented by nodes 8 and 9 and grouped as a hode set, ‘FIXED’, are
constrained in all DOFs. Recall that in this case, since each node has six DOFs, we can
actually reduce the size of the matrix here by eliminating 12 rows and columns each, just
as we have done in worked examples in Chapters 4 and 5. For the loads, it is given as a
concentrated force of —1000N at node 71 inthe X direction. Thiswould bereflected in the
force vector, Eq. (6.42).

The control cards control the type of analysis to be performed, which in thiscaseis a
static analysis. In static analyses, the static equation KD = F is solved for D, which isa
vector of the displacements and rotations of the nodes in the model. The method used is
usually algorithms like the Gauss elimination method, which is mentioned in Section 3.5.

The last part of the input file would consist of the output control cards, which specify
the type of output requested. In this case, the nodal displacement and rotation components
(U) and the elementa stress (S) and strain (E) components are specified. With theinput file
written, one can then invoke ABAQUS to execute the analysis.

6.5.4 Results and Discussion

Using the above input file, the finite element equation is solved and a deformation plot
showing how theframe actually deformsunder the specified loadingisshownin Figure 6.10.
The magnitude of the deformation is actually magnified 20x as the true deformation is
much too small for viewing purposes. Such deformation plots, or the results containing the
displacements of the nodes, are useful to a designer since he or she will then be able to
visualize the way in which the frame will deform under specific conditions. Furthermore,
knowing the magnitude of deformation also hel psto gauge aspectsof theframeinthedesign,

el el o7
o Cheg
o

Figure 6.10. Deformation plot of bicycle frame.
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Figure 6.11. Stresses in the bicycle frame.

as consumers would not want a bicycle which could not be ridden once one accidentally
hitsawall or curb at slow speed.

The other more important result that could be obtained from this case study would be
the stresses that incur with this particular loading condition. Figure 6.11 shows the average
axia stresses along the centroid of the aluminum beam members. It should be noted that
it is possible to obtain stresses on different sections of the cross-section, for example, the
upper or lower surface along the circumference of a circular cross-section. These stresses
are useful for testing whether the bicycle frame will fail under the applied loads. If these
stresses are smaller than the yield stress or the design stress of the material, then it can be
safely concluded that there is ahigh chance that the material will not fail or undergo plastic
deformation. It isimportant that the deformations remain elastic, that is, it will return to the
original shape upon removal of the applied load.

Hence, it can be seen how the finite element method can aid the design engineer when
it comes to designing a product. It would be disastrous if a new design of an engineering
system is mass-produced without going through any sort of analysisto check itsreliability.

6.6 REVIEW QUESTIONS

1. Explain why the superposition technique can be used to formulate the frame elements
simply using the formulations of the truss and beam elements. On what conditions
will this superimposition technique fail?

2. In the transformation from the local coordinate system to the globa coordinate
system in a planar frame, does the rotation degree of freedom undergo any trans-
formation? Why?
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05m 05m

Figure 6.12. Three member planar frame structure.

3. Work out the displacements of the planar frame structure shown in Figure 6.12. All
the members are of the same material (E = 69.0GPa, v = 0.33) and with circular
cross-sections. The areas of the cross-sections are 0.01 m?2. Compare the results with
those obtained for review question 6 in Chapter 4.
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FEM FOR TWO-DIMENSIONAL SOLIDS

7.1 INTRODUCTION

In this chapter, we develop, in an easy to understand manner, finite element equations for
the stress analysis of two-dimensional (2D) solids subjected to external loads. The basic
concepts, procedures and formulations can also be found in many existing textbooks (see,
e.g. Zienkiewicz and Taylor, 2000). The element developed is called a 2D solid element
that is used for structural problems where the loading—and hence the deformation—occur
within a plane. Though no real life structure can be truly 2D, experienced analysts can often
idealize many practical problems to 2D problems to obtain satisfactory results by carrying
out analyses using 2D models, which can be very much more efficient and cost-effective
compared to conducting full 3D analyses. In engineering applications, there are ample
practical problems that can be modelled as 2D problems. As discussed in Chapter 2, there
are plane stress and plane strain problems, whereby correspondingly, plane stress and plane
strain elements need to be used to solve them. For example, if we have a plate structure
with loading acting in the plane of the plate as in Figure 7.1, we need to use 2D plane stress
elements. When we want to model the effects of water pressure on a dam, as shown in
Figure 7.2, we have to use 2D plane strain elements.

T tt

~<

—3

—x

Figure 7.1. A typical 2D plane stress problem.
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Figure 7.2. A typical 2D plane strain problem.

Note that in Figure 7.1, plane stress conditions are usually applied to structures that have
a relatively small thickness as compared to its other dimensions. Due to the absence of any
off-plane external force, the normal stresses are negligible, which leads to a plane stress sit-
uation. In cases where plane strain conditions are applied, as in Figure 7.2, the thickness of
the structure (in the z direction) is relatively large as compared to its other dimensions, and
the loading (pressure) is uniform along the elongated direction. The deformation is, there-
fore, approximated to be the same throughout its thickness. In this case, the off-plane strain
(strain components in the z direction) is negligible, which leads to a plane strain situation.
In either a plane stress or plane strain situation, the governing system equation can be dras-
tically simplified, as shown in Chapter 2. The formulations for plane stress and plane strain
problems are very much the same, except for the difference in the material constant matrix.

A 2D solid element, be it plane strain or plane stress, can be triangular, rectangular
or quadrilateral in shape with straight or curved edges. The most often used elements in
engineering practice are linear. Quadratic elements are also used for situations that require
high accuracy in stress, but they are less often used for practical problems. Higher order
elements have also been developed, but they are less often used except for certain specific
problems. The order of the 2D element is determined by the order of the shape functions
used. A linear element uses linear shape functions, and therefore the edges of the element
are straight. A quadratic element uses quadratic shape functions, and their edges can be
curved. The same can be said for elements of third order or higher.

In a2D model, the elements can only deform in the plane where the model is defined, and
in most situations, this is the x—y plane. At any point, the variable, that is the displacement,
has two components in the x and y directions, and so do the external forces. For plane
strain problems, the thickness of the true structure is usually not important, and is normally
treated as a unit quantity uniformly throughout the 2D model. However, for plane stress
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problems, the thickness is an important parameter for computing the stiffness matrix and
stresses. Throughout this chapter, it is assumed that the elements have a uniform thickness
of h. If the structure to be modelled has a varying thickness, the structure needs to be divided
into small elements, where in each element a uniform thickness can be used. On the other
hand, formulation of 2D elements with varying thicknesses can also be done easily, as the
procedure is similar to that of a uniform element. Very few commercially available software
packages provide elements of varying thickness.

The equation system for a 2D element will be more complex as compared with the 1D
element because of the higher dimension. The procedure for developing these equations
is, however, very similar to that for the 1D truss elements, which is detailed in Chapter 4.
These steps can be summarized in the following three-step procedure:

1. Construction of shape functions matrix N that satisfies Eqgs. (3.34) and (3.41).
2. Formulation of the strain matrix B.
3. Calculation of K., m,, and f, using N and B and Egs. (3.71), (3.75) and (3.81).

We shall be focusing on the formulation of three types of simple but very important
elements: linear triangular, bilinear rectangular, and isoparametric linear quadrilateral ele-
ments. Once the formulation of these three types of element is understood, the development
of other types of elements of higher orders is straightforward, because the same techniques
can be utilized. Development of higher order elements will be discussed at the end of this
chapter.

7.2 LINEAR TRIANGULAR ELEMENTS

The linear triangular element was the first type of element developed for 2D solids. The
formulation is also the simplest among all the 2D solid elements. It has been found that the
linear triangular element is less accurate compared to linear quadrilateral elements. For this
reason, it is often thought to be ideal to use quadrilateral elements, but the reality is that
the triangular element is still a very useful element for its adaptivity to complex geometry.
Triangular elements are normally used when we want to mesh a 2D model involving complex
geometry with acute corners. In addition, the triangular configuration with the simplest
topological feature makes it easier to develop meshing processors. Nowadays, analysts are
hoping to use a fully automated mesh generator to perform the complex task of analysis
that needs repeated or even adaptive re-meshing. Most automated mesh generators can
only create triangular elements. There are automated mesh generators that can generate a
quadrilateral mesh, but they still use triangular elements as patches for difficult situations,
and end up with a mesh of mixed elements. Hence, whether we like it or not, we still have
to use triangular elements for many practical engineering problems.

Consider a 2D model in the x—y plane, shown schematically in Figure 7.3. The 2D
domain is divided in a proper manner into a number of triangular elements. The ‘proper’
meshing of a domain will be outlined in Chapter 11, where a list of guidelines is provided.
In a mesh of linear triangular elements, each triangular element has three nodes and three
straight edges.
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Figure 7.3. Rectangular domain meshed with triangular elements.
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Figure 7.4. Linear triangular element.

7.2.1 Field Variable Interpolation

Consider now atriangular element of thickness . The nodes of the element are numbered 1,
2 and 3 counter-clockwise, asshown in Figure 7.4. For 2D solid elements, the field variable
is the displacement, which has two components (z and v), and hence each node has two
Degrees Of Freedom (DOFs). Since a linear triangular element has three nodes, the total
number of DOFs of alinear triangular element is six. For the triangular element, the local
coordinate of each element can be taken as the same as the global coordinate, since there
are no advantages in specifying a different local coordinate system for each element.

Now, let us examine how atriangular element can be formulated. The displacement U
is generally afunction of the coordinates x and y, and we express the displacement at any
point in the element using the displacements at the nodes and shapefunctions. Itistherefore
assumed that (see Section 3.4.2)

U (x, y) = N(x, y)d, (7.2)

where the superscript & indicates that the displacement is approximated, and d, is avector
of the nodal displacements arranged in the order of

Zl displacements at node 1
1
d. = "2 displacements at node 2 (7.2
v2
us .
displacements at node 3
v3
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and the matrix of shape functions N is arranged as

N_[Nl 0 N, 0O N3 o}

B 0O N O N> O N3
— — — — N’
Nodel Node2 Node3

inwhich N; (i = 1, 2, 3) are three shape functions corresponding to the three nodes of the
triangular element. Equation (7.1) can be explicitly expressed as

(7.3)

ul (x, y) = N1(x, y)uz + Na(x, y)uz + N3(x, y)uz 74

v (x, y) = N1(x, y)v1 + Na(x, y)v2 4+ Na(x, y)vs

which implies that each of the displacement components at any point in the element is
approximated by an interpolation from the nodal displacements using the shape functions.
Thisisbecausethetwo displacement componentsarebasically independent from each other.
The question now ishow can we construct these shape functions for our triangular element
that satisfies the sufficient requirements: delta function property; partitions of unity; and
linear field reproduction.

7.2.2 Shape Function Construction

Development of the shape functions is normally the first, and most important, step in
developing finite element equations for any type of element. In determining the shape
functions N; (i = 1, 2, 3) for the triangular element, we can of course follow exactly the
standard procedure described in Sections 3.4.3 and 4.2.1, by starting with an assumption
of the displacements using polynomial basis functions with unknown constants. These
unknown constants are then determined using the nodal displacements at the nodes of
the element. This standard procedure works in principle for the development of any type
of element, but may not be the most convenient method. We demonstrate here another
slightly different approach for constructing shape functions. We start with an assumption of
shape functions directly using polynomial basis functions with unknown constants. These
unknown constants are then determined using the property of the shape functions. The only
difference here is that we assume directly the shape function instead of the displacements.
For alinear triangular element, we assume that the shape functions are linear functions of
x and y. They should, therefore, have the form of

N1 =aj+bix + c1y (7.5)
N =ap + byx + c2y (7.6)
N3 = a3z + bzx + c3y 7.7)

where a;, b; and ¢; (i = 1, 2, 3) are constants to be determined. Equation (7.5) can be
written in aconcise form,

Ni=ai+bix+cy, i=1273 (7.8
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We write the shape functions in the following matrix form:

aj
N; = {1 X y} {bi] =pla (7.9)
— Ci
pT

where « is the vector of the three unknown constants, and p is the vector of polynomial
basis functions (or monomials). Using Eg. (3.21), the moment matrix P corresponding to

basis p can be given by
1 x1n
P=11 x2 y (7.20)

1 x3 3

Note that the above equation is written for the shape functions, and not for the dis-
placements. For this particular problem, we use up to the first order of polynomial basis.
Depending upon the problem, we could use higher order of polynomial basisfunctions. The
complete order of polynomial basisfunctionsin two-dimensional space up to the nth order
can be given by using the so-called Pascal triangle, shown in Figure 3.2. The number of
termsused in p depends upon the number of nodesthe 2D element has. We usually try to use
terms of lowest orders to make the basis as complete as possible in order. It isaso possible
to choose specific terms of higher orders for different types of elements. For our triangular
element there are three nodes, and therefore the lowest terms with complete first order are
used, as shown in Eq. (7.9). The assumption of Eq. (7.5) implies that the displacement is
assumed to vary linearly in the element. In Eq. (7.8) thereis atotal of nine constantsto be
determined. Our task now isto determine these constants.

If the shape functions constructed possess the delta function property, based on
Lemmas 2 and 3 given in Chapter 3, the shape functions constructed will possess the
partition of unity and linear field reproduction, as long as the moment matrix given in
Eq. (7.10) isof full rank. Therefore, we can expect that the complete linear basis functions
used in Eq. (7.9) guarantee that the shape functions to be constructed satisfy the sufficient
requirements for FEM shape functions. What we need to do now issimply impose the delta
function property on the assumed shape functionsto determinethe unknown constantsa; , b;
and ¢;.

The delta functions property states that the shape function must be a unit at its home
node, and zero at its remote nodes. For a two-dimensional problem, it can be expressed as

1 fori=j
NiGi YD =10 for s iy (7.11)
For a triangular element, this condition can be expressed explicitly for all three shape
functionsin the following equations. For shape function N1, we have

Ni(x1,y1) =1
Ni(x2,y2) =0 (7.12)
Ni(x3,y3) =0
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Thisis because node 1 at (x1, y1) isthe home node of N1, and nodes 2 at (x2, y2) and 3 at
(x3, y3) are the remote nodes of N1. Using Egs. (7.5) and (7.12), we have

Ni(x1,y1) = a1+ bixgs +caiy1 =1
N1(x2, y2) = a1+ bixa +c1y2 =0 (7.13)
N1(x3,y3) = a1+ bixz +c1y3=0
Solving Eq. (7.13) for ay, b1 and ¢1, we obtain
_Xeys—Xsy2 . Yy27y3 X837 X
T 24, 0 YT T2a, 0 YT Toa,
where A, isthe area of the triangular element that can be calculated using the determinant
of the moment matrix:

a1 (7.14)

1 1 x1 y1
A, = EIPI =5 1 x2 y2|= 5[(?62}’3 —x3y2) + (y2 — y3)x1 + (x3 — x2)y1] (7.15)
1 x3 y3

Note here that as long as the area of the triangular element is nonzero, or as long as the
three nodes are not on the same line, the moment matrix P will be of full rank.
Substituting Eq. (7.14) into Eqg. (7.5), we obtain

N1 = A [(x2y3 — x3y2) + (y2 — y3)x + (x3 — x2)¥] (7.16)
which can be re-written as
1
N1 = 74 [(y2 — y3)(x — x2) + (x3 — x2)(y — y2)] (7.17)

This equation clearly showsthat N1 isaplanein the space of (x, y, N) that passes through
thelineof 2-3, and vanishesat nodes2 at (x2, y2) and 3at (x3, y3). Thisplanealso passesthe
point of (x1, y1, 1) in spacethat guaranteesthe unity of the shape function at the home node.
Since the shape function varies linearly within the element, N1 can then be easily plotted
asin Figure 7.5(a). Making use of these features of N1, we can immediately write out the
other two shape functions for nodes 2 and 3. For node 2, the conditions are

Na(x1,y1) =0
Na(x2,y2) =1 (7.18)
Na(x3, y3) =0

and the shape function N> should pass through the line 3-1, which gives

1
[(x3y1 — x1y3) + (y3 — yv)x + (x1 — x3)y]

N =
27 %4,

1
54 [(y3 — yD(x —x3) + (x1 — x3)(y — ¥3)] (7.19)
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@ 4 Ni(xy) 3 Eﬁ? {3
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Nyp(ry, yp)=1
1
H N Y =0
: 2(xp y9) 102, y2)
1 (u, vp) Ny(x3,y3) =0
1(xp y1) .
(uy, Vl)_.. e
g
Shape function Ny
(b) A Ny(xy) J 3 (x3 y3)
(13, v3) No(ry, y) =0
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Shape function N3

Figure 7.5. Linear triangular element and its shape functions.

which is plotted in Figure 7.5(b). For node 3, the conditions are
N3(x1,y1) =0
N3(x2,y2) =0
N3(x3, y3) =1

and the shape function N3 should pass through the line 1-2, and given by

1
24 [(x1y2 — x1y1) + (y1 — y2)x + (x2 — x1)y]

1
24,

N3 =

[(y1—y2)(x —x1) + (x2 — x1)(y — y1)]

(7.20)

(7.22)



7.2 LINEAR TRIANGULAR ELEMENTS 137

whichisplottedin Figure7.5(c). Theprocessof determiningthese constantsisbasically sim-
ple, algebraic manipulation. The shape functions are summarized in the following concise
form:

Ni =a; +bix +cjy (7.22)

a; = Z—Ae(xjyk — XkYj)

b= (3 — w0 (7.29)
i = 2Ae yj Yk .

G = Z—Ae(xk — X))

wherethesubscript i variesfrom 1to 3, and j and k are determined by thecyclic permutation
in the order of i, j, k. For example, if i = 1, then j = 2,k = 3. Wheni = 2, then
j=3 k=1

7.2.3 Area Coordinates

Another alternative and eff ective method for creating shapefunctionsfor triangular elements
is to use so-caled area coordinates L1, L> and L3. The use of the area coordinates will
immediately lead to the shape functions for triangular elements. However, we first need to
define the area coordinates.

Indefining L1, weconsider apoint Pat (x, y) insidethetriangle, asshownin Figure 7.6,
and form a sub-triangle of 2-3-P. The area of this sub-triangle is noted as A1, and can be
calculated using the formula

1 1 x vy 1
A= > 1 x2 y2| = 5[(xzy3 —x3y2) + (y2 — y3)x + (x3 — x2)y] (7.24)
1 x3 y3

k3 Ay Ay Az
’ sz,L =—= [,=—
174,072 A, %A,

e

Ji 2

-
X

Figure 7.6. Definition of area coordinates.



138 CHAPTER 7 FEM FOR TWO-DIMENSIONAL SOLIDS

The area coordinate L isthen defined as

Ax
Ly=— 7.25
1= (7.25)
Similarly, for L, we form sub-triangle 3-1-P with an area of A, given by
1 1 x vy 1
Az=3|1 a3 y3) = S[(ay1—x1y3) + (v3 = yOx + (x1 = x3)y] (7.26)
1 x1 »n
The area coordinate L is then defined as
A2
L,=—= 7.27
2= (7.27)
For L3, we naturally write
As
L3=—" 7.28
3= (7.28)
where A3 isthe area of the sub-triangle 1-2-P, calculated using
1 1 x vy 1
Ag=3 11 w1 yif = Sl(ay2 —x2y1) + (1 = y2)x + (2 = x1)y] (7.29)
1 x2 »

It is very easy to confirm the unity property of the area coordinates L1, L, and L3. First,
they are partitions of unity, i.e.

Li+Ly+L3=1 (7.30)
that can be proven using the definition of the area coordinates:

Ay A2 Az Azx+ A2+ As
L1+L2+L3_A2+Ae+Ae_ A =
Secondly, these area coordinates are of delta function properties. For example, L1 will
definitely be zero if Pis at the remote nodes 2 and 3, and it will be aunit if Pisat its home
node 1. The same arguments are also valid for L, and Ls.
These two properties are exactly those defined for shape functions. Therefore, we
immediately have

1 (7.31)

Ni=1Li;, Np=L; N3=Ls (7.32)

The previous equation can also be easily confirmed by comparing Egs. (7.16)
with (7.25), (7.19) with (7.27), and (7.21) with (7.28). The area coordinates are very
convenient for constructing higher order shape functions for triangular elements.

Once the shape function matrix has been developed, one can write the displacement at
any point in the element in terms of nodal displacementsin the form of Eq. (7.1). The next
step is to develop the strain matrix so that we can write the strain, and hence the stress, at
any point in the element in terms of the nodal displacements. This will further lead to the
element matrices.
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7.2.4 Strain Matrix

Let us now move to the second step, which is to derive the strain matrix required for
computing the stiffness matrix of the element. According to the discussion in Chapter 2,
there are only three major stress components, o = {0y, o,y 0y} ina2D solid, and
the corresponding strains, e” = {e, £yy €xy} Can be expressed as

ou

Exx = —
0x

av
Eyy = 5
ou ov

ay "ax

(7.33)

Exy =

or in aconcise matrix form,
e=LU (7.34)

where L iscalled adifferential operation matrix, and can be obtained simply by inspection
of Eq. (7.33):
d/0x 0
L=| 0 9/dy (7.35)
d/dy 9/dx

Substituting Eq. (7.1) into Eq. (7.34), we have
e =LU=LNd, = Bd, (7.36)

where B istermed the strain matrix, which can be obtained by the following equation once
the shape function is known:

a/0x 0
B=LN=| 0 4/dy|N (7.37)
a/dy d/0x

Equation (7.36) implies that the strain is now expressed by the nodal displacement of the
element using the strain matrix. Equations (7.36) and (7.37) are applicable for al types of
2D elements.

Using Egs. (7.3), (7.22), (7.23) and Eq. (7.37), thestrain matrix B for thelinear triangular
element can be easily obtained, to have the following simple form:

ap 0 a» 0 a3 O
B=|0 b1 0 by 0 b3 (7.38)
b1 a1 by ax b3 a3z

It can be clearly seen that the strain matrix B for alinear triangular element is a constant
matrix. Thisimpliesthat the strain within alinear triangular el ement is constant, and thus so
isthe stress. Therefore, the linear triangular elements are also referred to as consrant strain
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elements Or constant stress elements. In reality, stress or strain varies across the structure,
hence using linear triangular elements with a coarse mesh will result in arather inaccurate
stress or strain distribution. We would need to have afine mesh of linear triangular elements
in order to show an appropriate variation of stress or strain across the structure.

7.2.5 Element Matrices

Having obtained the shape function and the strain matrix, the displacement and strain (hence
the stress) can al be expressed in terms of the nodal displacements of the element. The
element matrices, like the stiffness matrix k., mass matrix m,, and the nodal force vector
f., can then be found using the equations developed in Chapter 3.

The element stiffness matrix k, for 2D solid elements can be obtained using Eq. (3.71):

h
ke=/ BTchV=/ (/ dz)BTCBdA=/ hBTcBdA (7.39)
Ve A, 0 Ae

Note that the material constant matrix ¢ has been given by Egs. (2.31) and (2.32), respec-
tively, for the plane stress and plane strain problems. Since the strain matrix B is a constant
matrix, as shown in Eqg. (7.38), and the thickness of the element is assumed to be uniform,
the integration in Eq. (7.39) can be carried out very easily, which leadsto

k. =hA.BTcB (7.40)

The element mass matrix m, can also be easily obtained by substituting the shape
function matrix into Eq. (3.75):

h
me=/ pNTNdV=/ / dxpNTNdA=/ hoNTNdA (7.41)
A A, JO A,

For elements with uniform thickness and density, we can rewrite Eq. (7.41) as

N1N1 0 N1N> 0 N1N3 0
0 N1N1 0 N1N> 0 N1N3
. NoN1 0 NoNo 0 NoN3 0
Me = hp /Ae 0 NoN1 0 N2N> 0 N2N3 da (7.42)
NsNp. O N3N, O N3Nz O
0 N3N1 0 N3N> 0 N3N3

The integration of al the terms in the mass matrix can be carried out by simply using a
mathematical formula devel oped by Eisenberg and Malvern (1973):

m!n!p!

(m+n+p+2)! (743)

p
/A LY LALE dA =

where L; = N; is the area coordinates for triangular elements that is the same as
the shape function, as we have seen in Section 7.2.2. The element mass matrix m, is
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found to be
2 0 1 010
2 01 01
phA 2 010
=" 5 0 1 (7.44)
sy. 2 0
2

The nodal force vector for 2D solid elements can be obtained using Egs. (3.78), (3.79)
and (3.81). Suppose the element is loaded by a distributed force f; on the edge 2-3 of the
element, as shown in Figure 7.4; the nodal force vector becomes

f, = /l [N]T‘H{ﬁ;} di (7.45)

If the load is uniformly distributed, f;, and f;, are constants within the element, so the
above equation becomes

1
iy = 2o g { ¥ (7.46)

where [o_3 isthe length of the edge 2-3 of the element.

Once the element stiffness matrix k., mass matrix m, and nodal force vector f, have
been obtained, the global finite element equation can be obtained by assembling the element
matrices by summing up the contribution from all the adjacent elements at the shared nodes.

7.3 LINEAR RECTANGULAR ELEMENTS

Triangular elements are usually not preferred by many analysts nowadays, unless there
are difficulties with the meshing and re-meshing of models of complex geometry. The
main reason is that the triangular elements are usually less accurate than rectangular or
quadrilateral elements. As shown in the previous section, the strain matrix of the linear
triangular elements is constant, accounting for the inaccuracy. With advances in meshing
algorithms, many models of complex geometry with sharp corners or curved edges can be
modelled using quadrilateral elements. For the rectangular element, the strain matrix is not
aconstant, aswill be shown in this section. Thiswill provide a more realistic presentation
in strain, and hence the stress distribution, across the structure. The formulation of the
equations for the rectangular elements is simpler compared to the triangular elements,
because the shape functions can form very easily due to the regularity in the shape of the
rectangular element. The simple three-step procedure is applicable, and will be shown in
the following sections.
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7.3.1 Shape Function Construction

Consider a 2D domain. The domain is discretized into a number of rectangular elements
with four nodes and four straight edges, as shown in Figure 7.7. As always, we number the
nodes in each element 1, 2, 3 and 4 in a counter-clockwise direction. Note also that, since
each node has two DOFs, the total DOFs for alinear rectangular element would be eight.

The dimension of the element isdefined hereas2a x 2b x h. A local natural coordinate
system (&, n) withitsorigin located at the centre of the rectangular element is defined. The
relationship between the physical coordinate (x, y) and the local natural coordinate system
(§,m) isgiven by

§=x/a, n=y/b (7.47)

Equation (7.47) defines a very simple coordinate mapping between physical and natural
coordinate systems for rectangular elements as shown in Figure 7.8. Our formulation can
now be based on the natural coordinate system. The use of natural coordinates will make
the construction of the shape functions and eval uation of the matrix integrations very much
easier. Thiskind of coordinate mapping techniqueis one of the most often used techniques
inthe FEM. It isextremely powerful when used for devel oping elements of complex shapes.

We perform the field variabl e interpol ation and express the displacement within the ele-
ment asan interpol ation of thenodal displacementsusing shapefunctions. Thedisplacement
vector U is assumed to have the form

U (x, y) = N(x, y)d, (7.48)
where the nodal displacement vector d, is arranged in the form

ui
n

“21 1 displacements at node 2
d, = {"? (7.49)

Zi displacements at node 3

us
us

displacements at node 1

displacements at node 4

Figure 7.7. Rectangular domain meshed by rectangular elements.
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and the matrix of shape functions has the form

N — Nt O N O N3 O N4 O
B 0 N O N> O N3 0 Mg

——— ——— ~——— ~——
Nodel Node2 Node3 Node4

(7.50)

where the shape functions N; (i = 1, 2, 3, 4) are the shape functions corresponding to the
four nodes of the rectangular element.

In determining these shapefunctions N; (i = 1, 2, 3, 4), wecanfollow exactly the same
steps used in Sections 4.2.1 or 7.2.2, by starting with an assumption of the displacement or
shape functions using polynomial basis functionswith unknown constants. These unknown
constants are then determined using the displacements at the nodes of the element or the
property of the shape functions. The only difference hereis that we need to use four terms
of monomials of basis functions. As we have seen in Section 7.2.2, the process is quite
troublesome and lengthy. For many cases, one often constructs shape functions simply by
some ‘shortcut” methods. One of theseisby inspection, and utilizing the properties of shape
functions.

Duetotheregularity of the square element inthe natural coordinates, the shapefunctions
in Eqg. (7.50) can be written out directly as follows, without going through the detailed
process that we described in the previous section for triangular elements:

Ni=31-861-1n)
No=ZA+&1A—n)
N3=1A+&1+n)
Na= 31— 1+

(7.51)

@ (b) 4(-1,+1) 3(1,+1)
(14, va) (uz, v3)
A yv Y ®
aayd 1" 30Gaw .
(14, v4) (u3, v3)
2b —»6 I >/ |:> 2b
2a 4
1 (xg, y1) (x2,¥2)
(ug, v) (uy, v2)k ® 2a ®
> 1(-1,-1) 2 (1 -1)
’ (1, v1) (up, vo)

Figure 7.8. Rectangular element and the coordinate systems. (a) Rectangular element in physical
system, (b) square element in natural coordinate system.
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It is very easy to confirm that al the shape functions given in Eq. (7.51) satisfy the delta
function property of Eq. (3.34). For example, for N3 we have

N3latnoder = 31+ &AL+ m|,_, =0

Nalanode2 = 71+ &L +n)|,, =0
(7.52)
N3lanoges = 3L+ &L+ m)|,_, =1

n

N3latnoges = 31+ EA+n)|,_, =0

The same examination of N1, N> and N4 will confirm the same property.
Itisalso very easy to confirm that all the shape functions given in Eq. (7.51) satisfy the
partition of unity property of Eq. (3.41):

4
ZNi=N1+N2+N3+N4
i=1

[A-5HA-M+A+5HA -+ A+HA+n+A-5A+n)]
[20-8)+20+8)]=1 (7.53)

1
2
-1
=12
The partitions of unity property can also be easily confirmed using Lemma 1 in Chapter 3.
Equation (7.53) should be called abilinear shapefunctionto beexact, asit varieslinearly
in both the & and n directions. It varies quadratically in any direction other than these two &
and » directions. Denoting the natural coordinates of node j by (£;, n;), the bilinear shape
function N; can be re-written in a concise form:

Nj=1Q+¢£8)@A+nn) (7.54)

7.3.2 Strain Matrix

Using the same procedure as for the case of the triangular element, the strain matrix B
would have the same form asin Eq. (7.37), that is

B=LN
1- 1- 1 1
— il 0 -1 0 I+ _4+n 0
a a
- _1=¢ R e o 128
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Itisnow clear that the strain matrix for abilinear rectangular element isno longer aconstant
matrix. Thisimpliesthat the strain, and hence the stress, within alinear rectangular element
is not constant.

7.3.3 Element Matrices

Having obtained the shape function and the strain matrix B, the element stiffness matrix k.,
mass matrix m,, and the nodal force vector f, can be obtained using the equations presented
in Chapter 3. Using first the relationship given in Eq. (7.47), we have

dxdy =abdé dy (7.56)
Substituting Eq. (7.56) into Eq. (7.39), we obtain

+1 ,+1
k, = f hBTcBdA = f f abhBTcB dg dy (7.57)
A -1 J-1

The material constant matrix ¢ has been given by Egs. (2.31) and (2.32), respectively,
for plane stress and plane strain problems. Evaluation of the integral in Eq. (7.57) would
not be as straightforward, since the strain matrix B is a function of & and ». It is till
possible to obtain the closed form for the stiffness matrix by carrying out the integrals in
Eq. (7.57) analyticaly. In practice, we often use anumerical integration schemeto evaluate
theintegral, and the commonly used Gauss integration scheme will beintroduced here. The
Gaussintegration scheme isavery simple and efficient procedure that performs numerical
integral, and it is briefly outlined here.

7.3.4 Gauss Integration

Consider first a one-dimensional integral. Using the Gaussintegration scheme, the integral
isevaluated simply by asummation of theintegrand evaluated at m Gauss points multiplied
by corresponding weight coefficients asfollows:

+1 "
I=| fed = w;f&) (7.58)

— =

The locations of the Gauss points and the weight coefficients have been found for different
m, and are given in Table 7.1. In general, the use of more Gauss points will produce
more accurate results for the integration. However, excessive use of Gauss points will
increase the computational time and use up more computational resources, and it may not
necessarily give better results. The appropriate number of Gauss points to be used depends
upon the complexity of the integrand. It has been proven that the use of m Gauss points
gives the exact results of a polynomial integrand of up to an order of n = 2m — 1. For
example, if the integrand is a linear function (straight line), we have 2m — 1 = 1, which
givesm = 1. This means that for a linear integrand, one Gauss point will be sufficient to
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Table 7.1. Gauss integration points and weight coefficients

m & w; Accuracy n

1 0 2 1

2 —1/4/3,1/J/3 11 3

3 -.06,0,./06 5/9,8/9,5/9 5

4 —0.861136, —0.339981, 0.347855, 0.652145, 7
0.339981, 0.861136 0.652145, 0.347855

5 —0.906180, —0.538469, 0, 0.236927, 0.478629, 0.568889, 9
0.538469, 0.906180 0.478629, 0.236927

6 —0.932470, —0.661209, —0.238619, 0.171324, 0.360762, 0.467914, 11
0.238619, 0.661209, 0.932470 0.467914, 0.360762, 0.171324

give the exact result of the integration. If the integrand is of a polynomia of athird order,
wehave2m — 1 = 3, which givesm = 2. Thismeansthat for an integrand of athird order
polynomial, the use of two Gauss points will be sufficient to give the exact result. The use
of more than two points will still give the same results, but takes more computation time.
For two-dimensional integrations, the Gauss integration is sampled in two directions, as
follows:

ny Iy

+1 p+1
12[1 1 f@””dédn=ZZwiw,-f<si,n,»> (7.59)

i=1j=1

Figure 7.9(b) shows the locations of four Gauss points used for integration in a square
region.

Theelement stiffnessmatrix k, can be obtained by numerically carrying out theintegrals
in Eq. (7.57) using the Gauss integration scheme of Eqg. (7.59). 2 x 2 Gauss points shown
in Figure 7.9(b) are sufficient to obtain the exact solution for the stiffness matrix given by
Eq. (7.57). Thisis because the entry in the strain matrix, B, is alinear function of & or ».
The integrand in Eq. (7.57) consists of B” ¢B, which implies multiplications of two linear
functions, and hence this becomes a quadratic function. In Table 7.1, having two Gauss
points sampled in each direction is sufficient to obtain the exact results for a polynomial
function in that direction of order up to 3. Figure 7.9(a) and (c) show some other different
and possible number of integration pointsin a square region.

To obtain the el ement mass matrix m,, we substitute Eq. (7.56) into Eq. (3.75) to obtain

h
me=/ ,oNTNdV=// dxpNTNdA=/hpNTNdA
\%4 A JO A

+1 p+1
= / / abhpNT N dg dn (7.60)
-1 J-1
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@1t T 34 LT R aci+yt T3+

3 Cl10 |c¢

o O

1-1,-1)  2(1,-1) 1-1,-1)  2(1,-1) 1-1,-1)  2(1,-1)

Figure 7.9. Integration points for ny = n, = 1,2 and 3 in a square region.

Upon evaluation of theintegral, after substitution of Eq. (7.50) into Eq. (7.60), the element
mass matrix m, is obtained explicitly as

4 0 201020

4 0 2 010 2

4 02010

phab 4 0 2 01
e="3 40 2 0 (7.61)

4 0 2

sy. 4 0

- 4—

In obtaining element m;; in the mass matrix, the following integral has been carried out and
repeatedly used:

+1 p+1
mi; =phab/ / N;N; d¢ dn
1 Ja

hab (1 +1
= Plg /1 (1+§i§)(1+§j$)d$/l L+ )L+ n;n) dy

hab 1 1
= p4a (1+ :—,)Siéj) <1+ é’?i’?j) (7.62)

For example, in calculating m33, we use the above equation to obtain

m33=phjb<1+%X1X1)(1+%x1x1):4xphgab (7.63)

In practice, theintegralsin Eq. (7.60) are often calculated numerically using the Gauss
integration scheme.
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The nodal force vector for a rectangular element can be obtained by using
Egs. (3.78), (3.79) and (3.81). Suppose the element is loaded by a distributed force f,
on edge 2-3 of the element, as shown in Figure 7.8; the nodal force vector becomes

f, = /l [N]T‘z_s{ﬁi} di (7.64)

If the load is uniformly distributed within the element, and f;, and f;, are constant, the
above eguation becomes

f,=ph (7.65)

whereb isthehalf length of theside 2-3. Equation (7.65) suggeststhat the evenly distributed
load is divided equally onto nodes 2 and 3.

The stiffness matrix k., mass matrix m, and nodal force vector f, can be used directly
to assemble the global FE equation, Eqg. (3.96). Coordinate transformation is needed if
the orientation of the local natural coordinate does not coincide with that of the global
coordinate system. In such a case, quadrilateral elements are often used, which is to be
developed in the next section.

7.4 LINEAR QUADRILATERAL ELEMENTS

Though the rectangular element can be very useful, and is usually more accurate than
the triangular element, it is difficult to use it for problems with any geometry rather than
rectangles. Hence, itspractical applicationisvery limited. A much more practical and useful
element would be the so-called quadrilateral element, that can have unparalleled edges.
However, there can be a problem for the integration of the mass and stiffness matricesfor a
quadrilateral element, because of theirregular shape of the integration domain. The Gauss
integration scheme cannot be implemented directly with quadrilateral elements. Therefore,
what isrequired firstistomap thequadrilateral element intothenatural coordinatessystemto
become asguare element, so that the shape functionsand theintegration method used for the
rectangular element can beutilized. Hence, key inthedevel opment of aquadrilateral element
is the coordinate mapping. Once the mapping is established, the rest of the procedure is
exactly the sameasthat used for formulating the rectangular el ement in the previous section.

7.4.1 Coordinate Mapping

Figure 7.10 shows a 2D domain with the shape of an airplane wing. As you can imagine,
dividing such adomain into rectangular elements of parallel edgesisimpossible. The job
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can be easily accomplished by the use of guadrilateral elements with four straight but
unparallel edges, as shown in Figure 7.10. In devel oping the quadrilateral el ements, we use
the same coordinate mapping that was used for the rectangular elements in the previous
section. Due to the slightly increased complexity of the element shape, the mapping will
become a little more involved, but the procedure is basically the same.

Consider now a quadrilateral element with four nodes numbered 1, 2, 3and 4 in a
counter-clockwise direction, as shown in Figure 7.11. The coordinates for the four nodes
areindicated in Figure 7.11(a) in the physical coordinate system. The physical coordinate
system can be the same as the global coordinate system for the entire structure. As there
are two DOFs at a node, a linear quadrilateral element has atotal of eight DOFs, like the
rectangular element. A local natural coordinate system (&, n) with itsorigin at the centre of
the sgquared element mapped from the global coordinate system is used to construct the
shape functions, and the displacement is interpolated using the equation

U, m) = N, nd, (7.66)

Equation (7.66) represents afield variable interpolation using the nodal displacements.
Using a similar concept, we can also interpolate the coordinates x and y themselves. In
other words, welet coordinatesx and y beinterpolated from the nodal coordinates using the
shapefunctionswhich are expressed as functions of the natural coordinates. Thiscoordinate

Figure 7.10. 2D domain meshed by quadrilateral elements.

(@ aY 4 (X4, Ya) 3 (% ya)
3(1,+1)
¢
2 (X, Yo)
1(xq, y1) « 1(-1-1) 2(1-1
Physical coordinates > Natural coordinates

Figure 7.11. Coordinates mapping between coordinate systems.
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interpolation is mathematically expressed as

X(&,m) = N(E, nXe (7.67)

where X isthe vector of the physical coordinates,

X
X = 7.68
ol (7.69
and N isthe matrix of shape functions given by Eq. (7.50). In Eq. (7.67), X, isthe physical
coordinates at the nodes of the element, given by

X1

y1
X2

coordinate at node 1

coordinate at node 2
X, = {2 (7.69)

;2 coordinate at node 3
X4 '
va coordinate at node 4

Equation (7.67) can also be expressed explicitly as

4
x =Y N nx
i=1
. (7.70)
y=)_ Ni& n)yi

i=1

where N; isthe shape function defined for the rectangular element in Egs. (7.53) or (7.54).
Note that, due to the unique property of the shape function, theinterpolation at these nodes
will be exact. For example, substituting ¢ = 1 and n = —1in Eq. (7.70) gives x = x2
and y = yp, as shown in Figure 7.11. Physically, this means that point 2 in the natural
coordinate system is mapped to point 2 in the physical coordinate system, and vice versa.
The same can be easily observed also for points 1, 3 and 4.

L et us now analyse this mapping more closely. Substituting &€ = 1 into Eq. (7.70) gives

X

(7.71)

31— mxz2+ 3(1+n)x3
y=30—my2+ 31 +nys

or

1 1
x = 5(x2+x3) + 5n(x3 — x2)

i i (7.72)
y =352+ y3) + 5n(y3— y2)
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Eliminating  from the above two equations gives

_ (x3—x2)

(y3—y2)

which represents a straight line connecting the points (x2, y2) and (x3, y3). This means

that edge 2-3 in the physical coordinate system is mapped onto edge 2-3 in the natural

coordinate system. The same can be observed for the other three edges. Hence, we can see

that thefour straight edges of the quadrilateral in the physical coordinate system correspond

to the four straight edges of the square in the natural coordinate system. Therefore, the full
domain of the quadrilateral element is mapped onto a square one.

1 1
{x - 5()62 + X3)} + E(Yz + y3) (7.73)

7.4.2 Strain Matrix

After mapping is performed for the coordinates, we can now evaluate the strain matrix B.
Todo sointhiscase, itisnecessary to express the differentialsin terms of the natural coor-
dinates, since the relationship between the x and y coordinates and the natural coordinates
is no longer as straightforward as in the case for rectangular elements. Utilizing the chain
rule in application to partial differentiation, we have

BNl- 8Ni 0x 3N,‘ ay

9 ~ ox 08 = oy 08

JdN; dN; 0x  JN; dy

9n  ax an | ay oy
The above equations can be written in the matrix form

oN;/0s] _ ,[aN;/ox
[aNi/an] = [aN,»/ay] (7:79)

where J is the Jacobian matrix defined by

I [ax/ag 8y/8§:| (7.76)

(7.74)

dx/dn 0dy/on

We now substitute the interpolation of the coordinates defined by Eqg. (7.70) into the above
equation, and obtain

X1 oy
g |9N1/0& ON2/0& ON3/0§ ONa/OE || x2 y2 (7.77)
dN1/dn ON2/dn ON3/0n ONa/on]|x3 3 '
X4 Y4
Rewriting Eq. (7.75) to obtain
aN;/ox] _ _1[oN;/0¢
[aN,-/ay}‘J [aN,»/an} (7-78)

which gives the relationship between the differentials of the shape functions with respect
to x and y with those with respect to & and 5. We can now use the equation B = LN to
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compute the strain matrix B, by replacing all the differentials of the shape functions with
respect to x and y with those with respect to & and n, using Eq. (7.78). This process needs
to be performed numerically by a computer.

7.4.3 Element Matrices

Oncethestrain matrix B has been obtained, we can proceed to eval uate the el ement matrices.
The stiffness matrix can be obtained by Eq. (7.39). To evaluate theintegration, thefollowing
formula, which has been proven by Murnaghan (1951), is used:

dA = det |J| d& dy (7.79)

where det |J| isthe determinate of the Jacobian matrix. Hence, the element stiffness matrix
can be written as

1 4l
K, — f / BT CB det || dé dy (7.80)
1 Ja

The above integrals can then be evaluated using the Gauss integration scheme discussed
in the previous section. Notice how the coordinate mapping enables us to use the Gauss
integration scheme over a simple squared area.

The shape function defined by Eq. (7.53) isabilinear function of & and n. The elements
in the strain matrix B are obtained by differentiating these bilinear functionswith respect to
& and n, and by dividing by the Jacobian matrix whose elements are also bilinear functions.
Therefore, the elements of BTcB det |J| are fraction functions, which cannot usually be
expressed by polynomials. This means that the stiffness matrix may not be able to be
evaluated exactly using the Gauss integration scheme, unlike the case for the rectangular
element.

Theelement massmatrix m, can aso beevaluatedinthe sameway asfor therectangular
element using Eq. (7.60):

h
me:/ pNTNdV:/f dx,oNTNdA:/h,oNTNdA
\% AJO A
+1 p+1
=/ / hpNT N det |J| d¢ dy (7.81)
-1 J-1

The element force vector is obtained in the same way as described for the rectangular
element, because the integration for calculating the force vectors is one-dimensiona line
integrations. Having obtained the element matrices, the usual method of assembling the
element matricesis carried out to obtain the global matrices.

7.4.4 Remarks

The shape functions used to interpolate the coordinates in Eg. (7.70) are the same as those
used for interpolation of the displacements. Such an element is called an isoparametric
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element. However, the shape functions for coordinate and displacement interpolations do
not necessarily have to be the same. Using different shape functions for coordinate and dis-
placement interpolationswill lead to the devel opment of what isknown as subparametric or
super parametric elements. These elements have been studied in academic research, but less
oftenusedin practical applications. Detail sof such elementswill not be coveredinthisbook.

7.5 HIGHER ORDER ELEMENTS
7.5.1 Triangular Element Family

General formulation of shape functions
In devel oping higher order elements, we make use of the areacoordinate system. Figure 7.12
shows a general triangular element of order p that has n,; nodes calculated by

ng=({@+hH(p+2)/2 (7.82)

Nodei (I, J, K) islocated at the 7th node in the L1 direction, at the Jth node in the L,
direction, and at the Kth node in the L3 direction. From Figure 7.12, we have at any node
that

I+J+K=p (7.83)
The shape function can be written in the form (Argyris, 1968)
Ni =1 (L)I] (L)l (L3) (7.84)
(0.0.p)

(1,0,p-1) (0,1,p-1)

Ly
X(W,K)

(Op-1.1)

(pvovo) (p_lvlvo) (Ovpvo)

Figure 7.12. Triangular element of order p defined under the area coordinate system. Node
i (I,],K) is located at the Ith node in the L direction, at the Jth node in the L; direction, and
at the Kth node in the L3 direction. At any node, we have | + | + K = p.
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where!!, 17 and I are defined by Eq. (4.82), but the coordinate & is replaced by the area
coordinates, i.e.

(L(x - Lon)(La - Lal) T (La - La(ﬂ_]_))

15(Ly) = 7.85
prme (Lot — Loo)(Lar — Lg1) -+ (Lar — La(ﬂfl)) ( )
whereaw =1,2,3; 8 =1, J, K. For example, whene = 1and 8 = I, we have
Li1—L L1—L11)---(L1— Ly—
(L) = (L1 — Lio)(L1 11) -+ (L1 1(I-1)) (7.86)
(Lar — L1o)(L1r — L1a) -+~ (L1 — Lag-1))
Since
1 whenL, =Ly,
15(Ly) = o= T 7.87
p(La) {0 otherwise (7.81)
it is easy to confirm the delta function property of
1 L1=L1,L1 =L L1=L
N, — at nodes L1 1. L1 1 and Ly 1K (7.88)
0 other nodes

From Eqgs. (7.84) and (7.85), the order of the shape function can be found to be the same as
(Lo' (L2)! (Lo)¥ (7.89)
Since L, islinear function of x and y, the order of the shape function will be

I+J+K=p (7.90)

Quadpratic triangular elements

Consider a quadratic triangular element shown in Figure 7.13. The element has six nodes:
three corner nodes and three mid-side nodes. Using Eqs (7.84) and (7.85), the shape func-
tions can be obtained very easily. Here we demonstrate the calculation of N1. Note that for

Np=Np=N,=(2L; -1)L;
N;=Ns=Ng=4L,L,

X, u

B
|

Figure 7.13. Quadratic triangular element.
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the element shown in Figure 7.13, the area coordinate L has three coordinate values.
Lip=0 at nodes 2, 3and 5
L11 =05 atnodes4and6 (7.91)
L1 =10 atnodel
Using Eq. (7.84), we have
N1 = 5(LDIQL)IY(La) = I5(L1) x 1 x 1=15(L1)
_ (L1 — Lip)(L1— L11) _ (L1—0)(L1—05)
(L12 — L10)(L12 — L11) (1-0@1-05)

=(2L1— 1)L (7.92)
For the other two corner nodes 2, 3, we should have exactly the same equation:
N1 =Ny=No=(2L1— 1)L, (7.93)

For the mid-side node 4, we have
Na = (LD (L)IG(L2) = [1(L1) x [{(L2) x 1 =11 (L1)I{(L2)
_ (L1—1L10) (Lo—Lz) _ (L1-0) (L2-0)
(L11 — L1o) (L2a — L2o)  (0.5-0) (0.5-0)
=4L1L> (7.94)
This equation is aso valid for the other two mid-nodes, and therefore we have
N4 = N5 = Ng =4L1L> (7.95)

Cubic triangular elements

For the cubic triangular element shown in Figure 7.14 that hasnine nodes, the shapefunction
can also be obtained using Eq. (7.84), as well as four area coordinate values of (taking L1
as an example)

Lio=0 atnodes?2,6,7and3

Ly =3 anodes5 10and8
(7.96)
Lip=3% anodes4and9

Liz = at node 1

We omit the process and list the results below. The reader is encouraged to confirm the
results. For corner nodes (1, 2, and 3):

Ni= Nz =N3z=3@BL1 - 1)(3L1 - 2)L; (7.97)

For side nodes (4-9):
N4~ Ng = 3L1L>(3L1 — 1) (7.98)
For the interior node (10):
N1g = 27L1LoL3 (7.99)
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A yv 3 N, =Ny=Ng= % (3L,-1)(3L;-2)L,

9
Ny~No= 5 Lil, (3L;-1)
N10= 27L1L2L3

(o,m) (n,m)

(0,0) (n,0)

Figure 7.15. Rectangular element of arbitrary high orders.

7.5.2 Rectangular Elements

Lagrange type elements

Considering arectangular element withny; = (n 4+ 1) (m + 1) nodes, shown in Figure 7.15.
The element is defined in the domain of (—1 < & > 1,—-1 < n > 1) in the natura
coordinates & and n. Due to the regularity of the nodal distribution along both the & and
n directions, the shape function of the element can be ssimply obtained by multiplying
one-dimensional shape functions with respect to the & and » directions using the Lagrange
interpolants defined in Eq. (4.82) (Zienkiewicz et al., 2000):

Ni = NiPN2P = %)™ (n) (7.100)

Due to the delta function proper of the 1D shape functions givenin Eq. (4.83), it is easy to
confirm that the N; given by Eq. (7.100) is also of the delta function property.
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4

® ‘s 03
In—>

@3 9 : @6

[ O O

1 5 2

Figure 7.16. Nine-node rectangular element.

Using Egs. (7.100) and (4.82), the nine-node quadratic element shown in Figure 7.16
can be given by

N1 = N{PENP () = 36— &nd —n)

N2 = NP NP () = — 361+ &)n1—n)

N3 =NPENP () = 361+ 6L+

Na=N{PENPP () = —36(L - &)L+ )y

Ns = N3P NP () = =31+ &)L — )1 —nn (7.102)
Ne = N3P NP (p) = 361+ &)L+ (A —n)

N7 =N3PENP () = 31+ &)L - E) A+ nn
Ng=N{PENP(p) = —36(1— &)L — )y

No = N3?&N3P () = 1 — 51— n?)

From Eq. (7.101), it can easily be seen that all the shape functions are formed using the
same set of nine basis functions:

1,& . &n 62 0% &%, 0, £%0° (7.102)

which are linearly-independent. From Lemma 2 in Chapter 3, we can expect that the shape
functionsgivenin Eq. (7.101) are partitionsof unity. In addition, becausethe basisfunctions
also contain the linear basis functions, these shape functions can aso be expected to have
linear field reproduction (Lemma3), at least. Hence, they satisfy the sufficient requirements
for FEM shape functions. Any other high order Lagrange type of rectangular element can
be created in exactly the same way as for the nine-node element.

Serendipity type elements
The method used in constructing the Lagrange type of elementsis very systematic. How-
ever, the Lagrange type of elements is not very widely used, due to the presence of the
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@ =l 5, (b) "
2\ 7" 3 s 10t o 3
o ' ] ' ®
é=-1 =1
— / 11 8 :
s PUENN ”
8 0 P
: 12 7
o ° ®
7 1% ). 1 5 6 2

n=-1

Figure 7.17. High order serendipity element. (a) Eight-node element. (b) 12-node element.

interior nodes. Serendipity type elements are created by inspective construction methods.
We intentionally construct high order elements without interior nodes.

Consider the eight-node element shown in Figure 7.17a. The element has four corner
nodes and four mid-side nodes. The shape functions in the natural coordinates for the
quadratic rectangular element are given as

Nj = 3@ +&&@A+nmEE+nmn—1) forcornernodes j = 1,2,3,4
Nj=31-£%@1+n;n formid-sidenodes; =5,7 (7.103)
Nj=3@Q+¢£)(1—n? for mid-sidenodesj = 6,8

where (§;, n;) arethenatural coordinates of node j. Itisvery easy to observe that the shape
functions possess the delta function property. The shape function is constructed by simple
inspections making use of the shape function properties. For example, for the corner node
1 (where &) = —1, n1 = —1), the shape function N1 has to pass the following three lines
as shown in Figure 7.18 to ensure its vanishing at remote nodes:

1— & = 0= vanishesat nodes 2, 6, 3
1—n=0= vanishesat nodes 3, 4, 7 (7.104)
—& —n—1=0= vanishesat nodes5, 8
The shape N1 can then immediately be written as
Ni=CA-8)L-m(-&-n-1 (7.109)

where C is aconstant to be determined using the condition that it has to be unity at node 1
a (¢1 = —1, n1 = —1), which gives

1 1
C = = - 7.106
1-CED))A- D))= - (=) -1 4 (7.106)
We finally have
N1 = 31+ &)1+ nn) (€€ +nin — 1) (7.107)

which isthe first equation in Eq. (7.103) for j = 1.
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n—-1=0 .—¢1=0

/
L JN
o>

=
()

Figure 7.18. Construction of eight-node serendipity element. Three straight lines passing through
the remote nodes of node | are used.

&+1=0 £-1=0
T re
4 71 '
® 3¢
n-1=0
- 6
*—>»

8 0 ¢

® © )
1 5 2

Figure 7.19. Construction of eight-node serendipity element. Three straight lines passing through
the remote nodes of node 5 are used.

Shape functions at al the other corner nodes can be constructed in exactly the same
manner. As for the mid-side nodes, say node 5, we enforce the shape function passing
through the following three lines as shown in Figure 7.19:

1— & = 0= vanishesat nodes 2, 6, 3
1+ & = 0= vanishesat nodes 1, 8, 4 (7.108)
1—n=0= vanishesat nodes 3, 4, 7

The shape N5 can then immediately be written as

Ns=C(1+51-8A—-n) (7.109)
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where C is aconstant to be determined using the condition that it has to be unity at node 5
at (¢s = 0, ns = —1), which gives

C = ! = ! _1 (7.110)
S A+9HA-5HA-n A+0A-0A-(-1) 2 '

We findly have
Ns = 3(1— &3 (L+ nsy) (7.111)

which isthe second equation in Eq. (7.103) for j = 5.

Becausethe deltafunctions property isused for the shapefunctionsgivenin Eq. (7.103),
they of course possess the delta function property. It can be easily seen that all the shape
functions can be formed using the same set of basis functions

1,&, 0, €0, 82,02 €2, % (7.112)

that are linearly-independent. From Lemmas 2 and 3, we confirm that the shape functions
arepartitionsof unity, and at least linear field reproduction. Hence, they satisfy the sufficient
requirements for FEM shape functions.

Following asimilar procedure, the shape functionsfor the 12-node cubic element shown
in Figure 7.17b can be written as

Nj = gL+ &5 L+ n;n)(9% + 9 — 10)

for cornernodesj = 1,2, 3,4
Nj = 5 @+E8A - 1)L+ ;m)

for sidenodes j = 7, 8,11, 12 where¢; = +1andy; = +3
Nj = m@+nm@ - )L+ %)

for sdenodes j =5, 6,9, 10where¢; = £3 andn; = +1

(7.113)

Thereader isencouraged to figure out what lines should be used to form the shape functions
listed in Eq. (7.113). When n = n; = 1, the above equations reduce to one-dimensional
cases of quadratic and cubic elements defined by Eqgs. (4.84) and (4.85).

7.6 ELEMENTS WITH CURVED EDGES

Using high order elements, elements with curved edges can be used in the modelling. Two
relatively frequently used higher order el ementsof curved edgesareshowninFigure 7.20(a).
In formulating these types of elements, the same mapping technique used for the linear
quadrilateral elements(Section 7.4) can beused. Inthephysical coordinate system, elements
with curved edges, as shown in Figure 7.20(a), are first formed in the problem domain.
These elements are then mapped into the natural coordinate system using Eq. (7.67). The
elements mapped in the natural coordinate system will have straight edges, as shown in
Figure 7.20(b).
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@ 3 (b) 3

4
‘s 39
o°
° ®
= 2

Figure 7.20. 2D solid elements with curved edges. (a) Curved elements in the physical coordinate
system. (b) elements with straight edges obtained by mapping.

Higher order elements of curved edges are often used for modelling curved boundaries.
Note that elements with excessively curved edges may cause problems in the numerical
integration. Therefore, more elements should be used where the curvature of the boundary
islarge. In addition, it is recommended that in the internal portion of the domain, elements
with straight edges should be used whenever possible. More details on modelling issues
will be discussed intensively in Chapter 11.

7.7 COMMENTS ON GAUSS INTEGRATION

When the Gauss integration scheme is used, one has to decide how many Gauss points
should be used. Theoretically, for a one-dimensional integral, using m points can give the
exact solution for the integral of a polynomial integrand of up to an order of (2m — 1). As
a genera rule of thumb, more points should be used for a higher order of elements. It is
also noted that using a smaller number of Gauss points tends to counteract the over-stiff
behaviour associated with the displacement-based finite element method.

This over-stiff behaviour of the displacement-based finite element method comes about
primarily because of the use of the shape function. As discussed, the displacement in an
element is assumed using shape functions interpolated from the nodal displacements. This
impliesthat the deformation of the element isactually prescribed in the fashion of the shape
function. This gives a constraint to the element, and thus the element behaves more stiffly
than it should. It is often observed that higher order elements are usually softer than lower
order ones. Thisis because the use of more nodes decreases the constraint on the element.

Coming back to the Gauss integration issue, two Gauss points for linear elements, and
about two or three Gauss pointsin each direction for quadratic elements, should be sufficient
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for most cases. Many of the explicit FEM codes based on explicit formulation tend to use
one-point integration to achieve the best performance in saving CPU time.

7.8 CASE STUDY: SIDE DRIVE MICRO-MOTOR

In this case study, we analyse another MEMs device: a common micro-actuator in the
form of a side drive electrostatic micro-motor, as shown in Figure 7.21. Such micro-motors
are usualy made from polysilicon using lithographic techniques. Their diameters vary
depending on the design, with the first designs having diameters of 60-120 um. Of course,
the actual working dynamics of the micro-motor will be rather complex to model, though it
can still be readily done if required. Therefore, to illustrate certain points pertaining to the
use of basic 2D solid elements, we basically use the geometrical and material information
for this micro-motor and apply arbitrary loading and boundary conditionsto it.

Isotropic material properties will be employed here to makes things less complicated.
Thematerial propertiesof polysiliconareshownin Table7.2. Weshall do astressanaysison
therotor with someloading condition on therotor blades. Examining therotor in Figure 7.21,
we can see that it is symmetrical, i.e. we need not model the full rotor, but rather we can

Figure 7.21. SEM image of an electrostatic micro-motor with eight rotor and |2 stator poles.
(Courtesy of Professor Henry Guckel and the University of Wisconsin-Madison.)



7.8 CASE STUDY: SIDE DRIVE MICRO-MOTOR 163

Table 7.2. Elastic properties of
polysilicon

Young’s Modulus, E 169 GPa
Poisson’sratio, v 0.262
Density, p 2300kgm—3

< 50um

Figure 7.22. Plan view (2D) of a quarter of micro-motor rotor.

just model say one quarter of the rotor and apply the necessary boundary conditions. We
can do this since this one-quarter model will be repeated geometrically anyway. Of course,
we can even model one eighth of the model and the resultswill be the sameif the condition
of repetition is properly applied. Hence, this becomes aneat and efficient way of modelling
repetitive or symmetrical geometry.

7.8.1 Modelling

Figure 7.22 shows the one-quarter model of the micro-motor rotor. We take the diameter
of the whole rotor to be 100 um and the depth or thickness to be 13.m, to correspond
with realistic values of micro-motor designs. The geometry can be easily drawn using
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N

Figure 7.23. Finite element mesh with 24 2D quadrilateral, four nodal elements.

preprocessors like PATRAN or using basic CAD software, after which it can be imported
into preprocessors for meshing. Note that preprocessors are software used to aid us in
visualizing the geometry, and to mesh up the geometry using finite elements, especially
for complicated geometries. To illustrate the formulation of the finite element equations
clearly, we would initially mesh up the geometry in Figure 7.22 with a very sparse mesh,
as shown in Figure 7.23. Four nodal, quadrilateral elements are used with atotal of 24
elements and 41 nodes in the model . We shall increase the number of elements (and nodes)
in later analyses to compare the results. Since the depth or thickness of the motor is much
smaller than the other dimensions, and the external forces are assumed to be within the
plane of the rotor, we can assume plane stress conditions.

In the above figure, it can also be seen that a distributed force of 10N/m is applied
compressively to the rotor blades. The centre hole in the rotor which is supposed to be
the location for a ‘hub’ to keep the rotor in place is assumed to be constrained. The
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nodes along the edge y = 0 are constrained in the y direction and the nodes along the
edge x = 0 are constrained in the x direction. These are to simulate the symmetrical
boundary conditions of the model, since those nodes are not supposed to move in the
direction normal to the plane of symmetry. Similarly, if we are to model a one-eighth
model, such rules for symmetry apply except that one of the planes of symmetry will be
theliney = x.

7.8.2 ABAQUS Input File

The ABAQUS input file for the above described finite element model is shown below.
Note that some parts of the input file containing the data values are left out to limit the
length of the filein this book. The text boxesto theright of the input file are not part of the
file, but rather explain what the sections of the file mean.

*HEADI NG SPARSE
Static analysis of nicro-notor

* %

* NODE Nodal cards

1, 8., 0. Defines the coordinates of the nodesin the model.

2, 7.87846, 1.38919 The first entry being the node ID while the second and
j' 12 2’493' » 8652 third entries are the x and y coordinates of the position
5 25 0, of the node, respectively.

38, 6.5118, 36.9303 Element (connectivity) cards

39, -2.73294E-7, 37.5
40, 8.68241, 49.2404
41, 5.46197E-7, 50.

Defines the element type and what
nodes make up the element. CPS4

. representsthat it is a plane stress,

* % four-nodal, quadrilateral element.
*ELEMENT, TYPE=CPS4, ELSET=PLSTRESS| Therearemany other element types
1, 1, 3, 4, 2 inthe ABAQUS element library. For
2, 3, 5 6, 4 example, if we wereto use aplane
3, 2, 4, 11, 8 strain element, the element type

4, 8, 11, 12, 9 would be CPE4. The “ELSET =

PLSTRESS” statement is simply for
naming this set of elements so that it

20, 23, 50, 51, 24 can be referenced when defining the
21, 49, 52, 53, 50 material properties. In the subsequent
22, 50, 53, 54, 51 data entry, the first entry isthe

23, 33, 57, 58, 39 element ID, and the following four

24, 57, 59, 60, 58 entries are the nodes making up the
o element. The order of the nodes for

** plstress all elements must be consistent and

* %

counter-clockwise.
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*SCOLI D SECTI ON, ELSET=PLSTRESS, MATERI AL=POLYSI LI

13.,

* *

** polysilicon

* *

*MATERI AL, NAMVE=POLYSI LI
* %

*DENSI TY

2. 3E- 15,

* %

*ELASTI C, TYPE=I SO
169000., 0.262

* %

** Fi xed
* *

* BOUNDARY, OP=NEW
FI XED, 1,, O.

FI XED, 2,, O.

* %

** Fj xed- x

* %

* BOUNDARY, OP=NEW
FI XED- X, 1,, O.

* %

** Fixed-y

* %

* BOUNDARY, OP=NEW
FI XED-Y, 2,, O.

* *

* %

Property cards

- Defines propertiesto
Material cards the elements of set
Defines material “PLSTRESS”. It will
properties under the have the material
name “POLY SILI”. properties defined
Density and elastic under “POLY SILI™.
properties are defined.
TYPE=1SO
represents isotropic
properties.

BC cards

Defines boundary conditions. For example, the first
one labelled “FIXED” represents that nodes
belonging to the set “FIXED” haveits“1” and “2”
directions constrained.

Control card

*STEP, AMPLI TUDE=RAMP, PERTURBATI ON Indicates the analysis step. In this

Li near Static Analysis
* %

* %

*STATI C

* %

*NSET, NSET=FI XED
1, 2, 8 9, 17, 18, 26,
35,

*NSET, NSET=FI XED- X
37, 39, 58, 60
*NSET, NSET=FI XED- Y
3, 5, 42, 44
*ELSET, ELSET=PRESS
18, 21, 22, 24

* %

** press
* %

caseitisa“STATIC” analysis.

Node sets

217, Sets of nodes defined to be used for referencing
when defining boundary and loading conditions.
For example, the nodes 37, 39, 58 and 60 are
grouped up as a set labelled “FIXED-X".

Load cards

“DLOAD” defines distributed loading on the element
set “PRESS” defined earlier.
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*DLOAD, OP=NEW
PRESS, P2, 10. Output control cards

** Defines the output required. For example for
nodal output, we require the displacement
“U”, while for element output, we require
the stress, “S” and strain “E”.

* %

*NODE PRI NT, FREQF1

U,

*NODE FI LE, FREQ-1

U,

* %

*EL PRI NT, POS=I NTEG FREQ=1
S,

E

*EL FILE, PCS=I NTEG FREQ=1
S,

E

* %

*END STEP

Theinput file above shows how abasic ABAQUS input file can be set up. It should be
noted that the units used in this case study are micrometres, and all the conversions of the
necessary inputsis done for consistency, as before.

7.8.3 Solution Process

Let us now try to relate the information we provided in the input file with what is covered
in this chapter. As before, the first sets of data usually defined are the nodes and their
coordinates. Then, there are the element cards containing the connectivity information.
The importance of this information has aready been mentioned in previous case studies.
Looking at Figure 7.23, it is not difficult to guess that the element used is an isoparametric
quadrilateral element (CPS4-2D, quadrilateral, bilinear, plane stress elements), rather than
that of arectangular element. Obviously, it can bevisualized that using rectangular elements
would pose a problem in meshing the geometry here. In fact, the use of purely rectangular
elementsissorarethat most software (including ABAQUS) only providesthe moreversatile
guadrilateral element. Thisinformation from the nodal and element cards will be used for
constructing the element matrices (Egs. (7.80) and (7.81)).

Next, the property cards define the properties of the elements, and also specify the
material the elements should possess. For the plane stress elements, the thickness of the
elements must be specified (13 wm in this case), since it is required in the stiffness and
mass matrices (the mass matrix is actually not required in this case study, since thisis a
static analysis). Similarly, the elastic properties of the polysilicon material defined in the
material card are also required in the element matrices. It should be noted that in ABAQUS,
the integral in Eq. (7.80) is evaluated using the Gauss integration scheme, and the default
number of Gauss points for the bilinear element is 4.

The boundary cards (BC cards) define the boundary conditionsfor the model. To model
the symmetrical boundary conditions, at the lines of symmetry (x = O and y = 0),
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the nodal displacement component normal to the line is constrained to zero. The nodes
(node set, FIXED) aong the centre hole where the hub should be is also fully clamped
in. The load cards defined specify the distributed loading on the motor, as shown in
Figure 7.23. These will be used to form the force vector, which is similar in form to that of
Eq. (7.64).

The control cards are used to control the analysis, which in this case defines that
this is a static analysis. Finaly, the output cards define the necessary output requested,
which here are the displacement components, the stress components and the strain
components.

Once the input file has been created, one can then invoke ABAQUS to execute the
analysis, and the results will be written into an output file that can be read by the post-
processor.

7.8.4 Results and Discussion

Using the above ABAQUS input file that describes the problem, a static analysisis carried
out. Figure 7.24 shows the Von Mises stress distribution obtained with 24 bilinear quadri-
lateral elements. It should be noted here that 24 elements (41 nodes) for such a problem
may not be sufficient for accurate results. Analyses with a denser mesh (129 nodes and
185 nodes) using the same element type are also carried out. Their input fileswill be similar
to that shown, but with more nodes and elements.

Time: 14:50:37
Date: 07/11/10

Contour
Node Scalar 1

Color  Index

1.330E+01
1.270E+01
1.210E+01
1.150E+01
1.090E+01
1.030E+01
9.701E+00
9.101E+00
8.502E+00
7.902E+00
7.303E+00
6.703E+00

Min = 6.703786E +00
Max = 1.389783E+01
MinID=28

Components
Von Mises
(NON-LAYERED)

Default
Step 1

Figure 7.24. Analysis no. |: Von Mises stress distribution using 24 bilinear quadrilateral elements.
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Time: 14:15:48
Date: 07/11/10
Contour

Node Scalar 1

Color  Index

E 1.054E+01
9.472E+00
8.401E+00
3 7.329E+00
2 6.257E+00
1 5.185E+00

Min = 5.185422E +00
Max = 1.804743E +01
MinID=120

Max ID=41
Fringe_1:

Stress

Components

Von Mises
(NON-LAYERED)

Default
Step1

1.698E+01
1.590E+01
1.483E+01
1.376E+01
1.269E+01
1.162E+01

rOONDOOD>T

Figure 7.25. Analysis no. 2: Von Mises stress distribution using 96 bilinear quadrilateral elements.

Figures 7.25 and 7.26 show the Von Mises stress distribution obtained using 96 (129
nodes) and 144 elements (185 nodes), respectively. Figure 7.27 aso shows the results
obtained when 24 eight-nodal elements (105 nodes in total) are used instead of four-nodal
elements. The element typein ABAQUS for eight nodal, plane stress, quadratic element is
‘CPS8'’. Findly, linear, triangular elements (CPS3) are also used for comparison, and the
stress distribution obtained is shown in Figure 7.28.

Fromtheresultsobtained, it can benoted that analysis1, which uses24 bilinear elements,
does not seem as accurate as the other three. Table 7.3 shows the maximum Von Mises
stress for the five analyses. It can be seen that the maximum Von Mises stress using just 24
bilinear, quadrilateral elements (41 nodes) isjust about 0.0139 GPa, whichisabit low when
compared with the other analyses. The other analyses, especialy from analyses2to 4 using
quadrilateral elements, obtai ned resultsthat are quite closeto one another when we compare
the maximum Von Mises stress. We can conclude that using just 24 bilinear, quadrilateral
elements is definitely not sufficient in this case. The comparison also shows that using
quadratic elements (eight-nodal) with atotal of 105 nodes, yielded results that are close to
analysis 3 with the bilinear elements and 105 nodes. In this case, the quadratic elements
also have curved edges, instead of straight edges and thiswould define the curved geometry
better. Looking at the maximum Von Mises stress obtained using triangular elements in
analysis 5, we can see that, despite having the same number of nodes asin anaysis 2, the
results obtained showed some deviation. This clearly shows that quadrilateral elementsin
general provide better accuracy than triangular elements. However, it is still convenient to
use triangular el ements to mesh complex geometry containing sharp corners.
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Time: 15:24:39
Date: 07/11/10
Contour

Node Scalar 1

Color  Index

1.835E+01
1.701E+01
1.568E+01
1.434E+01
1.301E+01
1.167E+01
1.034E+01
9.004E +00
7.669E+00
6.335E+00
5.000E+00
3.666E +00

Min = 3.666275E +00
Max = 1.967973E+01
MinID=172

Max ID=22
Fringe_1:

Stress

Components

Von Mises
(NON-LAYERED)

Default
Step 1

RPNWRUON®OOO>m

Figure 7.26. Analysis no. 3: Von Mises stress distribution using 144 bilinear quadrilateral elements.

Time: 15:04:46
Date: 07/11/10
Contour

Node Scalar 1

ndex

Color

1812E+01
1.711E+01
1.609E +01
1.508E+01
1.407E+01
1.306E+01
1.204E+01
1.103E+01
1.002E+01
9.005E+00
7.993E+00
6.980E+00

.980787E +00
.913079E +01

RPNWRUION®OO>m

Fringe_1:

Stress
Components

Von Mises
(NON-LAYERED)

Default
Step 1

Figure 7.27. Analysis no. 4: Von Mises stress distribution using 24 eight-nodal, quadratic elements.
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Time: 16:10:27
Date: 08/08/10
Contour

Node Scalar 1

Color  Index

1594E+01
1.516E+01
1.439E+01
1.362E+01
1.284E+01
1.207E+01
1.129E+01
1.052E+01
9.744E +00
8.970E+00
8.195E +00
7.421E+00

Min =7.421851E +00
Max = 1.671210E + 01
MinID=33

Max ID =98

Fringe_1:

Stress

Components

Von Mises
(NON-LAYERED)

EPNRWROON®OO>®

Default
Step 1

Figure 7.28. Analysis no. 5: Von Mises stress distribution using |92 three-nodal, triangular elements.

Table 7.3. Maximum Von Mises stress

Analysisno. Number/type of Total number of Maximum Von Mises
elements nodesinmodel  stress (GPa)

1 24 bilinear, quadrilateral 41 0.0139

2 96 bilinear, quadrilateral 129 0.0180

3 144 bilinear, quadrilateral 185 0.0197

4 24 quadratic, quadrilateral 105 0.0191

5 192 linear, triangular 129 0.0167

From the stress distribution, it can generally be seen that there is stress concentration at
the corners of the rotor structure, as expected. Therefore, if structural failureisto occur, it
would be at these areas of stress concentration.

7.9 REVIEW QUESTIONS (PETYT, 1990)

1. Show that the stiffness matrix of anisotropic linear triangular element whose thickness
varieslinearly in the element is

[kl = hA.[B]"[D][B]
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where [B] isthe strain matrix, [D] is matrix of material constants, A, isthe area of the
triangle and / the average thickness (h1 + ho + h3)/3, where h1, ho and h3 are the
nodal thickness at the node.

2. Show that the massmatrix of alinear triangular el ement whosethicknessvarieslinearly
within the plane of the element is

6+ 4a1 0 6— a3 0 6—as 0
6 + 4aq 0 6— a3 0 6—a

(m], = phA, 6 + 4o 0 6—aq 0
) 6 + 4oy 0 6 — a1
sy. 6+ 4da3 0
6 + 4oz

where p is the density, A, is the area, / is the mean thickness and o; = h;/h with
i =1, 2, 3for the three nodes.
3. Thethickness variation of alinear rectangular element is given by

4
h(E n) =Y Ni(&, mhi

i=1

where N; is the bilinear shape function, and #; is the thickness value at node i. How
many Gauss points are required to evaluate exactly the mass and stiffness matrices?

4. If thethicknessvariation of alinear quadrilateral isthe same asthe rectangular element
inProblem (3), how many Gausspointsarerequiredto eval uatethemass matrix exactly?
How many Gauss points are required to integrate the volume of the element exactly?
How many Gauss points are required to integrate the stiffness matrix exactly?

5. Construct the shape functions for the 12-node rectangular el ement for one corner node
and one side node.
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FEM FOR PLATES AND SHELLS

8.1 INTRODUCTION

In this chapter, finite element equations for plates and shells are developed. The procedure
is to first develop FE matrices for plate elements, and the FE matrices for shell elements
are then obtained by superimposing the matrices for plate elements and those for 2D solid
plane stress elements developed in Chapter 7. Unlike the 2D solid elements in the previous
chapter, plate and shell elements are computationally more tedious as they involve more
Degrees Of Freedom (DOFs). The constitutive equations may seem daunting to one who
may not have a strong background in the mechanics theory of plates and shells, or the
integration may be quite involved if it is to be carried out analytically. However, the basic
concept of formulating the finite element equation always remains the same. Readers are
advised to pay more attention to the finite element concepts and the procedures outlined in
developing plate and shell elements. After all, the computer can handle many of the tedious
calculations/integrations that are required in the process of forming the elements. The basic
concepts, procedures and formulations can also be found in many existing textbooks (see,
e.g. Petyt,1990; Rao, 1999; Zienkiewicz and Taylor, 2000; etc.).

8.2 PLATE ELEMENTS

As discussed in Chapter 2, a plate structure is geometrically similar to the structure of the
2D plane stress problem, but it usually carries only transversal loads that lead to bending
deformation in the plate. For example, consider the horizontal boards on a bookshelf that
support the books. Those boards can be approximated as a plate structure, and the transversal
loads are of course the weight of the books. Higher floors of a building are a typical plate
structure that carries most of us every day, as are the wings of aircraft, which usually carry
loads like the engines, as shown in Figure 2.13. The plate structure can be schematically
represented by its middle plane laying on the x—y plane, as shown in Figure 8.1. The
deformation caused by the transverse loading on a plate is represented by the deflection and
rotation of the normals of the middle plane of the plate, and they will be independent of z
and a function of only x and y. The element to be developed to model such plate structures
is aptly known as the plate element. The formulation of a plate element is very much the
same as for the 2D solid element, except for the process for deriving the strain matrix in
which the theory of plates is used.

173
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Middle plane

Figure 8.1. A plate and its coordinate system.

Plate elements are normally used to analyse the bending deformation of plate structures
and the resulting forces such as shear forces and moments. In this aspect, it is similar to
the beam element devel oped in Chapter 5, except that the plate element is two-dimensional
whereas the beam element is one-dimensional. Like the 2D solid element, a plate ele-
ment can aso be triangular, rectangular or quadrilateral in shape. In this book, we cover
the development of the rectangular element only, as it is often used. Matrices for the tri-
angular element can aso be developed easily using similar procedures, and those for the
quadrilateral element can be developed using theideaof an isoparametric element discussed
for 2D solid elements. In fact, the development of aquadrilateral element is much the same
as the rectangular element, except for an additional procedure of coordinate mapping, as
shown for the case of 2D solid elements.

There are a number of theories that govern the deformation of plates. In this chapter,
rectangular elements based on the Mindlin plate theory that works for thick plates will
be developed. Most books go into great detail to first cover plate elements based on the
thin plate theory. However, most finite el ement packages do not use plate elements based on
thin plate theory. In fact, most analysis packageslike ABAQUS do not even offer the choice
of plate elements. Instead, one hasto use the more general shell elements, also discussed in
this chapter. Furthermore, using the thin plate theory to devel op the finite element equations
hasaproblem, inthat the elements devel oped areusually incompatible or ‘non-conforming’.
Thismeansthat some components of the rotational displacements may not be continuouson
the edges between elements. This is because the rotation depends only upon the deflection
w in the thin plate theory, and hence the assumed function for w hasto be used to calculate
the rotation. Many texts go into even greater detail to explain the concept, and to prove the
conformability of many kinds of thin plate elements. To our knowledge, there is really no
need, practically, to understand such a concept and proof for readers who are interested in
using thefinite element method to solvereal -life problems. In addition, many structures may
not be considered asa ‘thin plate’, or rather their transverse shear strains cannot beignored.
Therefore, the Reissner—Mindlin plate theory is more suitable in general, and the elements
developed based on the Reissner—Mindlin plate theory are more practical and useful. This
book will only discuss the elements devel oped based on the Reissner—Mindlin plate theory.

There are a number of higher order plate theories that can be used for the devel-
opment of finite elements. Since these higher order plate theories are extensions of the
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Reissner—Mindlin plate theory, there should be no difficulty for readers who can formulate
the Mindlin plate element to understand the formulation of higher order plate elements.

It is assumed that the element has a uniform thickness k. If the plate structure has a
varying thickness, the structure has to be divided into small elements that can be treated as
uniform elements. However, the formulation of plate elementswith avarying thickness can
also be done, as the procedure is similar to that of a uniform element; this would be good
homework practice for readers after reading this chapter.

Consider now aplatethat isrepresented by atwo-dimensional domaininthe x—y plane,
asshowninFigure8.1. The plateisdivided in aproper manner into anumber of rectangular
elements, asshownin Figure 8.2. Each element will havefour nodesand four straight edges.
At a node, the degrees of freedom include the deflection w, the rotation about x axis 6,
and the rotation about y axis 6,, making the total DOF of each node three. Hence, for a
rectangular element with four nodes, the total DOF of the element would be twelve.

Following the Rei ssner—Mindlin plate theory (see Chapter 2), its shear deformation will
force the cross-section of the plate to rotate in the way shown in Figure 8.3. Any straight
fibrethat is perpendicular to the middle plane of the plate before the deformation rotates, but
remains straight after the deformation. The two displacement components that are parallel

Figure 8.2. 2D domain of a plate meshed by rectangular elements.

Neutral plane

Figure 8.3. Shear deformation in a plate. A straight fibre that is perpendicular to the middle plane
of the plate before deformation rotates but remains straight after deformation.
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to the middle surface can then be expressed mathematically as
u(x,y,z) =z0,(x,y)
Y vy (8.1)
v(x, Yy, Z) = _Zey(xs )7)

where 6, and 6, are, respectively, the rotations of the fibre of the plate with respect to the
x and y axes. The in-plane strains can then be given as

&= —z¥ (8.2
where y isthe curvature, given as
—36,/dx
x=L0= 30y /dy (8.3)
96 /0x — 06, /3y
inwhich L isthe differential operator defined in Chapter 2, and is re-written as

a
- 0
ox
)
L=| O 3 (8.4
9 0
dax ay
The off-plane shear strain is then given as
d
: O+ 5
_ { « } _ x (8.5)
SYZ _ex + —
dy

Note that Hamilton’s principle uses energy functions for derivation of the equation of
motion. The potential (strain) energy expression for athick plate element is

1 h 1 h
Uez—/ / sTadAdz—i——/ / Ty dAdz (8.6)
2Ja,Jo 2 Ja,Jo

The first term on the right-hand side of Eq. (8.6) is for the in-plane stresses and strains,
whereas the second term is for the transverse stresses and strains. 7 is the average shear
stresses relating to the shear strain in the form

| _ |G O
T:{ryz}_K[O G]}’—KC‘Y}’ (8.7)

where G isthe shear modulus, and « isaconstant that is usually taken to be 72/12 or 5/6.
Substituting Egs. (8.2) and (8.7) into Eq. (8.6), the potential (strain) energy becomes

U—lf Ui Te dA+1/ hyTc,y dA (8.8)
e—erlzx X ZA()K}’ sy -
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The kinetic energy of the thick plate is given by

1
T, = 5/ p % 4+ 0% + w2 dv (8.9)
Ve

whichisbasically asummation of the contributions of three vel ocity componentsinthex, y
and z directions of all the particles in the entire domain of the plate. Substituting Eq. (8.1)
into the above equation leads to

T, =1 h? h3é2 h39'2 da == [ @d’1dyda 8.10
2—5A6p<w+T2x+Tz)7> _5/‘;‘( ) ( )
where
w
d=1{6, (8.11)
#
and
ph 0 0
| = [o ph3/12 0 } (8.12)
0 0 ph3/12

Aswe can seefrom Eq. (8.10), thetermsrel ated to in-plane displacements arelessimportant
for thin plates, since it is proportional to the cubic of the plate thickness.

8.2.1 Shape Functions

It can be seen from the above analysis of the constitutive equations that the rotations, 6,
and 6, are independent of the deflection w. Therefore, when it comes to interpolating
the generalized displacements, the deflection and rotations can actually be interpolated
separately using independent shape functions. Therefore, the procedure of field variable
interpolation is the same as that for 2D solid problems, except that there are three instead
of two DOFs, for anode.

For four-node rectangular thick plate elements, the deflection and rotations can be

summed as
4

4 4
w=Y Nwi, 6;=» Niby, 6,=> N, (8.13)
i=1 i=1 i=1

where the shape function N; isthe same asthe four-node 2D solid element in Chapter 7, i.e.
Ni = 31+ &) A+ nin) (8.14)

The element constructed will be a conforming element, meaning that w, 6, and 6, are con-
tinuous on the edges between elements. Rewriting Eqg. (8.13) into asingle matrix equation,
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we have

9)7

where d, isthe (generalized) displacement vector for all the nodesin the element, arranged
in the order

w h
{ex] =Nd, (8.15)

w1 i

0,1 } displacement at node 1
0y1

w2
Oy displacement at node 2
d, = |92

w3

0x3 displacement at node 3
0y3

W4

Oxa displacement at node 4
Oy4

(8.16)

e
and the shape function matrix is arranged in the order
Ny O 0 N O 0 N3 O 0 Ngs O 0
N =
(8.17)

0O N O 0O N O 0O N3 O 0 Ng O
0O 0 N O O N O O N3 O O Mg

node 1 node 2 node 3 node 4

8.2.2 Element Matrices

Once the shape function and nodal variables have been defined, element matrices can then
be formulated following the standard procedure given in Chapter 7 for 2D solid elements.
The only difference is that there are three DOFs at one node for plate elements.

To obtain the element mass matrix m, and the element stiffness matrix k., we have to
usethe energy functionsgiven by Egs. (8.8) and (8.9) and Hamilton’s principle. Substituting
Eq. (8.15) into the kinetic energy function, Eq. (8.9) gives

T, = 3d'm,d, (8.18)
where the mass matrix m, is given as

Me = f NTI NdA (8.19)
A,

The above integration can be carried out analytically, but it will not be detailed in this book.
Details can be obtained from Petyt [1990]. In practice, we often perform the integration
numerically using the Gauss integration scheme, discussed in Chapter 7.
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To obtain the stiffness matrix k., we substitute Eq. (8.15) into Eqg. (8.6), from which we
obtain s
h
ke = / —[B'"cB'dA + f «h[B®]"c,B° dA (8.20)
4, 12 A,
Thefirst term in the above equation representsthe strain energy associated with thein-plane
stress and strains. The strain matrix B' has the form of

B'=[B, B, B, B} (8.21)
where
0 0 —dN;/dx
B =|0 oN;/oy 0 (8.22)
0 aN;/dx —IN;/dy

Using the expression for the shape functionsin Eq. (8.14), we obtain
ON; ON;jo& 1

gl = Zh+n
ox T 0E ox  ago T mm
(8.23)
3Nj_3Nj3n_ 1(1+%_'€:)'
dy _ on ay  4b i)

In deriving Eqg. (8.23), the relationship & = x/a, n = y/b has been employed.
The second term in Eq. (8.20) relates to the strain energy associated with the off-plane
shear stress and strain. The strain matrix BC has the form

o
B®=[BY BY BY BY] (8.24)
where
o _ BNj/ax 0 Nj
) _[aNj/ay —-N; 0 (829

The integration in the stiffness matrix k., EQ. (8.20) can be evaluated analytically as
well. Practically, however, the Gauss integration schemeis used to evaluate the integrations
numerically. Note that when the thickness of the plate is reduced, the element becomes
over-stiff, a phenomenon that relates to so-called ‘shear locking’. The simplest and most
practical meansto solve this problem isto use 2 x 2 Gauss points for the integration of the
first term, and use only one Gauss point for the second term in Eq. (8.20).

Asfor theforce vector, we substitute the interpolation of the generalized displacements,
givenin Eg. (8.15), into the usual equation, asin Eq. (3.81):

E
f, :/ NT { 0 } dA (8.26)
A, 0

which gives the equivalent nodal force vector for the element. If the load is uniformly
distributed in the element, f, is constant, and the above equation becomes

ff=abf,{1 00100100100} (8.27)

Equation (8.27) impliesthat thedistributed forceisdivided evenly into four concentrated
forces of one quarter of the total force.
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8.2.3 Higher Order Elements

For an eight-node rectangular thick plate element, the deflection and rotations can be
summed as

8 8 8
w=>Y Niwi, 6;=» Ny, 60,=)» N, (8.28)
i=1 i=1 i=1

where the shape function »; is the same as the eight-node 2D solid element given by
Eq. (7.52). The element constructed will be a conforming element, as w, 6, and 6, are
continuous on the edges between elements. The formulation procedure is the same as for
the rectangular plate elements.

8.3 SHELL ELEMENTS

A shdll structure carriesloadsin all directions, and therefore undergoes bending and twist-
ing, as well as in-plane deformation. Some common examples would be the dome-like
design of the roof of a building with a large volume of space; or a building with spe-
cia architectural requirements such as a church or mosque; or structures with a special
functional requirement such as cylindrical and hemispherical water tanks; or lightweight
structures like the fuselage of an aircraft, as shown in Figure 8.4. Shell elements have to
be used for modelling such structures. The simplest but widely used shell element can be
formulated easily by combining the 2D solid element formulated in Chapter 7 and the plate
element formulated in the previous section. The 2D solid elements handle the membrane
or in-plane effects, while the plate elements are used to handle bending or off-plane effects.
The procedure for devel oping such an element isvery similar to the short cut method used to
formulate the frame elements using the truss and beam elements, as discussed in Chapter 6.
Of course, the shell element can also be formulated using the usual method of defining
shape functions, substituting into the constitutive equations, and thus obtaining the element
matrices. However, as you might have guessed, it is going to be very tedious. Bear in mind,
however, that the basic concept of deriving the finite element equation still holds, though we
will beintroducing aso-called short cut method. In thisbook, the derivation for four-nodal,
rectangular shell elements will be outlined using the short cut method.

Figure 8.4. The fuselage of an aircraft can be considered to be a typical shell structure.
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Since the plate structure can be treated as a special case of the shell structure, the shell
element developed in this section is applicable for modelling plate structures. In fact, it is
common practice to use a shell element offered in a commercial FE package to analyse
plate structures.

8.3.1 Elements in Local Coordinate Systems

Shell structures are usualy curved. We assume that the shell structureis divided into shell
elementsthat areflat. The curvature of the shell isthen followed by changing the orientation
of the shell elementsin space. Therefore, if the curvature of the shell is very large, afine
mesh of elements has to be used. This assumption sounds rough, but it isvery practical and
widely used in engineering practice. There are alternatives of more accurately formulated
shell elements, but they areused only in academi c research and have never beenimplemented
in any commercially available software packages. Therefore, thisbook formulates only flat
shell elements.

Similar to the frame structure, there are six DOFs at a node for a shell element: three
tranglational displacementsin the x, y and z directions, and three rotational deformations
with respect to the x, y and z axes. Figure 8.5 shows the middle plane of arectangular shell
element and the DOFs at the nodes. The generalized displacement vector for the element
can be written as
d.1] node1
d.o | node 2
d.3 [ node3
d.4 | node 4

(8.29)

whered,; (i =1, 2, 3, 4) are the displacement vector at nodei:

u; | displacementinx direction
v displacement in y direction
- Jw; | displacementin z direction
dei = 6,; [ rotation about x-axis (8:30)
0y; | rotation about y-axis
6,; | rotation about z-axis

Z, W
4(-1,+1) 4

(Ug, VasWy, y
0><4v 0y4v 024) / ! 3(L+1)
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Oxz: Oy, 0,3)

»
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¢
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1(-1,-1) 2(1,-1)
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Oyas l/')ylr Hzl) O, 0)’2’ 022)

Figure 8.5. The middle plane of a rectangular shell element.
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The stiffness matrix for a 2D solid, rectangular element is used for dealing with the
membrane effects of the element, which corresponds to DOFs of u and v. The membrane
stiffness matrix can thus be expressed in the following form using sub-matrices according
to the nodes:

nodel node2 node3 node4

kT kT, ki3 K14 node 1

kr=| K& o KL o ki k% | node2 (8:31)
ki K% k% kg | node3
kpo Kpoo kg kg, | noded

where the superscript m stands for the membrane matrix. Each sub-matrix will have a
dimension of 2 x 2, sinceit corresponds to the two DOFs u and v at each node. Note again
that the matrix aboveis actually the same as the stiffness matrix of the 2D rectangular, solid
element, except it iswritten in terms of sub-matrices according to the nodes.

The stiffness matrix for a rectangular plate element is used for the bending effects,
corresponding to DOFs of w, and 6y, 6. The bending stiffness matrix can thus be expressed
in the following form using sub-matrices according to the nodes:

nodel node2 node3 node4

k1171 kl{z k11’3 k1174 node 1

kl; = k%l k%z kgg k%ll node 2 (832)
k3l k32 k33 k34 node 3
A L

where the superscript b stands for the bending matrix. Each bending sub-matrix has a
dimension of 3 x 3.

The stiffness matrix for the shell element in the local coordinate system is then
formulated by combining Egs. (8.31) and (8.32):

node 1 node 2 node 3 node 4
krlnl 0 O k’lnz 0 O k'lns 0 0 k’1"4 0 0 node 1
0 kb 0 0 kb, 0 0 Kij3y 0 0 ki O
0O 0 00O 0O OO O OO O O
ki O O ki, O O ki, O O ki O O 0
ode 2
0 ki 0 0 k) 0 0 ki) 0 0 K O
k=0 0 oo 0 00 0 00 0 O
ke O O ki O Ok O OKy O O
0 ki 0 0 k&, 0 O ki 0 O ki o | [ nodes3
0O 0 00O 0 0O O OO O O
ki O O ki, O O ki O OKjy O O
0 kjy 0 0 Kkj, 0 O Kijg 0 O Kij O node 4
L0 0 0 0O O O O O O O 0 O
(8.33)

The stiffness matrix for a rectangular shell matrix has a dimension of 24 x 24. Note
that in Eqg. (8.33), the components related to the DOF 6., are zeros. Thisis because thereis
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no 6, in the local coordinate system. If these zero terms are removed, the stiffness matrix
would have areduced dimension of 20 x 20. However, using the extended 24 x 24 stiffness
matrix will make it more convenient for transforming the matrix from the local coordinate
system into the global coordinate system.

Similarly, the mass matrix for a rectangular element can be obtained in the same way
as the stiffness matrix. The mass matrix for the 2D solid element is used for the membrane
effects, corresponding to DOFs of u and v. The membrane mass matrix can be expressed
in the following form using sub-matrices according to the nodes:

nodel node2 node3 node4
m7; m7, mis  mi, node 1
m" = m3; mJ, my,  mj, | node2 (8.34)
mz; mz, mz; Mg, node 3
my; my, my;  my, | node4

where the superscript m stands for the membrane matrix. Each membrane sub-matrix has
adimension of 2 x 2.

The mass matrix for arectangular plate element is used for the bending effects, corre-
sponding to DOFs of w, and 6y, 6. The bending mass matrix can also be expressed in the
following form using sub-matrices according to the nodes:

nodel node2 node3 node4

ms,  mb, mi; md | nodel
mo=| m3 mp o myp o mg, | node2 (8.35)
m§, m mi mb | node3
ms,  mi  mi, mj, | node4
where the superscript b stands for the bending matrix. Each bending sub-matrix has a
dimension of 3 x 3.

The mass matrix for the shell element in thelocal coordinate system isthen formulated

by combining Egs. (8.34) and (8.35):

node 1 node 2 node 3 node 4
mTl 0 0 mp 0 mip 0 my 0 0 node 1
0 mjy 0 O m’;z 0 0 m’;3 0 0 mb O
0 0 0 0 0 O 0 0 0 O
my O Omj O Omjp O Omy O O de 2
0O my, 0 O mj O O m O O ms oOf [0
m, =
e 0o 0 0 0 0 0 O 0 0 0
my O Omj O Omj O Omj O O
O mj, 0 0 mj, 0 O mi O 0 mg of [ "odes
o 0 00 O O O O OO 0 O
my O Omj O Omj O Omj O O
0 mj 0 0 mj O 0 mj 0O 0 mj O node 4
e 0o 0 0 0O O O 0 0 0]

(8.36)
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Similarly, it is noted that the terms corresponding to the DOF 6, are zero for the same
reasons as explained for the stiffness matrix.

8.3.2 Elements in Global Coordinate System

The matrices for shell elements in the global coordinate system can be obtained by
performing the transformations

Ke =TTk, T (8.37)
M, =T'm,T (8.38)
F.=TT%, (8.39)

where T isthe transformation matrix, given by

T3 0 0 O

(8.40)

ocoooooo
ojloocoococoo
cooocooo

—
w

in which

Iy my ny
Tz=|l, my ny (8.41)

l; m; ng

where [, my and ny (k = x, y, z) are direction cosines, which can be obtained in exactly
the same way described in Section 6.3.2. The difference is that there is no need to define
the additional point 3, as there are already four nodes for the shell element. The local
coordinates x, y, z can be conveniently defined under the global coordinate system using
the four nodes of the shell element.

Theglobal matricesobtained will not have zero columns and rowsif the elementsjoined
at anode are not inthe sameplane. If al the elementsjoined at anode arein the same plane,
then the global matriceswill be singular. Thiskind of case is encountered when using shell
elements to model aflat plate. In such situations, special techniques, such as a ‘stabilizing
matrix’, have to be used to solve the global system equations.

8.4 REMARKS

The direct superposition of the matrices for 2D solid elements and plate elements are per-
formed by assuming that the membrane effects are not coupled with the bending effects
at the individual element level. This implies that the membrane forces will not result in
any bending deformation, and bending forces will not cause any in-plane displacement in
the element. For a shell structure in space, the membrane and bending effects are actually
coupled globally, meaning that the membrane force at an element may result in bending
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deformationsin the other elements, and the bending forcesin an element may createin-plane
displacements in other elements. The coupling effects are more significant for shell struc-
tures with a strong curvature. Therefore, for those structures, a finer element mesh should
be used. Using the shell elements developed in this chapter implies that the curved shell
structure hasto be meshed by piecewise flat elements. Thissimplification in geometry needs
to be taken into account when evaluating the results obtained.

8.5 CASE STUDY: NATURAL FREQUENCIES OF MICRO-MOTOR

In this case study, we examine the natural frequencies and mode shapes of the micro-motor
described in Section 7.8. Natural frequencies are properties of a system, and it isimportant
to study the natural frequencies and corresponding mode shapes of a system, because if a
forcing frequency isapplied to the system near to or at the natural frequency, resonance will
occur. That is, therewill be very large amplitude vibration that might be disastrousin some
situations. In this case study, the flexural vibration modes of the rotor of the micro-motor
will be analysed.

8.5.1 Modelling

The geometry of the micro-motor’s rotor will be the same as that of Figure 7.22, and the
elastic properties will remain unchanged using the properties in Table 7.2. To show the
mode shapes more clearly, we model the rotor as a whole rather than as a symmetrical
quarter model. However, using a quarter model is still possible, but one has to take note of
symmetrical and anti-symmetrical modes (to be discussed in Chapter 11). Figure 8.6 shows
the finite element model of the micro-motor containing 480 nodes and 384 elements. To

Figure 8.6. Finite element mesh using 2D, four nodal shell elements.
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study the flexural vibration modes, plate el ements discussed in this chapter ought to be used.
However, as mentioned earlier in this chapter, most commercial finite element packages,
including ABAQUS, do not alow the use of pure plate elements. Therefore, shell elements
will be utilized here for meshing up the model of the micro-motor. 2D, four nodal shell
elements ($4) are used. Recall that each shell element has three translational degrees of
freedom and three rotational degrees of freedom, and it isactually a superposition of aplate
element with a2D solid element. Hence, to obtain just the flexural modes, wewould need to
constrain the degrees of freedom corresponding to the x translational displacement and the
y trandational displacement, aswell as the rotation about the z axis. Thiswould leave each
shell element with the three degrees of freedom of a plate element. As before, the nodes
aong the edge of the centre hole will be constrained to be fixed. Since we are interested in
the natural frequencies, there will be no external forces on the rotor.

8.5.2 ABAQUS Input File

The ABAQUS input file for the problem described is shown below. Note that some parts
are not shown due to the space available in this text.

*HEADI NG, SPARSE

El GENVALUE ANALYSI S OF M CRO MOTOR

* %

* NODE

1, 8., 0.

2, 7.99238, 0.348994 Nodal cards

3, 7.96955, 0.697324 Define the coordinates of the nodes in the model.

4, 7.93155, 1.04427 The first entry being the node 1D, while the second

5 7.87846, 1.38919 and third are the x and y coordinates of the position

: of the node, respectively.

997, -8.68241, -49.2404

998, -6.52629, -49.5722

999, -4.35774, -49.8097

1000, -2.1809, -49.9524

- Element (connectivity) cards

*ELEMENT, TYPE=S4, ELSET=MOTOR | Define the element type and what nod&_ _

1, 1, 6, 7, 2 make up the element. $4 representsthat it is

2, 2, 7,8, 3 afour nodal, shell element. The “ELSET =

3, 3,8 9, 4 MOTOR” statement is simply for naming

4, 4, 9, 10, 5 this set of elements so that it can be
referenced when defining the material

: properties. In the subsequent data entry, the

830, 994, 998, 999, 995 first entry isthe element 1D, and the

831, 995, 999, 1000, 996 following four entries are the nodes making

ff’z' 996, 1000, 760, 755 up the element. The order of the nodes for

s all elements must be consistent and

. counter-clockwise.
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*SHELL SECTI ON, ELSET=MOTOR, NATERI AL=PCLYSI

13.

* %

** PolyS

* %

*MATERI AL, NAME=POLYSI
* %

*DENSI TY

2. 3E- 15,

* %

*ELASTI C, TYPE=I SO
169000., 0.262

* %

* %

* BOUNDARY, OP=NEW
1, 1,, O.

[

[

WNNN PP
P WP ®WN
R

903, 4,, 0.
903, 5,, 0.
903, 6,, O.

* %

** fjxedxy

* *

* BOUNDARY, OP=NEW
6, 1,, 0.

6, 2,, 0.
7, 1,, 0.
7, 2,, 0.
997, 6,, O.
998, 6,, 0.
999, 6,, 0.
1000, 6,, O.

* %

* %

** Step 1, freq

** LoadCase, Default

* %

*STEP, NLGECOM

Property cards

Define properties to the elements of set
“MOTOR”. It will have the material properties
defined under “POLY SI”. The thickness of the
elementsis also defined in the data line.

Material cards

Define material properties under the name “POLY SI”.
Density and elastic properties are defined. TYPE = ISO
represents i sotropic properties.

BC cards

Define boundary conditions. In this case, al the nodes
along the centre circle are constrained to zero
displacements. To simulate plate elements, DOFs 1, 2
and 6 are constrained for all the nodes in the model.

This load case is the default |oad case that always appears
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Output control cards

* FREQUENCY
8 , ., , 30 Define the output required. In this case, the nodal
*% displacement components (U) are requested.

* %

* %

*NODE PRI NT, FREQ=1 Control cards

E- Indicate the analysis step. Inthiscaseitisa
U OE - FILE FREQ=L “FREQUENCY” analysis, which extracts the
o eigenval ues for the problem.

*END STEP

8.5.3 Solution Process

Looking at the mesh in Figure 8.6, one can see that quadrilateral shell elements are used.
Therefore, the equations for a linear, quadrilateral shell element must be formulated by
ABAQUS. As before, the formulation of the element matrices would require information
from the nodal cards and the element connectivity cards. The element type used hereis 4,
representing four nodal shell elements. There are other types of shell elements availablein
the ABAQUS element library.

After the nodal and element cards, next to be considered would be the property and
material cards. The properties for the shell element used here must be defined, which in
this case includes the material used and the thickness of the shell elements. The material
cards are similar to those of the case study in Chapter 7 except that here the density of the
material must be included, since we are not carrying out a static analysis asin Chapter 7.

The boundary (BC) cards then define the boundary conditions on the model. In this
problem, we would like to obtain only the flexura vibration modes of the motor, hence
the components of displacements in the plane of the motor are not actually required. As
mentioned, this is very much the characteristic of the plate elements. Therefore, DOFs
1, 2 and 6 corresponding to the x and y displacements, and rotation about the z axis, is
constrained. The other boundary condition would be the constraining of the displacements
of the nodes at the centre of the motor.

Without the need to define any external loadings, the control cards then define the type
of analysis ABAQUS would carry out. ABAQUS uses the sub-space iteration scheme by
default to evaluate the eigenval ues of the equation of motion. Thismethod isavery effective
method of determining anumber of lowest eigenvalues and corresponding el genvectorsfor
avery large system of several thousand DOFs. The procedure is outlined in the case study
in Chapter 5. Finaly, the output control cards define the necessary output required by the
analyst.

8.5.4 Result and Discussion

Using the input file above, an eigenvalue extraction is carried out in ABAQUS. The output
is extracted from the ABAQUS results file showing the first eight natural frequencies and
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Table 8.1. Natural frequencies obtained from analyses

Mode Natural frequencies (MHz)

768 triangular elements 384 quadrilateral elements 1280 quadrilateral elements

with 480 nodes with 480 nodes with 1472 nodes
1 7.67 5.08 4.86
2 7.67 5.08 4.86
3 7.87 7.44 7.41
4 10.58 8.52 8.30
5 10.58 8.52 8.30
6 13.84 11.69 11.44
7 13.84 11.69 11.44
8 14.86 12.45 12.17

Figure 8.7. Mode I.

tabulated in Table 8.1. Thetable also shows results obtained from using triangular elements
as well as a finer mesh of quadrilateral elements. It is interesting to note that for certain
modes, the el genval ues and hence the frequencies are repetitive with the previous one. This
is due to the symmetry of the circular rotor structure. For example, modes 1 and 2 have the
same frequency, and looking at their corresponding mode shapes in Figures 8.7 and 8.8,
respectively, one would notice that they are actually of the same shape but bending at a
plane 90° from each other. As such, many consider this as one single mode. Therefore,
though eight eigenmodes are extracted, it is effectively equivalent to only five eigenmodes.
However, to be consistent with theresult filefrom ABAQUS, all the modes extracted will be
shown here. Figure 8.9 to 8.14 show the other mode shapes from this analysis. Remember
that, since the in-plane displacements are already constrained, these modes are only the
flexural modes of the rotor.

Comparing the natural frequencies obtained using 768 triangular elements with those
obtained using the quadrilateral elements, one can see that the frequencies are generaly
higher using the triangular elements. Note that for the same number of nodes, using the
guadrilateral elementsrequires half the number of elements. The results obtained using 384
quadrilateral elements do not differ much from those that use 1280 elements. This again
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Figure 8.8. Mode 2.

Figure 8.9. Mode 3.

Figure 8.10. Mode 4.
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Figure 8.11. Mode 5.

Figure 8.12. Mode 6.

Figure 8.13. Mode 7.



192 CHAPTER 8 FEM FOR PLATES AND SHELLS

Figure 8.14. Mode 8.

shows that the triangular elements are less accurate than the quadrilateral elements. Note
that the mode shapes obtained in the three analyses are the same.

8.6 CASE STUDY: TRANSIENT ANALYSIS OF A MICRO-MOTOR

Whileanalysing themicro-motor, another casestudy isincluded heretoillustratean example
of atransient analysis using ABAQUS. The same micro-motor shown in Chapter 7 will be
analysed here.

The rotor of the micro-motor rotates due to the electrostatic force between the rotor
and the stator poles of the motor. Let us assume a hypothetical case where there is a
misalignment between the rotor and the stator poles in the motor. As such, there might be
other force components acting on the rotor. The actual analysis of such a problem can be
very complex, so in this case study we simply analyse a very simple case of the problem
with loading conditions as shown in Figure 8.15. It can be seen that symmetrical conditions
areused, resulting in aquarter model. Thetransient response of the transverse displacement
components of the various parts of the rotor isto be calculated here.

8.6.1 Modelling

Since we are analysing the same structure as that in Chapter 7, the meshing aspects of the
geometry will not be discussed again. It should be noted that an optimum number of elements
(nodes) should be used for every finite element analysis. The same treatment of using the
shell elements and constraining the necessary DOFs (1, 2 and 6) is carried out to simulate
plate elements. The difference hereisthat there will be loadingsin the form of asinusoidal
function with respect to time,

F = Asinot (8.42)

applied as concentrated loadings at the positions shown in Figure 8.15.
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8.6.2 ABAQUS Input File

EN\C

T:00£00

Node 210

Node 300

TF/\/
1

.00+00

Figure 8.15. Quarter model of micro model with sinosoidal forces applied.

The ABAQUS input file for the problem described is shown below. Note that some parts
are not shown due to the space available in this text.

*HEADI NG
TRANSI ENT ANALYSI S OF M CRO MOTOR

* %

* NODE
1, 5.46197E-7, 50.

1809, 49.9524
35774, 49.8097

2, 2.
3, 4.

380,
381,
382,
383,

* %

* %

46. 8304,
49. 5722,
49. 9524,
49. 8097,

2. 04468
6. 52638
2.18099
4.35783

Nodal cards

Define the coordinates of the nodes in the model. The
first entry isthe node ID, while the second and third
are the x and y coordinates of the position of the node,
respectively.
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*ELEMENT, TYPE=S4, ELSET=MOTCOR

1, 343, 342, 347, 348
2, 342, 341, 346, 347
3, 341, 340, 345, 346

317, 74,
318, 65,
319, 55,
320, 43,

* *

65,
55,
43,
29,

67,
57,
45,
31,

75
67
57
45

* %

*NSET, NSET=EDGE1l

Element (connectivity) cards

Define the element type and what nodes make up the
element. $4 representsthat it isafour nodal, shell
element. The “ELSET=MOTOR” statement is simply
for naming this set of elements so that it can be
referenced when defining the material properties. In the
subsequent data entry, the first entry isthe element ID,
and the following four entries are the nodes making up
the element. The order of the nodes for all elements
must be consistent and counter-clockwise.

283, 298, 311, 322, 331, 338, 343, 348,
353, 358, 363, 368, 373, 376, 377

* %

* *

*NSET, NSET=EDGE2, CGENERATE

1, 1, 1
6, 6, 1
11, 11, 1
16, 16, 1
21, 31, 1

* %

* %

*NSET, NSET=CENTER
21, 36, 49, 60, 69, 76,
97, 104, 111, 118, 127,

Node sets

Sets of nodes defined to be used for referencing when
defining boundary conditions.

83, 90,

149, 169, 188,

205, 220, 233, 244, 253, 260, 267, 274,
275, 276, 277, 278, 279, 280, 281, 282,

283,

* *

* %

*SHELL SECTI ON, ELSET=MOTOR, MATERI AL=POLYSI

13.,

*x Property cards

** Define propertiesto the

T MATERIAL, NAVESPOLYSI elements of set “MOTOR"". It
* DENSI TY Material cards will ha\(e the material

2 3E-15 _ properties defined .under

e ’ Define material “POLY SI”. The thickness of
*ELASTI C. TYPE=| SO | Propertiesunder the the elementsis also defined in
169000., 0.262 name “POLY SI”. the data line.

- ' Density and elastic

* ok properties are defined.

* TY PE=ISO represents

** isotropic properties.
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* BOUNDARY, OP=NEW
DOF, 1,, O.
DOF, 2,, 0.
DOF, 6,, O.

EDGE1l, YSYWM
EDGE2, XSYMM
CENTER, ENCASTRE

* %

BC cards

Define boundary conditions. In this case, all the nodes
aong the centre circle are constrained to zero
displacements. To simulate plate elements, DOFs 1, 2
and 6 are constrained for all the nodes in the model.
Symmetrical conditions are also applied.

*AVPLI TUDE, NAME=SI NE, DEFI NI TI ON=PERI ODI C

1,12.566,0,0

0, 10 Amplitude curve

o Define an amplitude curve that can be a function of time
: : or frequency. Loads or boundary conditions can then be
. made to follow the defined amplitude curve. In this case,
. aperiodic function of the Fourier seriesis defined. The
* % name of this amplitude curveis given as “SINE”.

*STEP, | NC=1000

* %

*DYNAM C, DI RECT, NOHAF
0.1, 1.0

* %

*NSET, NSET=DOF, GENERATE

Control cards

Load cards _ .
“CLOAD” d Indicate the analysis
CLO eﬁne_; step. Inthiscaseitisa
concentrated loading on “DYNAMIC” analysis
the node set “FORCE” "

1, 383, 1 i which performs a direct
* NSET, NSET=FORCE defined earlier. The integration step to

1, 143, 377 |oad follows the determine the transient
* amplitude curve, response. The

o “SINE”, defined earlier. parameters followi ng

* % the keyword,

*CLOAD, OP=NEW AMPLI TUDE=SI NE DYNAMIC specify
FORCE, 3, 1. various parameters for

* %

* %

*NODE PRI NT, FREQ=1

>< C

NODE  FILE, FREQF1

><c

* %

*END STEP

the algorithm. The first

entry in the dataline

Output control cards specifies the duration of
Define the output each time step and the
required. In this case, second specifies the

the nodal displacement total time step.

components (U),
velocity components
(V) and acceleration
components (A) are
requested.
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8.6.3 Solution Process

The significance of the information provided in the above input file is very similar to the
previous case study. Therefore, this section will highlight the differences that are mainly
used for the transient analysis.

The definition of amplitude curve isimportant here asit enables the load (or boundary
condition) to be defined as a function of time here. In this case the load will follow the
sinusoidal function defined in the amplitude curve block. The sinusoidal function is defined
asaperiodic function whereby theformulaused isactually the Fourier series. Thedatalines
in the amplitude curve block basically define the angular frequency and the other constants
in the Fourier series.

The control card specifies that the analysisis a direct integration, transient analysis. In
ABAQUS, Newmarks’s method (Section 3.7.2) together with the Hilber—-Hughes-Taylor
operator [1978] applied on the equilibrium equationsis used astheimplicit solver for direct
integration analysis. Thetimeincrement isspecified to be0.1s, and thetotal time of the step
is1.0s. Asmentioned in Chapter 3, implicit methodsinvolve solving of the matrix equation
at each individual increment in time, therefore the analysis can be rather computationally
expensive. The algorithm used by ABAQUS s quite complex, involving the capabilities of
having automatic deduction of the required time increments. Details are beyond the scope
of this book.

8.6.4 Result and Discussion

Upon the analysis of the problem defined by the input file above, the displacement, velocity
and acceleration components throughout each individual time increment can be obtained

Node 210: Deformation, Displacements, ZZ

400049 ______ Node 300: Deformation, Displacements, ZZ
2.00-04
D 0.0 H
—2.00-04
-4.00-04 T T T T T 1
0.0 0.20 0.40 0.60 0.80 1.0 12

Time(s)

Figure 8.16. Displacement—time history at nodes 210 and 300.
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------ Node 300: Velocity, Translational, ZZ
Node 210: Velocity, Tranglational, ZZ

9.00-03

6.00-03

3.00-03

V 0.0 4

—-3.00-03

—6.00-03

-9.00-03 T T

T T T
0.0 0.17 0.33 0.50 0.67 0.83 10
Time (s)

Figure 8.17. Velocity—time history at nodes 210 and 300.

Node 210: Acceleration, Trandational, ZZ
7.50-01 7 - Node 300: Acceleration, Trandational, ZZ

5.00-01

2.50-01

-2.50-01

-5.00-01

-7.50-01 T T T T
0.0 0.17 0.33 0.50 0.67 0.83 10

Time (s)

Figure 8.18. Acceleration—time history at nodes 210 and 300.

until the final time step specified. Therefore, we have what is known as the displacement—
time history, the velocity-time history and the acceleration-time history, as shown in
Figures 8.16, 8.17 and 8.18, respectively. The plots show the displacement, velocity and
acceleration histories of nodes 210 and 300.
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8.7 REVIEW QUESTIONS

1. If the plate were not homogenous but laminated, how would the finite element equation

be different?

State the procedure to develop atriangular plate el ement.

3. How should one develop a four-node quadrilateral element? How should one develop
an eight-node element with curved edges?

4. How many Gauss points are required to obtain the exact results for Egs. (8.19)
and (8.20)?

N
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FEM FOR 3D SOLIDS

9.1 INTRODUCTION

A three-dimensional (3D) solid element can be considered to be the most general of all solid
finite elements because all the field variables are dependent of x, y and z. An example of a
3D solid structure under loading is shown in Figure 9.1. As can be seen, the force vectors
here can be in any arbitrary direction in space. A 3D solid can also have any arbitrary
shape, material properties and boundary conditions in space. As such, there are altogether
six possible stress components, three normal and three shear, that need to be taken into
consideration. Typically, a 3D solid element can be a tetrahedron or hexahedron in shape
with either flat or curved surfaces. Each node of the element will have three translational
degrees of freedom. The element can thus deform in all three directions in space.

Since the 3D element is said to be the most general solid element, the truss, beam, plate,
2D solid and shell elements can all be considered to be special cases of the 3D element.
So, why is there a need to develop all the other elements? Why not just use the 3D element
to model everything? Theoretically, yes, the 3D element can actually be used to model
all kinds of structurural components, including trusses, beams, plates, shells and so on.
However, it can be very tedious in geometry creation and meshing. Furthermore, it is also
most demanding on computer resources. Hence, the general rule of thumb is, that when a

Figure 9.1. Example of a 3D solid under loadings.
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structure can be assumed within acceptabl e tolerances to be smplified into a 1D (trusses,
beams and frames) or 2D (2D solids and plates) structure, aways do so. The creation of a
1D or 2D FEM model is much easier and efficient. Use 3D solid elements only when we
have no other choices. The formulation of 3D solids elements is straightforward, because
it is basically an extension of 2D solids elements. All the techniques used in 2D solids
can be utilized, except that all the variables are now functions of x, y and z. The basic
concepts, procedures and formulations for 3D solid elements can also be found in many
existing books (see, e.g., Washizu, 1981; Rao, 1999; Zienkiewicz and Taylor, 2000; etc.).

9.2 TETRAHEDRON ELEMENT

9.2.1 Strain Matrix

Consider the same 3D solid structure as Figure 9.1, whose domain is divided in a proper
manner intoanumber of tetrahedron elements(Figure9.2) with four nodesandfour surfaces,
as shown in Figure 9.3. A tetrahedron element has four nodes, each having three DOFs

&
TN NN\

Figure 9.2. Solid block divided into four-node tetrahedron elements.

Wy

Uz

Figure 9.3. A tetrahedron element.
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(u, vand w), making the total DOFs in a tetrahedron element twelve, as shown in Figure 9.3.
The nodes are numbered 1, 2, 3 and 4 by the right-hand rule. The local Cartesian coordinate
system for a tetrahedron element can usually be the same as the global coordinate system,
as there are no advantages in having a separate local Cartesian coordinate system. In an
element, the displacement vector U is a function of the coordinate x, y and z, and is
interpolated by shape functions in the following form, which should by now be shown to
be part and parcel of the finite element method:

U(x, y,z) = N(x, y, 2)d. 9.1)

where the nodal displacement vector, d, is given as

o)

U1
w1
uz
V2 displacements at node 2
do={ "2 9.2)
u3
V3 displacements at node 3
w3
U4
V4 displacements at node 4
w4

displacements at node 1

and the matrix of shape functions has the form

Ni 0 O N, O ON3 O ONg O O (9.3)
N = 0N O O N, OO0 N3 00 Ng O
0 0 NN O ONyO O N3 0 O Ng

To develop the shape functions, we make use of what is known as the volume coordinates,
which is a natural extension from the area coordinates for 2D solids. The use of the volume
coordinates makes it more convenient for shape function construction and element matrix
integration. The volume coordinates for node 1 is defined as

Vp234

| = 9.4)

V1234

where Vpy34 and V1234 denote, respectively, the volumes of the tetrahedrons P234 and 1234,
as shown in Figure 9.4. The volume coordinate for node 2-4 can also be defined in the same
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X 2:j
Figure 9.4. Volume coordinates for tetrahedron elements.

manner:
Vp134 Vp124 Vp123
2= , La3= , La=
Vi34 V1234 V1234
The volume coordinate can also be viewed as the ratio between the distance of the point P
and point 1 to the plane 234:

(9.5)

_dp-234 L= dp_134 Lae dp_124 La— dp_123

L= , La= , L3= , La= 9.6
d1_234 d1-234 d1-234 d1-234 6
It can easily be confirmed that
Li+ Lo+ L3+ Ls=1 (9.7)
since
Vpoza+ Vpiza + Vpioa + Vp12z = Viozs (9.8)
It can also easily be confirmed that
)1 a the home node i (99)
‘7|0 attheremote nodes jki '

Using Eq. (9.9), the relationship between the volume coordinates and Cartesian coordinates
can be easily derived:

x = Lixy + Loxp + L3x3 + Laxs
y = Liy1+ Lay2 + L3ys + Laya (9.10)
z=Liz1+ Laz2 + L3z3+ L4z4

Equations (9.7) and (9.10) can then be expressed as a single matrix equation as follows:

1 1 1 1 1 L1

x| _|x1 x2 x3 xq Lo (9.11)
y yi y2 y3 ya||Ls '

z z1 z2 23 z4| |La
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Theinversion of Eqg. (9.11) will give

L1 ai b1 c1 d1 1
Lo 1 lay by ¢ do X
= — 9.12
L3 6V |az b3 c3 d3| |y (012)
Ly as by c4 da Z
where
XjoVj oz 1y oz
ap=det|xx y zx|, bi=—det|1 w z
Xy oou 1 v oz
(9.13)
yi 1 zj vi z; 1
ci=—det|w 1 z|, d=—det|m z 1
w 1l =z i oz 1

in which the subscript i varies from 1 to 4, and j, kK and [ are determined by a cyclic
permutation in the order of i, j, k, [. For example, if i = 1, thenj =2,k = 3,1 = 4.
Wheni = 2,then j = 3, k = 4,1 = 1. The volume of the tetrahedron element V can be
obtained by

1 x yi oz

1 1 x; y; oz
V = = x det J J J 9.14
6 1 x y ( )

1 x w oz

The properties of L;, as depicted in Egs. (9.6) to (9.9), show that L; can be used as the
shape function of afour-nodal tetrahedron element:

1
Ni=L;= ﬁ(ai +bix +ciy +diz) (9.15)

It can be seen from above that the shape functionisalinear function of x, y and z, hence, the
four-nodal tetrahedron element is alinear element. Note that from Eqg. (9.14), the moment
matrix of the linear basis functions will never be singular, unless the volume of the element
is zero (or the four nodes of the element are in a plane). Based on Lemmas 2 and 3, we
can be sure that the shape functions given by Eq. (9.15) satisfy the sufficient requirement
of FEM shape functions.

It was mentioned that there are six stresses in a 3D element in total. The stress
components are {o, fo g Ox; Oxy}. TO Qget the corresponding strains,
{exx £xy}, We can substitute Eq. (9.1) into Eqg. (2.5):

Oyy Oyz

Eyy Ezz Eyz Exz

¢ =LU=LNd, = Bd, (9.16)
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where the strain matrix B is given by

a/ox O 0
0 9d/0y O
0 0 9/0z
0 3/dz 9/dy

a/0z 0 9/dx

a/dy 0d/ox 0

B=LN= N (9.17)

Using Eq. (9.3), the strain matrix, B, can be obtained as

by 0 O b O O b3 O O by 0

0O ¢4 0 O ¢ 0 O ¢3 0 0O g O

1 0 O do 0 O d 0 0 dz3 0 0 dg
2V c1 b1 O ¢ bp 0 ¢3 b3 0 ¢4 bgs O
O di c1 0 do ¢ 0 d3 c¢c3 0 dig cq4

di 0 by do O by dz3 0O b3 ds 0 by

(9.18)

It can be seen that the strain matrix for a linear tetrahedron element is a constant matrix.
This implies that the strain within a linear tetrahedron element is constant, and thus so is
the stress. Therefore, the linear tetrahedron elements are al so often referred to as a constant
strain element or constant stresselement, similar tothecaseof 2D linear triangular el ements.

9.2.2 Element Matrices

Once the strain matrix has been obtained, the stiffness matrix k, for 3D solid elements
can be obtained by substituting Eg. (9.18) into Eq. (3.71). Since the strain is constant, the
element strain matrix is obtained as

ke = / B’cBdV = V,BcB (9.19)

Note that the material constant matrix c is given generally by Eq. (2.9).
The mass matrix can similarly be obtained using Eq. (3.75):

N1z N1z Niz Ny

_ T _ N2: N2z Naz Npg
me_/g,oN NdV_/e,o Nai N3 Na Nag dv (9.20)

Naz Nzz Naz Ny

where
N;N; 0 0
N;j = 0 N;iN; 0 (9.21)
0 0 NiN;

Using the following formula[Eisenberg and Malvern, 1973],

n'nlg!
fVL’l"Lng’LZdvz nP 6V, (9.22)

(m+n+p+q+3)!
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we can conveniently evaluate the integral in Eq. (9.20) to give

20 0 100100100
2 0010010010
2 001001001
200100100
20010010
oV, 2001001
m, =25 200100 (9.23)
20010
200 1
sy. 2 00
2 0
L 2_

An alternative way to cal culate the mass matrix for 3D solid elementsisto use aspecial
natural coordinate system, which is defined as shown in Figures 9.5-9.7. In Figure 9.5, the
plane of £ = constant is defined in such away that the edge P-Q stays parallel to the edge
2-3 of the element, and point 4 coincides with point 4 of the element. When P moves to
point1, & = 0, andwhen Pmovestopoint 2, & = 1. InFigure9.6, theplane of = constant
isdefined in such away that the edge 1-4 on the triangle coincides with the edge 1-4 of the
element, and point P stays on the edge 2-3 of the element. When P movesto point 2, n = 0,
and when P moves to point 3, n = 1. The plane of ¢ = constant is defined in Figure 9.7,
in such away that the plane P-Q-R stays paralel to the plane 1-2-3 of the element, and
when P moves to point 4, ¢ = 0, and when P moves to point 2, ¢ = 1. In addition, the

Figure 9.5. Natural coordinate, where £ = constant.
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4=

X

Figure 9.7. Natural coordinate, where { = constant.

plane 1-2-3 on the element sits on the x—y plane. Therefore, the relationship between xyz
and £n¢ can be obtained in the following steps:

In Figure 9.8, the coordinates at point P are first interpolated using the x, y and z
coordinates at points 2 and 3:

xp =n(x3 —x2) +x2
yp=n(y3—y2)+y2 (9.24)
zp=0

The coordinates at point B are then interpolated using the x, y and z coordinates at points 1
and P

xp=E&@xp—x1)+x1=68n(xz—x2) +&(x2—x1) +x1
yp=&(p—yD)+y1=En(y3—y2) +&(2—y1) + (9.25)

zp=0
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O [x=(1-0)(x4=xg) +Xg, y=(1- 1) (Ya=Y¥g) +¥e, 2=(1-{) 2]

Figure 9.8. Cartesian coordinates xyz of point O in term of £n¢.

The coordinates at point O are finally interpolated using the x, y and z coordinates at points
4 and B:

X =x4—C(x4—xB) =x4— (x4 —x1) +&E¢(x2 —x1) — &L (x2 — x3)
y=y4—C(ya—yB) =v4—¢(ya—y1) +EC(y2—y1) —EC(y2 — ¥3) (9.26)
z2=01A-2¢)za

With this specia natural coordinate system, the shape functions in the matrix of EqQ. (9.3)
can be written by inspection as

Ni=@1-§)
N2 =én¢
(9.27)
N3 =§¢(1—n)
Ny=(1-29)
The Jacobian matrix between xyz and £n¢ isrequired, and is given as

dx/0& 0dx/dn 0x/9¢

J=|0y/0§ dy/an dy/d¢ (9.28)
dz/0& 0z/on 0z/0C

Using Egs. (9.26) and (9.27), the determinate of the Jacobian can be found to be

xo1+nix3n ECx3r —xa1+Exo1 +Enxan
Cyar+nysn §¢ysn —ym+&ya+ényn
0 z4 0

det[J] = = —6VEL? (9.29)
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The mass matrix can now be obtained as

me=/ pNTNdV:/l/lfleTNdet[J]dgdndg (9.30)
Ve o Jo JoO
which gives
L1 Hn le HB HM
mo——6vep [ [ [Tect| {2 N2 \E R g (@3

Na1 Naz Naz Nag

where N;; is given by Eqg. (9.21), but in which the shape functions should be defined by
Eq. (9.27). Evaluating the integrals in Eq. (9.31) would give the same mass matrix asin
Eqg. (9.23).

The nodal force vector for 3D solid elements can be obtained using Egs. (3.78), (3.79)
and (3.81). Suppose the element is loaded by a distributed force f; on the edge 2-3 of the
element as shown in Figure 9.3; the nodal force vector becomes

[ fox }
foy p i (9.32)
3_4 fSZ

If theload is uniformly distributed, f;,, fsx @and fs, are constants, and the above equation
becomes

fo= [IN]T
[

{O}3x1
{O}3>< 1
Ssx
.fvy

1 Jsz

fsx

f, = 213_4 oy (9.33)
fsz

{0}3>< 1

{0}3>< 1

{O}3x1

{O}3x1

where I3 4 isthe length of the edge 3-4. Equation (9.33) implies that the distributed forces
are equally divided and applied at the two nodes. This conclusion also applies to evenly
distributed surface forces applied on any face of the element, and to evenly distributed body
force applied on the entire body of the element. Finally, the stiffness matrix, k., the mass
matrix, m,, and the nodal force vector, f., can be used directly to assemble the global FE
equation, Eq. (3.96), without going through a coordinate transformation.
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9.3 HEXAHEDRON ELEMENT
9.3.1 Strain Matrix

Consider now a3D domain, whichisdividedin aproper manner into anumber of hexahedron
elementswith eight nodesand six surfaces, asshownin Figure9.9. Each hexahedron element
has nodes numbered 1, 2, 3, 4 and 5, 6, 7, 8 in a counter-clockwise manner, as shown in
Figure 9.10.

As there are three DOFs at one node, there is a total of 24 DOFs in a hexahedron
element. It is again useful to define a natural coordinate system (&, n, ¢) with its ori-
gin at the centre of the transformed cube, as this makes it easier to construct the shape
functions and to evaluate the matrix integration. The coordinate mapping is preformed
in a similar manner as for quadrilateral elements in Chapter 7. Like the quadrilateral
element, shape functions are also used to interpolate the coordinates from the nodal

' ,
e )V/P -

p ; "

Figure 9.9. Solid block divided into eight-nodal hexahedron elements.

(-1,-1,1)5 81,1, 1)
5 8 )
i (1,-1,1)6 Do
| | |
6 | fo Y4 ! I 7(1, 1, 1)
: 7 ”"_, - : ’/I._. —e—— 1]
10 - (-1, -1,+11r
[ s~y . -
0 vt I 4(-1,1,-1)
// ,//
z 5 - fo. fsy @ 1o /’/,
0 T /
y A pr 3(1,1,-1)
¢

Figure 9.10. An eight-nodal hexahedron element and the coordinate systems.
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coordinates:

8
x =Y Ni&n,0)x

i=1

8

i=1
8
7= ZNi(E, . )z

i=1

The shape functions are given in the local natural coordinate system as

Ni=31-6A-mnA-0)
N2=31+6A-mnA-10)
Na=31+6A+mnA-10)
Na=31-5A+mnA-10)

(9.35)
Ns=31—-6A-mnA+7)
Ne=31+6A—mnA+7)

N7 =3A+6A+mnA+)
Ng=31-&A+n1+0)

or inaconcise form,

Ni = §(1+ &) A+ m) A+ £8) (9.36)

where (&;, n;, ¢;) denotes the natural coordinates of node 7.

From Eq. (9.36), it can be seen that the shape functions vary linearly in the &, » and
¢ directions. Therefore, these shape functions are sometimes called tri-linear functions.
The shape function N; is athree-dimensional analogy of that givenin Eq. (7.54). It isvery
easy to directly observe that the tri-linear elements possess the delta function property. In
addition, since all these shape functions can be formed using the common set of eight basis
functions of

1€ 1,660 &¢,ng,Eng (9.37)

which contain both constant and linear basis functions. Therefore, these shape functions
can expect to possess both partitions of the unity property aswell asthe linear reproduction
property (see Lemmas 2 and 3 in Chapter 3).
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In a hexahedron element, the displacement vector U is afunction of the coordinates x,
y and z, and as before, it isinterpolated using the shape functions

U = Nd, (9.38)
where the nodal displacement vector, d. is given by

d.1 | displacement components at node 1

de2 | displacement components at node 2

d.3 | displacement components at hode 3

d. — des | displacement components at node 4 (9.39)
¢ ) d.s [ displacement components at node 5 '

des | displacement components at node 6

d.7 | displacement components at node 7

d.s | displacement components at hode 8

inwhich
ui
di={viy (=12...,8 (9.40)
isthe displacement at node i. The matrix of shape functionsis given by

N=[N1 N2> N3 Ng Ns Ng Ny Ng] (9.41)

in which each sub-matrix, N;, isgiven as

Ny 0 O
NN=|0 N 0| (=212....8 (9.42)
0 0 N

In this case, the strain matrix defined by Eq. (9.17) can be expressed as

B=[B1 B2 Bz Bs Bs Bg By Bg] (9.43)
whereby
dN; /ox 0 0
0 dIN; /0y 0
B, = LN; = 0 0 dIN;/oz (9.44)

0 8N,'/3Z 3N,-/8y
8Ni/8Z 0 BNl-/ax
dN;/dy ON;/dx 0

Asthe shape functions are defined in terms of the natural coordinates, &, n and ¢, to obtain
the derivatives with respect to x, y and z in the strain matrix, the chain rule of partial
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differentiation needs to be used:
dN; _ ON; dx dN; dy ON; 0z

— = +——=+
9 ox 9t | 0y 0 = 0z 0f
ON; _ON;dx | dN;dy ON; 9z

— =4 — _— 9.45
on ox 8r}+8y 817+ dz an (949)
8N,' _ 8Ni 0x + 8Ni ay n 8Ni 0z
ac  dx dc Ay ¢ 9z A¢
which can be expressed in the matrix form
AN;/dE AN;/dx
ON;/on ¢ =J0N; /0y (9.46)
aN; /¢ ON;/0z
where J is the Jacobian matrix defined by
dx/0& 0dy/0E 0dz/0&
J=|0dx/on 9dy/dn 9dz/dn (9.47)
d9x/0¢ dy/o¢ 9z/0¢

Recall that the coordinates, x, y and z are interpolated by the shape functions from the
nodal coordinates. Hence, substitute the interpolation of the coordinates, Eq. (9.34), into
Eq. (9.47), which gives

[x1 y1 21|
dNy JdN» 0ON3 ONg ONs ONg ON7 ONg X2 y2 22
0§ 98 98 95§ 95 9E8  9E 0§ | |x3 y3 z3
dNy JdN» 0ON3 ONg ONs ONg ON7 ONg X4 Y4 4

J= (9.48)
an. dn 9m  9n  9dn 9y In  In X5 Y5 15
ON1 ON2 ON3 0Ns ONs ONg ON; ONg||xs Y6 26
ac ¢ ¢ 9¢  a¢ ¢ A ¢ d|xToyrozm
| Y8 Y8 28]
or

Y8 XN /o€ Y0 yidN; /o5 Y51 zdN;/0¢
J=| X8  xoNijon Y8 yiaN;/on Y8 zi0N;/on (9.49)
Y8 xnONi/IE Y2 yidNi/oc Y8 20N /0¢
Equation (9.46) can be re-written as
IN; /dx IN; /dE
aN; /oyt =371 an;/an (9.50)
IN; /92 IN; /dc

which is then used to compute the strain matrix, B, in Egs. (9.43) and (9.44), by replacing
al the derivatives of the shape functions with respect to x, y and z to those with respect to

& nande.
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9.3.2 Element Matrices

Oncethestrain matrix, B, has been computed, the stiffnessmatrix, k., for 3D solid elements
can be obtained by substituting B into Eq. (3.71):

+1 ,+1 41
k, = / BTcBdA = f / / BTcB det[J] d¢ dn d¢ (9.51)
Ve -1 J-1 J-1

Note that the matrix of material constant, c, is given by Eq. (2.9). Asthe strain matrix, B,
isafunction of &, n and ¢, evaluating the integrations in Eg. (9.51) can be very difficult.
Therefore, the integrals are performed using a numerical integration scheme. The Gauss
integration scheme discussed in Section 7.3.4 is often used to carry out the integral. For
three-dimensional integrations, the Gauss integration is sampled in three directions, as
follows:

+1 p+1 p+1 n m I
1=/_1 /_1 /_1 FEndedn =33 wiwuef G0yt (952)

i=1 j=1k=1

To obtain the mass (inertia) matrix for the hexahedron element, substitute the shape
function matrix, Eq. (9.41), into Eq. (3.75):

1 1 1
me=/ ,oNTNdV=/ / f oNTN det[J] dg dn d¢ (9.53)
Ve -1J/-1/-1

The above integral isalso usually carried out using Gauss integration. If the hexahedron is
rectangular with dimensions of a x b x ¢, the determinate of the Jacobian matrix is simply
given by

det[J] =abc =V, (9.54)

and the mass matrix can be explicitly obtained as

Mi1 Mi2 M1z M4 M5 Mg Mi7 Mig
M22 M3 M4 M5 Mg M27 Mog
M33 M34 M35 M3zg M3z7 Mag

Myg Mgs Mge My7  Myg (9.55)

Mss Msg Ms7  Msg

Mes Me7 Meg

Sy. mzz Mg
Magg |

me =
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where
1 1 1
m;; =/ / / pabceN;N; d& dn dg
-1J-1J-1
1,1 2N O O][N;, O O
:pabc/ / / 0O N O 0 N; 0 |dédnds
-1/-1/-1 _O 0 Nl‘ 0 0 Nj
1 01 1NN O 0
=pabc/ / f 0 N;N; 0 dé dnd¢ (9.56)
-1/-1J-1 i 0 0 NiN;
or
mij 0 0
m;; = 0 mij 0 (9.57)
0 0 my
inwhich

+1 41
mij = pabc/ N;N; d¢ dnd¢
-1 Ja

_ pabc [T
=& |,

1 +1
(1+sis><1+s,~5)d§/l L+ i) (L + nm) dn

+1
x fl A+ 50+ o) de

_ ph8ab (1+ %Ei&j) (1+ %mm) (1+ %(iij) (9.58)

Asan example, m33 is calculated as follows:

_ pabc pabc

1 1 1
ma =2 (145 x1x1) (143 x 1x1) (14§ x1x 1) =8x T2 (259)
The other components of the mass matrix for arectangular hexahedron element are:
8pabc
ML= M2 = M3 = Mg = Ms5 = Mg = M77 = Mgg = —

mi2 = M3 = M34 = Msg = Me7 = M78 = M14 = M58 = Mi5 = Me = M37

4pabc
e —
© e (9.60)
mi13 = M24 = N6 = M35 = M36 = M47 = NM57 = Neg = M27 = NM38 = M45
2pabc
M8 = 516

1lpabc
216

mi7 = m2g = M35 = N4 =
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Note that the equalities in the above equation can be easily figured out by observing the
relative geometric positions of the nodes in the cube element. For example, the relative
geometric positions of nodes 1-2 is equivalent to the relative geometric positions of nodes
2-3, and therel ative geometric positions of nodes 1-7 isequivalent to the rel ative geometric
positions of nodes 2-8. If we write the portion of the mass matrix corresponding to only
one tranglational direction, say the x direction, we have

8 4
8

[ocE SN \N]
cohrDNA

m, = pabc
216

ONEFEND

(9.61)

OrEFELPNEADN
A DNNEDNERE

sy.

RN BAEANEDN

The mass matrices corresponding to only the y and z directions are exactly the sameasm,.

The noda force vector for a rectangular hexahedron element can be obtained using
Egs. (3.78), (3.79) and (3.81). Suppose the element is loaded by a distributed force f; on
edge 3-4 of the element, as shown in Figure 9.10; the nodal force vector becomes

Ssx
_ T
f, = /I[N] )H {?} dl (9.62)

If theload is uniformly distributed, f;,, fsx and f;, are constants, and the above equation
becomes

{0}3><1
{O}3x1
fsx
fsy

L sz

Ssx

fo = 2]3_4 For (9.63)
Ssz

{0}3x1

{0}3><1

{0}3><1

{O}3x1

where I3_4 is the length of edge 3-4. Equation (9.63) implies that the distributed forces
are equally divided and applied at the two nodes. This conclusion suggests also to evenly
distribute surface forces applied on any face of the element, and to evenly distribute body
forces applied on the entire body of the element.
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Figure 9.11. A hexahedron broken up into five tetrahedrons.

9.3.3 Using Tetrahedrons to form Hexahedrons

An dternative method of formulating hexahedron elements is to make use of tetrahedron
elements. Thisisbuilt upon thefact that ahexahedron can be said to be made up of numerous
tetrahedrons. Figure 9.11 shows how a hexahedron can be made up of five tetrahedrons.
Of course, thisis not the only way that a hexahedron can be made up of five tetrahedrons,
and it can also be made up of six tetrahedrons, as shown in Figure 9.12. Similarly, thereis
more than one way of dividing a hexahedron into six tetrahedrons. In thisway, the element
matrices for a hexahedron can be formed by assembling all the matrices for the tetrahedron
elements, each of which is developed in Section 9.2.2. The assembly is done in a similar
way to the assembly between elements.

9.4 HIGHER ORDER ELEMENTS
9.4.1 Tetrahedron Elements

Two higher order tetrahedron elements with 10 and 20 nodes are shown in Figures 9.13(a)
and (b), respectively. The 10-node tetrahedron element is a quadratic element. Compared
with the linear tetrahedron element (four-nodal) developed earlier, six additional nodes are
added at the middle of the edges of the element. In developing the 10-nodal tetrahedron
element, a complete polynomial up to second order can be used. The shape functions for
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Figure 9.12. A hexahedron broken up into six tetrahedrons.

@ (b)

Figure 9.13. Higher order 3D tetrahedron elements. (a) 10-node tetrahedron element; (b) 20-node
tetrahedron element.

this quadratic tetrahedron element in the volume coordinates are given as follows:
N; = (2L; —1L; forcornernodesi =1,2, 3,4

Ns =4L,L3

Ne =4L1L3

N7=4L1L>» . (9.64)
Ng = 4L, Ly for mid-edge nodes

Ng=4LoL4

N1g =4L3L4
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where L; is the volume coordinate, which is the same as the shape function for the linear
tetrahedron elements given by Eq. (9.15).

The 20-node tetrahedron element is a cubic element. Compared with the linear tetra-
hedron element (four-nodal) developed earlier, two additional nodes are added evenly on
each edge of the element, and four-node central-face nodes are added at the geometry centre
of each triangular surface of the element. In developing the 20-nodal tetrahedron element,
a complete polynomial up to third order can be used. The shape functions for this cubic
tetrahedron element in the volume coordinates are given as follows:

N; = 3(3L; — 1)(3L; — 2)L; for corner nodesi = 1, 2, 3, 4
Ns=3(BL1—1LiLs Niu = 3@BL1—1)L1Lyg
Ne=3@L3—DLiLs N1 = 3(3La—DLils
N7 = %(3L1 —DLilz Nz = %(3L2 —1DLaLs
Ng=3BLz—1)L1Ly Ni = 3(3Ls—1)L2L4
No= 3Ly —1)LoL3 Nis = 3(3Lz— 1)L3Ls4 (9.65)
Niwo=3(BL3—1)LoLs Nig = 3(3Ls— 1)L3Ls
Ni7 = 27L3L3L4
Nig = 27L1LoL3
Nig = 27L1L3L4
Nao = 27L1LoL4

for edge nodes

for centre surface nodes

where L; isthe volume coordinate, which is the same as the shape function for the linear
tetrahedron elements given by Eq. (9.15).

9.4.2 Brick Elements

Lagrange type elements

The Lagrange type brick elements can be developed in precisely the same manner as the
2D rectangular elements described in Chapter 7. Consider a brick element with n; =
(n+ 1) (m + L)(p + 1) nodes shown in Figure 9.14. The element is defined in the domain
of (-1<&>1-1<pn>1-1<¢ > 1 inthenatura coordinates &, n and ¢. Dueto
the regularity of the nodal distribution along the &, n and ¢ directions, the shape function of
the element can be simply obtained by multiplying one-dimensional shape functions with
respect to the &, n and ¢ directions using the Lagrange interpolants defined in Eq. (4.82)
[Zienkiewicz et al., 2000]:

N; = NIPNPNEP = 1 e)ym ip)i® (o) (9.66)

Due to the delta function property of the 1D shape functions given in Eq. (4.83), it is easy
to confirm that the N; given by Eq. (9.66) also has the delta function property.
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(0,0,0)

Figure 9.14. Brick element of arbitrary high orders.

@
(1,-1,1)6
17
(,
10(0,1,-1)
(1,-1,-1)2
9(1,0-1) 3(1,1-1)
£ ¢

Figure 9.15. High order 3D serendipity elements. (a) 20-node quadratic element; (b) 32-node
cubic element.

Serendipity type elements
Themethod used in constructing the L agrange type of el ementsisvery systematic. However,
the Lagrange type of elementsis not very widely used, due to the presence of the interior
nodes. A serendipity type of brick elements without interior nodesis created by inspective
construction methods as described in Chapter 7 for 2D rectangular elements.

Figure 9.15(a) shows a 20-nodal tri-quadratic element. The element has eight corner
nodes and twelve mid-side nodes. The shape functions in the natural coordinates for the
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quadratic brick element are given asfollows:

Nj =3+ &HA+nmA+ 59 EE +nn+ 6is —2)
forcornernodesj =1,...,8

Nj=31-£5A+nnA+gjs) formid-sidenodes j = 10, 12, 14, 16
11-n)(A+£8)1+gj5) formid-sidenodes j = 9,11, 13,15
N; = ;11(1— A+ £;&)(1+n;n) for mid-sidenodes j = 17, 18, 19, 20

Nj

(9.67)

where (§;, n;) arethe natural coordinatesof node j. Itisvery easy to observe that the shape
functions possess the delta function property. The shape function is constructed by simple
inspections, making use of the shape function properties. For example, for corner node 2
(Where& = 1, 92 = —1, £ = —1), the shape function N> has to pass the following four

planes as shown in Figure 9.16 to ensure its vanishing at remote nodes:
1+ & = 0= vanishesat nodes 1, 4, 5, 8, 11, 15, 19, 20
n—1=0= vanishesat nodes 3, 4, 7, 8, 10, 14, 18, 19
¢ —1=0= vanishesat nodes5, 6, 7, 8, 13, 14, 15, 16
& —n—¢—2=0= vanishesat nodes9, 12, 17
The shape N, can then be immediately written as

No=C1+5A-mMA-9)E-n—c—2

Ty

¢-1=0_ 5 Tn15 8
. |
I 14
= | 19
6 T
A 4
20 !
//' )_A_ _____ ——1
£+1=0 5
r
17 L / 18
/‘ 11 4
Q17
K 10
. 9
[ O
2/ \ 3 n—-1=0
g-n-{-2=0

¢

(9.68)

(9.69)

Figure 9.16. Construction of 20-node serendipity element. Four flat planes passing through the

remote nodes of node 2 are used.
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where C is aconstant to be determined using the condition that it has to be unity at node 2
a (52 =1, n2 = —1, & = —1), which gives

1 1
C = = — 9.70
1+DA-)A-()HA-(-H-(-1H-2) 8 (:70)
We finally have
No = 3(L+&E) L+ n2an) (L + 526) (E2E + n2n + 626 — 2) (9.71)

which isthe first equation in Eq. (9.67) for j = 1.

Shape functions at al the other corner nodes can be constructed in exactly the same
manner. As for the mid-side nodes, say node 9, we enforce the shape function passing
through the following four planes, as shown Figure 9.17.

1+£=0 = vanishesatnodesl,4,5,8, 11, 15,19, 20
n—1=0 = vanishesatnodes3, 47,8, 10, 14,18, 19

] (9.72)
¢—1=0 = vanishesatnodesb,®6,7,8, 13, 14, 15, 16
n+1=0 = vanishesatnodesl, 2,5, 6, 12, 13, 16, 17
The shape N5 can then be immediately written as
No=CA-n)A+EL-¢) (9.73)

Figure 9.17. Construction of 20-node serendipity element. Four flat planes passing through the
remote nodes of node 2 are used.
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where C is aconstant to be determined using the condition that it has to be unity at node 5
a (59 = 1, ng = 0, ¢g = —1), which gives

c- L - : —2 ()
S 1-7)A+8&81-5) (1-0H)A+DHA-(-1) 4 '

We findly have

1
No=7(1- 1% (1 + &98) (1 + go5) (9.75)

which isthe third equation in Eq. (9.67) for j = 9.

Because the deltafunction property isused for the construction of shape functionsgiven
in Eq. (9.67), they of course, possess, the delta function property. It can easily be seen that
all the shape functions can be formed using the following common set of basis functions:

1,1, &, ns, &6, E%, 0%, 62, 076
Eng, En? £ nE% g2, g&2, on? %n¢, n?E ¢, Eng?

that are linearly-independent and contain all the linear terms. From Lemmas 2 and 3, we
confirm that the shape functions are partitions of unity, and at least linear field reproduction.
Hence, they satisfy the sufficient requirements for FEM shape functions.

Following the similar procedure, the shape functions for the 32-node tri-cubic element
shown in Figure 9.15(b) can be written as

Nj = gA+&6A+nmA+ i) (9% + M + 9% — 19)

forcornernodesj =1,...,8
Nj=g@—EHA+9%6)A+nmA+ gj9)

for sdenodeswith&; = +3,n; = +land¢; = +1
Nj=g@—1)A+IMmL+£6 A+ gj5)

for sidenodeswithn; = £3, &, = +1andg; = £1
Nj= g1 - (L4966 A+&E)(L+n;n)

for sidenodeswith g; = £, £, = +1andn; = £1

(9.77)

The reader is encouraged to figure out what are the planes that should be used to form
the shape functions listed in Eq. (9.77). When ¢ = ¢ = 1, the above equations
reduce to a two-dimensional case of serendipity quadratic and cubic elements defined by
Egs. (7.107), (7.111) and (7.113).

9.5 ELEMENTS WITH CURVED SURFACES

Using high order elements, elementswith curved surfaces can be used in the modelling. Two
relatively frequently used higher order el ementsof curved edgesareshownin Figure9.18(a).
In formulating these types of elements, the same mapping technique used for the linear
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Figure 9.18. 3D solid elements with curved surfaces. (a) Elements with curved surfaces in the
physical coordinate system; (b) brick elements obtained by mapping.

hexadron elements (Section 9.3) can be used. In the physical coordinate system, elements
with curved edges are first formed in the problem domain as shown in Figure 9.18(a).
These elements are then mapped into the natural coordinate system using Eq. (9.34). The
elements mapped in the natural coordinate system will have straight edges, as shown in
Figure 9.18(b).

Higher order elements of curved surfaces are often used for modelling curved bound-
aries. Notethat elementswith excessively curved edgesmay cause problemsinthenumerical
integration. Therefore, more elements should be used where the curvature of the boundary
islarge. Inaddition, it isrecommended that in theinternal portion of the domain, an element
with straight edges should be used whenever possible.

9.6 CASE STUDY: STRESS AND STRAIN ANALYSIS OF
A QUANTUM DOT HETEROSTRUCTURE

Quantum dots are clusters of atoms nanometresin size, usually made from semiconducting
materials like silicon, cadmium selenide or gallium arsenide. What makes quantum dots
interesting is that they have unusual electrical and optical properties, hence they have the
potential for useinawidevariety of novel electronicdevices, including light emitting diodes,
photovoltaic cells, and quantum semiconductor lasers. An interesting way of fabricating
such quantum dot structures is to actually grow the dots directly by depositing athin film
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—— Cap layer

Quantum dot  A—— Wetting layer

—+——Substrate

Figure 9.19. Schematic representation of a quantum dot heterostructure.

layer of material on a substrate under appropriate growth conditions. Usually, the thin
film layer is of adifferent material to the substrate material, and thus such structures are
also generally known as heterostructures. This growth mode is due to the mismatch in the
|attice parameters of the different materials, and is known as the Stranski—Krastanow (SK)
growth mode.

Study of such quantum dot heterostructures is actually a very active research area at
the time at which this book was written. In this case study, an example of modelling a 3D
finite element model to analyse the stress distribution in and around such structureswill be
shown. The stress distribution actually affects the electrical and optical properties of the
guantum dot structure. Furthermore, the quantum dot formation in multiple thin film layers
is also very much dependent on this stress distribution.

Figure 9.19 shows a schematic representation of a quantum dot grown on top of the
substrate and embedded in acap layer. Thisisjust a single quantum dot, and can probably
be considered as a single basic unit of the heterostructure. In reality, there could be many
of such quantum dots distributed on top of alayer of substrate. It can aso be seen from the
figure that the quantum dot is usually pyramidical or trapezoidal in shape. The pyramidal
shape of the quantum dot is often approximated by using a 2D axisymmetric model of a
cone by many analysts. However, it should be noted that using a 2D axisymmetric model
is not fully representative of the pyramidal shape, and for the purpose of this chapter, this
case study will be using the 3D solid element to model the structure.

9.6.1 Modelling

Meshing

As mentioned, the modelling of any 3D structure is generally more complex and tedious.
In this case, eight-nodal, hexahedron elements are being used for meshing of the 3D geom-
etry. It can be seen from Figure 9.19 that the problem domain is very much symmetrical.
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B SIS0l
Y,

Figure 9.20. 3D mesh of the matrix.

3D mesh of the island.

Figure 9.21.

using mirror symmetry. Note that it is also possible to use a one-eighth model, which then

Therefore, to work on amore manageabl e problem, aquarter of themodel isbeing modelled
reguires the use of Multi-Point Constraints (MPC) equations (see Chapter 11).

as it has been found that a poor mesh

Proper meshing in this case is very important
usualy yields bad results. The 3D mesh of the heterostructure is shown in Figures 9.20

and 9.21. Themodel isgeneraly divided into two main parts geometrically for the analysts
to distinguish them more conveniently. The parts of the heterostructure comprising the

substrate and the cap layer

is grouped together as the matrix;

as shown in Figure 9.19

3

and the parts of the heterostructure comprising the wetting layer and the quantum dot itself
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l4 30nm #I

30nm

Y

zZ X A4

Figure 9.22. Plan view of finite element mesh of quantum dot heterostructure.

Table 9.1. Material properties of
GaAs and InAs

Material E (Gpa) v
GaAs 86.96 0.31
InAs 51.42 0.35

are grouped together as the island. Figure 9.22 aso shows a plan view of the mesh of the
island (or matrix). It can be seen how smaller elements are concentrated at and around the
pyramidal quantum dot. To generate the mesh here, the analyst has employed the aid of
automatic mesh generators that can still mesh the relatively complex shape of the pyramid
with hexahedron elements. Some mesh generators may not be able to achieve this, and
one may end up with either tetrahedron elements or a mixture of both hexahedron and
tetrahedron elements.

Material properties

In this case study, the heterostructure system of Indium Arsenide (InAs) quantum dots
embedded in aGallium Arsenide (GaAs) substrate and cap layer isanalysed. Therefore, the
matrix part of the model will be of the material GaAsand theisland part of themodel will be
of the material InAs. Thisisan example of the convenience of dividing the model into these
two parts. It is assumed here that the materials have isotropic properties, listed in Table 9.1.
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Constraints and boundary conditions

As the model is a symmetric quarter model, symmetrical boundary conditions must be
applied. Here it means that the nodes on the planes corresponding to x = Onm, y = Onm,
x = 30nm and y = 30 nm have their displacement components normal to their respective
planes constrained. Another displacement boundary condition would be the base of the
matrix, where all the displacement components of the nodes are constrained.

There is also a contact constraint condition imposed between the outer surfaces of the
island and the surfaces of the cap layer and the substrate in the matrix. Contact modelling
is a relatively advanced technique, and will not be covered in this book. Basically, contact
modelling is used to model the sliding or the movement between two surfaces. ABAQUS
offers a ‘tied’ contact condition where the two surfaces in contact are actually tied to one
another. This ‘tied’ contact condition is used here to model the bonding between the island
(InAs) and the matrix (GaAs).

There is actually no load acting on this model. Rather, thermal expansivity is being made
use of to simulate the strain induced due to the lattice mismatch between GaAs and InAs. The
strain induced due to the lattice mismatch can be calculated from the lattice parameters to be
—0.067. To represent this lattice mismatch, a corresponding thermal expansion coefficient
of a7 = 0.067 is applied to the elements in the island, and the temperature is raised by 1 K.
This would effectively result in an expansion of the island, and because it is constrained
by the matrix, thermal strain corresponding to the lattice mismatch strain is induced. Note
that this thermal expansion does not take place in the physical case, but is just used to
produce the mismatch strain. This thermal strain actually contributes to the force vector in
the finite element equations.

9.6.2 ABAQUS Input File

Part of the ABAQUS input file for the problem defined above is shown below. As the problem
is quite large, the full input file would consist of a large amount of data defining the nodes,
elements, and so on. As such, the full data will not be included here and some parts of the
input file that have been explained in previous case studies will not be explained again here.

*HEADI NG SPARSE
Cal cul ation of stress distribution in quantumdot structure

* %

* NODE

Nodal cards

Node ID, x-coordinate, y-coordinate, Z-coordinate.

* %

** Elements are divided into two main parts: | SLAND and MATRI X
** El ements used are 8-nodal, hexahedral elenents (C3D8)
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*ELEMENT, TYPE=C3D8, ELSET=I SLAND

* ELEMENT, TYPE=C3D8, ELSET=MATRI X | node 8.

Element (connectivity) cards
Element ID, node 1, node 2, node 3, .. .,

* %

* %

Nodes in ISLAND are grouped in a node set

*NSET, NSET=I SLAND Node set
named ISLAND.
* %
*NSET, NSET=BASE
Node set

* % named BASE.

Nodes on base surface grouped in a node set

*NSET, NSET=FI XED_X

Node set

Nodes to be constrained in x direction grouped in
* % node set, FIXED_X.

*NSET, NSET=FI XED_Y

Node set

Nodes to be constrained in y direction grouped in
node set, FIXED_Y.

* %

*SOLI D SECTI ON, ELSET=I SLAND, MATERI AL=I NAS
1.,

* %

* %

*SOLI D SECTI ON, ELSET=MATRI X, MATERI AL=GAAS
1.,

* %

* * CﬁAS

* %

*MATERI AL, NAMVE=GAAS

Property cards

Define properties to the
elements of sets “ISLAND”
and “MATRIX”. It will
have the material properties
defined under “INAS” and
“GASS”, respectively.

* *

*ELASTI C, TYPE=I SO

Material cards

86. 96, 0.31 Define material properties under the name “GAAS”
>k and “INAS”. Elastic properties are defined. TYPE =
*% | nAs ISO represents isotropic properties. Note that for
* % “INAS”, the thermal expansion coefficient is defined

*MATERI AL, NANME=I NAS under *EXPANSION.

* %
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*ELASTI C, TYPE=I SO
51.42, 0.35

* %

*EXPANSI ON, TYPE=I SO

0. 067,

** BC cards

** D spl acenent boundaries

* % The nodes grouped under BASE, FIXED_X and

* BOUNDARY, OP=NEW
BASE, ENCASTRE
FI XED_X, XSYW
FI XED_Y, YSYWM

FIXED_Y are given the corresponding
constraints. ENCASTRE represents fully
clamped in boundary; XSYMM represents
conditions symmetrical to plane X = constant;

*x YSYMM represents conditions symmetrical to

** contactl
* %

plane y = constant.

* SURFACE DEFI NI TI ON, NAME=M20

* SURFACE DEFI NI TI ON, NAME=S20

* %

* CONTACT PAI R, | NTERACTI ON=I 20,
S20, MO
*SURFACE | NTERACTI ON, NAME=| 20

* %

** contact2
* %

* SURFACE DEFI NI TI ON, NAME=M21

*SURFACE DEFI NI TI ON, NAME=S21

* %

*CONTACT PAI R, | NTERACTI ON=I 21,
S21, M1l
*SURFACE | NTERACTI ON, NAME=| 21

* %

* %

*I NI TI AL CONDI TI ONS, TYPE=TEMPERATURE

I SLAND, 300.

* %

* %

Defines contact surfaces.

Defines contact surfaces.

ADJUST=0. 0001, TIED

Contact cards

Contact conditions are being defined
here. The surfaces to be in contact with
are defined in *SURFACE
DEFINITION. The contact conditions
are then specified in *CONTACT
PAIR and *SURFACE
INTERACTION. Details will not be
shown here, since it is beyond the
scope of this book.

ADJUST=0. 0001, TIED

IC cards

Initial temperature conditions
are being defined and nodes
in ISLAND are set at a
temperature of 300 K.
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*STEP, AMPLI TUDE=RAMP
Li near Static Analysis

s Control cards

* ok Indicate the STATIC analysis procedure.
*STATI C

: : Load cards

* TEMPERATURE, OP=NEW Theload here is temperature and the nodes
| SLAND, 301. inthe ISLAND are given atemperature of
*x 301K, which implies araise of 1K from the
*x initial conditions.

*NODE PRI NT, FREQ=1

y,

*NODE FI LE, FREQ=1

U,

* *

Output control cards
*EL PRI NT, POS=INTEG, FREQ=1 :
S » POB G & Define the output requested. In this case,

E the displacements, U, the stresses, S and
*EL FILE, POS=INTEG FREQ=1 strains, E.

S,
E,

* %

*END STEP

The input file provides the information ABAQUS needs to perform tasks like forming
the stiffness matrix and the force vector (no mass matrix, sincethisisastatic analysis). The
full input file may consist of many pages, which is common for large problems.

9.6.3 Solution Process

The information provided in the input file is very similar to previous case studies in this
book. The nodal and element connectivity information is read for the formulation of the
element matrices. The element type used here is C3D8, which represents a 3D, hexahedral
element with eight nodes. More 3D element typesare al so availableinthe ABAQUS element
library. The material properties provided in the input file will also be used to formulate the
element stiffness matrix (Eg. (9.51)). Recall that the integration in the stiffness matrix is
usually carried out using the Gauss integration scheme sampled in three directions, and in
ABAQUS, the default number of integration points per face of the hexahedral element is
four, making thetotal number of integration points per element 24. All the element matrices
will be assembled together using the connectivity information provided. Application of the
boundary conditions and the thermal strain induced by the thermal expansion is carried out
by the specifications in the boundary cards and the load card. Finaly, the finite element
equation will be solved using the algorithm for static analysis, as discussed in Chapter 6.
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Time: 15:41:12
Date: 05/23/10

Isosurface

Va = .4523E+02
Node Tensor 1
XX-Component

Color Index

B 2.322E+00
2.057E+00
1.793E+00
1.528E+00
1.264E+00
9.991E+01
7.345E-01
4.699E-01
2.054E-01

—-5.922E-02

-3.238E-01

-5.884E-01

Min =-5.883136E-01
Max = 2.586565E +00
Min 1D = 6400

Max 1D = 2354
Fringe_4:

Stress

Components

XX Component
(NON-LAYERED)

FNWANON®OO >

S
B v
P
L

Default
Step 1

Figure 9.23. Stress, oxx distribution of plane 6 = 45° in matrix.

Time: 15:25:24
Date: 05/23/10

Isosurface
Val=.4500E +02
Node Tensor 1
XX-Component

Color Index

~4.394E +00
—4.495E +00
—4.596E +00
—4.697E+00
—4.798E+00
—4.898E +00
—4.999E +00
-5.100E +00
-5.201E+00
-5.302E+00
-5.403E +00
—5.504E +00

ENWANON®OO>®

Min =-5.503072E +00
Max = -4.293352E + 00
Min 1D = 26069

Max 1D = 25867
Fringe_3:

Stress
Components

XX Component
(NON-LAYERED)

Default
Step1

Figure 9.24. Stress, oxy, distribution of plane & = 45° in island.
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9.6.4 Result and Discussion

Running the problem in ABAQUS, we are able to get the stress distribution and the strain
distribution as requested in the input file. Figures 9.23 and 9.24 show the stress distribution
obtained in the matrix and island, respectively, of a particular plane of 6 = 45°, where 6
is measured from the x—z plane counter-clockwise. Despite the extra effort in the meshing
of a3D model, the advantage is that it enables the analyst to view, in this case, the stress
distribution in any arbitrary planein the entire model. Thiswould be difficult to achieveif a
2D, axis-symmetric approximation is carried out instead. From the stress distribution, one
can observethat there are compressive stressesin theisland and tensile stressesin the matrix
area above theidand. In theisland, thereis also stress relaxation in the quantum dot, with
the maximum stressrelaxation at thetip of the pyramidal quantum dot. Thisactually verifies
the thermodynami cs aspect of quantum dot formation, since the formation of aquantum dot
resultsin alower energy level (lower elastic strain energy). The tensile stressin the matrix
area above the gquantum dot is also important, as this stress actually causes a subsequent
guantum dot to be formed directly above the buried quantum dot when a subsequent InAs
layer is deposited.

9.7 REVIEW QUESTIONS

1. Can 3D solid elements be used for solving 2D plane stress and plane strain problems?
Give justification to your answer.

2. What is the defference between using tetrahedron elements and hexahedron elements
derived using an assembly of tetrahedron elements? Can they give the same results for
the same problem? Give justification to your answer.

3. Can one develop pentahedron elements? How?

4. How many Gauss points should be used for evaluating mass and stiffness matrices for
four-node tetrahedron elements? Give justification to your answer.

5. How many Gauss points should be used for evaluating mass and stiffhess matrices for
eight-node hexahedron elements? Give justification to your answer.

6. If a higher order shape function is used, do Egs. (9.30) and (9.63) till hold? Give
justification to your answer.
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SPECIAL PURPOSE ELEMENTS

10.1 INTRODUCTION

This chapter introduces some special purpose elements and methods that are particularly
designed for specific circumstances. They are used for very specific purposes to either
simplify meshing and calculation, or to obtain better accuracy, which usual elements cannot
obtain. These include crack tip elements, infinite elements, finite strip elements and strip
elements. The characteristics of these elements are summarized in Table 10.1.

Table 10.1. Special elements

Elements Application

Approach/features

Crack tip element  Simulation of problem domain with
cracks

Infinite elements Simulation problems with an infinite

or semi-infinite domain

Finite strip element Model structures with regular
geometric domain

Strip element Model structures with regular
geometric domain

Use mapping techniques to create
singular stress field; Reduce
elements density near crack tips

Using mapping techniques to create
fields that decay with distance;
Very few elements are needed to
model infinite boundary

Shape function with series
expansion in one direction; Very
few elements needed; Simple
boundary conditions

Semianalytical approach; Very few
elements needed; Arbitrary
boundary conditions including
infinite boundaries
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10.2 CRACK TIP ELEMENTS

In fracture mechanics, much interest for analysts is on the tip of the crack, as it is a
singularity point where the stress field becomes mathematically infinite. When modelled
with the conventional, polynomial-based finite elements discussed in previous chapters, the
finite element approximations are usually quite bad unless a very dense mesh consisting
of numerous small elements is modelled around the crack tip. This may not prove feasible
at times, and is highly inefficient when computational resources are limited. It will be a
better option to model such a problem with what is known as crack tip elements, sometimes
known as singularity elements. Such an element was introduced at almost the same time by
Henshell and Shaw [1975] and Barsoum [1976, 1977].

From theories of linear elastic fracture mechanics, the stresses near the crack tip are
characterized by the stress intensity factor, K7, in Mode I fracture as

Oxx K 1 —sinf/2sin36/2’]
Ouy | = ——= cos 3| sin6/2sin36/2 (10.1)
Oy 2mr 1 +sin0/25sin36/2

and the displacement near the crack tip is expressed as

u] KiJr [cose/z(/c—1+2sin29/2)'

LY - 2627 |sin6/2(k +1 —2cos?6/2) |

where G is the shear modulus, and x = 3 — 4v (plane strain) or (3 — v)/(1+v) (plane
stress). Mode I fracture is considered to be the opening of the crack, as shown in Figure 10.1,
and r and 6 are as shown. From Egs. (10.1) and (10.2), it can be seen that the stress varies
inversely with /7 and the displacement varies proportionally with /7. Note the presence
of singularity of the stresses at the crack tip itself when r approaches zero.

To approximate the behaviour of the stresses and displacements near the crack tip accord-
ing to the theories of fracture mechanics, a special eight-nodel, quadratic, isoparametric
element as shown in Figure 10.2 can be formulated. This element is exactly the same as
the usual eight-nodel isoperimetric quadratic element, except that the middle modes on the
edges to the crack tip are moved by a quarter of the edge length towards the crack tip. The
following explains how the stress singularity is created by this simple modification.

Consider the element side joining nodes 1, 2 and 3 of the isoparametric quadratic
element, as shown in Figure 10.3. Following formulation of the conventional eight-node

(10.2)

Figure 10.1. Mode | crack opening deformation.
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Figure 10.2. Modelling of crack tip with crack tip elements.
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Figure 10.3. Eight-node, isoparametric, quadratic crack tip element.

element, the coordinate x and displacement u are both interpolated by shape functions as
follows:
x =-=05nA—-mx1+ A+ —nx2+ 0571+ n)x3 (10.3)
u=-0501—-nuir+ A+ n)A—-nuz+ 0571+ n)us (10.9)

Let both x and u be measured from node 1, and let the mid-side node 2 be moved to the
quarter-point node 2. For aside of length L, we have

x1=0, xp=L/4, x3=L, u;=0 (10.5)
Substitution of Eq. (10.5) into Egs. (10.3) and (10.4) leadsto

x=0251+n1-nL+0571+n)L (10.6)
u=A+nAQ—nuz+ 0591+ n)us (10.7)
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Simplifying the above equations will give us

x =0.25(1+ n)°L (10.8)
u= 1+ - nuz+ 0.5nus] (10.9)

Now, we know that along the x-axis, x = r. Therefore,

r=0251+m%L or (1+7) = 2\/§ (10.10)
Substitution of Eq. (10.10) into Eqg. (10.9) leadsto

u = 2(/r/vVL)[(1 = nuz + 0.5qus] (10.11)

Noticethat by shifting the middle nodeto the quarter position, the di splacement now follows
abehaviour that is proportional to /7. Furthermore, the strain is given by

du  Jdu dan

Zz_Z (10.12)
dx  dndx
where from Egs. (10.8) and (10.10),
z;_x =051+ L =+rVL (10.13)
n
Thus, by using Egs. (10.9), (10.12) and (10.13),
ou 11 1
= |2 = 10.14
dx ﬁﬁ[ W2+<2+n>u3] —

It is noted that the strain given by Eq. (10.14) isinversely proportiona to /7, and since the
stress is directly proportional to the strain, this can also be said for the stress. Therefore,
it can be seen that by shifting the middie node, 2, to the quarter position, we are able to
obtain an approximation that follows the behaviour of the stresses and displacements near
the crack tip, as predicted by fracture mechanics. Similar procedures can be applied to the
other side consisting of nodes 1, 7 and 8.

Other types of crack tip elements with different shapes can also be obtained, and some
examples are shown in Figure 10.4.

10.3 METHODS FOR INFINITE DOMAINS

Therearemany problemsinreal lifethat actually involveaninfinite or semi-infinite domain.
For example, the radiation of heat from a point source into space, and the propagation of
waves on the surface of the ground and under the ocean, and so on. For the above problems,
the strength of the heat radiation and the amplitude of the waves vanish at infinity. So far,
the finite element method we have discussed in this book all comes with a finite boundary.
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Figure 10.4. Examples of crack tip elements.

Infact, all elementsintroduced are with closed boundaries. Therefore, if these elementsare
used to model an infinite domain, then the boundary will affect the results obtained. For
the propagation of waves, any finite boundary will reflect the waves, and this will result
in the superposition of the transmitted and reflected waves. Similarly, for other problems,
approximations using conventional finite elements will thus be inaccurate. Intuitively, one
might think that one solution to modelling the infinite or semi-infinite domain is to place
the finite boundary far away from the area of interest. The question of ‘how far’ is far
enough will then set in, and besides, this method would usually require an excessively large
number of elements to model regions that the analyst has little interest in. To overcome
such difficulties caused by an infinite or semi-infinite domain, many methods have been
proposed, of which one of the most effective and efficient is the use of infinite elements.

10.3.1 Infinite Element Formulated by Mapping (Bettess, 1992)

An infinite element is created by using shape functions to approximate a sequence of the

decaying form:
C C C
Ly 2434 (10.15)
r r r

where C; are arbitrary constants and r is the radial distance from the origin or pole, which
can bearbitrarily fixed. Consider the 1D mapping of the line OPQ, which coincideswith the
x-axis, as shown in Figure 10.5. Like the finite element formulation for all isoparametric
elements, the coordinates are interpolated from the nodal coordinates, thus let us propose
that

X =

T3

From Eq. (10.16), it can be observed that £ = O correspondsto x = xg, & = 1 corresponds
tox =oc, and & = —1 correspondsto x = (xp — xp)/2 = xp. As mentioned, r is the

X0 + <1+ 1 i E)xQ (10.16)
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Figure 10.5. Infinite line and 2D element mapping.

distance measured from the origin or pole, and we assume that the poleisat O. Therefore,

r=x-—xp (10.17)
Solving Eg. (10.16) for & would give
gzl_uzl_u (10.18)
X — X0 r

If the unknown variable, say u, is approximated by a polynomial function such as
U=ao+ o1& + ol +agEd+ .- (10.19)

then substituting Eqg. (10.18) into (10.19) would give us a series of the form given in
Eqg. (10.15), with the linear shape function in & corresponding to 1/r terms, the quadratic
shape function to 1/r2, and so on.

A generalization to 2D or 3D can be achieved by simple products of the 1D, infinite
mapping shown above, with a standard type of shape functioninn (and ¢ for 3D) direction
in the manner shown in Figure 10.5. First, we generalize the interpolation of Eq. (10.16)
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for any straight linein the x, y and z space:

x:—li—gxol+<1+1ié>xgl
U S +(1+_§ )y (10.20)
1_5 01 1_|_§ Ql "

Then we complete the interpolation and map the whole domain of £n(¢) by adding a
standard interpolation in the n(¢) directions. Thus, we can write for element PP1QQ;RR1
of Figure 10.5

x = Ni(n) |:—1i€x0 <1+ 1§$> xQ]+N0(77) (-1559601 + 1i€xQ1> (10.21)
with
1 1-—
Na) = = No(n) = = (10.22)

and map the points as shown. In a similar manner, quadratic interpolations could aso be
used. These infinite elements can be joined to a standard finite element mesh as shown in
Figure 10.6.

Figure 10.6. Infinite elements attached to standard finite element mesh.
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10.3.2 Gradual Damping Elements

Using elements with gradually increased artificial damping elements attached on the reg-
ular finite element mesh is a very efficient way to model vibration problems with infinite
boundaries. This method was proposed by Liu [1994] and Liu and Quek [2001]. While on
thetopic of modelling for an infinite domain, it isour intention to demonstrate that there are
certain situations where infinite approximations are not easily achieved. One such appli-
cation is in the study of lamb wave propagation in infinite plates or beams. Lamb waves
are dispersive waves that invol ve multiple characteristic reflections with the top and bottom
surface of the plate asit progresses along the plate, as shown in Figure 10.7. Such wavesare
actually very much more complex than the usual plane or transverse waves. There are, of
course, many numerical methods and analytical methods available to solve such problems.
The strip element method, introduced at the end of this chapter, can be used effectively
for such problems. However, there is the restriction of meshing for irregular geometry,
since it involves strip elements. The finite element method is still one of the most versatile
methods available for any kind of geometry and applications. The problem isthe modelling
of theinfinite domain for studying the propagati on characteristicswithout interference from
reflected waves. It has been proposed to use a gradual damping method to model an infinite
plate for such a purpose. This method uses conventional finite elements, and the infinite
domain is approximated by adding additional elementswith agradual increase in damping
to damp down the amplitude of the propagating waves. Sets of finite elements are attached
outside the area of interest of the analyst, as shown in Figure 10.8. The following is a brief
description of the method.

I
\/\ N

Figure 10.7. Dispersive characteristic of lamb wave propagation.

Additional damping element sections
A

A

Areaof interest
of analysis

—

Gradual increase in structural damping

Figure 10.8. Damping element sets attached outside area of interest.
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Structural damping isconsidered in the formulation to represent the internal damping of
the material aswell asin the artificial boundary so as to damp down the wave oscillations.
The energy dissipated in one cycle of an oscillation by a viscous damping forceis directly
proportional to the frequency of the oscillation and the square of the amplitude of vibration,
given by

Wy = wewlul? (10.23)

where w is the angular frequency and ¢ is the damping coefficient. However, the energy
dissipated per cycleisindependent of the frequency over awide frequency range for most
structural metals. Therefore, we can let

c(w) = g (10.24)

where H isadamping function, such that the energy dissipated isindependent of theangular
frequency. The equation of motion for the plate with damping under a harmonic load can
then be written as

(m]{u} + [c]{u} + [k]{u} = {f} exp(iwr) (10.25)

wherecistheglobal matrix of damping coefficients. To createan artificial boundary to damp
down the oscillations, a section of elements (outside the area of interest of the analyst) near
the finite boundary is first divided into n element sets. The damping coefficient, and hence
the damping force defined for each of these sets, is gradually increased from the innermost
set to the set next to the finite boundary. For a harmonic force,

damping force = —cu = —gu
= —iHu (10.26)
Therefore, Eq. (10.25) can be written as
[k + iH]{u} + [m]{u} = {f} exp(iwr) (10.27)

The complex matrix [k + iH] is known as the complex stiffness, and can be obtained by
replacing Young’s modulus E by a complex one, E(1 + i«), where « is the material loss
factor. By doing so, the complex stiffness matrix can be expressed as

[k + iH] = [k + iak] (10.28)
Hence, from Egs. (10.28) and (10.24),
—lele{it)e = == [K]{i}, = —alkl{u) (10.29)

To gradually increase this damping force, Young’s modulus for the kth damping element
set added beyond the area of interest can be expressed as

Er=E+iaot"E k=0,1,2,....,n—1 (10.30)

where «g can be regarded as the initial material loss factor for the artificial damping
boundary, and ¢ is a constant factor.
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This exponentia function ensures that the rate of increase in damping is low at the
beginning and becomes higher as k increases. This will prevent a sudden increase in the
damping that will itself cause reflection of the propagating wave. To determine the value of
¢, whichisrequired to provide sufficient damping, an iterative procedure of increasing ¢ is
used until the responses obtained for two (or more) cases of different boundary conditions
at the ends show no significant differences. This is based on the concept that the damping
has done its job such that the effects of the boundary are no longer significant. Hence, the
two criteria for achieving the required damping are

1. Sufficient damping such that the effect of the boundary is negligible.
2. Damping isgradual enough such that thereis no reflection caused by a sudden damped
condition.

This method has been shown to give good approximations for wave propagations in an
infinite domain, and the main advantage is the versatility of the finite element method for
meshing any complex or irregular geometry. The method can be easily applied using most
of the commercial software packages.

10.3.3 Coupling of FEM and BEM

Another effective method of dealing with infinite domainsisto use the FEM coupled with
the Boundary Element Method (BEM). The FEM is used in the interior portions of the
problem domain where the problem is very complex (nonlinear, inhomogeneous, etc.), and
the BEM is used for the exterior portion that can extend to infinity. Much research work
has been done in this area. An example can be found in Liu [1992] for wave propagation
problems.

10.3.4 Coupling of FEM and SEM

Coupling of the FEM with the Strip Element Method (SEM; see Section 10.5) can aso
effectively handle infinite domains. In such a combination, the FEM is used in the interior
portions of the problem domain where the problem is very complex (anisotropy, nonlinear,
inhomogeneous, complex geometry, etc.), and the SEM is used for the exterior portion that
can extend to infinity. This combination is applicable for domains of anisotropic materials
(seeLiu[2002]).

10.4 FINITE STRIP ELEMENTS

Using finite strip elementsinstead of the conventional finite elementscan beavery effective
method for solving structural problems involving regular geometry and simple boundary
conditions. This method was developed by Y. K. Cheung in 1968. In his method, the
structure is divided into 2D strip or 3D prism or layer sub-domains. This method usually
requires the geometry of the structure to be constant along one or two coordinate axes so
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Figure 10.9. Finite strip elements used in a plate.

that the width of the strip or the cross-section of the prism or layer will not change from
one end to the other.

Consider theplatemodelled with finitestrip elementsshownin Figure 10.9. Itisassumed
that the stripsare connected to each other along adiscrete number of nodal linesthat coincide
with the longitudinal boundaries of the strip. The finite strip method can be considered asa
special form of the finite element procedure using the displacement approach. The standard
finite element approach normally uses polynomial shape functions in all directions, but
the finite strip method only uses simple polynomials in some directions, and continuously
differentiable smooth series in the other directions. The general form of the displacement
function for the finite strip method is thus given as a product of polynomials and series.
Hence, for each strip shown in Figure 10.9, the displacement function is given as

W= fu ()Y (10.31)

m=1

where f,, (x) isthe polynomial shape function and Y,, is the continuous series that is able
to satisfy the boundary conditions at the structure boundary.

Thechoiceof f,,(x) andY,, inEq.(10.31) isvery important, asit affectsthe convergence
to the correct results. As arule, the series part, Y,,,, should satisfy the end conditions of the
strip. For example, for asimply supported plate strip in bending, the displacement function
should be able to satisfy the conditions of both deflection, w, and curvature, 3%w/dx2,
being equal to zero at the two ends. The polynomial part, on the other hand, must also be
able to represent a state of constant strain in the x direction, to ensure that the strain will
converge towards the true strain distribution as the mesh is further refined. Asawhole, the
displacement function or shapefunction must al so satisfy thecompatibility of displacements
along boundaries with neighbouring strips.

As an example, let us consider the plate shown in Figure 10.9 to be simply supported
at both endsin the y direction. To satisfy the conditions at the ends would mean satisfying
Y(0) = 0,Y7(0) = 0,Y(a) = 0and Y"(a) = 0O, where a is the length of the strip.
A suitable series function would thus be

Y (y) = sin (%) Um = 7, 2w, 3, ... ,mx (10.32)
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dy, d ds d, X

Figure 10.10. A strip element cross-section with two nodes.

Asin the finite element method, the choice of shape functions depends upon the number of
nodes in the x-direction for each strip element, and aso on the nodal degrees of freedom.
For example, in the case of a straight line with two nodes, as shown in Figure 10.10, and if
the displacements and their first derivatives are the nodal parameters, then the polynomial
part of the displacement function can be given as

dy'
dm
fu@x)=[C1 C2 C3 C4 dfn (10.33)
3
dy’

where d1 to d4 are the nodal parameters, and the functions C; are given as

2x3  3x?

Cl(x):ﬁ—?+1

Ca(x) SIS

2(X ——2— X
be b (10.34)
%3 32

CS(X)Z_F—F?

c () x3 x2

X)=-—5— —
4 2 b

Therefore, if Eq. (10.33) issubstituted back into Eq. (10.31), the displacement function can
be written as

r

w(x,y) = Y (C1(0)df’ + C2(x)dy' + C3(x)dy + Ca(x)d}') Ym(y)  (10.35)

m=1
or
dy’
r dm
wx,y) =Y [N Ny NEONY] dfn (10.36)
m=1 3
dy
where

N'"x,») =Cix)Yu(y) i=1234 (10.37)
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are the shape functions for the stated example above. The shape functions would therefore
vary from problem to problem with different choices of both the polynomia part and
the continuous series part. Once the shape function has been formulated, the remaining
procedure is actually similar to that of using the finite element method. Based on the
congtitutive equations and the variational principles discussed when formulating the finite
element eguations, the corresponding stiffness matrices and load vectors can be similarly
obtained. This is then followed by assembly of these matrices for different finite strip
elements to form the global matrices. Finally, the matrix equation can then be solved using
standard matrix solution techniques. The size of the matrices obtained isusually smaller as
compared to that using the conventional finite element method, and this makes the solving
of the equations a relatively easier task. The above procedures are applied to a 2D plate
modelled with strip elements. A similar approach can also be used when formulating the
shape functions, and hence the element matrices for 3D prisms or layers.

10.5 STRIP ELEMENT METHOD (SEM)

The Strip Element Method (SEM) was proposed by Kausel and Roesset (1977) and
Tassoulas and Kausel (1983) for solids of isotropic materials and Liu and co-workers[Liu
et al., 1994, 1995; Liu and Xi, 2001] for solids of anisotropic materials. The SEM is a
semianalytic method for stress analysis of solids and structures. It has been mainly applied
for solving wave propagating in composite laminates. The SEM isasemi-exact method that
discretizes the problem domain in one or two directions. Polynomial shape functions are
then used in these directions, together with the weak forms of the system equation, to pro-
duce a set of dimension-reduced specia differentia equations. These differential equations
are then solved analytically. The dimension of the final discretized system equations would
be therefore reduced by one order. Details can be found in a monograph by Liu and Xi
[2001]. Dueto the semianalytic nature of the SEM, it isapplicablefor problems of arbitrary
boundary conditions, including the infinite boundary conditions.

The coupling of the SEM and FEM has also been proposed by Liu [2002] for wave
scattering problems in composites. In such a combination, the FEM is used for small
domains of complex geometry, and the SEM isused for bulky domains of regular geometry.



MODELLING TECHNIQUES

1.1 INTRODUCTION

In this chapter, various modelling techniques will be introduced. Many of the materials are
from NAFEMS (1986). Some of these techniques are a must when carrying out finite element
analysis to ensure the reliability and accuracy of the results obtained. With developments
in computer hardware and software, a FEM analysis can now be performed very easily.
Therefore, FEM packages are very often used as a ‘black box’ for many actual design
projects by analysts who may not have a proper background in finite element analysis.
However, improper use of commercial software can lead to erroneous results, often hidden
behind colourful stress plots or other post-processed results without the knowledge of the
analyst. Having described the theories and procedures of the FEM, readers should have
quite a good idea on what is really going on in a commercial FE software package. The
primary objective of this chapter is therefore to throw some additional light into the black
box, so that readers can avoid unnecessary mistakes in creating a FEM model when using
a commercial package.

Another reason for learning some of these modelling techniques is to improve efficiency
in computing the finite element results, as well as the accuracy of the results. An experi-
enced analyst should be able to obtain accurate results with as little effort in modelling and
computer resources as possible. The efficiency of the FE analysis is measured by the effort
to accuracy ratio, as shown in Figure 11.1. For example, the use of a symmetrical model
to simulate a problem with symmetrical geometry can greatly reduce the modelling and
computation time with even more accurate numerical results. Therefore, a good analysis
requires more than just meshing up the problem domain with elements. To come up with a
good finite element model, the following factors need to be considered:

Computational and manpower resources that limit the scale of the FEM model.
Requirement on results that defines the purpose and hence the methods of analysis.

e Mechanical characteristics of the geometry of the problem domain that determine the
type of elements to use.

Boundary conditions.

Loading and initial conditions.

246
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(RESULTS) A
Figure 11.1. Minimum effort to yield maximum accuracy.

11.2 CPU TIME ESTIMATION

Despite advances in the computer industry, computer resources can still be one of the
decisivefactorson how complex afinite element model can bebuilt. The CPU timerequired
for a static analysis can be roughly estimated using the following simple relation (called
the complexity of alinear algebraic system):

fcpy X n‘é‘of (11.1)

where ngor iSthe number of total degrees of freedom in the finite element equation system,
and « isaconstant in the range of 2.0 to 3.0, depending on the different solvers used in the
FEM package and the structure of the stiffness matrix.

One of the very important factors that affect « is the bandwidth of the stiffhess matrix,
asillustrated in Figure 11.2. A smaller bandwidth leads to a smaller value of «, and hence
a faster computation. From the direct assembly procedure described in Example 4.2, it
is clear that bandwidth depends upon the difference in the global node number assigned
to the elements. The element that has the biggest difference in nodal number controls
the bandwidth of the global stiffness matrix. The bandwidth can be changed even for the
same FEM model by changing the global numbering of the nodes. Therefore, tools have
been developed for minimizing the bandwidth through a re-numbering of nodes. Most
FEM packages are equipped with one or more such tools. All the user needs to do is
use the tool to minimize the bandwidth after meshing the problem domain. This sim-
ple operation can sometimes drastically reduce the CPU time. A very simple method for
minimizing the difference of nodal humbers, and hence the bandwidth, can be found in
Liu[2002].

Equation (11.1) clearly indicates that a finer mesh with a large number of Degrees Of
Freedom (DOFs) results in an exponentially increasing computational time. This implies
theimportance of reducing the DOFs. Many techniques discussed in this chapter arerel ated
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Figure 11.2. Schematic of the structure of the stiffness matrix.

to the reduction of DOFs. Our aims are

1. to create an FEM model with minimum DOFs by using elements of aslow adimension
aspossible, and

2. touseascoarse amesh aspossible, and use fine meshes only for important aress. These
have to be done without sacrificing any accuracy in the results.

11.3 GEOMETRY MODELLING

Actual structures are usually very complex. The analyst should decide on how, where
possible, toreduceacomplex geometry to amanageableone. Thefirstissuetheanalyst needs
to consider iswhat type of elements should be used: 3D elements? 2D (2D solids, platesand
shells) elements? Or 1D (truss and beam) elements? This requires a good understanding
of the mechanics of the problem. As mentioned in Chapter 9, 3D elements can be used for
modelling all types of structures. However, it can be extremely expensive if 3D elements
are used everywhere in the entire problem domain, because it will definitely lead to ahuge
number of DOFs. Therefore, for complex problems, the mesh is often a combination of
different types of elements created by taking full geometrical advantage of the problem
domain. The anayst should analyse the problem in hand, examine the geometry of the
problem domain, and try to make use of 2D and 1D elements for areas or parts of the
structure that satisfy the assumptions which lead to the formulation of 2D or 1D elements.
Usually, 2D elements should be used for areas/partsthat have aplate- or shell-like geometry,
and 1D elements should be used for areas/parts that have a bar- or arch-like geometry. 3D
elements are only used for bulky parts of the structure to which 2D or 1D elements cannot
apply. Thisprocessisvery important, becausethe useof 2D and 1D elementscan drastically
reduce the DOFs.

AsshowninFigure11.3, inmodelling thegeometry for areasor partswhere 3D elements
are to be used, 3D objects that have the same geometrical shapes as the structure have to
be created. For areas or parts where 2D elements are to be used, only the neutral surfaces
that are often the geometrical mid surfaces need to be created. For areas or parts where 1D
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Figure 11.3. Geometrical modelling. (a) Physical geometry of the structural parts; (b) geometry
created in FEM models.

elements are to be used, only the neutral axesthat are often the geometrical mid axes need
to be created. Therefore, the additional advantage of using 2D and 1D elementsiis that the
task of creating geometry is drastically reduced.

At the interfaces between different types of elements, techniques of modelling joints
can beused, whichwill bediscussedin detail in Section 11.9. Thesetechniquesarerequired
because the type of DOFs at a node is different for different types of elements, due to the
difference in theories of mechanics discussed in Chapter 2. Table 11.1 lists the number of
DOFs for some different types of elements.

The reqguired result is another important factor when it comes to the creation of the
problem domain. For example, analystswill usually give adetailed modelling of the geom-
etry for areaswherecritical resultsare expected. Notethat many structuresare now designed
using Computer Aided Design (CAD) packages. Therefore, the geometry of the structure
would aready have been created electronically. Most commercia preprocessors of FEM
software packages can read certain formats of CAD files. Making use of these files can
reduce the effort in creating the geometry of the structure, but it requires a certain amount
of effort to modify the CAD geometry to be suitablefor FEM meshing. Thereisalso ongoing
research activity to automatically convert proper 3D geometriesinto 2D and 1D geometry
for aFEM mesh, but to-date there is no such commercia package available.
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Table 11.1. Type of elements and number of DOFs at a node
No. Description DOFs at anode
1 2D frame analysis (using 2D frame element) 3 (2 trandations and 1 rotation)
2 3D frame analysis (using 3D frame element) 6 (3 trandations and 3 rotations)
3 2D analysisfor plane strain or plane stress analysis 2 (trandational displacements)
4 3D analysis for solids with general geometries and 3 (trandational displacements)

loading conditions

5 2D analysis for axisymmetric solids with axisymmetric 2 (trandational displacements)
or asymmetric loading

6 plate bending analysis for out-of-plane loading 3 (1 trandation and 2 rotations)
(bending effects only)

7 general plate and assembled plate analysiswith general 5 or 6 (3 translationsand 2 or 3
loading conditions (combined membrane and bending rotations)

effects)
8 general shell analysisfor shell structures (coupled 5or 6 (3trandationsand 2 or 3
membrane and bending effects) rotations)

9 1D analysis for axisymmetric shellswith axisymmetric 3 (2 translations and 1 rotation)
loading (membrane and bending effects)

11.4 MESHING
11.4.1 Mesh Density

To minimize the DOFs, we often create a mesh of varying density. The mesh only needs
to be finer in areas of importance, such as areas of interest, and expected zones of stress
concentration, such as at re-entrant corners, holes; dots; notches; or cracks. An example
of afinite element mesh exhibiting mesh density transition is shown in Figure 11.4. In this
exampl e of the sprocket-chain system, thefocus of the analysisisthe contact forces between
the sprocket and the chain. Hence, the region at the centre of the sprocket is actually not
that critical, and the mesh used at that region isrelatively coarse.

In using FEM packages, control of the mesh density is often performed by using so-
called mesh seeds. The mesh seeds are created before meshing after the geometry has been
created. All the user needs to do is place denser mesh seeds in the areas of importance.

11.4.2 Element Distortion

Itisnot alwayspossibleto haveregularly shaped elementsfor irregular geometries. Irregular
or distorted elements are acceptable in the FEM, but there are limitations, and one needsto
control the degree of element distortion in the process of mesh generation. The distortions
are measured against the basic shape of the element, which are

e Square = Quadrilateral elements
o |soscelestriangle = Triangle elements



1.4 MESHING 251

Figure 11.4. Finite element mesh for a sprocket-chain system (Courtesy of the Institute of High
Performance Computing and SunStar Logistics(s) Pte Ltd(s)).

e Cube = Hexahedron elements
o |soscelestetrahedron = Tetrahedron e ements

Five possible forms of element distortions and their rough limits are listed as follows:

1
2.

3.

4.

Aspect ratio distortion (elongation of element) (Figure 11.5).

Angular distortion of the element (Figure 11.6), where any included angle between
edges approaches either 0° or 180° (skew and taper).

Curvature distortion of element (Figure 11.7), wherethestraight edgesfrom the element
are distorted into curves when matching the nodes to the geometric points.

Volumetric distortion occurs in concave elements. As discussed in Chapter 6, in cal-
culating the element stiffness matrix, a mapping is performed in order to transfer the
irregular shape of theelement inthephysical coordinate system into aregular oneinthe
non-dimensional natural coordinate system. For concave elements, there are areas out-
side the elements (see the shadowed areain Figure 11.8) that will be transformed into
an internal area in the natural coordinate system. The element volume integration for
the shadowed area based on the natural coordinate system will thusresult in a negative
value. A few unacceptable shapes of quadrilateral elements are shown in Figure 11.9.
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Figure 11.5. Aspect distortion.
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Figure 11.6. Angular distortion.
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Figure 11.7. Curvature distortion.

5. Mid-node position distortion occurs with higher order elements where there are mid
nodes. The mid node should be placed as close as possible to the middl e of the element
edge. The limit for mid-node displacement away from the middle edge of the element
is a quarter of the element edge, as shown in Figure 11.10. The reason is that this
shifting of mid nodes can result in asingular stress field in the elements, as discussed
in Section 10.2.

Many FEM package preprocessors provide atool for analysing the element distortion
rate for a created mesh. All the user needs to do isinvoke the tool after the mesh has been
created before submitting it for analysis. A report of the distortion rates will be generated
for the analyst’s examination.
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Figure 11.8. Mapping between the physical coordinate (x —y) and the natural coordinate (¢ — 1) for
heavily volumetrically distorted elements leads to mapping of an area outside the physical element
into an interior area in the natural coordinates.
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Figure 11.9. Unacceptable shapes of quadrilateral elements.
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Figure 11.10. The limit for mid-node displacing away from the middle edge of the element.
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11.5 MESH COMPATIBILITY

In Chapter 3, when Hamilton’s principleisused for deriving the FEM equation, itisrequired
that the displacement has to be admissible, which demands continuity of the displacement
field in the entire problem domain. A mesh is said to be compatible if the displacements
are continuous along all edges between all the elements in the mesh. The use of different
types of elements in the same mesh or improper connection of elements can result in an
incompatible mesh. Detailed reasons for mesh incompatibility and methods for fixing or
avoiding an incompatible mesh are discussed next.

11.5.1 Different Order of Elements

Mesh incompatibility issues can arise when we have a transition between different mesh
densities, or when we have meshes comprised of different element types. When aquadratic
element isjoined withoneor morelinear elements, asshowninFigure11.11, incompatibility
arises due to the difference in the orders of shape functions used. The eight-node quadratic
element in Figure 11.11 has a quadratic shape function, which impliesthat the deformation
along the edge follows a quadratic function. On the other hand, the linear shape function
used inthefour-nodelinear elementin Figure 11.11 will result in alinear deformation along
each element edge. For the case shown in Figure 11.11(a), the displacement of nodes 1 and
3 for the quadratic element and the linear elements are the same, but deformation of the
edges between nodes 1 and 3 will be different. Assuming that nodes 1 and 2 stay still, and
node 3 moves a distance, the deformation of these edges is then as shown by the dotted
linesin Figure 11.11. A crack-like behaviour isclearly observed, which can lead to severely
erroneous results. For the case shown in Figure 11.11(b), the displacements of nodes 1, 2
and 3 for the quadratic element and two linear elements are the same, but deformation of
the edges between nodes 1 and 2 and nodes 2 and 3 will be different. If nodes 1 and 3 stay
till, and node 2 moves a distance, the deformation of these edgesis as shown by the dotted
linesin Figure 11.11. Again, a crack-like behaviour is clearly observed.
Solutions for this kind of problem of an incompatible mesh are:

1. Use the same type of elements throughout the entire problem domain. This is the
simplest solution and is a usual practice, as complete compatibility is automatically
satisfied if the same elements are used as shown in Figure 11.12.

@ 1 (b) 1
Yo Linear
[ ] Quad 2 D Linear ® Quad Q >
3 ¢ 3
Figure 1 1.11. Incompatible mesh caused by the different shape functions along a common edge

of the quadratic and linear elements. (a) A quadratic element connected to one linear element;
(b) a quadratic element connected to two linear elements.
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Figure 11.12. Use of elements of the same type with complete edge-to-edge connection

automatically ensures mesh compatibility.

® Quad @ Transition Linear

Vary quadratically along this edge | JL | Vary linearly along this edge

Transition
Element

Figure 11.13. A transition element with five nodes used to connect linear and quadratic elements
to ensure mesh compatibility.

2. When elements of different orders of shape functions have to be used for some reason,
such as in p-adaptive analysis, use transition elements whose shape functions have
different orders on different edges. An example of a transition element is shown in
Figure 11.13. The five-node element shown can behave in a quadratic fashion on the
left edge and linearly on the other edges. In thisway, the compatibility of the mesh can
be guaranteed.

3. Another method used to enforce mesh compatibility is to use multipoint constraints
(MPC) equations. MPCs can be used to enforce compatibility for the cases shown in
Figure 11.11(a). This method is more complicated, and requires the ability to create
MPC equations. The use of MPC will be covered in Section 11.10.

11.5.2 Straddling Elements

Straddling elements can also result in mesh incompatibility, asillustrated in Figure 11.14.
Although the order of the shape functions of these connected elements is the same, the
straddling can result in an incompatible deformation of edges between nodes 1 and 2, and
2 and 3, asindicated by the dotted linesin Figure 11.14. Thisis because in the assembly of
elements, the FEM requires only the continuity of the displacements (not the derivatives)
at nodes between elements.

The method for fixing the problem of the mesh incompatibility of straddling elements
is to make sure that there are no straddling elements in the mesh. Most mesh generators
are designed not to produce such an element mesh. However, care needs to be taken in the
process of creating a mesh manually.
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Figure 11.14. Incompatible mesh caused by straddling along the common edge of the same order
of elements.

11.6 USE OF SYMMETRY

Many structures and objects exhibit some form of symmetry. Figure 11.15 shows the dif-
ferent types of common structural symmetry. Objects such as a drinks can can exhibit
axial symmetry, and even huge structures such as the Eiffel Tower in Paris exhibits mirror
symmetry. An experienced analyst will takefull advantage of such symmetriesin structures
to simplify their modelling process, as well as to reduce the DOFs and hence computa-
tional timerequired for the analysis. Imagine afull finite element model of the Eiffel Tower
consisting of, say, 100,000 elements. Because of the mirror symmetry, one can actually
perform the analysis by modelling just a quarter of the whole structure, and the number
of elements will be reduced to just 25,000 elements. The total DOFs of the system will
also be reduced to a quarter. Using Eq. (11.1) with @ = 3, it can be found that the CPU
time will be reduced to (1/4) = (1/64)th of that required for solving the full model. The
significanceisastonishing! Furthermore, asonly aquarter model isrequired, thetimetaken
for the analyst to create the model is also reduced. In addition, the accuracy of the analysis
can be improved as the equation system becomes much smaller and the numerical error in
computation will reduce. However, proper techniques have to be used to make full use of
the structural symmetry. This section will deal with some of these techniques.

11.6.1 Mirror Symmetry or Plane Symmetry

Mirror symmetry is the symmetry about a particular plane, and it is the most prevailing
case of symmetry. A half of the structure isthe mirror image of another. The position of the
mirror iscalled the plane of symmetry. A structureissaid to have mirror structural symmetry
if there is symmetry of geometry, support conditions and material properties. Many actua
structures exhibit this type of symmetry. Some of these structures are actually symmetrical
about a particular plane, while others are symmetric with respect to multiple planes. Take,
for example, a cubic block as shown in Figure 11.16. One can actually use the property of
single-plane-symmetry and model ahalf model, or one can usethat of two-plane-symmetry
to further reduce the finite element model to aquarter of the original structure. Infact, more
planes of symmetry can also be used to model just a one-eighth model, and in that case, it
would be similar to the case of cyclic symmetry, which will be discussed |ater.

Consider the symmetric 2D solid shown in Figure 11.17. The 2D solid is symmetric
with respect to an axis of symmetry of x = ¢. Theright half of the domainis modelled with
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Figure 11.15. Different types of structural symmetry.
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Figure 11.16. Modelling a cubic block with two planes of symmetry.
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Figure 11.17. 2D solid with an axis of symmetry at x = c. The right half of the domain is modelled

with impositions of symmetric boundary conditions at nodes on the symmetric axis.

impositions of the following symmetric boundary conditions at hodes on the symmetric
axis:

up =0
up» =0 (11.2)
uz =

whereu; (i = 1, 2, 3) denotesthedisplacementsinthe x-direction at nodei . Equation (11.2)
gives a set of Single Point Constraint (SPC) equations, because in each equation there is
only one unknown (or one DOF) involved. This kind of SPC can be simply imposed by
removing a corresponding row and column in the global system equations, as demonstrated
in Examples4.1 and 4.2.

Loading conditions on a symmetrical structure must also be taken into consideration.
A loading is considered symmetric if the loading can also be ‘reflected’ off a particular
plane, as shown in Figure 11.18. In this case, the problem is symmetric because the whole
structure, itssupport conditions, aswell asitsloading, issymmetrical about theplanex = 0.
An analysis of haf of the whole beam structure using the symmetrical boundary condition
at x = Owould yield as complete a solution as that of the full model with at least less than
aquarter of the effort.

A problem can also be anti-symmetric if the structure is symmetric but the loading
is anti-symmetric, as shown in Figure 11.19. Again, modelling half of the structure can
also yield a complete solution using an anti-symmetric boundary condition, which would
be different on the plane of symmetry. In the simple example shown in Figure 11.19, the
anti-symmetric boundary condition isthat the deformation at the plane of symmetry iszero.
Note that the rotation at the plane of symmetry need not be zero, in contrast with the case
of symmetric loading.
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Figure 11.18. Simply supported symmetric beam structure.
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Figure 11.19. Simply supported anti-symmetric beam structure.

The following general rules can be applied when deciding the boundary conditions at
the plane of symmetry. If the problem is symmetric, as shown in Figure 11.18, then:

1. Thereare no trandational displacement components normal to the plane of symmetry.
2. Therearenorotational displacement componentswith respect to the axisthat isparallel
to the plane of symmetry.
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Table 11.2. Boundary conditions for symmetric loading

Plane of symmetry u v w Ox Oy 0
Xy Free Free Fix Fix Fix Free
vz Fix Free Free Free Fix Fix
X Free Fix Free Fix Free Fix

Table 11.3. Boundary conditions for anti-symmetric loading

Plane of symmetry u v w Ox Oy 0,

Xy Fix Fix Free Free Free Fix
yz Free Fix Fix Fix Free Free
X Fix Free Fix Free Fix Free

If the problem is anti-symmetric as shown in Figure 11.19, then:

1. Thereareno trandlational displacement components parallel to the plane of symmetry.
2. Therearenorotational displacement componentswith respect to the axisthat isnormal
to the plane of symmetry.

Tables 11.2 and 11.3 give a complete list of conditions for symmetry and anti-symmetry
for general three-dimensional cases.

Any load can be decomposed into a symmetric load and an anti-symmetric load,
therefore as long as the structure is symmetric (in geometry, material and boundary con-
ditions), one can always take advantage of the symmetry. Consider now a case shown in
Figure 11.20(a), where the s mply supported beam structure is symmetric structurally, but
theloading isasymmetric (neither symmetric nor anti-symmetric). The structure can dways
be treated as a combination of (&) the same structure with symmetric loading, and (b) the
same structure with anti-symmetric loading. In this case, one needs to solve two problems,
with each problem having half the number of DOFsif the whole structure is modelled. One
of the problems is symmetrical while the other is anti-symmetric.

Figure 11.21 shows a more complex example of how a framework with asymmet-
ric loading conditions can be analysed using half of the framework with symmetric and
anti-symmetric conditions. Adding up one problem of the same structure subjected to a
symmetric loading with another of the same structure subject to anti-symmetric loading is
equivalent to analysing the full frame structure with asymmetric loading. In this example,
there is actually a frame member that is at the plane of symmetry. The properties of this
frame member on the symmetric plane al so need to be halved for the two half models. This
means that all the properties which contribute to the stiffness matrix for this member need
to be halved. If thisis adynamic analysis, then the density also needs to be halved.

Dynamic problems can aso be solved in a similar manner using the symmetric or
anti-symmetric properties, for example, if symmetric boundary conditions are imposed
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Figure 11.20. Simply supported symmetric beam structure subject to an asymmetric load. (a) A
structure with an asymmetric load; (b) the same structure with a symmetric load; (c) the same
structure with an anti-symmetric load.

on a simple beam structure and a natural frequency analysis is carried out. The natura
frequencies obtained will correspond only to the symmetrical modes. To obtain the anti-
symmetrical modes, anti-symmetrical boundary conditions need to apply to the model.
Figure 11.22 shows the symmetric and anti-symmetric conditions for vibration analysisin
asimply supported beam.
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Figure 11.21. Using symmetry to analyse symmetrical framework with asymmetric loading.
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Figure 11.22. Using symmetric and anti-symmetric conditions for free vibration analysis.

11.6.2 Axial Symmetry

A solid or structure is said to have axial symmetry when the solid can be generated by
rotating a planar shape about an axis. Hence, such a solid can be modelled by simply using
aspecia type of 2D or 1D element, called an axisymmetric element. In thisway, a3D solid
can be modelled simply by using 1D or 2D elementsthat will greatly reduce the modelling
and computational effort. For example, a cylindrical shell structure can be modelled using
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Figure 11.24. A 3D structure modelled using 2D axisymmetric elements.

1D axisymmetric beam elements, asshownin Figure 11.23. Figure 11.24 shows an example
of a3D solid under axially symmetric loads, which can be modelled using 2D axisymmetric
elements.

The formulation of 1D or 2D axisymmetric elements is much similar to the 1D or 2D
elements developed in earlier chapters, except that all the equations need to be expressed
in the polar coordinate system instead of the Cartesian coordination system. The shapesfor
2D axisymmetric elements are the same as those in Chapter 7. Generally speaking, the use
of axisymmetric elements requires fewer computational resources compared to a full 3D
discretization. Axisymmetric elements are readily availablein most finite el ement software
packages, and the use of these elementsis similar to their counterpart of regular 1D or 2D
elements.

Similar to the plane symmetry problems, the loadings applied on an axial symmetric
structure do not have to be axial symmetric or axia anti-symmetric. Any axial asymmetric
load can be expressed in a Fourier superimposition of both axial symmetric and axial anti-
symmetric components in the 6 direction (see Figure 11.23). Therefore, the problem can
always be decomposed into two sets of axial symmetric and axia anti-symmetric problems,
aslong asthe structure is axial symmetric (in geometry, material and boundary support).
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Figure 11.25. Representative cell isolated from a cyclic symmetric structure and the cyclic
symmetrical conditions on the cell.

11.6.3 Cyclic Symmetry

Cyclic symmetry prevailsin problemswhere both geometry and | oading appear as repeated
sectors. In such a case, a complete solution can be obtained by analysing only one sector
as a representative cell with a set of cyclic boundary conditions on the boundaries of the
cell, as shown in Figure 11.25. The cyclic symmetric boundary condition for the problem
shown in Figure 11.25 should be that al the variables along side A must match exactly
those on side B. Constraint equations at all the corresponding nodes along sides A and B
can therefore be written as

UAn = UBn (113)

Ut = ups (11.4)

Note that in Egs. (11.3) and (11.4), both u 4, and u g, (or u 4, and u g;) are unknowns.
Thus, Egs. (11.3) and (11.4) are constraint equations that involve more than one DOF
in one eguation. These types of constraint equations are termed Multi-Point Constraint
(MPC) equations, which have to be imposed by modifying the globa system equations.
Theimposition of MPCsis, however, more tedious than that of SPC, detailed in Chapter 4.
In the imposition of SPC, all one need do is remove (or modify) the corresponding rows
and column in the system equations (see Examples 4.1 and 4.2). The imposition of MPC
requires the use of either penalty method or the method of Lagrange multipliers, that are
detailed in Section 11.11.

11.6.4 Repetitive Symmetry

Repetitive symmetry prevails in structures consisting of continuously repeating sections
under certain loading conditions (usually in the direction of arepeating section), as shown
in Figure 11.26. In such a case, only one section needs to be modelled and analysed.
Similar to cyclic symmetry, constraint equations are used for the corresponding nodes at
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Figure 11.26. Representative cell isolated from a repetitive symmetric structure and the repetitive
symmetrical conditions on the cell.

the sectioned surface, such that
UAy = UBy (11.5)

which is again an MPC equation.

11.7 MODELLING OF OFFSETS
11.7.1 Methods for Modelling Offsets

Inthe modelling of beams, plates and shells, the elements are usually defined on the neutral
surface (often the geometric middle surface) of the structure, as shown in Figure 11.3. For
elements that are not collinear or coplanar, there will be a distance of offser between the
nodesinthe FEM mode, which are connected together in the physical structure. Figure11.27
shows atypical case of two beamswith different thickness joined at the corner. In the finite
element mesh, however, the two corner nodes are apart. In this case, there are two offsets,
o and B. In such cases, proper techniques may be a need to model the offser in order to
simulate the actual connected situation.

If the offsets are too small compared to the length of the beam I, we can often ignore
it, and the connection is simply modelled by extending the corner nodes to the joint point
(see Figure 11.27). If the offsets are too large, it has to be treated using proper modelling
techniques. Whether offsets should be modelled depends upon the engineering judgment
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Figure 11.27. Offsets at the joint of two beams with different thickness.

of theanalyst. A rough guideline shown below can be followed where [ isthe length of the
beam:

1
2.
3.

and
rise

a < 1/100, offset can be safely ignored

1/100 < o < [/5, offset needs to be modelled

a > 1/5, ordinary beam, plate and shell elements should not be used. Use 2D or 3D
solid elements.

Modelling of offsets is usually even more crucial in shells as there are both in-plane
out-of-plane forcesin the formulation, and asmall variation of nodal distance can give
to a significant difference in results. There are three methods often used to model the

offsets:

1

2.

Very stiff element. Use an artificial element with very high stiffness (high Young’s
modulus, large cross-sectional area or second moment of area) to connect the two
corner nodes (see Figure 11.28(a)). This is usually done by increasing the Young’s
modulus by, say, 108 times for the very stiff element. This method is very simple and
convenient to use, but is usually not recommended because too large a difference in
stiffness among the elements in the same FE model can lead to ill-conditioning of the
final set of global stiffness matrices.

Rigid element. Use an artificial element with a property of a ‘rigid element’ to connect
the corner nodes (see Figure 11.28(b)). This method is good, and is available in many
commercial software packages; al the analyst needs to do is create an element in
between the two corner nodes and then assign it as a ‘rigid element’. The treatment
of the rigid element in the software package is the same as the next method using
MPC eqguations, but the formulation and implementation is automated in the software
package, so the user does not have to formulate these MPC equations.
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Figure 11.28. Modelling of offsets using an artificial element connecting the two corner nodes.
(a) Use of very stiff element; (b) use of rigid element.
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Figure 11.29. Modelling of offsets using MPC equations created using a ‘rigid body’ connecting two
corner nodes.

3. MPC equations. If the ‘rigid element’ is not available in the software package, we then
need to create multipoint constraints (MPC) equations to establish the relationship
between the DOFs at the two corner nodes. This set of MPC equationsisthen input in
the preprocessor. Use of MPC equationsis supported by most FEM software packages.
The MPC equations can be created using an artificial rigid body that connects these
two corner nodes, as shown in Figure 11.29. The detailed process is discussed in the
next subsection.

11.7.2 Creation of MPC Equations for Offsets

The basic idea of using MPC is to create a set of MPC equations that gives the relation
between the DOFs of the two separated nodes. It assumes that the two corner nodes are
connected by a rigid body. MPC equations are then derived using the simple kinematic
relations of the DOFs on the rigid body. The procedure of deriving the MPC equations for
the case in Figure 11.30 is described as follows.
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Figure 11.30. A rigid body is used for deriving the MPC equations.

First, assume that nodes 1 and 2 are perfectly connected to the rigid body, and that
the rigid body has a movement of ¢1, g2 and g3 with reference to point 3, as shown in
Figure 11.30. Then, enforce points 1 and 2 to follow therigid body movement, and calculate
the resultant displacements at nodes 1 and 2 in terms of ¢1, g2 and ¢3, to obtain

d1=q1+ Bg3

d2=q2

95 =43 (11.6)
dy = q1

ds = q2 — aq3

ds = g3

Finally, eliminating the DOFsfor therigid body ¢1, g2 and ¢3 from the above six equations,
we obtain three MPC equations:
di—Bd3—ds=0
do—adz3—ds =0 (11.7)
dz3—dsg=0
which gives the relationship between the six DOFs at nodes 1 and 2.

The number of MPC equations one should have can be determined by the following
equation;

N | EquaionofMmpc = N |DOFsat all nodes to be - N DOFs of the (11.8)
connected by the rigid body rigid body

Another example of an offset isoften seenin structures called stiffened platesand shells,
where a beam is fixed to a plate as a stiffener, as shown in Figure 11.31. In this case, the
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Figure 11.31. Stiffened plates with an offset in between the axis of a beam and mid-surface of a
plate.

Figure 11.32. DOFs at nodes in the plate and beam.

offset should be modelled if accurate results are required. The offset can be modelled by
assuming that the node on the beam is connected to the corresponding node at the plate by
arigid body A-B. For anode in the plate, there are five DOFs (three trandational and two
rotational about the two axes in the plane of the plate), as shown in Figure 11.32. For a
node in the beam there are four DOFs (three translational and one rotational about the axis
perpendicular to the bending plane). Note that, in this case, the beam has been defined with
its bending plane as the x—z plane. Hence, there are atotal of nine DOFs connected by the
rigid body linking the node on the beam and the node on the plate. To simplify the process
of deriving MPC equations, we let the rigid body follow the movement of node A in the
plate. Therefore, the rigid body should have the same number of DOFs as the node in the
plate, which is 5. The number of MPC equations should therefore be 9 — 5 = 4, following
Eq. (11.8). Astherigid body follows the movement of A in the plate, what should be done
is to force the node belonging to the beam to follow the movement of B on therigid body.
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The resulting four constraint equations should be

dg=d1+ads o di+ads—dg=0

d7=dy—ady of do—ady—d7=0 (11.9)
dg=d3 or d3—dg=0
do=ds or ds—dg=0

Theabove equations must be specified asconstraintsfor al pairsof nodesal ong thelength of
thebeam attached onthe plate. Thisensuresthat the beamisperfectly attached onto theplate.

11.8 MODELLING OF SUPPORTS

Support of astructureisusually very complex. The FEM allowsthe constraint to beimposed
differently at different nodes. Different methods can be used to simulate these supports. For
example, in the analysis of thick beam structures using 2D plane stress elements, there
are three possible ways to model the support conditions at the built-in end, as shown in
Figure 11.33:

1. Full constraint isimposed at the boundary nodes only in the horizontal direction.
2. Partial full constraint to the nodes on the boundary.
3. Fully clamped boundary conditions are specified at all the boundary nodes.

Beam with
‘built-in end’

a) Full constraint
only in the horizontal
direction

b) Support provides
full constraint only
on the lower surface

b

¢) Fully clamped
support

Figure 11.33. Modelling of built-in end support of beam.
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(b)

©

(d)

©

Figure 11.34. Modelling of prop support for a beam.

It is not possible to say which method is the best, because it is actually that which best
simulates the situation. Therefore, good engineering judgment, experience and an under-
standing of the actual situation of support play important roles in creating a good finite
element model. Trial and error, parametric studies, and even inverse analysis [Liu et al.,
2001] are often conducted when the situation is not very clear to the analyst. Similarly,
for a prop support of a beam, there can be more than one way of modelling the support
conditions shown in Figure 11.34.

For complex support on structures, it might be necessary to use finer meshes near the
boundary. Denser nodes provide more flexibility to model the support, as the FEM allows
specification of different constraints at different nodes.

11.9 MODELLING OF JOINTS

Care should be taken if the joints are between different element types. The complication
comes from the difference in DOFs at a node in different elements. In many situations, a
proper technique or a set of MPC equationsis required to model the connection.

Consider a connection between the turbine blade and the turbine disc shown in
Figure 11.35(a). A turbine blade is usualy perfectly connected to a disc. We now need
to build a FEM model to analyse the blade-disc system. If both the blade and disc are all
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(3 ] (b)
turbine blade
e
turbine disc | | podes a
interface
1 —

Figure 11.35. Modelling of turbine-blade and turbine-disc system. (a) Simplified diagram of a turbine
blade connected to a turbine disc; (b) a magnified 2D solid element mesh at the interface.

@ (b)

Figure 11.36. Joint between beam and 2D elements. (a) Beam is free to rotate in reference to the
2D solid; (b) perfect connection modelled by artificially extending the beam into a 2D element mesh.

modelled using 2D solid elements, as shown in Figure 11.35(b), the perfect connection is
ensured as long as we perform a nodal eguivalence operation so that at the interface the
blade and disc share the same nodes.

Assume an FEM model where the blade is modelled using beam elements, and the disc
ismodelled using 2D elements, as shown in Figure 11.36. This model clearly reduces the
number of nodes, and thus the DOFs. However, one needs to use a proper technique to
model the connection properly, for the reasons given bel ow.

First, we consider the connection of the beam element and 2D solid elementsin the way
shown in Figure 11.36(a). From Table 11.1, we know that at anode in a 2D solid element
there are two DOFs: the trandational displacement components u and v. At anode in a
beam element, there should be three DOFs: two trandational displacement components
u and v, and one rotational DOF. Although the beam element and the 2D elements share
the common node 1, which ensures that the translational displacements are the same at
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Figure 11.37. Modelling of the turbine blade connected to the disc using a rigid strip to create
MPC equations.

the connection point for the beam and 2D solid, the rotation DOF at the beam element is,
however, free. Therefore, the blade can rotate freely in reference to the 2D solid, which is
not the perfect connection we wanted to model. The problem isthe mismatch of the types of
DOFs between the beam and 2D solid elements. The rotational DOF cannot be transmitted
onto the node on a 2D solid element node, simply because it does not have rotational DOF.
Modelling techniques are therefore required to fix this problem.

A simple method to fix the rotation of the beam on the 2D solid mesh is to extend the
beam elements (artificially) into the disc for at |east two nodes, as shown in Figure 11.36(b).
This alows transmission of both trandlational and rotation deformation between the beam
and 2D elements. The drawback of this simple method is the additional mass introduced
near the joint area, which may affect the results of a dynamic analysis.

Another effective method is to use MPC equations to create a connection between the
two types of elements. The detailed process is given as follows. First, assume that there is
avery thin rigid strip connecting the beam and the disc, as shown in Figure 11.37. This
strip connects three nodes together, one on the beam and two on the disc. These three nodes
have to move together with the rigid strip. The MPC equations can then be established in a
manner similar to that discussed for offsets.

Note that a node on the beam has three DOFs, whereas the two nodes on the disc have
atotal of four DOFs. The total number of DOFs connected to the rigid strip is thus seven.
Since the DOF of the rigid strip is three, we should have four MPC equations following
Eq. (11.8). The four MPC equations are given as:

dy = ds
da = do — ady (11.10)
dz = ds '

dg = ds + ad7
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Mesh for Solid

Figure 11.38. Joint between plate and 3D solids modelled by extending plate into a 3D solid
element mesh.

These equations enforce full compatibility between the beam and the disc.

A similar problem can occur on the connection between the plate or shell elementsthat
posses rotational DOFs with 3D solid elements that do not possess a rotational DOF. Such
a connection between a plate and a 3D solid can be similarly modelled using this method,
as shown in Figure 11.38.

11.10 OTHER APPLICATIONS OF MPC EQUATIONS
11.10.1 Modelling of Symmetric Boundary Conditions

When discussing the modelling of symmetric problems, it was mentioned that constraint
(boundary) equations are required to ensure that symmetry is properly defined. Note that
Eqg. (11.2) was obtained when the axis of symmetry isparallel (or perpendicular) to an axis
of the Cartesian coordinates. When the axis of symmetry is not parallel (or perpendicular)
to the x- or y-axis, as shown in Figure 11.39, the displacement in the normal direction of
the axis of symmetry should be zero, i.e.

d, =0 (1111
which implies
u; cosa +v;Sine =0 or u; +vitana =0 fori=1,2,3 (11.12)

whereu; and v; denote the x and y components of displacement at nodei. Equation (11.12)
isan MPC equation asit involves more than one DOF (u; and v;). When o = 0, the axis of
symmetry is parallel to the y-axis, and Eq. (11.12) will reduce to a SPC that is Eq. (11.2).

11.10.2 Enforcement of Mesh Compatibility

Section 11.5.1 discussed mesh compatibility issues, and it was mentioned that to ensure
mesh compatibility on theinterface of different types of elements, we can make use of MPC
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N .
B Axis of symmetry Axis of symmetry

Figure 11.39. Imposing mirror symmetry using MPC when the axis of symmetry is not parallel (or
perpendicular) to the x- or y-axes.
n T

1

-1

Figure 11.40. Enforcing compatibility of two elements of different orders using MPC.

equations. We now detail the procedure. With reference to Figure 11.40, the procedure of
deriving the MPC equations is as follows:

e Use the lower order shape functions to interpolate the displacements on the edge of
the element. In this example, the linear shape functions are used, which gives the
displacement at any point on the edge 1-3 as

dy = 0.5(1 — n)d1 + 0.5(1 + n)da (11.13)
dy = 0.5(1 — n)da + 0.5(1+ n)ds (11.14)

e Next, substitutethevalue of » at node 2 into the above two equationsto get the constraint
equations:

0.5d; — d + 0.5d3 = 0 (11.15)
0.5d4 — ds + 0.5dg = 0 (11.16)
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Figure 11.41. Enforcing the compatibility of two different numbers of elements on a common edge
using MPC.

These are the two MPC equations for enforcing compatibility on the interface between
two different types of elements.

When itisnot possibleto have gradual mesh density transition and anumber of elements
share acommon edge, as shown in Figure 11.41, mesh compatibility can also be enforced
by MPC equations. The procedure is given as follows:

o Use the shape functions of the longer element to interpolate the displacements. Then,
for the DOF in the x direction, the quadratic shape function gives

dy = —0.57(1 — n)d1 + (L4 n)(1 — n)dz + 0.57(1 + n)ds (11.17)

e Substituting the values of n for the two additional nodes of the elements with shorter
edgesyields

dr» = 0.25 x 1.5d; + 1.5 x 0.5d3 — 0.25 x 0.5d5 (11.18)
da = —0.25 x 0.5d1 + 0.5 x 1.5d3 + 0.25 x 1.5d5 (11.19)
Which can be simplified to the following two constraint equations in the x-direction:

0.375d1 — do + 0.75d3 — 0.125d5 = 0 (11.20)
—0.125d3 + 0.75d3 — ds + 0.375d5 = 0 (11.21)

Similarly, the constraint equationsfor the displacement inthe y direction are obtained as

0.375dg — d7 + 0.75dg — 0.125d19 = 0 (11.22)
—0.125dg + 0.75dg — dg + 0.375d19 = 0 (11.23)

Equations (11.20)—(11.23) are a set of MPC equations for enforcing compatibility of
the interface between different numbers of elements.
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11.10.3 Modelling of Constraints by Rigid Body Attachment

A rigid body attached on an elastic body will impose constraints on it. Figure 11.42 shows
arigid slab sitting on an elastic foundation. Assume that the rigid slab constrains only the
vertical movement of the foundation, and it can move freely in the horizontal direction
without affecting the foundation. To simulate such an effect of the rigid slab sitting on the
foundation, MPC equationsarerequired to enforcethe four vertical DOFson thefoundation
to follow the two DOFs on the slab.

First, the four equations are:

di=q1

d2 = q1+ q2l1 (11.24)
d3=q1+q2l>2

da = q1+ q2l3

where g1 and g2 are, respectively, the trandation and rotation of the rigid slab. Then,
eliminating the DOFs of the rigid body ¢1 and g2 from the above four equations leads to
two MPC equations:

(lo/ly — Dd1 — (I2/l1)d2 +d3 =0 (11.25)
(I3/l1 — Ddr — (3/l1)d2 + da =0 (11.26)

In the above example, the DOF in the x-direction was not considered, because it is
assumed that the slab can move freely in the horizontal direction, and hence it will not
provide any constraint to the foundation. If the rigid slab is perfectly connected to the
foundation, the constraints on the DOFsin the x-direction must also be considered.

dq dy da dy
T T T T Rigid slab
-—

Figure 11.42. Modelling of a rigid slab on an elastic foundation using MPC.
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11.11 IMPLEMENTATION OF MPC EQUATIONS

The previous sections have introduced some procedures for deriving MPC equations and
some of itsapplications. However, how are such M PC equationsimplemented in the process
of solving the global FEM system equation? Standard boundary condition SPC equations
can be easily implemented as they are concerned with only a single DOF. Many examples
of implementing such standard boundary conditions of SPC equations can be found in
the examples and case studies of previous chapters. However, implementation of MPC
equations normally requires more complex treatments of the global system equations.
Recall that the global system equation for astatic system with aDOF of n can bewritten
in the following matrix form:
KD=F (11.27)

where K is the stiffness matrix of n x n, D is the displacement vector of n x 1, and F is
the external force vector of n x 1. If the system is constrained by m MPC eguations, these
equations can always be written in the following general matrix form:

CD-Q=0 (11.28)

where C isaconstant matrix of m x n (m < n), and Q isaconstant matrix of m x 1. For
example, let us assume that there is a system of 10 DOFs (» = 10); we can then write the
displacement vector as

Dl ={d1 d2 --- duo} (11.29)

If thetwo (m = 2) MPC eguations for this system are given as
0.5d; —dp +0.5d3 =0 (11.30)
0.5d4 —ds+0.5dg =0 (11.31)

which have the same form as Egs. (11.15) and (11.16). We then rewrite these MPCs in the
form

0.5d1 —do+0.5d3+0x dg+0xds+0xdg+0xd7+0xdg+ 0 xdg

4+0xdip=0 (11.32)
Oxdi+0xdy+0xd3+0.5ds—ds+0.5dg+ 0 x d7+ 0 x dg+ 0 x dg
+0xdip=0 (11.33)

From the above two equations, the matrix C is thus obtained as

05 -1 05 0 0 O O0O0OO
Cz[o 0 0 05 -1 05000 o] (11.34)
and the vector Q isanull vector, given by
Q:{g} (11.35)

A solution must thusbefound for Eq. (11.27) subject to the constrai nt equations given by
Eq. (11.28). Thefollowing are two methods often used to obtain such a constraint solution.
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11.11.1 Lagrange Multiplier Method

First, the following m additional variables called Lagrange multipliers are introduced in
this method as

r=[a r2 - ]l (11.36)
corresponding to m MPC equations. Each equation in the matrix equation of Eq. (11.28) is
then multiplied by the corresponding A;, which yields

AT{cb-Q}=0 (11.37)

The left-hand side of this equation is then added to the usual functional (refer to Eqg. (3.2),
Chapter 3) to obtain the modified functional for the constraint system:

M, = 3D"KD - D’F+27{CD - Q} (11.38)

The solution for the constraint system is found at the stationary point of the modified
functional. The stationary condition requires the derivatives of IT, with respect to the D;

and A; to vanish, which yields
K cT](D F
[C O]HZ{Q} (11.39)

which is the set of algebraic equations for the constraint system. Equation (11.39) is then
solved instead of Eq. (11.27) to obtain the solution that satisfies the MPC equations.

The advantage of this method is that the constraint equations are satisfied exactly.
However, it can be seen that the total number of unknowns is increased. In addition, the
expanded stiffness matrix in Eq. (11.39) is non-positive definite due to the presence of zero
diagonal terms. Therefore, the efficiency of solving the system equations (11.39) is much
lower than that of solving Eq. (11.27).

11.11.2 Penalty Method

The penalty method is a well-known and widely used method. In this method, Eq. (11.28)
iswritten as
t=CD-0Q (11.40)

sothatt = 0 implies full satisfaction of the constraints. The functiona (refer to Eqg. (3.2),
Chapter 3) can then be modified as

M, = sD"KD — DTF + 3t"at (11.41)

wherea = Jar a2 -+« ] isadiagona matrix of ‘penalty numbers’ that are con-
stants chosen by the analyst. The stationary condition of the modified functional requires
the derivatives of IT, with respect to the D; to vanish, which yields

[K+CTaCID=F+CTaQ (11.42)

where CTaC is called a ‘penalty matrix’. From Eq. (11.42), it can be seen that if « = O,
the constraints are ignored and the system equation reduces to the unconstrained equation
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Eqg. (11.27). As «; becomes large, the penalty of violating constraints becomes large, so
that constraints are closely satisfied.

Note that the choice of «; can be atricky task, as it depends upon many factors of the
FEM model. Considering that the discretization errors can be of comparable magnitude to
those of not satisfying the constraint, it has been suggested that [Zienkiewicz et al., 2000]

a = constant(1/h)P+t (11.43)

where £ is the characteristic size of the elements, and p denotes the order of the element
used. The following simple method for calculating the penalty factor works well for most
problems:

a = 1.0 x 10*7® x max (diagonal elementsin the stiffness matrix) (11.44)

Also oftenused is
a = 1.0 x 10°°8 x Young’s modulus (11.45)

Note that trials may be needed in choosing a proper penalty factor.

The advantage of this method isthat the total number of unknownsis not changed, and
the system equations generally behave well. Therefore, the efficiency of solving the system
equations (11.42) isalmost the same as that of solving Eq. (11.27). However, the constraint
equations can only be satisfied approximately, and the right choice of « can be a problem
for some cases.

11.12 REVIEW QUESTIONS

1. What arethe conditions of the use of mirror symmetry for reducing the size of the finite
element discretization of a problem? Give your answer with reference to geometry,
material, boundary conditions and loading.

2. Indicate how the symmetric and antisymmetric conditions can be used on a half-model
to obtain the natural frequencies of a clamped-clamped beam of length 2L.

=]

VA 77

Figure 11.43. Frame structure subjected to horizontal load, P.
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¢ Quad ¢5 Linear Linear

1 2
Figure 11.44. Mesh consisting of quadrilateral and linear elements.

4 3

¢ Quad 5 Transition| Linear

1 2
Figure 11.45. Mesh consisting of a transition element.

|2

w
S
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Figure 11.46. Mesh consisting of a rigid shaded portion.

. Figure 11.43 shows aframe structure subjected to a horizontal force at the top. Explain
the use of symmetry to solve the problem with the aid of diagrams.

. Explain why a transition element or multipoint constraints are needed between the
quadratic and linear elements shown in Figure 11.44.

. Construct the shape functionsin natural coordinatesfor thetransition element shownin
Figure 11.45. What isanother way of solving the problemin Figure 11.44 if atransition
element is not used?

. Figure 11.46 shows a uniform mesh for a plane strain problem. The shaded block is
rigid. Derive the multipoint constraint equations for nodes 1, 2, 3 and 4.

. How are the constraint equati ons implemented using the penalty method in the system
equation Kd = f? Here, K is the stiffness matrix for the globa system, d is the
displacement vector at all the nodes, and f is the external force vector acting at all the
nodes. Assume that the constraint equations are given in the general form Cd = Q,
where C and Q are given constant matrices.
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FEM FOR HEAT TRANSFER PROBLEMS

12.1 FIELD PROBLEMS

This chapter deals with the use of the finite element method to solve the steady state heat
transfer problem. Such a problem can be termed generally as one of the many field problems.
Other field problems include torsional deformation of bars, irrotational flow and acoustic
problems. This book makes use of the heat transfer problem to introduce concepts behind
the solving of field problems using the FEM. Emphasis will be placed on one- and two-
dimensional heat transfer problems. Three-dimensional problems can be solved in similar
ways, except for the increase in DOFs due to the dependency of field variables on the third
dimension. Many of the materials of this chapter are from the textbook by Segerlind (1984).
The approach used to derive FE equations in heat transfer problems is a general approach to
solve partial differential equations using the FEM. Therefore, the FE equations developed
for heat transfer problems are directly applicable to all other types of field problems that
are governed by a similar type of partial differential equation.

The general form of system equations of 2D linear steady state field problems can be
given by the following general form of the Helmholtz equation:

9%¢ 9%¢
xm + Dy8_y2

where ¢ is the field variable, and Dy, Dy, g and Q are given constants whose physical
meaning is different for different problems. For one-dimensional field problems, the general
form of system equations can be written as

d’¢

PSS g+ 0=0 (122)

The following outlines different physical problems governed by Eqs. (12.1) or (12.2).

D —gp+0=0 (12.1)

12.1.1 Heat Transfer in a Two-Dimensional Fin

Here we consider a problem of heat transfer in a two-dimensional fin, as shown in
Figure 12.1. A 2D fin is mounted on a pipe. Heat conduction occurs in the x—y plane,

282
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o o

o5

¢

Heat convection
on the surface

Figure 12.1. A 2D fin mounted on a pipe. Heat conduction occurs in the x—y plane, and heat
convection occurs on the two surfaces and edges.

and heat convection occurs on the two surfaces and edges. Assume the fin is very thin,
so that temperature does not vary significantly in the thickness (z) direction, therefore the
temperature field is only afunction of x and y. The governing equation for the temperature
field in the fin, denoted by function ¢ (x, y), can be given by

929 929
— (kxt@ + kyta—y2

Heat conduction

) +(2h¢ — 2h¢s) = ¢ (12.3)
—_— S~——

Heat convection Heat supply

wherek,, k, are, respectively, thethermal conductivity coefficientsinthex and y directions,
h isthe convection coefficient, ¢ isthethickness of thefin, and ¢  istheambient temperature
of the surrounding fluid. The heat supply is denoted by ¢, which can be a function of x
and y. The governing equation (12.3) can be derived simply using Fourier’s laws of heat
conduction and convection, aswell asthe conservation law of energy (heat). Equation (12.3)
simply statesthat the heat loss due to heat conduction and heat convection should equal the
heat supply at any point in the fin.

It can be seenthat Eq. (12.3) takesonthe general form of afield problemasin Eq. (12.1),
with the substitution of

Dy =k, Dy=kyt, g=2h, Q=q+2hds (12.4)

12.1.2 Heat Transfer in a Long Two-Dimensional Body

If the domain is elongated in the z direction, and the geometry and temperature do not vary
inthe z direction, asillustrated in Figure 12.2, then arepresentative 2D ‘slice’ can be used
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Representative plane

Figure 12.2. Heat transfer in a long body.

Figure 12.3. Heat conduction along a thin one-dimensional fin.

for modelling the problem. In this case, there is no heat convection on the two surfaces of
the 2D dlice, and the governing equation becomes

3%¢ 3%
ky—s +ky—= =0 12.5
X axz + y ayz + q ( )
~————————  Heat supply
Heat conduction

which relates to the general form of the field equation with the following substitutions:

Dy=k,, Dy=k, g=0 and Q=g (12.6)

12.1.3 Heat Transfer in a One-Dimensional Fin

Consider aone-dimensional fin, shown in Figure 12.3. Assumethat the finis very thin, and
the dimensions of the cross-section of the fin are much smaller than the length of the fin,
so temperature does not vary in the cross-section, and hence is only a function of x. Heat
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conduction occurs in the x direction, and heat convection occurs on the circumferentia
surface of the fin. The temperature field in the fin, denoted by function ¢ (x), is governed
by the equation

2
iad? —hP$+hPhps+ q =0 (12.7)
dx2 —_— ~——
———

. i Heat suppl
Heat conduction Heat convection pply

where k isthe thermal conductivity, & isthe convection coefficient, A isthe cross-sectional
areaof thefin, and P isthe perimeter of the fin, as shown in Figure 12.3. Equation (12.7) is
created in the same way asits 2D counterpart of Eq. (12.3). Equation (12.7) can be written
in the general form of Eq. (12.2), with the substitutions of

12.1.4 Heat Transfer Across a Composite Wall

Many walls of industrial structures, or even simple appliances like a thermal flask, are
composite in nature, i.e. they consist of more than one material. By utilizing the thermal
conductivity propertiesof the material chosen, either thermal insulation or effective thermal
heat transfer through the walls can be achieved.

Consider the heat transfer across a composite wall, as shown in Figure 12.4. The wall
is assumed to be infinitely long in the y direction, and hence the heat source and any heat
exchanges are also independent of y. In this case, the problem is one-dimensional. Since
the wall isinfinitely long, it is aso not possible to have heat convection along the x-axis.

Heat convection A Heat convection

L]

N
»
X

Figure 12.4. Heat transfer through a composite wall of three layers. Assume the temperature does
not vary in the y direction.
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Therefore, the system equation in this case is much simpler compared to that of the fin, and
it governs only the heat conduction through the composite wall, which can be given by

d2
ka2 + g =0 (12.9)
Zd? T
Heat conduction Heat supply

where ¢ is the known temperature. Equation (12.9) can be written in a general form of
Eqg. (12.2) with
D=kA, g=0 Q=g (12.10)

12.1.5 Torsional Deformation of a Bar

For problems of torsional deformation of a bar with noncircular sections, the field variable
will be the stress function ¢ that is governed by a Poisson’s equation,

102 1%

——+=—5+20=0 12.11

G 3x? + G dy? + ( )
where G is the shear modulus and 6 is the given angle of twist. The stress function is
defined by

¢
Oxz = 5
(12.12)
d¢
%= =3

Equation (12.11) can be easily derived in the following procedure. Consider pure torsional
status where

Oxx = Oyy =07z =0xy =0 (12.13)

Therefore, there are only two stress components, o, and o,;. Using Hooke’s law, we have
Exz = %

G (12.14)
£y = &
G

The relationship between displacement and the given angle of twist 6 can be given by
[Fung, 1965]:

u=-—0yz
(12.15)
v=0xz
Next, using Egs. (2.4), (12.15), (12.14) and (12.12), we obtain
ow ou 19¢
= =0 — = 12.16
ox 0z +exz y+ G dy ( )
d ad 10
L L M KL (12.17)

W_ 0z G 0x
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Differentiating Eq. (12.16) with respect to y and Eq. (12.17) with respect to x, and equating
the two resultant equations, leads to Eq. (12.11).
It can be seen that Eq. (12.11) takes on the general form of Eq. (12.1), with

D,=1/G, Dy=1/G, g=0, Q=20 (12.18)

12.1.6 ldeal Irrotational Fluid Flow

For problems of ideal, irrotational fluid flow, the field variables are the streamline, v, and
potential, ¢, functions that are governed by L aplace’s equations

2y 3%y
W + a—yz =0 (12.19)
2 3%
pr e 0 (12.20)

Derivation of the above equations can be found in any textbook on fluid flows (e.g. see
Daily and Harleman [1966]).
It can be seen that both Egs. (12.19) and (12.20) take on the form of Eq. (12.1), with

Di=Dy=1 g=0=0 (12.21)

12.1.7 Acoustic Problems

For problems of vibrating fluid in a closed volume, as in the case of the vibration of air
particlesin aroom, the field variable, P, isthe pressure above the ambient pressure, and is
governed by Poisson’s equation

%P 9°P | w?

— +—+—5P=0 12.22
dx2 + dy2 + c2 ( )

where w is the wave frequency and c is the wave velocity in the medium. The derivation
of the above equations can be found in any book on acoustics (e.g. see Crocker [1998]). It
can be seen that Eq. (12.22) takes on the form of Eq. (12.1), with substitution of

g=-—. Dy=D,=1 Q=0 (12.23)

The above examples show that the Helmholtz equation (12.1) governs many different
physical phenomena. Therefore, a productive way to solve al these problems using the
FEM isto derive FE equations for solving the general form of Egs. (12.1) or (12.2). The
following sections thus introduce the FEM as a general numerical tool for solving partial
differential equationsin the form of Egs. (12.1) or (12.2). In applying the FEM equations,
we focus mainly on heat transfer problems.
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12.2 WEIGHTED RESIDUAL APPROACH FOR FEM

In Chapter 3, Hamilton’s principle is utilized to formulate the finite element equations. In
that case, one needsto know the functional for the physical problem. For many engineering
problems, one does not know the functional or it isnot known asintuitively asin mechanics
problems. Instead, the governing equation for the problem would be known. What we
want to do now is establish FEM equations based on the governing equation, but without
knowing the functional. In this case, it is convenient to use the weighted residual approach
to formulate the FEM system equations.
The general form of Eq. (12.1) can be rewritten in the form

f@x, ) =0 (12.24)
where the function f isgiven as
8¢ ¢

In general, it is difficult to obtain the exact solution of ¢ (x, y) which satisfies Eq. (12.24).
Therefore, an approximated solution of ¢ (x, y) issought for, which satisfies Eq. (12.24) in
aweighted integral sense, i.e.

/ Wf(p(x,y)dxdy =0 (12.26)
A

where W istheweight function. Wehopethat thesolution of ¢ (x, y) that satisfiesEq. (12.26)
can be agood approximation of the exact results. Thisisthe basic ideabehind the weighted
residual approach. This approach is very simple, and can be used in the finite element
method to establish the discretized system equations as described bel ow.

To ensure a good approximation, the problem domain is divided into smaller sub-
domains (el ements), aswe have donein previous chapters, asshownin Figure 12.5. In each

Figure 12.5. Division of problem domain 2 bounded by I' into elements.
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element, it is assumed that
¢"(x,y) = N(x, y)@® (12.27)

where the superscript / indicates that the field variable is approximated, and
N=[N1 N2 --- N (12.28)

in which N; is the shape function of x and y, and ny is the number of the nodes of the
element. For the triangular element shown in Figure 12.5, n; = 3. In Eq. (12.27), ®©
is the field variable at the nodes of the element. There are a number of ways in which
the weight function, W, can be chosen when developing the element equations. When
the shape functions are used as the weight function, the method is called the Galerkin
method, which is one of the most popular methods for developing the FE equation. The
shape function N; in N is usually developed in exactly the same manner as discussed in
Chapter 3 and other previous chapters. The functions developed should in general satisfy
the sufficient conditions discussed in Chapter 3: the deltafunction property, the partition of
unity property and the linear reproduction property.

Using the Galerkin method, the residual calculated at all the nodes for an element is
then evaluated by the equation

R =/A NT £ (¢ (x, y)) dx dy (12.29)

Finally, the total residual at each of all the nodes in the problem domain is then assembled
and enforced to zero to establish the system equation for the whole system. FEM equations
will be developed in the following sections for one- and two-dimensional field problems,
using a heat transfer problem as an example.

12.3 1D HEAT TRANSFER PROBLEM
12.3.1 One-Dimensional Fin

Consider theone-dimensional fin shownin Figure 12.6. The governing differential equation
for a steady-state heat transfer problem for the fin is given by Eq. (12.7). The boundary
conditions associated with Eq. (12.7) usually consist of a specified temperatureat x = 0

$(0) = ¢o (12.30)
and convection heat loss at the free end, wherex = H
de
—kAd— =hA(pp —¢f) adx=H (12.31)
X

where ¢, is the temperature at the end of the fin and is not known prior to the solution of
the problem. Note that the convective heat transfer coefficient in Eq. (12.31) may or may
not be the same as that in Eq. (12.7).
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(1) () (n)
1 2 i i n+1

Figure 12.6. One-dimensional problem: heat transfer in a thin fin that is divided into n elements.

Using the same finite element technique, the fin is divided into elements as shown in
Figure 12.6. In one element, the residual equation, R() can be obtained using the Galerkin
approach asin Eq. (12.29):

X d2 h
R(e)z—/ NT D—¢—g¢h+Q dx
i dx2
X d2 h X
- _/ "NT <Dd—¢2 + Q)dx +/ " oNT ¢! dx (12.32)
Xi X Xi
where D = kA, g = hP and Q = q + hP¢y for heat transfer in thin fins. Note that the
minus sign is added to the residual mainly for convenience. Integration by parts is then
performed on the first term of the right-hand side of Eq. (12.32), leading to

do” 5 dNT dgh i i
de +/’_Didx—/’QNde+/ "N dx (12.33)
dx x dxr  dx X; x;

Xj

R® = _N"D

Using the usual interpolation of the field variable, ¢”, by the shapefunctionsinthe 1D case,
¢"(x) = N(x)® (12.34)
and substituting Eq. (12.34) into Eq. (12.33), gives
h | Xi X NT N
rp 92 + / PANT LN
. dx o dx

x)(,‘ i

R® =N

b K

— (/ " ONT dx> + (/ " oNTN dx) ®© (12.35)

(€) (e)
£y k(e
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or
R =b® + [k + k] #© - (12.36)
where ;
% dNT _dN %
k("):f AT Y =/ B” DB 12.37
D o P dx ; dx (12.37)

isthe element matrix of thermal conduction. Matrix ké") in Eq. (12.36) is defined by
K = f " gNTNdx (12.38)

which is the matrix of thermal convection on the circumference of the el ement. Vector f(Qe)
is associated with the external heat applied on the element, defined as

£ =f " ONT dx (12.39)
Finally, b® is defined by
d h|*i
b© = _NTD % (12.40)
Xi

which associates with the gradient of the temperature (or heat flux) at the two ends of the
element.
In Eq. (12.37), g
N
B= dx
isthe same as the strain matrix in the case of mechanics problems. For linear el ements, the
shape functions are as follows:

(12.41)

N(x) =[N Nj]z[x-/l_x x_lx"] (12.42)
nd dN _d
_ON d iy —x ox—x| -1 1
B_dx_dx[ ! ! ]_[T 7} (1249

Substituting the above eguation into Eq. (12.37), the heat conduction kg) matrix is
obtained as

. Y T—=1/1 kAT 1 -1
k5)>:/x[ [1/”0[_1/1 1/1]dx=7[_1 1] (12.44)

In deriving the above equation, D = kA has been used. Compared with Eqg. (4.15), it can
be seen that kg) isinfact the analogy of the stiffness matrix of atruss structure. Thetensile
stiffness coefficient AE /I has been replaced by the heat conductivity coefficient of kA /1.
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Similarly, to obtain the convection matrix kfge) corresponding to the heat convection,
substitute Eq. (12.42) into Eq. (12.38),

. xj C—9)/1 hPl 2 1
ké):/)q 8[((?_5));1} [ — x)/1 (x—xi)/l]dxz?[l 2] (12.45)

In deriving the above equation, g = i P has been used. Compared with Eq. (4.16), it can be
seen that kfge) isin fact the analogy of the mass matrix of atruss structure. The total mass
of the truss element A p! correspondsto the total heat convection rate of i P!.

The nodal heat vector f (Q") is obtained when Eq. (12.42) is substituted into Eq. (12.39),
giving

@ _ [Y [ —x)/ ol [1 [ [1
R A e 1 e R S A AP
Heat supply  Heat convection
(12.46)

In deriving the above equation, Q = g + hP¢ s (see Eq. (12.8)) has been used. The nodal
heat vector consists of the heat supply and the convectional heat input to the fin. The nodal
heat vector isthe analogy of the nodal force vector for truss elements.

Finally, let us analyse the vector b defined by Eq. (12.40), which is associated with
the thermal conditions on the boundaries of the element:

do
. kA — do 0
. do i de |,_. kA ==
b= NTD G| = do| " (=) Bheu[t)oka 22
Xi —kA d—‘ 0 dx Xx=x;
X le=y; d
b b
(12.47)
or
b = b 4+ bl¢ (12.48)

where the subscripts ‘L’ and ‘R’ stand for the left and right ends of the element. It can be
easily proven that at the internal nodes of the fin, b\’ and b¢’ vanish when the elements
are assembled, as illustrated in Figure 12.7. As a result, b needs to be determined only
for the nodes on the boundary by using the conditions prescribed. At boundaries where
the temperature is prescribed, as shown in Eq. (12.30), b(Le) or bﬁ? are yet to know. In
fact, there is no need to know b([) or bgf) in the stage of solving the system equation, as
the temperature at the node is already known. The situation is very much the same at the
prescribed displacement boundary, where the reaction forceis usually unknown at the stage
of solving system equations.

However, whenthereisheat convection at theendsof thefin, asprescribedin Eq. (12.31),
b or b’ are obtained using the boundary conditions, since the heat flux there can be
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(n-1) M

ii/ i \Hl

-1 (-1 i ") i+1
r——9 e
d¢ d¢p do d¢p
D ix D D “ax
X=Xi_1 X=X X=X; X=Xi+1
0 ‘/

Figure 12.7. Vector b(® vanishes at internal points after assembly.

calculated. For example, for boundary conditions defined by Eqg. (12.31), we have

(e) _ 0 _ 0 B 0
P = {hA(¢b —</>f)} - {hch)j} {hA¢f} (12.49)

Since ¢, isthe temperature of the fin at the boundary point, we have ¢, = ¢;, whichisan
unknown. Equation (12.49) can be rewritten as

@_10 0 ()el| | O
Ok = [0 hA} {4’]'} {hA¢’f (1250
—_——— N——
k(e) f(e)
M s
or
b%@) — kjlfl)q)@) _ fége) (1251)
where
@ |0 0
K = [o hA} (12.52)
and
o — 0 (12.53)
o7 \hagy |

Note that Egs. (12.51)—(12.53) are derived assuming that the convective boundary is on
node j, which istheright side of the element. If the convective boundary ison theleft side
of the element, we then have

b(Le) — kgfl)q)(e) _ fs(e) (1254)
where
e _|hA O
K© = [ A o} (12.55)
and

FO = {hAO¢«f } (12.56)
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Substituting the expressions for b(®) back into Eq. (12.36), we obtain

RO _ [k<;> +KO + k}(;)] ®© _ {f<Qe> n f§e>} (12.57)
— ——
Kk(© f@
or in asimplified form of
RO — kKOO _§@© (12.58)
where
k@ = k% +k© + ki (12.59)
and
O =18 +1 (12.60)

Notethat kz(\;) andf ge) exist only if thenodeison the convective boundary, and they are given
by Egs. (12.52) and (12.53) or Egs. (12.55) and (12.56), depending on the location of the
node. If the boundary isinsulated, meaning thereis no heat exchange occurring there, both
k](\j) and f ée) vanish, because d¢/dx = 0 at such a boundary. After obtaining the element
matrices, the residual defined by Eq. (12.58) is assembled, and enforced to equate to zero,
which will lead to the following global system equation:

KD=F (12.61)

The above equation has the same form asthat for a static mechanics problem. The detailed
assembly process is described in the examples that follow.

12.3.2 Direct Assembly Procedure
Consider an element equation of residual in the form
RO —k@©@p© _f@ (12.62)

or in the expanded form

RO) [ ][
@ = |, @ @ @] @ (12.63)
R 2 k21 k22 ¢2 f 2

Consider now two linear one-dimensional elements, as shown in Figure 12.8. We have for
element 1,

R = 001 + K2 — 10 (1260
RY = kD1 + kDo — £V (12.65)
1 ) ¢ @ &
o O O
1 2 3

Figure 12.8. Assembling of two elements demonstrating the direct assembly principle.
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and for element 2,

2 2 2 2

RYP = kDo + kG s — f12 (12.66)
2 2 2 2

RY = kZ o+ kG s — £2 (12.67)

Thetotal residual at anode should be obtained by summarizing all the residual s contributed
from all the elements that are connected to the node, and the total residual should vanish to
ensure the best satisfaction of the system equations. We then have at node 1,

R =0: ko1 +kZ g~ i) =0 (12.68)
at node 2,
2 1 1 1 2 2 1 2
R + R =01 kFor+ (K3 +43 ) g2+ kZ0a— (10 + £P) =0 (1269)

and at node 3,
RY =0: kf¢o+kzes— f2 =0 (1270)

Writing Egs. (12.68), (12.69) and (12.70) in matrix form gives

o) @ @

kyy ki3 0 o1 1

KD kD + k2 k@ | 1ot =10+ 2 (12.71)
@ @ | |93 2

0 ka1 k2 f2

which isthe same as the assembly procedure introduced in Section 3.4.7 and Example 4.2.

12.3.3 Worked Example

Example 12.1: Heat transfer along ID fin of rectangular cross-section

The temperature distribution in the fin, as shown in Figure 12.9, is to be calculated using
the finite element method. The finisrectangular in shape, 8cmlong, 0.4cmwide, and 1cm
thick. Assume that convection heat loss occurs from the right end of the fin.

Analysis of theproblem. Thefinisdivided uniformly into four elements with atotal of
five nodes. Each element iswith alength of / = 2 cm. The system equation should be 5 x 5.
At node 1 the temperature is specified, therefore there is no need to calculate k;;) and f ée)
for element 1 asonly the temperatureisrequested. Asnodes 2, 3 and 4 areinternal, thereis
also no need to calculate k;j) and fée) . Since heat convectionisoccurring on node 5, we have
to calculate kjj) and fée) using Egs. (12.52) and (12.53).
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h=01 ——-—— ¢=20°C 1em

W
cm-°C cm2.°C l

3 8cm

@ @ ©) ©
o 0
1 2 3 4 5

Figure 12.9. A one-dimensional fin of a rectangular cross-section.

Data preparation

KA 304) W
=5 =06 (12.72)
hPl  01(28)2 W
hPE_ 01282 _ ) goa W 127
- ) 0,003 3 (12.73)
W
hA =01(04) = 0.04 (12.74)
hPlg,  0.1(2.8)(20)(2
A CLCYIC N NYY (12.75)
2 2
hAgs = 0.1(0.4)(20) = 0.8W (12.76)

Solution. The general forms of the element matrices for elements 1, 2 and 3 are

kKA1 -1 hPl[2 1
(R
k' = 7 [—1 1}+ 6 [1 2] and (22.77)
hPlops (1
e — f
flo) = > {1} (12.78)
Substituting the data into the above two equations, we have
0.786 —0.507 5.6
123 _ an 1,23 _
K _[—0.507 0.786} d f _{5.6} (12.79)
The general forms of the element matrices for element 4 are
kAl 1 -—-1] hPI[2 1 0 O
(& _
k' = 7 [_1 1}+ 3 [1 2]+[0 hA] and (12.80)

hPlgy (1 0
(e) _
0= =3 {1}+{hA¢f} (12.81)
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Substituting the data into the above equations, we have

K@ = [_067237 —Ooégcg} and @ — { 2‘2} (12.82)

The next step is to assemble the element matrices together to form the globa system
equations. The assembly is carried out using the direct assembly procedure described in the
previous section. We obtain

0.786 —0507] O 0 0 o 5.6 0*
—0.507 [1572 ] —0507] O 0 b2 11.2 0
0 |-0507 [1572 | —0507] O ot =112t + 10
0 0 |=0507 [1.572 | —0507]| | ¢4 11.2 0
0 0 0 |-0507 0.826 || |5 6.4 0
(12.83)

Note that at node 1 the temperature is to be fixed at a particular value. This requires a
heat exchanger (or heat source) there for it to happen. The heat source is unknown at this
stage, and we do not need to know it actually in computing the temperature distribution.
However, it isrequired in balancing the equation. We therefore simply noteit as Q*. Since
the temperature at node 1 is given as 80°C, we actually have four unknown temperaturesin
a5 x 5 matrix equation. Thisimplies that we can actually eliminate Q* in the first system
equation as indicated below, and still solve the four unknowns with the remaining 4 x 4
matrix equation. Note that the term in the second row, first column (circled term) must aso
be accounted for in the four remaining system equations:

0 : :
[-0.507] 1572 -0507 O 0 11.2 + 80 x 0.507
)  —0507 1572 -0507 O 11.2
) 0 —-0507 1572 —0.507 11.2
) 0 0 —0507 0.826 6.4
(12.84)
Solving the 4 x 4 equation gives
®” ={80.0 420 282 233 22.1} (12.85)

12.3.4 Remarks

Formulations and examples given in this section have clearly shown that the heat transfer
problem isvery similar to the mechanics problem in terms of FEM treatment. The displace-
ment and force correspond to the temperature and heat flux, respectively. We also showed
the analogies of some of the element matrices and vectors between heat transfer problems
and mechanics problems. However, we did not mention the mechanics counterparts of
matrix kﬁj) and vector f ée) that come from the heat convection boundary. Since the heat
flux on the boundary depends upon the unknown field variable (temperature), the resulting
term (kgj)) needs to be combined with the heat convection matrix. In fact, in mechanics
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problems, we can aso have a similar situation when the structure is supported by elastic
supports such as springs. The reaction force on the boundary depends upon the unknown
field variable (displacement) at the boundary. For such a mechanics system, we will have
an additional matrix corresponding to kl(‘j) and a vector corresponding to f ;e). However, in
mechanics problems, it is often more convenient to formulate such an elastic support using
an additional element. The stiffness of the support is then assembled to the global stiffness
in the same systematic direct assembly procedure. The reaction force of the elastic support
isfound after the global equations system is solved for the displacements.

We concludethat the Galerkin residual formulation gives exactly the same FE eguations
as those we obtained using the energy principles discussed in previous chapters.

12.3.5 Composite Wall

Consider heat transfer through a composite wall, as shown in Figure 12.10. The governing
equation is given by Eq. (12.9). If there is no heat source or sink in alayer (¢ = 0 within
thelayer), onelinear element is enough for modelling the entire layer (why?)™. For the case
shownin Figure 12.10, atotal of three elements, one for each layer, should be used if there
isno heat source within these layers. Thisargument holds even if thereis no heat source or
sink in the interface between the layers.

Asfor the boundary conditions, at any one or both of the outer surfaces, the temperature
or heat convection or heat insul ation coul d be specified. The convective boundary conditions
aregiven as

kAg—f — hA(gp —¢ps) ax=0 (12.86)

ISV NI S

v

) @ ®

(o, 0

Figure 12.10. Heat transfer through a composite wall of three layers. One element is sufficient to
model a layer if there is no heat supply/sink in the layers.

1 Hint: see Example 4.1.
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and q
—kAd—¢ =hA(pp —¢y) atx=H (12.87)
X
Therefore, all the elements devel oped in the section for the 1D fin are also valid for the case
of the composite wall, except that kg) and f“ do not exist because the g and Q vanishin
the case of acomposite wall (see Eq. (12.10)).

The general form of the element stiffness matrix is given by

e kA 1 -1 (e)
k@ = - [_1 1 ] + ki (12.88)
where kj(‘? isobtained either by Egs. (12.52) or (12.55), if thereisheat convection occurring
on the surface, or else kl(‘j) = 0if the surface isinsulated. Asfor a surface with a specified
temperature, thereisno need to calculate kf‘j) . For theforce vector, fge) , itis obtained either
by Egs. (12.53) or (12.56) if there is heat convection occurring on the surface, or zero if
the surface is insulated. In the case where the surface has a specific temperature, it is not
necessary to have f é") for calculation of the temperature. It can always be calculated after
the temperature field has been found.

12.3.6 Worked Example

Example 12.2: Heat transfer through a composite wall of two layers

Figure 12.11 showsacompositewall consisting of two layersof different materials. Various
heat transfer parameters are shown in the figure. The temperature distribution through the
composite wall isto be calculated by the finite element method.

W
k=02 ———
h=0.1 W 0 cm-°C
cm?°C
MN—a—r——A)
$=20°C

¢ =-5°C

W
k=0.06 ———
\ cm-°C

Figure 12.11. Heat transfer through a composite wall of two layers.
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Analysis of problem. Thewall isdivided into two elements with atotal of three nodes.
Hence, the system equation should be 3 x 3. At node 3, the temperature is specified,
therefore thereis no need to calculate kgj) and f °) for element 2. Since the heat convection
is occurring on node 1, k(e) and f(") have to be calculated using Egs. (12.55) and (12.56),
respectively.

Data preparation. For element (1),

kKA 02(1) w

=5 =012 (12.89)
hA =0.1(1) =0.1 ﬂc (12.90)
hAd; = 0.1(1)(=5) = —0.5W (12.91)
For element (2), A 0060 W
=g =00125¢ (12.92)

Solution. The element matrices for element (1) are

k(1>:[_0(‘)21 ‘Ooil} and f§l>={‘8'5} (12.93)

The element matrix for element (2) is

(@ _ [ 0.012 —0.012} (1294

—-0.012 0.012

The next step is to assemble the element matrices of the two elements together to form the
global system equations, which leads to

020 -010 O o ~05 0
~010 0112 -0.012 oo t=1o0t+lo (12.95)
0 -0012 0012 | |¢3(=20) 0 0*

Note again that Q* is as yet unknown, but is required to balance the equation, as the
temperature at node 3 is fixed. Having only two unknowns of temperature, the first two
equations in the above give

020 —0.10] [¢1] _ 05
[—010 0-112] {052}_{0.24(: 20><o.012)} (12.96)

The above matrix equation (actually consisting of two simultaneous equations) is solved,
and the solution is given as

T = {-25806 —0.1613 20} (12.97)
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Example 12.3: Heat transfer through layers of thin films

Figure 12.12 shows the process of producing thin film layers of different materials on a
substrate using physical deposition techniques. A heat supply is provided on the upper
surface of the glass substrate. At the stage shown in Figure 12.12, alayer of iron and alayer
of platinum have been formed. The thickness of these layers and the thermal conductivities
for these materials of these layers are also shown in the figure. Convection heat loss occurs
on the lower platinum surface, and the ambient temperature is 150°C. A heat supply is
provided to maintain the temperature on the upper surface of the glass substrate at 300°C.
The temperature distribution through the thickness of the layers of the thin film systemis
to be calculated by the finite element method.

Analysis of problem. This problem is actually similar to the previous example on the
compositewall. Hence, 1D elementscan beused for thispurpose. Thelayersaredividedinto
three elements with atotal of four nodes, as shown in Figure 12.12. Since the temperature
is specified at node 1, there is no need to calculate kj‘j) and fée) for element 1. k}tj) and fée)
for element 2 is zero, since there is no heat convection occurring at either nodes 2 or 3.
Since thereis heat convection occurring at node 4, k;j) and fée) have to be calculated using
Egs. (12.52) and (12.53), respectively.

Datapreparation. For element (1),

kA OD@D) W
T =gy =05z (12.98)

For element (2),
kA (051 W

T~ o "% (12.99)
Heater
1
Glass —p EEEE k=0.1 W/cm/°C 2mm (@)
Iron — k=0.5W/cm/°C e 02mm 2202
Platinum ~k=04W/cm/°C— ﬁmz mm i (3)
h=0.01 W/cm?/°C ¢s=150°C
Raw material

Figure 12.12. Heat transfer during a thin film deposition process.
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For element (3),
kA 041) W
T~ ooz - 2s¢ (12.100)
w
hA =0.01(1) =0.01 °c (12.101)
hA¢; = 0.01(1)(150) = 1.5W (12.102)
Solution. The element matrix for element (1) is
05 -05
O _
k¥ = [_0.5 05 } (12.103)
The element matrix for element (2) is
25 -25
2 _
k' = [_25 5 ] (12.104)
And finaly, the element matrices for element (3) are
20 -20 0
3 _ 3 _
k™ = [_20 20'01] and fg’ = {1.5} (12.105)

The next step is to assemble the element matrices of the two elements together to form the
global system equations, which leads to

05 05 0 0 (e) [0
05 255 -25 0 ||g| |oO
0 -25 45 -20|]¢s[ "] 0O (12.106)
0 o0 -20 2001 |¢s) [15

Since ¢1 isgiven to be 300°C, we can therefore reduce the above equation to a3 x 3 matrix
to solve for the remaining three unknown temperatures:

255 —25 0 b2 150
—25 45 20 |{¢3t =10 (12.107)
0 —20 20.01| |¢a 15

The above matrix equation is solved, and the solution is given as
ol = [300.0 297.1 297.0 296.9] (12.108)

To calculate the heat flux, O* on the top of the glass substrate, we can now substitute the
temperaturesinto the first equation of the matrix equation in Eq. (12.106) to obtain

Q* = 0.5 x 300 — 0.5 x 297.1 = 1.45W/cm? (12.109)
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12.4 2D HEAT TRANSFER PROBLEM
12.4.1 Element Equations

This section deals with heat transfer problems in two-dimensions that is governed by
Eqg. (12.1). The procedure for obtaining the FEM equations for 2D heat transfer prob-
lemsisthe same asthat for the 1D problems described in the previous sections, except that
the mathematical manipulation is more tedious due to the additional dimension.

L et usassumethat the problem domainisdivided into elements, asshownin Figure 12.5.
For one element in general, the residual can be obtained by the Galerkin method as

82¢h 82¢h
R _ _/ N (D22 + D, 2% —¢ph+0)da (12.110)
A, Ix2 dy2

Note that the minus sign is added to the residual mainly for convenience. Theintegrationin
Eq. (12.110) for the residual must be evaluated so as to obtain the element matrices, but in
this case, the integration is much more complex than the 1D case because the integration is
performed over the area of the element. Recall that in the 1D case, the integral is evaluated
by parts, but in this 2D case we need to use Gauss’s divergence theorem instead.

Using the product rulefor differentiation first, the following expression can be obtained:

2 NT
D (Nrde) _rde 9N 99 (12.111)
0x ox ax2  3x dx

The first integral in Eq. (12.110) can then be obtained by

2 NT
—/ NTDxa—¢dA=—/ p, 2 (NT22 dA+/ p, N9 4 (12.112)
. 9x2 A, Ox dx A, dx dx

where A, isthe area of the element. Gauss’s divergence theorem can be stated mathemati-
caly for this case as

/ 9 (NT%> dA:/ NTg—d) cosé dI’ (12.113)
A T,

65 0x X

where 6 isthe angle of the outwards normal on the boundary T, of the element with respect
to the x-axis. Equation (12.113) is thus substituted into Eq. (12.112) to obtain

92 3 ONT 3
—/ NTDx—d) dA = — DXNT—¢ cosedr+/ Dx——¢ da  (12.114)
A dx2 r, dx A ax Ox

In asimilar way, the second integral in Eq. (12.110) can be evaluated to obtain

32 ¢ INT 3
—/ NTDy—(szz—f DyNT—¢5|n9dF+/DV——¢dA (12.115)
A dy re dy A 9y dy
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The two integrals in Egs. (12.114) and (12.115) are substituted back into the residua in
Eq. (12.110) to give

dg" ot
R(e>=_/ NT Dxicosethyisme dr
r, ax ay

ANT g INT 9"
+/ Dx—ithy—i dA
A, dx 0Jx dy dy

+/ gNTqShdA—/ ON” dA (12.116)
Ae A,

The field variable ¢ is now interpolated from the nodal variables by shape functions asin
Eq. (12.34), which is then substituted into Eq. (12.116) to give

d¢" "
R@ =—/ NT <Dxi cos@JrDyai sn@)dl‘
T, Y

0x
b
INT 9N INT 9N ©
+ Dy———+Dy——— |dA | @
A, 0x 0x dy dy
ki
+(/ gNTNdA) ®© — | oNTdA (12.117)
A, Ae
—
kY i
or in matrix form,
RO =b + [k + k(| #© (12.118)
where
agph dgph
b© — _/ NT (p, 22" cose+Dyi sing )dr (12.119)
r, dx dy
ANT 3N aNT _ BN
K zf D, + 2D, Yda (12.120)
A, \ Ox ox ay ady
k() = / gNTNdA (12.121)
Ae
f) = f ONT dA (12.122)
Ae

Asinthe 1D case, the vector b(®) isrelated to the derivatives of temperature (heat flux) on
the boundaries of the element. It will be evaluated in the next section in detail. For now,
Egs. (12.120)-(12.122) will be evaluated and analysed.
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Theintegral in Eq. (12.120) can be rewritten in the matrix form by defining

_|Dx O
D= [ 0 DJ (12.123)
and the gradient vector as
d¢p oN
_ x| x| g _ge©
V¢ = a6 [ = | aN ' =B® (12.124)
dy dy

where B isthe strain matrix given by

oN dN1 ON> ONy,

|l ox | _ | ox dx ax

B = N[~ | N1 9N ON,, (12.125)
ay L dy ay ay

Note that to obtain the above equation, the usual shape function given by Eq. (12.28) is
utilized. Using Egs. (12.123)—(12.125), it can be easily verified that

aNT 9N aNT 9N
B'DB=D,— — + D,—— —
dx 0Jx - Jdy Jy
Therefore, the general element ‘stiffness’ matrix for 2D elements given by Eqg. (12.120)
becomes

(12.126)

KO — / B7DB dA (12.127)
Ae

which is exactly the same as Eq. (3.71) that is obtained using Hamilton’s principle, except
that the matrix of material elasticity isreplaced by the matrix of heat conductivity. Notealso
that Eq. (12.121) ké") isthe same asthe matrix given by Eq. (3.75) for mechanics problems.
We observe again that the Galerkin weighted residual formulation produces the same set of
FE equations as those produced by the energy principle.

12.4.2 Triangular Elements

Using shape functions of atriangular element, the field function of temperature, ¢, can be
interpolated as follows:

?3

where N; (i = 1, 2, 3) arethethree shapefunctionsgivenby Eq. (7.22),and¢; (i = 1, 2, 3)
are the nodal values of temperature at the three-nodes of the triangular element shown in
Figure 12.13.

$1
$© =N@®© =[N, N Na] [¢2> (12.128)
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A vy o 3(Xz; Y3)
3

2(Xp, Yo)

b2
1(xpy9)

$1 X ¢

»

Figure 12.13. Linear triangular element.

Note that the strain matrix B is constant for triangular elements, and is given by
Eq. (7.38). Using Eq. (12.127), kg) can be evaluated easily as the integrand is a constant
matrix if the material constants D, and D, do not change within the element:

ki :/ B'DBdA = BTDB/ dA = B'DBA, (12.129)
A, Ae

Expanding the matrix product yields

© Dx biz bil;j bibk D. Ciz Ci gj CiCk
kD = ﬂ b,'bj bj bjbk —+ ﬁ CiCj Cj CjCk (12130)
biby  bjby b,,f CiCk  CjCk c,%

It is noted that the stiffness matrix is symmetrical.
The matrix, k'’ defined by Eq. (12.121) can be evaluated as

N1
kg):/ gNTNdAzgf No Y [Ny No NildA
A, A, N3
N?  NiN» NiN3
=g / NiN, NZ NpN3|dA (12.131)
A

NiN3 NzN3 N2

The above integral is carried out using the following factorial formula Eq. (7.43), and the
fact that the area coordinates are the same as the shape functions, just as we have done for
the mass matrix, Eq. (7.44), in Chapter 7. For example,

11110 1 A

NiNodA = Lir%dAa=—" oA=— - opA=_

/Ae 1 f 17253 (1+1+0+2)! 4x3x2x1 12
(12.132)
Using the area coordinates and thefactorial formulain Eq. (7.43), the matrix kf;) isfound as

2 11
A

ko = 82 (12.133)

2 1 2
11

1
2
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The element force vector ' defined in Eq. (12.122) aso involves the integration of
shape functions, and can a so be obtained using the factorial formulain Eq. (7.43):

1

N; L1 0A
f(Qe):/ ON” dA = Q/ Njt dA = Q/ Lopda==—1{1% (12134)
A, Ae Ny A | L 3 1

3

Itisassumed that Q isaconstant within the element. The value of Q A isequally shared by
the three nodes of the rectangular element.

12.4.3 Rectangular Elements

Consider now afour-node, rectangular element as shown in Figure 7.8. The field function
¢ isinterpolated over the element as follows:

h1
PO =N =[N Ny N3 Nal{%2 (12.135)
04

Note that for rectangular elements, the natural coordinate system is again adopted, as in
mechanics problems (Figure 7.8). The shape functions are given by Eq. (7.51), and are
known as bilinear shape functions. The strain matrix for the rectangular element is given
by Eq. (7.55). Note that for bilinear elements, the strain matrix isno longer constant. Using
Egs. (12.127), (7.51) and (7.55), k'’ can be evaluated as

+1 41
kS)Z/A BTDBdA=/_1 /_1 abBT DB dg dy

2 -2 -1 1 2 1 -1 -2
Db |-2 2 1 -1| Dyal|l1 2 -2 -1

6 |-1 1 2 2|7 e |-1 2 2 1 (12.136)
1 -1 -2 2 1 -1 1 2
The matrix k'’ defined by Eq. (12.121) can be evaluated as
+1 +1
k};>=/ gNTNdA:/ f abgNT N dé dn
A, -1 J-1
N? NiNa NiNs NiNa
N1N> N. NoN3  NoN3
=ab 2 dsd 12.13
avg /A NiN3 NaN3 N2 N3Ng & dn (12.137)
NiNs NzNa N3Ns N?
which resultsin
4 2 1 2
©_8Al2 4 2 1
k=% 11 2 2 2 (12.138)
2 12 4
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The element force vector, f(Qe), defined in Eq. (12.122) aso involves the integration
of the shape functions, and with substitution of the shape functions, Eq. (7.51), it can be
obtained as

N1 1
N: 04 |1
f@’:/ NT dA = f 2lga = =2 12.139
Q AEQ Q Ae N3 4 l ( )
Ny 1

Note that in the above, Q is assumed to be constant within the element. The value of 0 A
isequally shared by the four nodes of the rectangular element.

In this subsection, matrices ng kgf), f(Qe) have been evaluated exactly and explicitly
for rectangular elements. In engineering practice, however, it isvery rareto use rectangular
elements unless the geometry of the problem domain is aso arectangular one. Very often,
quadrilateral elementswith four nodes and four non-parallel sides are used for the complex
geometry of the problem domain. Formulating FEM equations for quadrilateral elements
has been detailed in Section 7.4. Note that with quadrilateral elements, itisdifficult to work
out the exact explicit form of the element matrices. Therefore, the integrals are carried out
in most commercial software packages using numerical integral schemes such asthe Gauss
integration scheme discussed in Chapter 7 for 2D solid elements.

12.4.4 Boundary Conditions and Vector b(®)

Previously, itismentioned that thevector, b®, for the 2D element asdefined by Eq. (12.119)
is associated with the derivatives of temperature (or heat flux) on the boundaries of the
element. In this section, the relationship of vector, b®, with the boundaries of the element
and hence the boundaries of the problem domain, will be studied in detail.

The vector b(® defined in Eq. (12.119) is first split into two parts:

b© = bl + b (12.140)

where bf,‘)) comes from integration of the element boundaries lying inside the problem
domain, and bg) is that which lies on the boundary of the problem domain. It can then
be proven that b§e> should vanish, which we have seen for the one-dimensional case.

Figure 12.14 showstwo adjacent el ements numbered, for example, 1 and 2. Inevaluating
the vector, b asdefined in Eq. (12.119), the integration needs to be done on al the edges
of these elements. As Eq. (12.119) involves a line integral, the results will be direction-
dependent. The direction of integration has to be consistent for all the elements in the
system, either clockwise or counter-clockwise. For elements 1 and 2, their directions of
integration are assumed to be counter-clockwise, as shown by arrowsin Figure 12.14. Note
that on their common edge j—k, the value of bge) obtained for element 2 is the same as
that obtained for element 1, except that their signs are opposite because the direction of
integration on this edge of both elements are opposite. Therefore, when these elements
are assembled together, values of bge) will cancel each other out and vanish. This happens
for al other edges of al the elements in the interior of the problem domain. Therefore,
when the edge lies on the boundary of the problem domain, bg) has to be evaluated.



12.4 2D HEAT TRANSFER PROBLEM 309

Figure 12.14. Direction of integration path for evaluating b(®. For element edges that are located
in the interior of the problem domain, b(®) vanishes after assembly of the elements, because the
values of b(®) obtained for the same edge of the two adjacent elements possess opposite signs.

Essential boundary I 0
¢ isknown

I2

Natural boundary:
the derivatives of ¢ are known

Figure 12.15. Types of boundary conditions. I"|: essential boundary where the temperature is
known; I'y: natural boundary where the heat flux (derivative of temperature) is known.

The boundary of the problem domain can be divided broadly into two categories. One
is the boundary where the field variable temperature ¢ is specified, as noted by I'1 in
Figure12.15, whichisknown asthe essential boundary condition. The other isthe boundary
where the derivatives of the field variable of temperature (heat flux) are specified, as shown
in Figure 12.15. This second type of boundary condition is known as the natural boundary
condition. For the essential boundary, we need not evaluate bg) at the stage of formulating
and solving the FEM equations, asthe temperatureisalready known, and the corresponding
columns and rows will be removed from the global FEM equations. We have seen such a
treatment in examples such as Example 12.1. Because b‘® is derived naturally from the
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weighted residual weak form, it relates to the natural boundary condition. Therefore, our
concernisonly for elementsthat are on the natural boundaries, where the derivatives of the
field variable are specified, and specia methods of evaluating the integral are required, as
inthe 1D case (Example 12.2).

In heat transfer problems, the natural boundary often refers to a boundary where heat
convection occurs. Theintegrand in Eq. (12.119) can be generally rewritten in the form

dgh "
D,Cai cost + Dyai sing = —M¢p + S onnatura boundary T'» (12.141)
X y

where 6 is the angle of the outwards normal on the boundary with respect to the x-axis,
and M and S are given constants depending on the type of the natural boundaries, and ¢,
is the unknown temperature on the boundary. Note that the left-hand side of Eq. (12.141)
isin fact the heat flux across the boundary; it can therefore be re-written as

dgp" dgph . dgp"
D 2% coso + Dyi ino =22 = Mg, +S onmy (12.142)
ox ay on

where k is the heat conductivity at the boundary point in the direction of the boundary
normal. For heat transfer problems, there are the following types of boundary conditions:

e Heat insulation boundary: on the boundary where the heat is insulated from heat
exchange, there will be no heat flux across the boundary and the derivatives of temper-
ature there will be zero. In such cases, we have M = S = 0, and the value of bg) is
simply zero.

e Convective boundary condition: Figure 12.16 shows the situation whereby there are
exchanges of heat viaconvection. Following the Fourier’s heat convection flow, the heat
flux across the boundary due to the heat conduction can be given by

9
on
n
_ 99
=k 29
Ha L2 g
A= (¢ ) T

M S

Figure 12.16. Heat convection on the boundary.
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where k is the heat conductivity at the boundary point in the direction of the boundary
normal. On the other hand, following the Fourier’s heat convection law, the heat flux
across the boundary due to the heat convection can be given by

gn = h(¢p — ¢y) (12.144)

where h is the heat convection coefficient at the boundary point in the direction of the
boundary normal. At the same boundary point the heat flux by conduction should be
the same as that by convection, i.e. ¢x = g5, which leads to

ad
k—¢ =—h¢p +hoy (12.145)
on —_ =
M N
Thevalues of M and S for the heat convection boundary are then found to be
M=h, S=hoy (12.146)

Specified heat flux on boundary: when there is a heat flux specified on the boundary,
asshown in Figure 12.17. The heat flux across the boundary due to the heat conduction
can be given by Eq. (12.143). The heat flux by conduction should be the same as the
specified heat flux, i.e. gx = g5, which leads to

k%:

an 3;; ®b =5 (12.147)
M N
The values of M and S for the heat convection boundary are then found to be
M=0, S=—g (12.148)
From Figure 12.17, it can be seen that
Positive if heat flows into the boundary
S = { Negative if heat flows out of the boundary (12.149)

0 insul ated

Figure 12.17. Specified heat flux applied on the boundary.
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For other cases where M and/or S is not zero, bg) can be given by

doh "
b :_/ N (Dxicose+0),isn9>dr
I, ax ay

(12.150)
= —/ N (M¢y, + S)dIr
I
where ¢, can be expressed using shape function as follows:
o = No (12.151)
Substituting Eq. (12.151) back into Eq. (12.150) leads to
bY) = —/ N (~MN®© + §)dr
I'2
= ([ N” MN dr) ®© —/ N”sdr (12.152)
Iy )
k(" £
or
bl = kY@@ (12.153)
in which
k() = / N” MNdr (12.154)
I
is the contribution by the natural boundariesto the ‘stiffness’ matrix, and
f© = /F NTSdr (12.155)
2

is the force vector contribution from the natural boundaries.

Let us now calculate the force vector f ée) for arectangular element shownin Figure 7.8.
Assuming that S is specified over side 1-2,

N1

e _ T L
£ = SNTdr= [ s adg (12.156)

| ) -1 N3

Ny

where the shape functions are given by Eq. (7.51) in the natural coordinate system. Note,
however, that N3 = N4 = 0 along edge 1-2. Substituting the non-zero shape functionsinto
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Eq. (12.156), we obtain

1-8)

1
oo [Fsdaroly s,

12.15
S 1 2 0 ( 7)
0

1
1
0
0

The above equation implies that the quantity of (2aS) is shared equally between nodes 1
and 2 on the edge. This even distribution among the nodes on the edge is valid for all the
elements with a linear shape function. Therefore, if the natural boundary is on the other
three edges of the rectangular element, the force vector can be simply written as follows:

0 0 1
t§5 5 =1Sb 1 . ) 4=Sa 2 . f = Sb 8 (12.158)
0 1 1

Notethat if S is specified on more than one side of an element, the values for {fs(e)} for the
appropriate sides are added together.

The same principle of equal sharing can be applied to the linear triangular element
shown in Figure 12.13. The expression for the force vectors on the three edges can be
simply written as

1 0 1
SL SL SL
(e) 12 (e) 23 (e) 13
fS‘fl—Z = 2 {é} ’ foZ—S = 2 {i] > fol—?: = _2 {2} (12.159)

The quantities L2, L3 and L13 are the lengths of the respective edges of the triangular
element.

To derive kgj) for the rectangular element shown in Figure 7.8 using Eq. (12.154),
we have

N? NiN» NiN3 NiNa

K© _ / y | NiN2 NZ o NaN3 NaNg

M= J.,"" | NIN3 N2N3 N2  N3N4

NiNs NaNa N3Ns N2

dr (12.160)

Note that the line integration is performed round the edge of the rectangular element. If
we assume that M is specified over edge 1-2, then N3 = N4 = 0, and the above equation
becomes

. N} NN 0 O

e NoNi N2 0 0
K$) 1, =aM f_ . AR 0 ol (12.162)

0 0 00
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Evaluation of theindividual coefficients after noting n = —1 gives

f Nldg_/ (1 45)2 E_g

/ N1Nade = / wdg _2 (12.162)

6
1 2 2
/ deg_/ (:é) 5—5

Equation (12.161) thus becomes

2100 §§00
2aM |1 2 0 0 12 90
(e)_ — 5 6
Ki71 o s 1000 0 (2aM)OOOO (12.163)
00O0O 0000

Itis observed that the amount of (2aM) is shared by four components k11, k12, k21 and koo
inratiosof % 2 1 1 and . This sharing principle can be used to directly obtain the matrices
k(e) for astuatlon where M is specified on the other three edges. They are

0000 0 00O
K© _ M2 10 2 10 K© _M2a10 0 0 O
M2-37 g 01 2 0} M3-47 g 0 0 2 1}
0 00O 0 01 2
(12.164)
2 0 01
K© M2, {0 0 O O
Ml-4— 6 |0 0 0 O
1 0 0 2

This sharing principle can also be applied to linear triangular elements, since the shape
functions are also linear. We therefore obtain

2 10 00

ML;; ML,

© : © ik
kﬂj,i_jo” 12 0|, ky = 6’ 0 2
000 01

2 01

ML;

(e) ik
K., = {o 0 o}

6 110 2

N = O

(12.165)

12.4.5 Point Heat Source or Sink

If there is a heat source or sink in the domain of the problem, it is best recommended that
in the modelling, anode is placed at the point where the source or sink is located, so that
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the source or sink can be directly added into the force vector, as shown in Figure 12.18. If,
for some reason, this cannot be done, then we have to distribute the source or sink into the
nodes of the element, in which the source or sink islocated. To do this, we have to go back
to Eq. (12.122), which is once again rewritten:

10 = / ON dA (12.166)

Consider a point source or sink in atriangular element, shown in Figure 12.19. The source
or sink can be mathematically expressed using the delta function

0 = Q"(x — X0)3(y — Yo) (12.167)

{F}

f>

(@

Figure 12.18. A heat source or sink at a node of the FE model.

<Y

Figure 12.19. A heat source or sink in a triangular element.
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where Q* represents the strength of the source or sink, and (Xo, Yo) is the location of the
source or sink. Substitute Eq. (12.167) into Eq. (12.166), and we have

N;i
f(Qe) = Q*/ Nj ¢ 8(x — X0)8(y — Yo)dx dy (12.168)
A, Nk
which becomes
) N; (Xo, Yo)
f5) = 0* 1 N;(Xo. Yo) (12.169)
Ni(Xo, Yo)

Thisimplies that the source or sink is shared by the nodes of the elements in the ratios of
shape functions evaluated at the location of the source or sink. This sharing principle can
be applied to any type of elements, and also other types of physical problems. For example,
for a concentrated force applied in the middle of a2D element.

12.5 SUMMARY

Finite element formulation for field problems governed by the general form of a Helmholtz
equation can be summarized as follows.

2 2
95 6)(‘2 +Dy 6? -gp+Q=0
kt = Kt 2 2hg Source

and sink

©=pO+[kO + kO + kENDOE_(f (O 4§ +£ (&
R®=b +[kD+kg+kM]<I> (fQ +fQ*+fS)

HC) £(9

Only for elements on the
derivative boundary

h hey

—_ -

-M¢p,+S
A

] A
b(e):—Jl NT [DX % cosH+Dy% sin@] dr

yA

-
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Representative section
to beanalysed\ ¢s=-6°C
I I Heati nicabl es
2cm
° 1 o_V ° °

o
o)
3

by

Insulation

Figure 12.20. Cross-section of a road with heating cables.

Heat convection

11 18 25 32

10| 17| 24| 31
1 13 ha 15

9 6| 23| 30
16 7 18 o |0

for
8 15 22 29
CRZL 22 23 24 25

7 14 21 28
Repetitive boundary no |26 7 128 129 30
heat flow across

M=0,S=0 6 B 20| 2z Repetitive boundary no
31 132 33 34 35 heat flow across
5 2] 19| 2 M=0,5=0
36 B7 38 39 40
33" . 35 367 . 37
34 | T 88
a1 42 a3
2 4
44 46 47
1 3
45 48 49
Insulated
M=0,S=0

Figure 12.21. 2D finite element mesh with boundary conditions.
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12.6 CASE STUDY: TEMPERATURE DISTRIBUTION OF
HEATED ROAD SURFACE

Figure 12.20 shows a cross-section of a road with heating cables to prevent the surface of the
road from freezing. The cables are 4 cm apart and 2 cm below the surface of the road. The
slab rests on a thick layer of insulation, and the heat loss from the bottom can be neglected.
The conductivity coefficients are ky = ky, = 0.018 W/cm°C and the surface convection
coefficient is 7 = 0.0034 W /cm°C. The latter corresponds to about a 30-35 km/hr of wind
velocity. The surface temperature of the road is to be determined when the cable produces
0.080 W/cm of heat, and the air temperature is —6°C.

12.6.1 Modelling

Since the road is very long in the horizontal direction, a representative section shown in
Figure 12.20 can be used to model the whole problem domain. The FE mesh is shown in
Figure 12.21, together with boundary conditions specified.

The mesh shown in Figure 12.21 demonstrates mesh transition from an area consisting
of a sparse mesh to an area of denser mesh. The analyst has chosen to mesh it this way,
since the temperature distribution at the bottom of the model is not that critical. Hence,
computational time is reduced as a result. The transition is done with the use of triangular
elements in between larger rectangular elements and smaller rectangular elements. Note
that all the elements used are linear elements, and hence the mixture of elements here is
still compatible.

12.6.2 ABAQUS Input File
Part of the ABAQUS input file is shown here:

* HEADI NG
Cal cul ation of 2D heat transfer

* %

* NODE

1, 0., 6.

2, 0.5, 6.

3, 1., 6.

4, 1.5, 6.

5 2., 6. Nodal cards
Node ID, X-coordinate, y-coordinate.

46, 1., 1.

47, 2., 1.

48, 1., 0.

49, 2., 0.

* *
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*ELEMENT, TYPE=DC2D4, ELSET=QUAD
1, 45, 48, 46, 44 Element (connectivity) cards
2,48, 49, 47, 46 Element type here is DC2D4 which
represents a 2D, four-node
quadrilateral, heat transfer element.

31, 14, 15, 10, 9 (Element ID, node 1, node 2,
32,9,10,5,4 node 3, node 4)

* %

*ELEMENT, TYPE=DC2D3, ELSET=TRI

33,41, 37,36 Element (connectivity) cards
34,41, 42,37 Element type here is DC2D3 which

represents a 2D, three nodal
triangular, heat transfer element.
(Element ID, node 1, node 2, node 3)

37,39, 43, 40

38, 42, 43, 39

* % Property cards

** Define properties to the
*SOLI D SECTI ON, ELSET=QUAD, MATERI AL=ROAD | elements of sets “QUAD” and
}; ' “TRI”. They will have the
*SOLI D SECTI ON, ELSET=TRI, MATERI AL=ROAD InﬁenféiiggiueSdeﬁned
1., under .

* %
* %

*MATERI AL, NAME=ROAD

* %

* CONDUCTI VI TY, TYPE=I SO Material cards

0. 018,

** Define material properties under the name
* % “ROAD”. Thermal conductivity

* STEP coefficient is being defined. TYPE=ISO
** represents isotropic properties.

*HEAT TRANSFER, STEADY STATE

0.1, 1.

- Control cards

*ELSET, ELSET=SURFACE Indicate the steady state, heat transfer analysis.

11, 18, 25, 32

*ELSET, ELSET=LEFT_QUAD, GENERATE
1, 2, 1

5 11, 1

*ELSET, ELSET=RI GHT_QUAD, GENERATE
3, 4, 1

26, 32, 1 Element sets
*ELSET, ELSET=BASE

1, 3

*ELSET, ELSET=LEFT_TRI

Group elements into sets to be referenced
when defining boundary conditions.

33
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*ELSET, ELSET=RI GHT_TRI

fLSET NSET=SOURCE BC cards

01 - The keyword *FILM is used to define the heat

* % convection properties. In the data line, the first input
*FILM OP=NEW refersto the element set SURFACE, the second
SURFACE, F3, -6., 0.0034 | refersto the surface or edge the convection is

** occurring, the fourth is the sink temperature, and

** insulated edges lastly, the convection coefficient.

*DFLUX, OP=NEW *DFLUX isfor specifying distributed heat flux. In
LEFT_QUAD, 34, 0. this case, the l€ft, right and bottom edges are all

Rl GHT_QUAD, S2, O. insulated (= 0)_

BASE, S1, O.

LEFT_TRI, S3, O.

E[ GIT_TR, S2, 0. Load cards

** heat source Theload here is a concentrated heat flux or source defined by
* % *CFLUX and applied on node 21 or node set SOURCE. Note

*CFLUX, OP=NEW that in this case the DOF for the temperature is defined by the
SOURCE, 11, 0.08 number 11.

* %

*NODE PRI NT, FREQ=1

NT,

*NODE FI LE, FREQ:=1 Output control cards

NT, Define the requested output. Inthiscase, NT isthe nodal
* temperature.

*END STEP

Theinformation provided in the above input file is used by the software in similar ways as
discussed in case studies in previous chapters.

12.6.3 Result and Discussion

Running the above problem in ABAQUS, the nodal temperatures can be calculated.
Figure 12.22 shows a fringe plot of the distribution of the temperatures in the model. It
can be seen clearly how the temperature varies from a maximum at the heat source (the
heating cables) to other parts of the road cross-section.

In the analysis, the temperatures at al the nodes are calculated. For this problem, we
would beinterested in only the temperature of the road surface. Table 12.1 shows the nodal
temperature on the surface of the road. It can be seen here how the presence of the heating
cables under the road is able to keep the road surface at a temperature above the freezing
point of water (0°C), as shown in Table 12.1. This would prevent the build up of ice on
the road surface during winter, which makesit safer for drivers on the road. The usefulness
of the finite element method is demonstrated here, as there are actually many parameters
involved when it comesto designing such asystem. For example, how deep should thecables
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Time: 20:20:33
Date: 02/26/10

Contour
Node Scalar 1

Color  Index

1.295E+01
1.229E+01
1.162E+01
1.096E +01
1.030E+01
9.640E +00
8.978E+00
8.316E+00
7.654E+00
6.992E+00
6.331E+00
5.699E +00

Min = 5.669389E +00
Max = 1.361031E +01
MinID=5

Max 1D =21

PRNWAUON®OO>m

Fringe 1:
Temperature (Nodal)
Layer or Sectio Point

ar
AUSECTION_POINT_1

Default
Step 1

Figure 12.22. Temperature distribution of the cross-section of a road.

Table 12.1. Nodal temperatures
of road surface

Node Temperature (°C)

5.861
5.832
5764
5.697
5.669

aa b wN P

be buried underground; what should be the distance between cables; what amount of heat
generated by the heating cablesis sufficient for the purpose, and so on. The finite element
method used here can effectively aid the engineer in deciding upon all these parameters.

12.7 REVIEW QUESTIONS

1. (@ A finwith alength of L hasauniform cross-sectional area A and thermal conduc-
tivity k, as shown in Figure 12.23. A linearly distributed heat supply is applied on
the fin. The temperature at the left end is fixed at Tp, and the heat flux at the right
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Figure 12.23. ID fin with linearly distributed heat supply.
h=0.1 W/cm?°C

91=-5°C T e

k=02 WiemeC =] S —T——K=0.06 Wicm°C

>l > >
2cm  4cm 2cm

Figure 12.24. Sandwiched composite wall.

end is go. The governing equation for the fin is given by

2
Ak8—¢+Q=O, O0<x<L
9x2

Develop the finite element equation for atwo-node element.
(b) If L = 8m,A = 1m% k = 5J/°Cms, Q = 100J/sm, Tp = 0 and g0 =

15J/m?s, determine the temperatures at the nodes by using two linear elements.
Figure 12.24 shows a sandwiched composite wall. Convection heat loss occurs on the
left surface, and the temperature on the right surface is constant. Considering a unit
area, and with the parameters given in Figure 12.24, use three linear elements (one for
each layer) to

(a) determine the temperature distribution through the composite wall, and
(b) calculate the flux on the right surface of the wall.

Consider a soldering situation where the tip raises the temperature at point A of a
copper wireto 100°C (Figure 12.25). The wireis 15cm long and 0.02 cm in diameter.
The temperature at both ends is 20°C. The thermal conductivity k of the copper wire
is26J/°C ms. Assume the circumferential surface of the wireis adiabatic. Using three
linear elements of equal length,

(a) determine the heat flux into the wire at point A, and
(b) determine the heat flux at both ends of the wire.
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100°C

20°C 20°C

ENY

-~
h 4

5cm 10cm

Figure 12.25. Soldering of copper wire.

|A [
¢ »
(o) o) o)
1 2 3

Figure 12.26. Quadratic |D element.

(c) explain whether three elements are really needed for this problem, and
(d) repeat (a) and (b), for giving aheat flux of 4 x 10~2 J/sinstead of the temperature.

4. Consider aquadratic heat-conduction line element with three equally spaced nodes as
shown in Figure 12.26:

(@) Using the quadratic element, determine the heat conduction matrix.

(b) Using one linear element for the left portion, and one quadratic element for the
right portion of the wire shown in Figure 12.25, determine the heat flux at point A
and both ends of the wire.

(c) Comment on the results by comparing with the results of Question 3.
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USING ABAQUS®

13.1 INTRODUCTION

Realistic finite element problems might consist of up to hundreds of thousands, and even
several millions, of elements and nodes, and therefore they are usually solved in practice
using commercially available software packages. There is currently a large number of
commercial software packages available for solving a wide range of problems: solid and
structural mechanics, heat and mass transfer, fluid mechanics, acoustics and multi-physics,
which might be static, dynamic, linear and nonlinear. Most of these software packages
use the finite element method, or are used in combination with other numerical methods.
All these software packages are developed based on similar methodology described in this
book, with many detailed and fine tuned techniques and schemes. Table 13.1 lists some
of the commercially available software packages that use the FEM, Finite Volume Method

Table 13.1. Commercially available software packages

Software packages Methods used

Application problems

ABAQUS

I-deas
LS-DYNA

Sysnoise
NASTRAN
MARC
MSC-DYTRAN
ANSYS

ADINA DIANA

FEM (implicit,
explicit)

FEM (implicit)

FEM (explicit)

FEM/BEM
FEM (implicit)
FEM (implicit)
FEM + FVM
(explicit)
FEM (implicit)

FEM (implicit)

Structural analysis, acoustics, thermal analysis, etc.

Structural analysis, acoustics, thermal analysis, etc.

Structural dynamics, computational fluid dynamics,
Fluid-structural interaction, etc.

Acoustics (frequency domain)

Structural analysis, acoustics, thermal analysis, etc.

Structural analysis, acoustics, thermal analysis, etc.

Structural dynamics, computational fluid dynamics,
Fluid-structural interaction, etc.

Structural analysis, acoustics, thermal analysis,
multi-physics, etc.

Structural analysis, computational fluid dynamics,
Fluid-structural interaction, etc.

324
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(FVM) and Boundary Element Method (BEM). This chapter introduces the use of ABAQUS,
developed by Hibbitt, Karlsson & Sorenson, Inc., due to its strong capabilities in dealing
with nonlinear problems.

With the development of convenient user interfaces, most finite element software can
be used as a ‘black box’, and is used by many users without proper knowledge of the FEM.
The authors have seen many cases of misusing FEM packages, which results in simulations
that can be described as garbage in and garbage out. The danger is that the garbage output
is often covered by beautiful pictures and animations that can lead to harmful decisions in
designing an engineering system.

Understanding of the materials covered in the previous chapters should shed some
light into the black box, leading to the proper use of most software packages. This
chapter uses ABAQUS as an example to describe proper use of commercial software
packages from the user’s point of view. Chapters 1 to 12 have highlighted the various
concepts in the finite element method, and the case studies actually relate these con-
cepts to examples of using the ABAQUS software. Throughout the case studies in this
book, the analyses are carried out using ABAQUS/Standard finite element software (ver-
sion 6.1). There are other modules in the ABAQUS finite element package, including
ABAQUS/Explicit, ABAQUS/CAE and ABAQUS/Viewer. ABAQUS/Explicit is mainly
used for explicit dynamic analysis. ABAQUS/CAE is an interactive preprocessor that
can be used to create finite element models and the associated input file for ABAQUS.
ABAQUS/Viewer is a menu-driven interactive post-processor for viewing the results
obtained from ABAQUS/Standard and ABAQUS/Explicit. In this chapter, however, the
focus will be on the writing of the ABAQUS/Standard input file, and ABAQUS/Standard
will from now on just be called ABAQUS. This book cannot and will not try in any way to
replace the extensive and excellent manuals provided together with the ABAQUS software.
This chapter will just serve as a general guide especially suited for beginner users to have
a quick start in using ABAQUS, without going through the details of thick manuals. It
is hoping that readers, after reading this chapter, will have an even better understanding
of the finite element concepts being implemented in the finite element software. It should
be noted that though only ABAQUS is introduced in this book, the use of other software
packages is actually similar in many ways, except for the detailed format of inputs and
outputs.

13.2 BASIC BUILDING BLOCK: KEYWORDS AND DATA LINES

The first step to writing an ABAQUS input file is to know the way in which data is
included in the input file. In ABAQUS, the data definitions are expressed in what are
termed ‘option blocks’ or ‘groups of cards’. Basically, it is thus called because the user has
the option to choose particular data blocks that are relevant for the model to be defined.
Each option block can be considered to be a basic building block that builds up the entire
input file. The option block is introduced by a keyword line, and if the option block requires
data lines, these will follow directly below the keyword line. The general layout of a
particular option block is shown in Case 1 with the definition of beam elements as an
example.
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Casel

*ELEMENT, TYPE=B23, ELSET=BEAM } Keyword line begin with *
1, 1, 2

2 2 3 Data lines

Keyword lines begin with an asterisk, * , followed by the name of the block. In this case,
to define elements in the element block identified with the keyword ELEMENT. Subsequent
information on the keyword line provides additional parameters associated with the block
being used. In this case, it is necessary to tell ABAQUS what type of elements are being
used (B23 — 2 node, 1D Euler—Bernoulli beam element), and the elements are grouped up
into a particular set with the arbitrary given name ‘BEAM’. This grouping of entities into
sets is a very convenient tool, which the analyst will use very often. It enables the analyst
to make references to the set when defining certain option blocks.

The data lines basically provide data, if required, that is associated with the option block
used. In the example in Case 1, element identification (i.d.) and the nodes that make up
the element are the necessary data required. Note that the information provided in the data
lines would vary with some of the parameters defined in the keyword line. For example, if
the element type being used is a 2D plane stress element, then the data lines would require
different data, as shown in Case 2.

Case2

*ELEMENT, TYPE=CPS4, ELSET=PLSTRESS

l, 11 3: 4: 2 . st nd rd th

2 3 5 6 4 Element i.d., 1°" node, 2" node, 3™ node, 4™ node

’ ) ’

Note that, in this case, the element type CPS4 which represents four-nodal, 2D solid ele-
ments is being used, and correspondingly, the data lines must include the element i.d. (as
before), and four nodes that make up each element instead of two for the case of the beam
element previously.

13.3 USING SETS

In the last section, it was seen in Case 1 that elements can be grouped into a set for future
reference by other option blocks. A set can be a grouping of nodes or a grouping of elements.
The analyst will usually provide a name for the set that contains between 1-80 characters.
For example, in Case 1, ‘BEAM’ is the name of the set containing elements 1 and 2; and in
Case 2, ‘PLSTRESS’ is the name of the set containing elements 1 and 2. In both examples,
the sets are defined together with the definition of the elements themselves in the element
block. However, sets can also be defined as a separate block on their own. In Case 3, the
pinned support of the 1D beam is to be defined. Nodes 1 and 11 (provided in the data line
for the ‘NSET’ block) are first grouped in the node set called ‘SUPPORT’. Then using the
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‘BOUNDARY" option block, the node set, ‘SUPPORT"” is referenced to constrain the DOFs,
1 and 2 (x translation and y translation) to zero. In other words, rather than having four data
lines for the two nodes 1 and 11 (each node having to constrain two DOFs), we now have
only two lines with the reference to the node set ‘SUPPORT’. Another thing to note in this
example is the use of comment lines. Comment lines exist in ABAQUS too, just as in most
programming languages. Comment lines begin with two asterisks, * * , and whatever follows
in that line after that will not be read by ABAQUS as input information defining the model.

Case3

** NODE SET FOR SUPPORTS

*NSET, NSET=SUPPCRT 1 2 3 4 5 6 7 8 9 10 11
1, 11 —o0—0—0—0—0—0—0—0—0—9°
* % A A
** PN SUPPORT

* BOUNDARY

SUPPCRT, 1,,0. Node set name or node i.d., 15! DOF to be constrained,
SUPPCRT, 2,, 0. last DOF to be constrained, magnitude of prescribed condition

Thisis, of course, avery simple case, and the reduction in the number of datalinesfrom
four to two may not seem very significant. However, imagine if the model is a huge 3D
model, and one whole surface containing about 100 nodes is to be prescribed a boundary
condition. If the nodes on this surface were not grouped into node sets, then the user would
end up with 100 x (No. of DOFs to be constrained) datalines just to prescribe aboundary
condition. A more efficient way, of course, isto group the nodes in this particular surface
in a node set, and then like Case 3, write down the data lines referencing the node set to
be constrained. In this way, the number of data lines for the ‘BOUNDARY’ block would
be equal to the number of DOFs to be constrained. Similar use of sets can be applied to
elements as well. One common use of element sets (ELSET) is the referencing of element
properties to the elements in a particular set (see the example in Section 13.5.3). Sets are
thus the basic referencing tool in ABAQUS.

13.4 ABAQUS INPUT SYNTAX RULES

The previous section introduced the way in which data are organized in the ABAQUS input
file. Like most programming languages, there are certain rules which the entries into the
input file must follow. A violation of these ruleswould generally result in syntax error when
ABAQUS is run, and most of the time the analysis will not be carried out. So far, it has
been shown that ABAQUS generally hasthreetypes of entriesin the input file: the keyword
lines, the data lines and the comment lines. Comment lines generally do not need many
rules, except that it must begin with two asterisks (* *) in columns 1 and 2. This section
therefore describes the rules that apply to all keywords and data lines.
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13.4.1 Keyword Lines

The following rules apply when entering a keyword line:

e Thefirst non-blank character of each keyword line must be an asterisk (*).

The keyword must be followed by a comma (, ), if any further parameters are to be
included in the line.

Parameters are separated by commas.

Blanks on a keyword line are ignored.

A line can include no more than 256 characters including blanks.

Keywords and parameters are not case sensitive.

Parameter values are not usually case-sensitive. The only exceptions to this rule are
those imposed externally on ABAQUS, such as file names on case-sensitive operating
systems.

If a parameter has a value, the equal sign (=) is used. The value can be an integer, a
floating point number, or a character string, depending on the context. For example,

*EL FILE, PQOS=I NTEG FREQ=1

Continuation of akeyword line is sometimes necessary, especially when thereisalarge
number of parameters. If the last character of a keyword lineis a comma, the next line
is treated as a continuation line. For example, the example stated in the previous rule
can also be written as

*EL FILE, POS=INTEG
FREQ=1

13.4.2 Data Lines

The datalines must immediately follow akeyword line if they are required. The following
rules apply when entering adata line:

A dataline can include no more than 256 characters including blanks.

All data items are separated by commas. An empty data field is specified by omitting
data between commas. ABAQUSwill usevalues of zerosfor any required numeric data
that are omitted, unless there is a default value alocated. If adataline contains only a
single dataitem, the data item should be followed by a comma.

e A linemust contain only the number of items specified.
e Empty datafields at the end of aline can beignored.
o Floating point numbers can occupy amaximum of 20 spacesincluding the sign, decimal

point, and any exponential notation.

Floating point numbers can be given with or without an exponent. Any exponent, if
input, must be preceded by E or D and an optional (—) or (+) to indicate the sign of the
exponent.

Integer dataitems can occupy amaximum of 10 digits.
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e Character strings can be up to 80 characters long and are not case-sensitive.

e Continuation lines are allowed in specific instances, such as when defining elements
with a large number of nodes. If alowed, such lines are indicated by a comma as the
last character of the preceding line.

13.4.3 Labels

Examples of labels are set names, surface names and material names, and they are case-
sengitive, unlike the other entries in the keyword line. Labels can be up to 80 characters
long. All spaceswithin alabel areignored unlessthe label is enclosed in quotation marks,
inwhich case all spaceswithin the label are maintained. A label that is not enclosed within
guotation marks may not include a period (.), and should not contain characters such as
commas and equal signs. If alabel isdefined using quotation marks, the quotation marksare
stored as part of the label. Any subsequent reference or use of the label should also include
the quotation marks. Label scannot begin and end with adoubleunderscore(e.g. _ ALU_ ).
Thislabel format isreserved for use internally within ABAQUS.

13.5 DEFINING A FINITE ELEMENT MODEL IN ABAQUS

Though the use of apreprocessor like ABAQUS/CAE or PATRAN can behelpful in creating
the finite element model and generating the input file for complex models, the analyst will
still often find that the preprocessor cannot automatically generate many functionsavailable
in ABAQUS, which are required in the input file. In away, today’s preprocessors mainly
cater for the most common problems. A specific analysis will often require more than just
the usual analysissteps, and thisiswhen an analyst will find that knowing the basic concepts
of writing aninput filewill enable him or her to either writeawholeinput filefor the specific
problem, or to modify the existing input file that is generated by the preprocessor.

An ABAQUS input fileis an ASCII data file which can be created or edited using any
text editor. The input file contains two main sets of data: model data and history data. The
model data consists of data defining the finite element model. This part of the input file
defines the elements, nodes, element properties, material properties and any other data that
specifies the modél itself. Looking at the input files provided for the case studies included
in previous chapters, it should be noted that &l the data provided beforethe “*STEP’ lineis
considered asthemodel data. The history dataon the other hand defineswhat happensto the
finite element model. It tells ABAQUS the events the model has gone through, the loadings
the model has, the type of response that should be sought for, and so on. In ABAQUS, the
history datais made up of one or more steps. Each step defines the analysis procedures by
providing the required parameters. It is possible and in fact quite common to have multiple
steps to define a whole analysis procedure. For example, to obtain a steady-state dynamic
response due to a harmonic excitation at a given frequency by modal analysis, one must
first obtain the eigenvalues and eigenvectors. This can be defined in a step defined by
*FREQUENCY, which calls for the eigenvector extraction analysis procedure. Following
that, another step defined by *STEADY STATE DYNAMICS s necessary that callsfor the
modal analysis procedure to solve for the response under a harmonic excitation. As such,
the history data can be said to make up of series of steps, which in away tells the history
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of the analysis procedure. This section will describe in more detail how a basic model can
be defined in ABAQUS. Input files defining most problems have the same basic structure:

1

2.

3.

Aninput file must begin with the *HEADING option block, which is used to define a
title for the analysis. Any number of data lines can be used to give the title.

After the heading lines, theinput file would usually consist of the model data, whichis
the node definition, element definition, material definition, initial conditions and so on.
Finally, theinput file would consist of the history data, in which is defined the analysis
type, loading, output requests, and so on. Usualy, the *STEP option is the divid-
ing point in the input file between the model and history data. Everything appearing
before the *STEP option will be considered as model data, and everything after will be
considered as the history data.

The following outlines some of the options and data that can be included in the model

and history data. This book will not elaborate on all the available options, and if required,
the user is recommended to refer to the software’s user manual. Elaboration will be done
on some of the necessary options for a basic finite element model |ater.

13.5.1 Model Data
Some of the data that must be included in the model data are as follows:

Geometry of the model: The geometry of the model is described by its elements and
nodes.
Material definitions, which are usually associated with parts of the geometry.

Other optional datain the model data section are:

Parts and an assembly: the geometry can be divided into parts, which are positioned
relative to one another in an assembly.

Initial conditions. non-zero initial conditions such as initial stresses, temperatures or
velocities can be specified.

Boundary conditions: zero-valued boundary conditions (including symmetry condi-
tions) can be imposed on the mode!.

e Congtraints: linear constraint equations or multi-point constraints can be defined.
o Contact interactions. contact conditions between surfaces or parts can be defined.
o Amplitude definitions: amplitude curvesfor which theloads or boundary conditionsare

to follow can be defined.

Output control: options for controlling model definition output to the data file can be
included.

Environment properties. environment properties such as the attributes of a fluid
surrounding the model can be defined.

User subroutines: user-defined subroutines, which alow the user to customize
ABAQUS, can be defined.

Analysis continuation: it is possible to write restart data or to use the results from a
previous analysis and continue the analysis with new model or history data.
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13.5.2 History Data

Asmentioned, inthe history data, theentriesaredivided into steps. Each step beginswiththe
*STEP option and ends with the *END STEP option. There are generally two kinds of step
that can be defined in ABAQUS — the general response analysis steps (can be linear or non-
linear); and the linear perturbation steps. A general analysis step isonein which the effects
of any nonlinearities present in the model can be included. The starting condition for each
general analysisstepistheending condition fromthelast general analysisstep. Theresponse
of each general analysis step contributesto the overall history of the response of the model.
A linear perturbation analysisstep, on the other hand, isused to cal culate thelinear perturba-
tionresponsefromthebase state. The base stateisthe present state of the model at the end of
thelast general analysisresponse. For the perturbation step, the response does not contribute
tothehistory of the overall response, and hence can be called for at any timein between gen-
era steps. For caseswherethegeneral step or thelinear perturbation stepisthefirst step, then
theinitial conditions defined will definethe starting condition or the base state, respectively.
Thefollowing isalist of the analysis types that uses linear perturbation procedures:

*BUCKLE (Eigenvalue buckling prediction)

*FREQUENCY (Natural frequency extraction)

*MODAL DYNAMIC (Transient modal dynamic analysis)

*STEADY STATE DYNAMICS (Modal steady-state dynamic analysis)
*STEADY STATE DYNAMICS, DIRECT (Direct steady-state analysis)
*RESPONSE SPECTRUM (Response spectrum analysis)

*RANDOM RESPONSE (Random response analysis)

Except for the above anaysis types and for the *STATIC (where both general and
perturbation steps can be used), all other analysistypes are general analysis steps.
Some of the data that must be included in the history data or within a step are:

e Analysis type: an option to define the analysis procedure type which ABAQUS will
perform. This must appear immediately after the *STEP option.

Other optional datainclude:

e Loading: some form of external loading can be defined. Loadings can be in the form
of concentrated loads, distributed loads, thermal 1oads, and so on. Loadings can aso
be prescribed as a function of time following the amplitude curve defined in the model
data. If an amplitude curve is not defined, ABAQUS will assumethat the loading varies
linearly over the step (ramp loading), or that the loading is applied instantaneously at
the beginning of the step (step loading).

e Boundary conditions: zero-valued or non-zero boundary conditions can be added, modi-
fied or removed. Notethat if definedinthemodel data, only zero-valued and symmetrical
boundary conditions can be included.

e Output control: controlstherequested output from theanalysis. Output variables depend
upon the type of analysis and the type of elements used.
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e Auxiliary controls: options are provided to alow the user to overwrite the solution
controlsthat are built into ABAQUS.

o Element and surface removal/reactivation: portions of the model can be removed or
reactivated from step to step.

13.5.3 Example of Cantilever Beam Problem

One of the best ways of learning about and understanding the ABAQUS input file is to
follow an example. We shall illustrate with a smple example of modelling a cantilever
beam subjected to a downward force, as shown in Figure 13.1. The above problem can be
modelled using 1D beam elements, and the finite element mesh will be as follows:

Asmentioned, thefirst thing toincludein theinput filewould bethe *HEADING option.
The dataline after the *HEADING keyword line briefly describes the problem.

* HEADI NG
Model of a cantilever beamw th a dowward force

Next will be writing the model data. First, the nodes of the problem must be defined, since
elements must be made up of nodes, and both nodes and elements make up the geometry
of the problem.

A
~
Y

Datafor beam

L=20m

b=25mm

h=40mm

Isotropic material properties:
l E= 69 Gpa

= —»

v=0.33
P=1000N

— p —»
Section A-A

Figure 13.1. Cantilever beam under downward force.

Figure 13.2. Cantilever beam meshed with I D, two-nodal, beam elements.
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* NODE
1, 0.
11, 2.0
*NGEN
1, 11

Using the *NODE option, the nodes at the end are first defined. We then use the option
*NGEN to generate evenly distributed nodes between the first and last nodes. *“NGEN is
one of the several mesh generation capabilities provided by ABAQUS. We could also define
al 11 nodesindividually by specifying their coordinates, but using *“NGEN would be more
efficient for large problems. So we have now defined 11 nodes uniformly along the length
of the beam. Next, the elements would be defined:

*ELEMENT, TYPE=B23

1, 1, 2

*ELGEN, ELSET=RECT_BEAM
1, 10

Here, the *ELEMENT option isused to define the first element that consists of nodes 1 and
2. The TY PE parameter isincluded to specify what type of e ement isbeing defined. In this
case, B23 refersto a 1D beam elment in a plane with cubic interpolation. Users can refer
to the ABAQUS manua for the element library to check the codes for other element types.
Similar to the definition of nodes, *ELGEN isused to generate 1-10 elements subsequently.
The elements are then grouped into a node set called RECT_BEAM. This will make the
referencing of element properties much easier later. So we have now defined 11 nodes and
10 elements as shown in Figure 13.2.
The next step will be to define the element properties:

*BEAM SECTI ON, ELSET=RECT_BEAM SECTI ON=RECT, MATERI AL=ALU
0. 025, 0.040
0., 0., -1.0

In the *BEAM SECTION keyword line, the element set RECT_BEAM defined earlier is
now referenced, meaning that the elements grouped under RECT_BEAM will al have the
properties defined in this option block. We also provide the information that the beam has
arectangular (RECT) cross-section. There are other cross-sections availablein ABAQUS,
such as circular cross-sections (CIRC), trapezoidal cross-sections (TRAPEZOID), closed
thin-walled sections (BOX, HEX and PIPE) and open thin-walled sections (I-section and
L-section). ABAQUS aso providesfor a ‘general’ cross-section by specifying geometrical
guantitites necessary to define the section. The material associated with the elementsisalso
defined as ALU, where the properties will be defined later. It is a good time to note that,
unlike most programming languages, the ABAQUS input file need not follow a top-down
approach when ABAQUS is assessing the file. For example, the material ALU is already
referenced at this point under the *BEAM SECTION option block, though its material
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properties are actually defined further down the input file. There will not be any error
stating that the material ALU isinvalid regardless of where the material is defined unlessit
isnot defined at all throughout the input file. Thisistrue for al other entries into the input
file. Let usnow look at the datalines. The first datalineinthe *BEAM SECTION basically
definesthe dimensions of the cross-section (0.025 x 0.04 m). Note that the dimensions here
are converted to metresto be consistent with the coordinates of the nodes. The second data
line basically defines the direction cosines indicating the local beam axis. What is given is
the default values, and this line can actually be omitted in this case.
The next entry in the model data would be the material properties definition:

*MATERI AL, NAMVE=ALU
*ELASTI C, TYPE=I SOTROPI C
69. E9, 0.33

The materia for our example is aluminium, and we name it ALU for short. All the
properties option block will follow after the *“MATERIAL option block, which does not
require any data lines by itself. The *ELASTIC option defines elastic properties, and
TYPE=ISOTROPIC defines the materia as an isotropic material, i.e. the material prop-
erties are the same in all directions. The data line for the *ELASTIC option includes the
values for the Young’s modulus and Poisson’s ratio. Depending upon the type of analy-
sis carried out, or the type of material being defined, other properties may need to be
defined. For example, if adynamic analysisisrequired, then the *DENSITY option would
also need to be included; or when the material exhibits viscoelastic behaviour, then the
*VISCOELASTIC option would be required.

At this point, we have amost completed describing the model in the model data. What
isleft are the boundary conditions. Note that the boundary conditions can also be defined in
the history data. What can be defined in the model datais only the zero valued conditions.

* BOUNDARY
1, 1, 6, O.

There is actually more than one way of defining a *“BOUNDARY. What is shown is the
most direct way. The first entry into the data line is the node i.d. or the name of the node
set, if oneis defined. In this case, since it is only one single node, there is no need for a
node set. But many times, a problem might involve a whole set of nodes where the same
boundary conditions are applied. It would thus be more convenient to group these nodes
into a set and referenced in the data line. The second entry is the first DOF of the node to
be constrained, while the third entry is the last DOF to be constrained. In ABAQUS, for
displacement DOFs, the number 1, 2 and 3 would represent the translational displacements
inthex, y and z-directions, respectively, while the numbers 4, 5 and 6 would represent the
rotationsabout the x, y and z-axes, respectively. Of course, depending onthetype of element
used and the type of analysis carried out, there may be other DOFs represented by other
numbers (refer to the ABAQUS manual). For example, if a piezoelastic analysisis carried
out using piezoelastic elements, there is an additional DOF (other than the displacement
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DOFs) number 9 representing the electric potential of the node. In this case, al the DOFs
from 1 to 6 will be constrained to zero (fourth entry in the dataline). Strictly speaking, the
DOFs available for the 1D planar, beam element in ABAQUS are only 1, 2 and 6 since
the others are considered out of plane displacements. Since we constrained all six DOFs,
ABAQUS will just give awarning during analysis that the constraints on DOFs 3, 4 and 5
will be ignored, since they do not exist in this context.

There are numerous parameters that can actually be included in the keyword line of the
*BOUNDARY option if they are required (refer to the ABAQUS manuals for details). For
example, the boundary condition can be made to follow an amplitude curve by including
AMPLITUDE = Name of amplitude curve definition in the keyword line. ABAQUS also
provides for certain standard types of zero-valued boundary conditions. For example, the
above boundary condition can also be written as

* BOUNDARY
1, ENCASTRE

The word ENCASTRE used in the data line represents a fully built-in condition, which
also means that DOFs 1-6 are constrained to zero. Other standard boundary conditions are
listed in Table 13.2. After defining the boundary condition, we have now completed what
isrequired for the model data of the input file.

We now need to define the history data. As mentioned, the history data would begin
with the *STEP option. In this example, we would be required to obtain the displacements
of the beam aswell asthe stress a ong the beam due to the downward force. One step would
be sufficient here and the loading will be static:

*STEP, PERTURBATI ON
*STATI C

The perturbation parameter following the *STEP option basically tells ABAQUS that only
alinear response should be considered. The *STATIC option specifies that a static analysis

Table 13.2. Standard boundary condition types in ABAQUS

Boundary condition type Description

XSYMM Symmetry about a plane x = constant (DOFs 1, 5, 6 = 0)
YSYMM Symmetry about aplane y = constant (DOFs 2, 4, 6 = Q)
ZSYMM Symmetry about a plane z = constant (DOFs 3, 4,5 = 0)
ENCASTRE Fully clamped (DOFs 1 to 6 = 0)

PINNED Pinned joint (DOFs 1, 2,3 =0)

XASYMM Anti-symmetry about a plane x = constant (DOFs 2, 3, 4 = 0)
YASYMM Anti-symmetry about aplane y = constant (DOFs 1, 3,5 = 0)

ZASYMM Anti-symmetry about a plane z = constant (DOFs 1, 2, 6 = 0)
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isrequired. The next thing to include will be the loading conditions:

*CLOAD
11, 2, -1000.

ABAQUS offersmany types of loading. *CLOAD represents concentrated loading, whichis
the case for our problem. Other types of loading include *DLOAD for distributed loading,
*DFLUX for distributed thermal flux in thermal-stress analysis, and *CECHARGE for
concentrated electric charge for nodes of piezoelectric elements. The first entry in the data
line is the node i.d. or the name of the node set if defined, the second is the DOF the
load is applied to, and the third is the value of the load. In our case, since the force is
acting downward, it is acting on DOF 2 with a negative sign following the convention
in ABAQUS. Most loadings can aso follow an amplitude curve varying with time by
including AMPLITUDE = Name of amplitude curve definition in the keyword line. This
isespecially so if transient, dynamic analysisis required.

For this problem, there is not much more data to include in the history data other than
the output requests. The user can request the type of outputs he or she wants by indicating
asfollows:

NODE PRI NT, FREQ=1

"

NODE FI LE, FREQ-1

ELEMENT PRI NT, FREQ=1

ELEMENT FI LE, FREQ=1

*
U
*
U
*
S
E
*
S
E

From what we learned from the finite element method, we can actually deduce that certain
output variables are direct nodal variables like displacements, while others like stress and
strain are actually determined as a distribution in the element using the shape functions.
In ABAQUS, this difference is categorized into nodal output variables and element output
variables. *“NODE PRINT outputs the results of the required nodal variablesin an ASCII
text file(.dat file), whilethe *NODE FIL E ouputstheresultsin abinary format ( fil file). The
binary format can beread by post-processorsinwhichtheresultscan bedisplayed. Similarly,
*ELEMENT PRINT outputs element variablesin ASCII format, while *ELEMENT FILE
outputs them in binary format. A list of the different output variables can be obtained in
the ABAQUS manuals. For our case, U in the data lines for *“NODE PRINT and *NODE
FILE will output al the components of the nodal displacements. S and E represent all
the components of stress and strain, respectively. So if the analysis is run, there will be
altogether three tables: one showing the nodal displacements, one showing the stresses in
the elements, and the last one showing the strainsin the elements. The last thing to do now
is end the step by including *ENDSTEP. If multiple steps are present, this would separate
the different steps in the history data.
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Running the analysis
So the whole input file defining the problem of the cantilever beam is shown below:

* HEADI NG

Model of a cantilever beamw th a dowmward force
* %

* NCDE

1, 0.

11, 2.0

* NGEN

1, 11

* %

*ELEMENT, TYPE=B21

1, 1, 2

*ELGEN, ELSET=RECT_BEAM
1, 10

* %

* BEAM SECTI ON, ELSET=RECT_BEAM SECTI ON=RECT, MATERI AL=ALU
0. 025, 0.040

0., 0., -1.0

* %

*MATERI AL, NAME=ALU
*ELASTI C, TYPE=| SOTROPI C
69. E9, 0.33

* %

* BOUNDARY

1, 1, 6, O.

* %

*STEP, PERTURBATI ON
*STATI C

* %

*CLOAD

11, 2, -1000.

* %

*NODE PRI NT, FREQ=1

Y,

*NCDE FI LE, FREQ=1

U,

*ELEMENT PRI NT, FREQ=1
S,

E

*ELEMENT FILE, FREQ=1
S,

E

* %

* ENDSTEP
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ABAQUS input files end with the extension .inp. So if we call this file beam.inp, we can
run this examplein ABAQUS using the following command at the command prompt (note
that, to-date, ABAQUS is usually run on aunix platform):

abagqus job = beam

Users can check the full syntax of the ABAQUS execution command in the manuals.

Results
After executing the analysis, there could be several results files generated. In ASCII text
format would be the beam.dat file. ABAQUS ouputsitsresultsin ASCII format in the file
ending with the extension .dat. As mentioned, the binary format would beinthe filewith the
fil extension, andisgenerally used asinput for post-processors. The .dat file can of coursebe
viewed by any text editor, and it will show lots of numbersassociated with theinput process-
ing, the analysis steps, and | astly, the requested outputs (“NODE PRINT and *EL PRINT).
These output data can of course be used for plotting graphs or as inputs to other program-
ming codes, depending on the user. Many userswould view the resultsusing post-processors
like ABAQUS/Post, ABAQUS/Viewer, PATRAN, and so on. The choice is entirely up to
the preference of the user, and of course, the availability of these post-processors. In this
book, the results are viewed using PATRAN, and the results are shown below.

Figure 13.3 shows the deformation plot of the cantilever beam as obtained in PATRAN.
This plot shows how the cantilever beam deforms under the applied loads. The actual

MSC/PATRAN Version 8.5 07-Feb-0217:29:34
Deform: Static, Stepl, Total Time=0._2: Deformation, Displacements

default_Deformation:
Max 2.90-01 @Nd11

Figure 13.3. Deformation plot from PATRAN.
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Stress, S11 on top and bottom surfaces of beam (Pa)
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Figure 13.4. XY-plot of stress, oxx along the beam.

displacements of the nodes can also be included in the deformation plot, but if there are
many nodes, it makes viewing them on-screen difficult. Figure 13.4 shows an XY-plot
obtained in PATRAN of the stress, o, 0n thetop and bottom surface of the beam. The plot
clearly shows a tensile stress on the top and a compressive stress at the bottom. XY -plots
of strain and displacements can be similarly obtained in PATRAN.

13.6 GENERAL PROCEDURES

How to write the ABAQUS input file of a simple problem of a cantilever beam has been
shown in the previous section. This chapter will not be sufficient to go through the many
keywords that are available in ABAQUS, and therefore the focus will not concentrate on
that. Readers and users should consult the manuals for more information regarding the
keywords. This section thus aims to provide a general guide not just to using ABAQUS,
but generally to most finite element software.

From the previous example, it can be seen that certain information must be provided
for the software to carry out the analysis. Thisinformation isrequired to solve for the finite
element problem, and it has been highlighted throughout this book that the information is
mainly used to formulate the necessary matrices. Of course, there are certain parameters
that govern the algorithm and the way in which the equations are solved in the program
as well. So in this sense, there should not be much difference between different software
other than the format in which the information is supplied and the way in which results
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Node Definitions
(*NODE, *NGEN, *NCOPY, *NFIL, *NSET)

GEOMETRY
DEFINITION
Element Definitions
(*ELEMENT, *ELGEN, *ELCOPY, *ELSET)
*BEAM SECTION,*SHELL SECTION, ELEMENT
*SOLID SECTION,*MEMBRANE — PROPERTIES
SECTION, etc. DEFINITION

¥

*MATERIAL, *ELASTIC, *DENSITY, MATERIAL

*VISCOELASTIC, *DAMPING, etc. E’Egr,\[ﬁirlois

v

*BOUNDARY, *CONTACT BOUNDARY
INTERFERENCE, *CONTACT PAIR, —{ ANDINITIAL
*INITIAL CONDITIONS, etc. CONDITIONS

Y

*CLOAD, *DLOAD, *DFLUX,
*CECHARGE, * DECHARGE, — LOADING
*TEMPERATURE, etc. CONDITIONS

A4

*STATIC,*STEADY STATE DYNAMICS,

*PIEZOELECTRIC, *MASS DIFFUSION,  — ANT‘Q'.;S'S
*HEAT TRANSFER, €fc.
*NODE PRINT,*NODE FILE, *EL PRINT, OUTPUT
*EL FILE, efc. —  REQUESTS

Figure 13.5. General information required by finite element software.

are presented. Figure 13.5 is a summary of the general information that finite element
software requires to solve most problems. The keywords provided on the left are some of
the keywords used in ABAQUS to provide that particular information. To summarize, we
would first need to define the geometry by defining the nodes and the elements. Remember
that in the finite element method, the whole domain is discretized to small elements. Thisis
generally called meshing. Next, wewould need to provide some properties for the elements
used. For example, using 1D beam elementswould require oneto provide the type of cross-
section and the cross-section dimension; or when using 2D plate elementsit would require
the thickness of the plate to be provided, and so on. After that we would need to define
the properties of the material or materials being used and associated with the elements.
We would then need to provide information regarding the boundary and initial conditions
the model isunder. Thisis necessary for the solver to evaluate the equations. Similarly for
the loading conditions, which must also be provided unless there is no load on the model
like in many analyses involving natural frequencies extraction. After al this, the model is
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more or less defined. The next step would be to tell the software what type of problem or
analysisthisis. |s the problem a static analysis, or a transient dynamic analysis, or a heat
transfer analysis? The software would require this information and the user must provide
it with the analysis type. Finally, the user can also tell the software what are the results he
or sheis seeking. For example, for most applied mechanics problems, the displacements
are the true nodal variables that the solver will compute. The software, however, can also
computethe stressand strain from interpolation of these nodal displacementsautomatically,
and this can be done by specifying them in the input file.
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plate element, 178
shell element, 183
truss element, 71, 74
Matrix inversion, 63
Mechanics for solids and structures, 3, 12
Membrane effects, 182—-184
Mesh
compatibility, 254-255, 274, 276
density, 250, 276
generation, 6
Mindlin plate, 28, 32-33, 174-175
Modal analysis, 58-59
Model data, 329-330
Moments, 2628, 30-31

Multi-point constraints (MPC), 267, 271,
273-279

Natural coordinates, 91, 142

Newmark’s method, 63

Nodal interpolation functions, See shape
functions

Non-conforming, 174

Order of elements, 254
Offsets, 265-269

p-adaptivity, 79
Partitions of unity, 47-49, 52, 64—65
Pascal pyramid, 42
Pascal triangle, 41-42
Penalty method, 279
Planar frame element, 109, 110
Planar truss, 74
Plane strain, 20-22, 129-130
Plane stress, 20-21, 129-130
Plate element(s), 5, 28-29, 173-180
Poisson’s equation, 286, 287
Polynomial

basis functions, 43

integrand, 145, 161

interpolation, 39
Potential energy, 37

Quadratic element(s), 130, 157, 216, 219
Quadrilateral element(s), 6, 148—-149, 151

Rate of convergence, 79

Rectangular element(s), 141-148, 156158,
307-308

Reproduction property, 44—45, 50, 65, 78

Serendipity type elements, 157, 219
Shape functions
properties, 44, 65
standard procedure for constructing, 41
sufficient requirements, 64
Single point constraint, 51, 258
Singularity point, 234
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Singularity elements, see crack tip elements
Space frame, 108-109, 114-120
Space truss(es), 67
Static analysis, 58
Steady state heat transfer, 282, 289
Straddling elements, 255
Strain displacement relation/relationship(s), 16,
21,23
Strain energy, 37, 52, 179
Strain matrix, 53, 291
beam element, 93
hexahedron element, 209
linear quadrilateral element, 151
linear rectangular element, 144, 307
linear triangular element, 139, 306
mindlin plate element, 179
tetrahedron element, 200
truss element, 70
Streamline function, 287
Stress intensity factor, 234
Strip element method (SEM), 240, 242, 245
Strong form, 36, 38
Subparametric elements, 153
Subspace iteration, 59
Superparametric elements, 153
Supports
modelling, 270
Symmetric positive definite (SPD), 57, 59
Symmetry, 256
axial, 262
cyclic, 264

mirror, 256
repetitive, 264

Tetrahedron element, 200-207, 216-218
Torsional
deformation, 282, 286
element, 115
Transformation matrix, 56, 72, 74, 113, 117, 184
Transient
analysis, 192
dynamic analysis, 336, 341
response, 60
Triangular element(s), 131-141, 153-156, 289,
305-306
Truss(es), 22-24, 67-89
Two-dimensional (2D) heat transfer, 303, 318

Variational principle(s), 36, 38
Vibration, 12

modes, 59

problems, 240
Visualization, 1, 9
Volume coordinates, 201-202

Wave propagation, 240, 242
Weak form, 19, 36
Weighted residual
approach, 305
method, 8, 36
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