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Introduction

Ben S. Bernanke and Michael Woodford

1

Since about 1990, a significant number of industrialized and middle-income
countries have adopted inflation targeting as their framework for making
monetary policy. As the name suggests, in an inflation-targeting regime the
central bank is responsible for achieving a publicly announced objective for
the inflation rate, typically at a medium-term horizon of one to three years.
Under “flexible” inflation-targeting regimes, now the norm in practice, cen-
tral banks are able to pursue other objectives as well, such as output stabi-
lization, as long as the inflation objective is achieved in the long run. Infla-
tion-targeting central banks have also typically placed a heavy emphasis on
communication, transparency, and accountability; indeed, the announce-
ment of the inflation target is itself motivated in large part as a means of
clarifying the central bank’s objectives and plans for the public.

Countries that have adopted inflation targeting have generally experi-
enced good macroeconomic outcomes, including low inflation and stable
economic growth; and, as already noted, this approach has diffused
around the globe. However, despite more than a decade of experience, im-
portant questions about inflation targeting remain unanswered. Among
these are the following:

1. To what extent does inflation targeting, as practiced, correspond to
an optimal form of monetary policy? Or, to put the question another way,
could the framework of inflation targeting be redesigned in ways that

Ben S. Bernanke is the Howard Harrison and Gabrielle Snyder Beck Professor of Eco-
nomics and Public Affairs at Princeton University and a member of the Board of Governors
of the Federal Reserve System. Michael Woodford is professor of economics at Columbia
University and a research associate of the National Bureau of Economic Research.



would provide better results? For example, should inflation targeting be
strictly forward looking—that is, should it be interpreted as inflation-
forecast targeting—or should current and lagged values of inflation and
other variables affect the policy setting? Should central banks attempt to
target inflation or the price level? Is there any theoretical reason to expect
the enhanced communication aspect of inflation targeting to improve pol-
icy outcomes?

2. To what extent are the improvements in performance observed in
countries that have adopted inflation targeting the direct result of the
change in policy regime, as opposed to other causes? For example, many
countries that did not adopt inflation targeting, or adopted only parts of
the approach, also experienced substantial improvements in macroeco-
nomic performance in the 1990s. Would these countries have done better if
they had adopted full-fledged inflation targeting? Would the inflation-
targeting countries have done as well if they had not gone the inflation-
targeting route? Are there certain preconditions for inflation targeting to
be helpful? Are there institutional or economic circumstances under which
adopting inflation targeting can be counterproductive?

3. The early adopters of inflation targeting, such as New Zealand, the
United Kingdom, Canada, and Sweden, were for the most part industrial-
ized countries. More recently, both middle-income developing countries
and transition economies have begun to experiment with this approach.
Are these countries “ready” for inflation targeting, or would they be better
advised to adopt some other type of monetary regime? What special issues
does inflation targeting raise for developing and transition economies?

To try to answer these and other questions about inflation targeting, the
National Bureau of Economic Research convened a conference in Miami,
Florida, in January 2003, attended by academics, central bankers, and
other experts in monetary policy. The proceedings of this highly stimulat-
ing conference are contained in this volume. In the rest of this introduction
we give a brief overview of the keynote address and the papers that were
presented.

The volume begins with remarks delivered by Mervyn King, the incom-
ing governor of the Bank of England and longtime member of the Bank’s
Monetary Policy Committee, to open the conference. King reflects on the
experience with inflation targeting in the United Kingdom. Although he ac-
knowledges that the adoption of an inflation-targeting framework may not
have been essential to the great improvement in macroeconomic perfor-
mance in the United Kingdom since 1992, King argues that this framework
at least made making the right decisions easier. He reviews the implemen-
tation of inflation targeting at the Bank of England and discusses what he
sees as the important advantages of the approach. These include both a sub-
stantial increase in the professionalism of decision making and increased
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political acceptance of the delegation of technical judgments about the
month-to-month conduct of policy to the Bank. Finally, he argues that in-
flation targeting should be viewed as “a way of thinking about policy”
rather than as “an automatic answer to all the difficult policy questions.”
This insight proves to be a recurrent theme of the papers in this volume.

The papers from the conference fall naturally into three groups. The first
set of papers considers the optimal formulation of an inflation-targeting
policy. Indeed, King argues in his opening remarks that inflation targeting
should be conceived of as “a way of implementing the optimal policy reac-
tion function.” Taking this charge seriously, the first group of papers ex-
amines how an inflation-targeting policy might be implemented in order to
approach this ideal.

Lars E. O. Svensson and Michael Woodford (chap. 2) present a theoret-
ical case for the view that inflation-forecast targeting, if conducted in an
ideal manner, is an optimal monetary policy. Their paper is concerned not
so much with the way in which inflation and other variables should evolve
under an optimal policy—although a position on that question is a neces-
sary starting point for their analysis—but rather with the question of the
implementation of optimal policy, by which they mean the design of a de-
cision procedure for policy that can be expected to bring about the desired
equilibrium. They argue that an inflation-forecast targeting procedure can
be designed that not only is consistent with an optimal equilibrium but also
represents a desirable approach to implementation. Under such a proce-
dure, the central bank considers in each decision cycle how its instrument
must be set in order for the central bank’s current projections regarding the
future evolution of inflation and other variables to satisfy a certain target
criterion, which defines what it means for policy to be “on track.”

The authors judge alternative approaches to implementation according
to several criteria. These include the transparency of the connection be-
tween the public description of the policy rule and ultimate policy goals;
the robustness of the policy rule to model perturbations; and the degree to
which a given policy rule excludes the possibility of alternative, much less
desirable equilibria that arise as a result of self-fulfilling expectations. They
argue that forecast-targeting procedures are especially desirable ap-
proaches to the implementation of optimal policy on the first two grounds.
Determinacy of equilibrium is less easily ensured under such procedures
than under commitment to a backward-looking instrument rule in the
spirit of the Taylor rule; however, Svensson and Woodford argue that it is
possible to design a “hybrid” procedure—under which the central bank
commits itself to respond in a backward-looking way to departures of the
economy’s actual evolution from the desired equilibrium but follows a fore-
cast-targeting procedure otherwise—that retains the transparency and ro-
bustness of a targeting procedure while ensuring determinacy of equilib-
rium as well.
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Svensson and Woodford compare alternative approaches to the imple-
mentation of optimal policy in the context of a relatively simple “New
Keynesian” model of the monetary transmission mechanism. Marc P.
Giannoni and Michael Woodford (chap. 3) complement their analysis by
discussing the form of the optimal target criterion in a range of more com-
plicated models that introduce features found in many estimated models of
the monetary transmission mechanism with optimizing foundations. They
consider the question of which variables should be taken into account (in
addition to the inflation projection) in an optimal target criterion. They
also show what determines the appropriate relative weights that should be
placed on various variables, the relative weights that should be placed on
projections for different future horizons, and the degree to which the opti-
mal target criterion should be history dependent. The main point of their
paper is to show how the nature of the optimal target criterion varies de-
pending on one’s beliefs about the correct structural model of the mone-
tary transmission mechanism, and on the numerical values assigned to the
parameters of one’s model.

Giannoni and Woodford illustrate their approach by estimating a small
quantitative model of the U.S. monetary transmission mechanism and
computing an optimal targeting procedure for the estimated model. Like a
number of other recent empirical models, their estimated model incorpo-
rates staggering of both wages and prices; indexation of both wages and
prices to a lagged price index; predetermined wages, prices, and real private
expenditure for one quarter following an unexpected change in monetary
policy; and habit persistence. The optimal policy rule is found to corre-
spond to a multistage inflation-forecast targeting procedure. Under the op-
timal procedure, the degree of projected future inflation that should be ac-
ceptable depends on the central bank’s current projections for future real
wages and real activity (relative to a time-varying natural rate of output)
and also on past projections. The degree to which actual U.S. policy over
the past two decades would have conformed to the optimal target criteria
is considered, on the assumption that projections at each point in time
would have corresponded to the forecasts implied by a small, unrestricted
vector autoregression (VAR) model. Some systematic departures of actual
policy from the optimal criteria are identified, but these seem to have been
relatively modest over the period in question.

Steven G. Cecchetti and Junhan Kim (chap. 4) consider a particular is-
sue in the design of an optimal targeting regime, namely, the degree to
which overshoots of the long-run target inflation rate should be followed
by intentional undershoots, in order to “undo” part or all of the undesired
increase in prices. Under a simple (purely forward-looking) inflation target
of the kind presumed in much theoretical discussion of inflation targeting,
as well as typically used in practice, the central bank “lets bygones be by-
gones” by setting an inflation target that is independent of past successes
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or failures in hitting the target. Under a “price-path target,” by contrast, the
central bank would seek to keep the price level near some preannounced
target path that rises deterministically at the long-run target inflation
rate. The latter approach would require that excess inflation eventually be
completely reversed, in order for the price level not to remain permanently
away from the target path.

Cecchetti and Kim define a class of “hybrid” targeting rules that nests
the extremes of pure inflation targeting and pure price-path targeting as
polar cases. They assume that the central bank is assigned a quadratic loss
function that it is expected to seek to minimize in a discretionary fashion.
The loss function includes both an output-gap stabilization objective and
a term proportional to squared deviations of the actual price level from a
time-varying target, which is a weighted average of the previous actual
price level and the previous target, increased by the long-run inflation tar-
get. Cecchetti and Kim consider which objective in this family would be
best to assign to a central bank, from the point of view of minimizing a true
social welfare function that penalizes both inflation and output-gap vari-
ability but assigns no intrinsic significance to the stationarity of the ab-
solute price level. A stabilization objective other than pure inflation tar-
geting may nonetheless be optimal because of the suboptimality of the
discretionary equilibrium from the point of view of the loss function as-
signed to the central bank.

Cecchetti and Kim characterize the optimal hybrid central-bank objec-
tive as a function of model parameters and then estimate the relevant pa-
rameters for twenty-three countries. They conclude that a hybrid rule that
is fairly close to price-path targeting would be optimal for most of the
countries in their sample. As between the simple alternatives of pure infla-
tion targeting and pure price-path targeting, they argue for the desirability
of price-path targeting, not only because their estimated parameter values
imply that it would be better for most countries but also because their nu-
merical analysis indicates that price-path targeting is a more robust choice
against variation in the values of the estimated parameters.

The papers just mentioned all consider the implications of alternative
approaches to the conduct of monetary policy under the assumption of ra-
tional expectations on the part of the private sector. Athanasios Orphan-
ides and John C. Williams (chap. 5) instead consider the important practi-
cal question of the extent to which performance under a given policy rule
may deteriorate if people do not have rational expectations but must base
their forecasts on extrapolation from the statistical patterns that they have
already observed. They then ask how a concern for robustness against this
kind of imperfect knowledge should modify the recommendations that are
made for the conduct of monetary policy.

In the context of a simple model of the inflation-output trade-off, Or-
phanides and Williams find not only that the degree to which it is possible
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for the central bank to stabilize inflation and the output gap is reduced in
the case of imperfect knowledge on the part of the private sector, but also
that the same policies are no longer optimal. In particular, they find that
the optimal policy (in the case of particular assumed relative weights on
the two stabilization goals) allows less response of inflation to cost-push
shocks than would be optimal in the case of rational expectations. When
the private sector forms its inflation expectations by estimating a regres-
sion model of inflation dynamics using recently observed data, allowing
inflation to rise temporarily in response to a cost-push shock runs the risk
of being (incorrectly) interpreted by private agents as an indication of a
higher long-run average rate of inflation. It is therefore necessary for the
central bank to target inflation more tightly than would be optimal under
rational expectations, in order to prevent the losses that would result from
allowing inflation expectations to drift. A conclusion that can be drawn
from this analysis is that “stricter” inflation targeting is more appropriate
in the case of economies where central-bank credibility has not yet been
established.

The results of Orphanides and Williams also shed light on the question
of why a public inflation target is desirable, rather than simply letting the
public infer the central bank’s policy commitments from its observed be-
havior. Orphanides and Williams show that when private agents are as-
sumed to know the long-run average inflation rate associated with central
bank policy (i.e., the central bank’s long-run inflation target), rather than
having to estimate it—although they still must estimate the dynamics of
transitory departures from this long-run target—a more favorable trade-
off between inflation and output-gap variability becomes attainable.
Hence announcement of an inflation target—if it can be made credible to
the private sector that the announced target represents the central bank’s
true goal—can improve macroeconomic performance, by anchoring infla-
tion expectations to a greater extent in the face of short-run fluctuations in
inflation due to cost-push shocks. The model of Orphanides and Williams
thus provides theoretical results regarding the benefits of an explicit infla-
tion target that are consistent with the experience that Mervyn King em-
phasizes in his remarks about the United Kingdom.

The second group of papers offers critical evaluations of inflation tar-
geting as a general approach, especially as it has been implemented in
practice thus far. Laurence Ball and Niamh Sheridan (chap. 6) compare
the macroeconomic performance of inflation-targeting and non-inflation-
targeting countries. Specifically, they compare seven OECD countries
that adopted inflation targeting in the early 1990s with thirteen that did
not, with respect to the behavior of inflation, output, and interest rates.
Many commentators have remarked upon the substantial, sustained re-
ductions in both the average level and the volatility of inflation by the
inflation-targeting countries during the 1990s, as well as the fact that this
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improvement was achieved without any evident increase in instability of
the real economy, and proposed these achievements as testimony to the
benefits of inflation targeting as a monetary policy strategy. Ball and
Sheridan, however, find that macroeconomic performance improved
along similar dimensions for both targeters and nontargeters over this pe-
riod of time, leading them to suggest that some of the improvements in
macroeconomic stability in the inflation-targeting countries may have
been unrelated to the adoption of inflation targeting. In particular, once
they control for initial macroeconomic conditions (such as higher infla-
tion, on average, in the countries that adopted inflation targeting), they
find little evidence of greater improvement due to the adoption of inflation
targeting. To the extent that they find greater absolute improvements in
performance in inflation-targeting countries, they ascribe the result to
“mean reversion”: that is, these countries typically had worse initial con-
ditions and thus were likely to improve more than countries that were in
better shape at the beginning of the sample, independent of choice of pol-
icy regime.

These results indicate that some caution in interpreting the experience
with inflation targeting thus far is appropriate. The proper interpretation
of the results of Ball and Sheridan will doubtless be the subject of consid-
erable further debate. As Gertler notes in his comment, it is arguable that
a number of the non-inflation-targeting countries also changed their mon-
etary policies in substantial ways in the 1990s, in respects that may have in-
volved important features of inflation targeting, even if these countries did
not have official inflation targets. (As argued by Goodfriend in this volume,
the United States has adopted a number of features of inflation targeting
in recent years.) Disentangling the different aspects of a given country’s
monetary policy regime in a way that can clarify which elements are most
important in achieving better performance will be an important topic for
further study.

Christopher A. Sims (chap. 7) cautions against dangers that may result
from prescribing inflation targeting as an approach to monetary policy
without regard to a country’s fiscal situation and to the degree of inde-
pendence of the central bank. A monetary policy rule that incorporates a
target for inflation, and that commits the central bank to vigorous reaction
to departures from the target inflation rate (as under the Taylor rule), will
not necessarily result in an equilibrium in which inflation remains near the
target rate. Under certain assumptions about fiscal policy and about the
connection between the respective balance sheets of the central bank and
the government, such a monetary rule may fail to prevent the existence of
other equilibria (such as self-fulfilling deflations) or may even require the
equilibrium inflation rate to diverge from the target rate (in a hyperinfla-
tionary spiral).

Sims argues, as a result, that inflation targeting may be least useful in ex-
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actly those countries that have had the greatest difficulties controlling in-
flation in the past; it should therefore not be oversold as a general solution
to the problem of chronic inflation. In drawing attention to the importance
of a suitable institutional framework and fiscal position for the success of
an inflation-targeting rule, the paper echoes an important theme of the
work by Jonas and Mishkin (discussed below) as well. This need not mean
that inflation targeting should remain a fashion suited only to countries
with few serious problems of macroeconomic stability to begin with. But a
complete theory will surely place inflation targeting within the context of a
broader program of institutional and policy reform, and the proper target
criterion for an inflation-targeting central bank is unlikely to be indepen-
dent, in this more general theory, of the degree of success that can be an-
ticipated in reforming other aspects of policy.

Marvin Goodfriend (chap. 8) considers the case for adoption of inflation
targeting in the United States. He argues that in several important senses
the Federal Reserve already practices “implicit inflation targeting.” Under
Chairman Greenspan, the Fed clearly assigns priority to maintaining a low
and stable inflation rate; it has achieved considerable credibility in this re-
gard, and as a result of this credibility the Fed has gained flexibility in sta-
bilizing the real economy without losing control of inflation. Nonetheless,
Goodfriend argues that it would be desirable for the Fed to make its com-
mitment to maintaining a low inflation rate more explicit. This would help
to ensure that the credibility achieved by the Fed under the leadership of
Paul Volcker and Alan Greenspan can be maintained through changes of
personnel and improve the democratic accountability of the Fed as well.
Finally, Goodfriend considers practical aspects of the way in which infla-
tion targeting could be adopted in the United States given the current leg-
islative mandate of the Fed, and he also addresses practical objections to
the adoption of inflation targeting—arguing, for example, that such a com-
mitment would not prevent the Fed from pursuing an efficient counter-
cyclical stabilization policy.

In his comment on Goodfriend’s paper, Kohn presents a skeptical view
of the need for inflation targeting in the United States at this time. While
Kohn agrees that the Fed’s accumulation of credibility for maintenance of
low inflation has been a very positive development, he denies that current
policy is properly characterized as implicit inflation targeting, and he ar-
gues that adoption of explicit inflation targeting would substantially re-
strict the flexibility that has been essential to the success of recent U.S. pol-
icy. In his view, the Fed’s current approach has already achieved the main
benefits of inflation targeting (such as successful anchoring of inflation
expectations) without any need for the straitjacket of a formal inflation
target, and it would be wise to continue an approach that has worked well
thus far.

These contrasting briefs—each presented by one of the most articulate
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proponents of the position in question—bring into focus a number of cen-
tral issues that must be addressed in evaluating the potential of inflation
targeting. How important are explicit as opposed to implicit commitments
on the part of a central bank? How important is flexibility, and can flexi-
bility of the crucial sort be reconciled with the existence of an explicit tar-
get for policy, if the nature of the commitment to that target is properly de-
fined? These are critical issues for further analysis, and further reflection
upon the experiences of central bankers in the United States and elsewhere
will surely play an important role in settling them.

The third and final group of papers concerns the special problems of
monetary policy in emerging markets. Jiri Jonas and Frederic S. Mishkin
(chap. 9) examine the experiences of three transition economies that have
recently adopted inflation targets: the Czech Republic, Poland, and Hun-
gary. Transition economies such as these have a number of unusual fea-
tures that pose special problems for the conduct of inflation targeting. The
economies are in the midst of radical restructuring. They are new democ-
racies, and relations between the government and the central bank in par-
ticular are not yet clearly defined. Furthermore, they are about to join the
European Union and are thus prospective future members of the Euro-
pean Monetary Union (EMU); the requirements for entry to EMU thus
pose additional constraints on the conduct of monetary policy. While these
special circumstances make inflation targeting more difficult in these
countries, and the three countries have often missed their targets by large
margins, Jonas and Mishkin find that the strategy has been relatively suc-
cessful in bringing about disinflation, and they argue that other possible
strategies for inflation control would also be at least as problematic under
these circumstances. Hence they remain optimistic about the usefulness of
inflation targeting as a strategy for transition economies.

Several lessons are proposed regarding the appropriate conduct of infla-
tion targeting by transition economies. Jonas and Mishkin argue that it is
more than usually important in these economies that the central bank
avoid undershooting (as well as overshooting) its inflation target, in order
not to endanger the fragile political support for the central bank. It is also
especially important in these economies that the inflation target be defined
as a medium-term objective, allowing room for substantial short-run de-
partures from the medium-term target in response to unforeseen shocks,
and that the central bank be able to communicate effectively with the pub-
lic about the goals of inflation targeting, the limits of what it can achieve,
and the reasons for the target misses that occur.

Ricardo J. Caballero and Arvind Krishnamurthy (chap. 10) are con-
cerned with special problems resulting from the vulnerability of emerging-
market economies to volatile international capital flows—specifically, to
the occurrence of “sudden stops,” in which foreign lenders are suddenly
unwilling to lend to the country at any interest rate. They present a model
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of a small open economy in which a central bank that is unable to commit
itself in advance will choose to use monetary policy to defend the value of
its currency too aggressively when a sudden stop occurs. That is, after the
fact, the central bank will exhibit “fear of floating.” However, this policy is
distinctly suboptimal relative to the best policy under commitment. The
optimal state-contingent commitment from an ex ante point of view would
instead provide the private sector with a greater incentive to accumulate
foreign-currency assets (or reduce foreign-currency borrowing), by allow-
ing foreign-currency assets to increase in value (in terms of the domestic
currency) during the crisis.

Caballero and Krishnamurthy show that a central bank operating under
discretion can be induced to behave in a more desirable way if it is assigned
a state-contingent inflation target (rather than a constant target) or if the
inflation target is defined in terms of a measure of inflation that assigns
greater weight to the prices of nontraded goods. That is, an appropriate ex
ante inflation target may help to ameliorate the effects of sudden stops and
steer the economy and the central bank away from the inferior fear-of-
floating equilibrium. The paper also contributes to theoretical discussion
of the appropriate price index to target in the case of an open economy, an
important issue in the theory of inflation targeting for advanced economies
as well.

To conclude this introduction, we return to Mervyn King’s point that in-
flation targeting should be viewed as “a way of thinking about policy”
rather than “an automatic answer to all the difficult policy questions.” Or,
as Ben Bernanke and Frederic Mishkin put it in an early essay on the sub-
ject, inflation targeting is “a framework, not a rule.” Inflation targeting of-
fers a number of the basic elements of a successful monetary policy frame-
work, including a clearly defined nominal anchor, a coherent approach
to decision making, the flexibility to respond to unanticipated shocks,
and a strategy for communicating with the public and financial markets.
However, as in any other framework, making good policy requires sensitiv-
ity to the specific economic and institutional environment in which policy-
makers find themselves, as well as the technical capability to modify and
adapt the framework as needed. We hope that the research contained in
this volume will be useful to monetary policymakers and their staff in their
efforts to achieve economic stability.

10 Ben S. Bernanke and Michael Woodford
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In the United Kingdom, in rather the same way as Marvin Goodfriend de-
scribed the U.S. experience, we went through a postwar period of first stop/
go and then three severe recessions. There was the “great inflation” in
which inflation peaked at 27 percent in the mid-1970s—and averaged 13
percent a year right through the whole of that decade. It even averaged over
7 percent a year right through the 1980s under Mrs. Thatcher. Only since
1992 has inflation been consistently below 4 percent, and in fact it has
averaged a fraction under 2.5 percent of our target for the past ten years,
with growth averaging 2.5 percent a year and a little above the historical
trend. Inflation has been low and stable. Unemployment came down from
double-digit levels to 5 percent. And there have been forty-two consecutive
quarters of positive economic growth, which I think is unprecedented, at
least in our history.

But the question is, was inflation targeting necessary to that achieve-
ment? Whatever the answer to that question, I do think that inflation tar-
geting made our job easier by reducing the cost of making the right deci-
sions. Why is that? I think that monetary stability, or macroeconomic
stability more generally, is a bit like healthy living: you need to find a sus-
tainable way of doing it. There is no point alternating between a crash diet
and bingeing. That is the boom/bust syndrome. The key is to find a way of
setting policy that can be sustained. I think it is helpful to devise proce-
dures, whether they be thought of as monetary policy rules or whether they
are institutions that remove temptation, to help the weaker brethren ex-
plain themselves to others.

1
What Has Inflation
Targeting Achieved?

Mervyn King

Mervyn King is governor of the Bank of England and is chairman of the Monetary Policy
Committee.



Let me very briefly summarize what happens in the United Kingdom.
We have a target for consumer price inflation, which is a measure of retail
price inflation excluding the interest component on mortgages—the so-
called RPIX inflation—and we are instructed to aim at 2.5 percent. And
we are meant to aim for that at all times. It is a symmetric target; that is
quite clear in the remit. That is relevant, I think, to the paper by Jonas and
Mishkin (chap. 9, which I will discuss later), in which they see some prob-
lems in transition economies from the lack of symmetry.

Crucially, this target is set by the government. We do not set it ourselves
at the Bank of England. It is given to us by government. The decisions on
interest rates are then made by the Monetary Policy Committee, which
meets once a month by statute on fixed dates, all announced well in ad-
vance. There are nine members of the committee, each with one vote. Dis-
senting votes are common. It is rare to have a unanimous vote from the
committee.

We spend a long time on the forecast procedure using a range of models.
Sometimes I think that we have more econometric models than one could
possibly want. In the end, however, the judgment of the committee has to
play a key role, and we can come back to that later. We publish our minutes
thirteen days after the announcement of the decision. The minutes contain
the voting pattern, and they contain a description of the arguments that
were given during the discussion to justify views on particular parts of the
analysis or indeed on the final judgment on interest rates. Once a quarter,
we publish a formal forecast for inflation in our Inflation Report.

This systematic process should be contrasted with what went before in
the United Kingdom. No notice of when policy decisions would be made
was given. The financial markets had no notice of when interest rates
would be decided, so it could be any day. That certainly kept them glued to
the screens.

Of course, in this setting a serious economic discussion did not carry
much weight. It was the ability to swing the argument on the basis of what
happened at the time. And politics intruded a very great deal. So what has
happened in Britain is that we switched, for better or worse—and I think
it is clearly for the better—to a much more systematic professional pro-
cedure, which you have had in the Federal Open Markets Committee
(FOMC) for a very long time. Now, I think this may well be part of the suc-
cess of inflation targeting in other countries as well.

There are four key points I want to make. One is about constrained dis-
cretion and inflation expectations. A second is about inflation targeting
and the committee process itself. A third is about transparency and ac-
countability, and a fourth is one that Martin Feldstein has alluded to,
which is that inflation targeting does not give all the answers. That is, there
are many difficult aspects of the economic outlook that are all about seri-
ous economics and discussing what is likely to happen in the future, but

12 Mervyn King



that are made no easier by having an inflation-targeting framework than
they would be by any other framework.

On the first point, constrained discretion and inflation expectations, any
monetary policy can be thought of as a combination of an inflation target
in the medium term and a response to shocks as they occur. In that sense,
any coherent policy reaction found can be described as inflation targeting.
I like to see inflation targeting as being about—to use Ben Bernanke and
Frederic Mishkin’s phrase—“constrained discretion.” It sets up a process
in which the Central Bank has to explain what it is doing. Now, this has two
implications, I think. One is that it is easier, I believe, to influence inflation
expectations. Certainly part of our success has been that we have brought
inflation expectations down; whether you measure them by bond yields, in-
dex-linked versus conventional yields, or surveys, inflation expectations in
Britain are now pretty well anchored on the 2.5 percent target. And that
makes monetary policy easier by giving monetary policy a bit more time
to respond. We are not worried that an inflationary shock is likely to lead
immediately to an upward revision or downward revision of inflation ex-
pectations, feeding through very quickly as it might have done before into
inflation expectations, wage bargaining, and then prices. This point is
stressed in the paper by Orphanides and Williams (chap. 5), which we are
going to discuss. It matters because if you let inflation expectations drift
too far away from the target, you can end up in quite serious difficulty with
a costly process to bring them back again.

Another aspect of our process is that it is one in which economists have
some comparative advantage. This is unlike the old British amateur tradi-
tion, in which mystery and mystique were the essence of central banking.
In the United Kingdom, this has been something of a sea-change. This may
or may not be true elsewhere. In Britain, however, the central bank is now
seen as an institution that is about making professional economic judg-
ments in a way that it was not before, and I think that really matters.

I have always thought of inflation targeting as a way of implementing the
optimal policy reaction function, setting the optimal policy by means of
constrained discretion within the inflation-targeting framework. In chap-
ter 2, Lars Svensson and Michael Woodford are going to explain why it is
just a bit more complicated than I used to think. Nevertheless, I still think
that the idea of a framework is to get as close as possible to what you, the
theorist, think of as optimal monetary policy. This should be done in a way
that forces the central bank to explain and, by accountability, helps to keep
it on track and make the right decisions. That is the first point.

The second point is the committee process. This is a pure observation
based on the U.K. experience. Even with nine professional economists, my
belief is that in a committee without a clear objective there would be scope
for people to set their own agenda. Members might try to argue that their
view of the objective is the right one and other people’s the wrong one. This
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could divert the committee from spending its time discussing the state of
the economy and the technical judgments needed to hit a given target.

What is clearly true about our Monetary Policy Committee, and I do not
think this was obvious ex ante, is that the entire discussion is focused on a
technical economic judgment about what it is necessary to do to hit the in-
flation target. Now, you can talk about whether the target is desirable or
not, but in terms of making sure that people around the table do what they
are supposed to do, this is highly effective. Many committees I have sat on
have had the property that people often try to gain leadership of the com-
munity by moving toward the center, forming a consensus in which they ex-
ercise some leadership. They are never judged on whether the outcome of
the decision is good or bad; instead, they are judged according to whether
they are strong committee people.

Individual accountability, allied to the fact that the target is given to us
from outside, means that the nature of our discussions is absolutely, solidly
focused on the state of the economy and what we need to do to interest
rates to keep inflation on track to hit the target. We have a two-day meet-
ing in which the first day is about the diagnosis of the economy, and the
second day is the treatment, the level of interest rates. Those meetings are
more successful than any other meetings I have been to at committees be-
cause there is a very clear objective.

The third point concerns transparency, accountability, and legitimacy.
Our split between the government setting the target and the central bank
making decisions is of course instrument independence, to use Stan Fi-
scher’s phrase. But we go out around the country and to Parliament to ex-
plain why our policy decisions will help to meet the target, and having a
clear target gives us a natural focus. I would say that this delegation of de-
cisions to the Monetary Policy Committee, which actually came in May
1997, has in fact proved very popular. This was not to be expected. Many
people thought that no government would make the Bank independent be-
cause Parliament would complain that it had lost control. The press would
complain that there was no democratic mandate and that people would feel
that we were unaccountable.

That has turned out not to be the case. First of all, the business commu-
nity likes to feel that there is a group of people who actually know what
they are talking about setting monetary policy. In fact, it is the only thing
we are supposed to be talking about. Second, we are accountable in well-
defined ways, and I think that the pressure we have been put under to ex-
plain ourselves has actually benefited us.

One of the great benefits of having a committee is that people can see
what the issues are, and even if members of the committee disagree and put
different arguments, I think the great success of our system and that which
has been a real lesson to us has been never to claim that the decision was
obvious. Always point out that there were arguments on each occasion for
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and against the action that was taken, explain what the arguments were,
and then everyone feels that at least the relevant arguments are being put
on the table.

Finally, on the last point, inflation targeting, as I said, is a way of think-
ing about policy. It is not an automatic answer to all the difficult policy
questions. I think the asset price question is probably the best example of
that. We have faced major asset price movements, so it is not as if we have
not actually been challenged in our framework so far. We have had a rise in
the effective exchange rate index of more than 20 percent, both nominal
and real, in the early part of the period, which has persisted almost until
now. We had the sharp rise in stock prices and then a sharp fall in stock
prices. More recently, we have had increases in house prices of between 25
and 30 percent.

I think the difficulty is to work out what these movements mean for the
risks in the future. My feeling is that any policy decision has to take into
account the entire distribution of future outcomes for inflation and output,
and not just the expected values in some exact future period. In my speech
in November 2003 at the London School of Economics, I talked about the
fact that inflation targeting as a framework can, I think, provide a way to
discuss this. Sharp asset price movements raise risks that mean there is a
potential trade-off between the risk of a small shortfall of the inflation tar-
get now relative to a bigger risk of a large deviation of inflation from the
target in the future. In the conventional discussion, there is a trade-off be-
tween the volatility of inflation and the volatility of output. Similarly, in
choosing the horizon over which you bring inflation back to the target,
there is a choice about whether to accept in the short run inflation a little
short of the inflation target, but to do so knowingly, against the risks in-
volved in a potentially large deviation of inflation from target further
ahead at a longer horizon.

I think this is a tricky question to which there is no simple answer. It is
not something that is peculiar to inflation targeting, and other frameworks
have other methods of dealing with it. But I don’t think it is inconsistent
with inflation targeting, although it does merit some separate discussion.

We have spent a good deal of time and effort building a constituency for
low inflation. This involves trying to build public support for low inflation,
which I think is important because of the very interesting work done on
Germany showing that the more distant were the hyperinflation episodes,
the more the younger generations lacked commitment to low inflation.
Thus, you cannot just rely on the memory of boom and bust in the past to
keep people committed to low inflation. We need a positive program to
persuade people, and having a clear inflation target has helped. Like the
Federal Reserve, we have our competition for schools, and ours is called
Target 2.5.

Martin Feldstein had six issues to discuss, whereas I have five questions
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that I would like to put. First, I would be interested to know whether
people would agree that inflation targeting makes it easier for the weaker
brethren—that is, most people in central banking—to do the right thing.

Second, why is it that countries that have adopted inflation targeting are
generally very happy with it? Is it just that they have benefited from a very
benign period, or have they found this a sustainable, healthy way of living?

Third, what is it that a central bank should be trying to communicate? Is
it a policy reaction function, or is it something more complicated? Is it
what central banks are learning about the economy, in addition to a policy
reaction function? I often think that Alan Greenspan’s speeches are almost
a conversation with the public about the issues that arise when thinking
about the economy. I think we have tried to do some of that, too.

Fourth, how serious are the problems posed by issues such as asset price
inflation and about the horizon over which inflation should be brought
back to target? Finally, how can we focus the attention of both decision
makers and the public much more on the risks around the central projec-
tion than on just the central projection of a forecast for the expected value
of our projection?
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2.1 Introduction

In recent years, many central banks have adopted inflation-targeting
frameworks for the conduct of monetary policy. These have proven in a
number of countries to be effective means of first lowering inflation and
then maintaining both low and stable inflation and inflation expectations,
without negative consequences for the output gap. Thus, the new approach
to monetary policy has been judged quite successful, as far as its conse-
quences for the average level of inflation and the output gap are concerned.

It has been less clear how effective these procedures are as ways of bring-
ing about desirable transitory fluctuations in inflation and output in re-
sponse to exogenous shocks.1 But this is also a relevant question in the
choice of a framework for the conduct of monetary policy; moreover, the
expectation that inflation-targeting procedures will perform well in this
respect is often cited as one of their leading advantages over other ap-
proaches to the maintenance of low inflation and the achievement of cred-

2
Implementing Optimal
Policy through
Inflation-Forecast Targeting

Lars E. O. Svensson and Michael Woodford

Lars E. O. Svensson is a professor of economics at Princeton University and a research as-
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ibility. For example, King (1997a) argues the superiority of inflation tar-
geting over commitment to a money-growth rule on the ground that, while
either approach should equally serve to maintain low average inflation and
low inflation expectations, inflation targeting also results in optimal short-
run responses to shocks, while money-growth targeting does not. Here we
consider how inflation targeting should be conducted in order to achieve
this goal.

2.1.1 Disadvantages of Purely Forward-Looking Policy Making

In King’s analysis, inflation targeting is associated with decision mak-
ing under discretion. However, that discretion is constrained by a clear ob-
jective, involving inflation stabilization around the inflation target and
output-gap stabilization around an output-gap target. In particular, the
output-gap target is modified (relative to the output-gap target that would
reflect true social preferences) to equal zero, so as to be consistent with the
natural output level. This modification of the output-gap target suffices to
eliminate the “average inflation bias” associated with discretionary policy
making, and in the simple Barro-Gordon model that King assumes, this
also suffices to make the outcome of discretionary optimization fully opti-
mal—that is, consistent with the optimal equilibrium under commitment,
including optimal responses to transitory shocks.

However, this result is quite special to the simple model that King uses.
As a number of authors have pointed out, in the presence of forward-
looking private-sector behavior (of the kind that naturally results from dy-
namic optimization by the private sector), discretionary optimization by a
central bank generally results not only in average inflation bias, when the
output-gap target is positive, but also in inefficient responses to shocks
(what is sometimes called “stabilization bias”), regardless of whether the
output-gap target is positive or not.2

The reason is simple. In general, forward-looking behavior implies that
the bank’s short-run trade-offs (between, say, its inflation stabilization and
output-gap stabilization) following a shock can be improved if it can be
arranged for private-sector expectations about future inflation and output
to adjust in the right way in response to the shock. However, this can oc-
cur—when the private sector has rational expectations—only if subse-
quent central bank policy does in fact change as a result of the past shocks,
in such a way as to bring about the alternative evolution that it was desired
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that people would expect. Under discretionary optimization, however, it
will not, as the central bank will reoptimize afresh at the later date and care
nothing about past conditions that no longer constrain what it is possible
for it to achieve at that date. This problem can exist, and generally does,
even when the output-gap target is consistent with steady inflation at the
inflation target so that there is no average inflation bias.

As Woodford (1999a) stresses, the suboptimal responses to shocks char-
acteristic of discretionary optimization also characterize any decision pro-
cedure for monetary policy that is purely forward looking. By a “purely for-
ward-looking” procedure we mean one in which only factors that matter for
the central bank’s forecast of the future evolution of its target variables, con-
ditional upon its current and future policy actions, play any role in its deci-
sions. Any such procedure has the property that, if it determines a unique
equilibrium, that equilibrium is one in which the evolution of the target vari-
ables depends only upon the factors just mentioned. In particular, the equi-
librium paths of the target variables will be independent of past conditions
that no longer matter for current equilibrium determination except insofar
as the central bank may condition its policy upon them. But, as Woodford
(1999b) emphasizes, in general forward-looking private-sector behavior
implies that an optimal equilibrium will involve additional history depend-
ence. This is because it is optimal for the path of the target variables to de-
pend upon past conditions—even when these no longer constrain currently
feasible outcomes—because of the effects of the prior anticipation of such
dependence upon the path of the target variables at earlier dates.3

Purely forward-looking approaches to monetary policy are also more
easily prone to another problem, which is indeterminacy of rational-
expectations equilibrium. Most inflation-targeting central banks (as, in-
deed, most central banks nowadays) use a short-term nominal interest rate
as the policy instrument or “operating target.” But as Sargent and Wallace
(1975) first stressed, interest rate rules may allow a large multiplicity of ra-
tional-expectations equilibrium paths for real and nominal variables, in-
cluding equilibria in which fluctuations occur that are unrelated to any
variation in economic “fundamentals.” This indeterminacy is plainly un-
desirable—at least if alternative policy rules are available that are equally
consistent with the best equilibrium but do not allow the bad ones—since
some of the possible equilibria will be very bad, from the point of view of
any objective that penalizes unnecessary variation in the target variables.4
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In the case of many forward-looking models derived from private-sector
optimization, as with the rational-expectations IS-LM model analyzed by
Sargent and Wallace (1975), one can show that commitment to any reac-
tion function that determines the path of the nominal interest rate purely
as a function of exogenous factors (that is, without any feedback from en-
dogenous variables such as the rate of inflation) implies indeterminacy of
the equilibrium price level.5 However, this does not mean that interest rate–
setting procedures as such must lead to this outcome; as McCallum (1981)
first noted, a sufficient degree of dependence (of the right sort) of the cen-
tral bank’s interest rate operating target upon endogenous variables can
render equilibrium determinate, in the sense of there existing a unique non-
explosive solution to the equilibrium conditions. It is important, though,
to choose an interest rate–setting procedure that involves sufficient de-
pendence of this kind.

One example of the kind of dependence that suffices for determinacy in
the simple forward-looking model used below is that assumed in the well-
known reaction function proposed by Taylor (1993): making the nominal
interest rate an increasing function of the observed inflation and output
gap, with a positive coefficient on the output gap and a coefficient greater
than 1 on inflation. This sort of reaction function has also been found to
lead to a determinate equilibrium in a variety of other types of forward-
looking models.6

The kind of dependence that is needed for determinacy may not be pos-
sible in the case of a purely forward-looking procedure of the kind often as-
sumed in discussions of inflation-forecast targeting. To make this point in
an especially sharp way, we here consider a simple forward-looking model
in which no lagged endogenous variables matter for the determination of
future inflation and output. In this case, a purely forward-looking mone-
tary policy procedure—by which (in line with Woodford 2000 and Gian-
noni and Woodford 2002) we mean one under which the decision at each
point in time depends only on the set of possible future paths for the econ-
omy, given its current condition—must make the central bank’s instru-
ment choice a function solely of information about the future evolution of
the exogenous disturbances. Under the further assumptions that (a) all in-
formation about the exogenous disturbances that is available to the private
sector is also directly observed by the central bank, and (b) the central
bank must choose its current instrument setting before observing the pri-
vate sector’s current choices of endogenous variables and its current expec-
tations, this means that the nominal interest rate will evolve solely as a func-
tion of exogenous state variables, independent of the paths of any of the
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endogenous variables. But such a rule implies indeterminacy of the equi-
librium paths of both inflation and output.7

Thus, we conclude once again that a decision procedure that can be re-
lied upon to achieve the optimal equilibrium under commitment must be
history dependent in a way that purely discretionary decision-making pro-
cedures are not, as well as insuring determinacy of the equilibrium. Our
task in this paper is to consider to what extent various alternative forms of
inflation targeting can avoid stabilization bias, incorporate history de-
pendence of the proper sort, and result in determinacy of the equilibrium.

2.1.2 Monetary Policy Rules and Approaches to Policy Implementation

Since we will discuss the details of alternative decision frameworks for
monetary policy, it is practical to have a consistent classification of such
decision frameworks. In this paper, as in Svensson (1999b, 2003), a “mone-
tary policy rule” is interpreted broadly as a “prescribed guide for monetary
policy conduct.” We give particular attention to a special type of policy
rules, which we call “targeting rules.” “Target variables” are endogenous
variables that enter a loss function, a function that is increasing in the de-
viations of the target variables from prescribed “target levels.” “Target-
ing” is minimizing such a loss function. “Forecast targeting” refers to using
forecasts of the target variables effectively as intermediate target variables,
as in King’s (1994) early characterization of inflation targeting.

A “general targeting rule” is a high-level specification of a monetary pol-
icy rule that specifies the target variables, the target levels, and the loss
function to be minimized. A complete description of such a procedure also
requires specification of the exact procedure used to determine the actions
that should minimize the loss function, such as the one that we propose in
section 2.3 below.

A “specific targeting rule” is instead expressed directly as a condition for
the target variables, a “target criterion.” Under certain circumstances,

Implementing Optimal Policy through Inflation-Forecast Targeting 23

7. Studies such as Clarida, Galí, and Gertler (1998) and Woodford (2003, chap. 4), find that
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commitment to a general targeting rule may be equivalent to a particular
specific targeting rule, which describes conditions that the forecast paths
must satisfy in order to minimize a particular loss function. Nonetheless, it
may be important to distinguish between the two ways of describing the
policy commitment, on grounds either of differing efficiency as means of
communicating with the public or of differing degrees of robustness to
changes in the model of the economy used to implement them. Further-
more, a specific targeting rule need not be equivalent to any intuitive gen-
eral targeting rule,8 and indeed one of our primary reasons for our interest
in such specifications here will be their greater flexibility, which makes it
easier to introduce history dependence of the sort required to solve the
problems introduced in the previous section.

Any policy rule implies a “reaction function,” which specifies the central
bank’s instrument as a function of predetermined endogenous or exoge-
nous variables observable to the central bank at the time that it sets the in-
strument. This “implied reaction function” should not, in general, be con-
fused with the policy rule itself; for example, the implied reaction function
associated with a given policy rule will generally change in the case of
changes in the model of the economy used in implementing the rule. How-
ever, an “explicit instrument rule” is a low-level specification of the mone-
tary policy rule, in the form of a prescribed reaction function. Proposals
such as the policy rule advocated by Taylor (1993) are of this form.

We are interested in decision procedures for monetary policy that can
achieve (or at least come close to) the optimal equilibrium under commit-
ment. In fact, there is no single policy rule that is uniquely consistent with
the optimal equilibrium. Many rules may be consistent with the same equi-
librium, even though they are not equivalent insofar as they imply a com-
mitment to different sorts of out-of-equilibrium behavior. Furthermore,
even rules that specify the same actions in all circumstances, given a par-
ticular model of the economy, may deserve separate consideration because
they would no longer be equivalent if the bank’s model of the economy
were to change.

We shall not here attempt to enumerate all of the possible types of pol-
icy rules that could achieve the optimal equilibrium. Instead, we shall seek
approaches to this problem that preserve, to the greatest extent possible,
the attractive features of inflation-forecast targeting, the procedure cur-
rently used (in one variant or another) by the most prominent inflation-
targeting central banks.9 For example, we shall prefer approaches in which
the decision process has as transparent a connection as possible with the
central bank’s ultimate objectives. A procedure like inflation-forecast tar-
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8. One can always find a trivial general targeting rule for any specific targeting rule by
simply letting the loss function be the square of the specific targeting rule written as a target
criterion equal to zero.

9. See, for instance, Svensson (1997a, 1999b, 2003) for discussion of procedures of this gen-
eral type.



geting, in which the entire decision process is organized around the pursuit
of an explicit objective defined in terms of the ultimate goal variables, has
several advantages. Focus upon such an objective helps to ensure that pol-
icy is made in a coherent fashion; it facilitates communication with the
public about the intended consequences of the bank’s policy, even when the
full details of the implementation of the policy may be too complex to de-
scribe; and it favors accountability by indicating the way in which the pol-
icy’s success can appropriately be measured. We shall inquire as to the ex-
tent to which we can preserve this sort of transparency while introducing
the sort of history dependence required for a determinate equilibrium with
optimal responses to shocks.

Another criterion for a good policy rule is robustness of the rule specifi-
cation to possible changes in the details of the bank’s model of the economy.
A full analysis of the question of robustness would necessarily be numerical,
as in general one cannot expect any rule to be completely unaffected by pos-
sible model changes, and the question will be which kinds of rules are less
affected. Nonetheless, we here consider robustness of a somewhat special
kind, which is the possibility that a rule may continue to be optimal under
some particular (restricted) class of perturbations of the model. On this
ground, we shall consider a policy rule better if it continues to be optimal
under a larger class of perturbations than is true for another rule.

This, too, is a desirable feature of inflation-forecast-targeting proposals.
These tend to be high-level specifications of monetary policy, with the de-
tails of implementation depending upon the details of the particular model
of the economy used by a particular central bank. In some cases, changes
in the model require no change in the high-level description of optimal pol-
icy. For example, Svensson (1997a, 2003) shows how a targeting rule de-
fined in terms of desired features of the forecast paths for inflation and the
output gap may correspond to a first-order condition that characterizes
the optimal equilibrium. An advantage of this way of describing the opti-
mal equilibrium is that the form of the first-order condition is invariant
under certain changes in the model, notably changes in the assumed char-
acter of (additive) stochastic disturbances. Here we shall give attention to
policy specifications that share this property, although they involve history
dependence sufficient to eliminate the problems just mentioned with
purely forward-looking procedures.10

With these desiderata in mind, we explore the possibility of implementing
the optimal equilibrium in each of three possible ways. Our highest-level
policy specification is in terms of a general targeting rule, a loss function that
the central bank is committed to seeking to minimize through a forecast-
based dynamic optimization procedure. In the case of this way of specifying
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10. In Svensson (1997a), problems of stabilization bias and lack of history dependence do
not arise, owing to the absence of forward-looking elements in the simple model used to ex-
pound the idea.



policy, the history dependence necessary for optimality must be introduced
through a modification of the central bank’s loss function, which must be
made history dependent in a way that the true (social) loss function is not.

Our second, intermediate-level policy specification is in terms of a spe-
cific targeting rule, specifying a criterion that the bank’s forecast paths for
its target variables must satisfy. This kind of rule specifies a relation in-
volving one or more endogenous variables that cannot be directly observed
at the time that policy is chosen and that instead must be forecasted. Fur-
thermore, in the case of a forward-looking model, even forecasting en-
dogenous variables a short time in the future will in general require solving
for the model’s equilibrium into the indefinite future; thus, a forecast of the
entire future paths of the various variables is required. A decision proce-
dure of this kind is therefore still organized around the construction of
forecast paths conditional upon alternative policies, even if explicit opti-
mization is not undertaken. In the case of such a targeting rule, the history
dependence necessary for determinacy and optimality must be introduced
through commitment to a rule that involves lagged endogenous variables as
well as forecasts of their future values.

Finally, our lowest-level specification of policy is in terms of an explicit
instrument rule, specifying the setting of the central bank’s instrument as
a function of variables that are exogenous or predetermined at the time.
Implementation of this kind of policy rule is no longer dependent upon ei-
ther a model of the economy or an explicit objective function. We find that
such rules are less transparently related to the ultimate objectives of policy
than in the other two cases, also when we consider the possibility of in-
strument rules that are relatively robust to changes in model specification,
owing to their derivation from first-order conditions that characterize the
optimal equilibrium. Such rules also differ from the other two cases in that
they are purely backward looking; as a result, introduction of the depend-
ence upon lagged endogenous variables required for determinacy and op-
timality is straightforward.

Our analysis leads us to more than one example of a policy rule that both
renders equilibrium determinate and achieves the optimal equilibrium, if
the central bank’s commitment to it can be made credible to the private sec-
tor. These include history-dependent variants of inflation-forecast target-
ing. We thus conclude that the need for history dependence in policy, for
the reasons just sketched, is consistent with a suitably designed forecast-
targeting procedure.

The paper is organized as follows. In section 2.2, we introduce a simple
forward-looking model that allows us to make the above remarks more
concrete. We characterize the optimal equilibrium in such a model and
show that it involves history dependence of a kind not consistent with
purely discretionary decision making. We also show that the problem of in-
determinacy of equilibrium arises in this model and needs to be considered
in the specification of the different policy rules.
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In sections 2.3, 2.4, and 2.5, we then take up the three successively lower-
level specifications of policy described above. In each case, we consider
ways in which the sort of history dependence in policy required for consis-
tency with the optimal equilibrium can be introduced. We also treat the is-
sue of determinacy of equilibrium for each of the policies analyzed. Fi-
nally, in section 2.6, we compare the advantages and disadvantages of the
various proposals taken up in the previous sections. Here we also briefly
discuss the transparency of the connection to policy goals and the robust-
ness of our various policy specifications. We conclude that a variant of
inflation-forecast targeting, modified to include a commitment by the cen-
tral bank to respond to deviations of private-sector expectations from those
it had forecasted, represents an especially attractive procedure from the
point of view of these several criteria.

2.2 The Model

The model is a variant of a standard forward-looking model used, for ex-
ample, in Clarida, Galí, and Gertler (1999) and Woodford (1999b, 2003).
In the variant that we use here, inflation and output are both predeter-
mined for one period, as in Bernanke and Woodford (1997), Rotemberg
and Woodford (1997, 1999) and Svensson (2003), except for an unforecast-
able random error term that cannot be affected by monetary policy. Opti-
mizing private-sector behavior is represented by two structural equations,
an aggregate-supply equation (derived from a first-order condition for op-
timal price-setting by the representative supplier) and an “expectational
IS curve” (derived from an Euler equation for the optimal timing of pur-
chases).11

The forward-looking aggregate-supply (AS) equation takes the form

(1) �t�1 � ��t�2t � �xt�1t � ut�1,

where �t�1 is inflation between periods t and t � 1 (also referred to as in-
flation in period t �1), xt is the output gap, indicating the percentage by
which output exceeds potential, 0 � � � 1 is a discount factor, � is a posi-
tive coefficient, and ut�1 is an exogenous disturbance term, the value of
which is realized only in period t � 1.12 For any variable z and any horizon
� � 0, we use the notation zt��t � Et zt�� to denote private-sector expecta-
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11. See Woodford (2003) for general discussion of the microeconomic foundations of the
class of models to which ours belongs.

12. Here we assume, as in standard expositions of the Calvo pricing model, that prices re-
main fixed in monetary terms between the occasions on which they are reoptimized. It is
worth noting, however, that if we were to assume a constant rate of increase in prices between
the occasions on which prices are reoptimized, as in Yun (1996), the AS relation would take
the same form, but with �t�1 interpreted as inflation in excess of that “normal” rate. Our con-
clusions below as to the character of optimal policy would also all have direct analogs in that
case, allowing for the possibility of optimal targeting rules in which the inflation target could
differ from zero.



tions regarding zt�� conditional on information available in period t; for
example, �t�2t denotes private-sector inflation expectations in period t of
inflation between periods t � 1 and t � 2. This variant of the Calvo-
Rotemberg AS relation differs from that used, for example, in Woodford
(1999b) in that the conditional expectations of xt�1 and �t�2 are taken in
period t rather than t � 1. This is because, except for the surprise compo-
nent ut�1 – ut�1t , we assume that prices are determined one period in ad-
vance. As a result of this decision lag, the first-order condition for “volun-
tary” price changes is the same as in the simpler case but conditioned upon
an earlier information set. This has the consequence that, as is often as-
sumed, monetary policy changes will have no effect upon inflation within
the period in which the change first becomes public. We assume that mea-
sured inflation differs from the average of “voluntary” price changes by
an error term that need not be forecastable when the “voluntary” price
changes are determined; this might be interpreted either as measurement
error in the price index or as a time-varying markup of retail prices over the
predetermined wholesale prices.13 We allow for the existence of a “sur-
prise” component of inflation in order to avoid the counterfactual impli-
cation that inflation is known with perfect certainty one period in advance.

Our specification also differs from the simplest one in that we allow for
a forecastable “cost-push” shock ut�1t , which shifts the distance between
“potential output” (with respect to which our “output gap” is defined) and
the level of output that would be consistent with zero “voluntary” infla-
tion. Thus, we assume that some exogenous shifts in the aggregate supply
curve do not correspond to changes in the efficient level of output (an ex-
ample would be exogenous variation in the markup over wholesale prices);
these shifts are not considered to represent variation in “potential output”
(so that the social loss function can still be expressed in terms of our out-
put-gap variable), and thus they appear as a residual in equation (1). Al-
lowance for such a shock creates a conflict between inflation stabilization
and output-gap stabilization, so that optimal policy does not take the rel-
atively trivial form of completely stabilizing the predictable components of
both variables. A special case is when the cost-push disturbance is a first-
order autoregression—or AR(1)—process,

(2) ut�1 � 	ut � εt�1,

where 0 
 	 � 1 and εt�1 is an exogenous independently and identically dis-
tributed (i.i.d.) shock.14
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13. Which interpretation we take has no consequences for our analysis of optimal policy,
since the surprise component of inflation makes in any event only an exogenous and constant
contribution to the expected losses computed below.

14. Here we assume that the same shock εt�1 represents both the surprise component of in-
flation in period t � 1 and the innovation in period t � 1 in the distortion ut�1t�1 that affects
“voluntary” inflation in period t � 2. These could be the same process, if, for example, both



The forward-looking aggregate-demand (IS) equation takes the form

(3) xt�1 � xt�2t � �(it�1t � �t�2t � rn
t�1),

where it, the “instrument rate,” is a short nominal interest rate and the cen-
tral bank’s instrument, �, is a positive coefficient (the intertemporal elas-
ticity of substitution), and rn

t�1 is an exogenous disturbance. Again, condi-
tional expectations are taken one period earlier than in the standard Euler
equation, because interest-sensitive private expenditure is assumed to be
predetermined for one period. This “time to plan” (argued in Christiano
and Vigfusson 1999 and Edge 2000 to be realistic at least in the case of in-
vestment spending) is included in order to obtain the implication that
monetary policy changes have no effect upon output, either, during the pe-
riod of the change. Again, we allow for a “surprise” component of output,
which may be interpreted as exogenous variation in some other component
of aggregate expenditure, such as government purchases, that are not pre-
determined.

The forecastable component of the disturbance process, rn
t�1t, repre-

sents exogenous variation in the Wicksellian “natural” (real) rate of inter-
est, the real interest rate consistent with a zero output gap. This represents
a composite of disturbances that affect the desired timing of expenditure
and disturbances that affect potential output, since our IS equation is writ-
ten in terms of the output gap rather than output.15 As long as our stabi-
lization objectives can be defined in terms of inflation and the output gap
(rather than output directly), only the effect of such factors upon the natu-
ral rate of interest matters for our analysis. A special case is when the nat-
ural rate of interest is an AR(1) process,

(4) rn
t�1 � r� � 
(rt

n � r�) � �t�1,

where 0 
 
 � 1, r� is the average natural real rate, and �t�1 is an exogenous
i.i.d. shock in period t � 1.16

The inclusion of the decision lags in our structural relations implies that
inflation and the output gap fulfill

(5) �t�1 � �t�1t � ut�1 � ut�1t ,

(6) xt�1 � xt�1t � �(rn
t�1 � rn

t�1t),
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are due to exogenous variation in the retail markup. More generally, however, all that really
matters for our subsequent analysis is that the forecastable component ut�1t is assumed to be
an AR(1) process. Allowing a “surprise inflation” term that is independent of this process
makes no difference for our conclusions.

15. See Woodford (2003, chap. 4), for discussion of how various types of real disturbances
affect this variable.

16. Once again, it does not necessarily make sense to equate the “surprise” component of
the output gap with the innovation in the natural rate, but this notational economy does not
affect any of our subsequent conclusions.



so that both inflation and the output gap are determined one period in ad-
vance, up to surprise terms that are completely exogenous. Thus, policy
should be aimed solely at influencing the evolution of the forecastable com-
ponents of inflation and the output gap, the private sector’s inflation and
output-gap “plans,” �t�1t and xt�1t. Thus, taking the expectation in pe-
riod t of equations (1) and (3), we can interpret them as describing how
private-sector plans in period t for inflation and the output gap in period
t � 1, �t�1t and xt�1t , are determined by expectations of (a) inflation and
the output gap in period t � 2, �t�2t and xt�2t , (b) the interest rate in pe-
riod t � 1, it�1t , and (c) the cost-push shock and natural interest rate in
period t � 1, ut�1t and rn

t�1t . This modification of the basic model thus
emphasizes, in equation (3), that monetary policy affects the economy not
through the value set for the current short interest rate but rather by the ex-
pectations created regarding future interest rates.17 Actual inflation and the
output gap in period t � 1 are then determined by equations (5) and (6).

It follows from this last observation that there is no reason for surprise
variations in the short-term interest rate to ever be chosen by the central
bank. Such surprises can have no advantages in terms of improved stabi-
lization of inflation or output, and if there is even a tiny degree of prefer-
ence for less interest rate variability (for reasons such as those discussed in
Woodford 2003, chap. 6), it will therefore be optimal to make the interest
rate perfectly forecastable one period in advance. We shall therefore re-
strict our attention to decision-making procedures under which the central
bank’s instrument is predetermined. One way to ensure this is for the cen-
tral bank to make a decision in period t, denoted it�1,t, regarding the inter-
est rate to be set in period t � 1; several of the policy frameworks consid-
ered below incorporate this feature. This illustrates the more general point
that a desirable decision-making framework may require the bank to de-
cide, during the period-t decision cycle, about matters in addition to the
current setting of its instrument it.

We assume an intertemporal social loss function of the form

(7) E ∑
�

t�t0

�t�t
0Lt,

the expected value of the sum of discounted future period losses, starting
in an arbitrary initial period t0. (The question of the information with re-
spect to which it is appropriate to condition in evaluating alternative poli-
cies is considered below.) The period losses are given by a period loss func-
tion of the form

(8) Lt � �
1

2
�[�t

2 � �(xt � x∗)2],
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17. This is also largely the case in the standard model, as is emphasized in Rotemberg and
Woodford (1999) and Woodford (1999b), since expected future interest rates enter indirectly
via the expectations of future inflation and output gaps that enter equations (1) and (3).



where � is the nonnegative relative weight on output-gap stabilization and
x∗ is the socially optimal output gap (for simplicity’s sake assumed to be
constant), which is positive if potential output on average, due to some dis-
tortion, falls short of the socially optimal output level.18 The discount fac-
tor � in equation (7) is assumed to be the same as the coefficient appearing
in equation (1). Woodford (2003, chap. 6) shows that this form of loss func-
tion can be derived as a quadratic approximation to the (negative of ) ex-
pected utility of the representative household in the same optimizing
sticky-price model as is used to derive structural relations (1) and (3). And
apart from this, it is a commonly assumed representation of the objectives
of a central bank engaged in flexible inflation targeting (for instance, King
1997a and Svensson 1999b).

We assume that the private sector and the central bank have the same in-
formation. Specifically, we assume that both observe the current realiza-
tion ut in period t and have the same information in period t about the fu-
ture evolution of the exogenous disturbances; thus, for example, the private
sector’s conditional expectation ut��t, regarding any period � � 0, is as-
sumed to also be the expectation regarding that exogenous variable con-
ditional upon the central bank’s information during its period-t decision
cycle. We also assume that any random element in the central bank’s
period-t decisions is revealed to the private section in period t. The only
asymmetry is that in our discussion of specific central bank decision pro-
cedures we assume that the central bank makes its period-t decisions (such
as its commitment it�1,t) without being able to observe the values of period-t
forward-looking variables, such as private-sector plans �t�1t and xt�1t.
This allows us to avoid the circularity of supposing that the central bank
can directly respond in period t to forward-looking variables that them-
selves depend upon the central bank’s period-t decisions. However, in a ra-
tional-expectations equilibrium, the period-t forward-looking variables
will be functions of the current values of predetermined and exogenous
variables (about which the bank and the private sector have the same in-
formation), and thus the bank has sufficient information to allow it to per-
fectly forecast the period-t variables that it does not directly observe. We
also compute the equilibria associated with alternative central-bank deci-
sion procedures on the assumption that these procedures are perfectly un-
derstood by the private sector; this includes a correct understanding by the
private sector of the central bank’s model of the economy, insofar as this
model is used in the bank’s decisions. When the bank’s model matters, we
assume that it is the same as the true model of the economy (described by
equations [1] and [3] and the stochastic processes governing the exogenous
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18. Note that time variation in the optimal output gap has been allowed for by the inclu-
sion of the “cost-push” disturbance term in equation (1). Following prior literature, we sepa-
rately consider the consequences of a nonzero mean distortion and the consequences of ran-
dom variation in the distortion.



disturbances, [2] and [4] in the special case), which is to say, the model with
which private-sector expectations are assumed to be consistent.

The model assumed here, while familiar, has some features that are wor-
thy of comment. Both the AS and IS equations incorporate important for-
ward-looking elements. In particular, the trade-off that the central bank
faces in period t between alternative values for the forecastable compo-
nents of inflation and the output gap in period t �1 (�t�1t and xt�1t, re-
spectively) depends upon private-sector expectations regarding equilib-
rium in still later periods (due to the �t�2t term in equation [1]) and hence
upon expectations regarding future policy. This gives rise to a “condi-
tional” or “stabilization bias” in the responses to shocks resulting from dis-
cretionary optimization, as we show explicitly below.

Indeed, our simple model is extremely forward-looking, in that the equa-
tions that determine �t��t and xt��t for all � � 0 involve no other variables,
except period-t expectations regarding future central bank actions it��t.
and regarding the evolution of the exogenous disturbances ut��t, r

n
t��t.

This means a purely forward-looking decision procedure for monetary
policy—one that depends simply upon the central bank’s forecasts in pe-
riod t of the future evolution of its target variables—will result in period-t
decisions that depend only upon period-t expectations regarding the evo-
lution of the exogenous disturbances, and not upon any current or lagged
endogenous variables at all.19

This feature of our model is undoubtedly highly special, but it allows us
to contrast the history dependence that is required in order to implement
optimal policy with the results of purely forward-looking procedures in an
especially sharp way. In a more realistic model, many sorts of intrinsic dy-
namics would also probably be present, as a result of which lagged en-
dogenous variables would matter for conditional forecasts of the future
evolution of the target variables. But our general points about the generic
inefficiency of purely forward-looking procedures would remain valid; the
quantitative significance of the inefficiency in more complex, but more re-
alistic, models remains a topic for future research.

2.2.1 Optimal Equilibrium Responses to Shocks

By an “equilibrium” of this model, we mean a triple of stochastic pro-
cesses for inflation, the output gap, and the interest rate that satisfy equa-
tions (1) and (3). Note that our concept of equilibrium does not include any
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19. An advantage of our allowance for one-period decision lags in both spending and pric-
ing decisions is that feedback from even the current quarter’s inflation rate and output gap, as
in the rule proposed by Taylor (1993), is here clearly an example of dependence upon variables
that are irrelevant under a purely forward-looking procedure. This allows us a sharp contrast
between purely prospective procedures, such as those often recommended in the literature on
inflation targeting, and purely backward-looking rules such as the Taylor rule. We believe that
this feature of our model is quite realistic (assuming the “period” to be a typical length of time
between central bank decision cycles) and thus worth the minor complication involved. In fact,
inflation and output may be largely predetermined for significantly longer periods of time.



assumption that the central bank behaves optimally, as our task is in fact
to investigate the equilibria associated with alternative candidate policy-
making procedures on the part of the central bank.

We first consider the equilibrium from some period t0 onward that is op-
timal in the sense of minimizing equation (7). In this calculation, the ex-
pectation is conditional upon the state of the world in period t0, denoted
Et0

, when we imagine being able to choose among equilibria that remain
possible from that period onward. Let us call this “t0-optimality”; it corre-
sponds to the type of optimal plan with which the literature on dynamic
Ramsey taxation, for example, is typically concerned. (We shall subse-
quently also define optimality from a “timeless perspective” that we shall
argue is more appropriate when choosing among policy rules.)

We begin by observing that, conditional upon information available one
period in advance, the period-t � 1 loss function may be written

EtLt�1 � �
1

2
�Et[�

2
t�1t � �(xt�1t � x∗)2] � �

1

2
�Et[(�t�1 � �t�1t)

2

� �(xt�1 � xt�1t)
2] 

� �
1

2
�Et[�

2
t�1t � �(xt�1t � x∗)2] � �

1

2
�Et[(ut�1 � ut�1t)

2

� ��2(rn
t�1 � rn

t�1t)
2],

using equations (5) and (6). The second term on the right-hand side of the
second line is independent of policy, as it depends only upon the exogenous
disturbance processes. Thus (using also the fact that Et0

Lt�1 � Et0
[Et Lt�1]

for all t � t0), we may replace each term of the form Et0
Lt�1 in equation (7)

by the conditional expectation of the first term on the right-hand side
above, plus a positive constant. Since the initial term Et0

Lt0
is also inde-

pendent of policy (given predetermined initial values for �t0t0 –1 and 
xt0t0–1), our problem may equivalently be defined as that of choosing paths
for the forecastable components of inflation and the output gap, the private-
sector one-period-ahead plans for inflation and the output gap, {�t�1t}

�
t�t0

and {xt�1t}
�
t�t0

, so as to minimize

Et0 ∑
�

t�t0

�t�1�t
0 �

1

2
�[�2

t�1t � �(xt�1t � x∗)2].

Note that once we have determined the optimal paths for the forecastable
components, we shall have determined the optimal paths for inflation and
the output gap as well, because of equations (5) and (6).

We thus need ask only what constraints the equilibrium relations (1) and
(3) impose upon the possible paths of the forecastable components of these
two variables. One such constraint is

(9) �t�1t � ��t�2t � �xt�1t � ut�1t ,

Implementing Optimal Policy through Inflation-Forecast Targeting 33



obtained by taking the conditional expectation of equation (1) one period in
advance. This is in fact the only constraint. For given any processes for the
forecastable components satisfying equation (9), the inflation processes im-
plied by equation (5) then necessarily satisfies equation (1); and given any pro-
cesses for inflation and the output gap, one can solve equation (3) for a fore-
castable interest rate process {it�1t}

�
t�t0

that satisfies that condition as well.
Thus, we form the Lagrangian

(10) �t0
� Et0 ∑

�

t�t0

�t�1�t
0

��
1

2
�[�2

t�1t � �(xt�1t � x∗)2] � �t�1[��t�2t � �xt�1t � ut�1t � �t�1t]�,

where �t�1 is the Lagrange multiplier associated with the constraint (9).20

We note that �t�1 depends on period-t information only. Differentiating
with respect to �t�1t and xt�1t for any t � t0 gives the first-order conditions

(11) �t�1t � �t�1 � �t � 0,

(12) �(xt�1t � x∗) � ��t�1 � 0,

for all t � t0, with the initial condition

(13) �t0
� 0.

We eliminate �t from equations (11) and (12) and get the consolidated
first-order condition

(14) �t�1t � �
�

�
� (xt�1t � xtt�1) � 0

for t � t0 and

(15) �t�1t � �
�

�
� (xt�1t � x∗) � 0

for t � t0.
In order to determine the stochastic processes for �t�1t and xt�1t, we use

equations (14) and (15) to eliminate �t�1t and �t�2t in equation (9). For
� � 0, this yields a second-order difference equation for xt�1t for t � t0,

(16) xt�2t � 2axt�1t � �
�

1
�xtt�1 � �

�

�

�
�ut�1t ,

where

(17) 2a � 1 � �
�

1
� � �

�

�

�

2

�

and equations (13) and (15) give rise to an initial condition,
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20. Relative to the formulation in Woodford (1999a), the Lagrange multiplier is defined
with the opposite sign, so as to be interpreted as marginal losses rather than gains.



(18) xt0t0�1 � x∗,

where we emphasize that the notation xt0t0–1 is here temporarily used only
to introduce the initial condition (18) in equation (16), corresponding to
the initial condition (13), rather than to denote the one-period-ahead out-
put-gap plan in period t0 – 1. The characteristic equation,

(19) �2 � 2a� � �
�

1
� � 0,

has two roots (eigenvalues of the dynamic system), c � a – �a2 – 1/��� and
1/(�c), such that 0 � c � 1 � 1/� � 1/(�c). Then, by standard methods, the
solution can be written

(20) xt�1t � � �
�

�
� c ∑

�

j�0

(�c) jut�1�jt � cxtt�1

for t � t0.
Under the assumption in equation (2), the term Σ�

j�0(�c) jut�1�jt is given
by 	ut /(1 – �	c), and equation (20) becomes

(21) xt�1t � ��
�

�
� �

1 �

	c

�	c
� ut � cxtt�1

(22) � ��
�

�
� �

1 �

	c

�	c
�∑

t�t0

j�0

c jut�j � c t�1�t0x∗,

where the last step uses equation (18). Given this solution for xt�1t, we can
then use equation (14) to find equilibrium values of �t�1t. We thus obtain

(23) �t�1t � �
1 �

	c

�	c
�ut � �

�

�
�(1 � c)xtt�1

(24) � �
1 �

	c

�	c
��ut � (1 � c)∑

t�t0

j�1

c j�1ut�j� � �
�

�
� (1 � c)c t�t0x∗,

again simplifying by assuming equation (2).
For � � 0, we directly have the simple solution

xt�1t � ��
�

1
� ut�1t ,

�t�1t � 0

to equations (14) and (15). Since c → 0 when � → 0, this can be shown to
be the limit of equations (21)–(24).

2.2.2 Optimality from a “Timeless Perspective”

This equilibrium, however, specifies inflation and output-gap processes
that depend upon how long it has been since the period t0 in which the
“t0-optimal” equilibrium was chosen. Obviously, exactly the same criterion
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would lead one to choose a different equilibrium in some later period,
rather than the continuation of the equilibrium chosen as optimal in period
t0. This is just the familiar problem of time inconsistency of optimal plans
in problems of this kind, first identified by Kydland and Prescott (1977).
Formally, it results from the fact that initial condition (13) is specified for
period t0, although the solution generally involves �t � 0 in later periods.

What this means, intuitively, is that the proposed criterion for optimal-
ity allows one to select an equilibrium from period t0 onward that exploits
the fact that private-sector expectations in earlier periods are already given
when the paths from t0 onward are chosen. This allows one to choose a sur-
prise inflation for “just this once” while committing never to do so again,
as one would suffer all of the consequences of anticipated inflation if one
chose an equilibrium in which inflation is planned for a period well after t0.
Of course, if one allows oneself to exploit preexisting expectations in this
way, it would be equally appealing to allow “one last unexpected inflation”
in some later period as well. This is the reason for the time inconsistency of
optimal policy in this sense.

It therefore makes sense not to demand of a monetary policy rule that
commitment to it from some date t0 onward be expected to implement an
equilibrium that is “t0-optimal.” Instead, we consider optimality from the
“timeless perspective” recommended by Woodford (1999a) and Giannoni
and Woodford (2002). A policy rule is optimal from a timeless perspective if
(a) it has a time-invariant form and (b) commitment to the rule from any date
t0 onward determines an equilibrium that is optimal, subject to at most a fi-
nite number of constraints on the initial evolution of the endogenous vari-
ables. Regarding constrained optimality as sufficient weakens the sense in
which the rule is required to be optimal, but there may be no time-invariant
policy that would be optimal in an unconstrained sense (that is, that would
be t0-optimal). Furthermore, the fact that the economy’s expected evolution
under commitment to the rule is optimal subject only to a constraint on its
short-run evolution (and not, for example, any constraint that requires long-
run outcomes to resemble short-run outcomes) means that the constraints
on short-run outcomes are ones that an optimizing central bank would wish
to be subject to—and in particular, would wish for the private sector to ex-
pect it to be subject to—in the future. Acceptance of such a constraint thus
means conformity to a rule of behavior to which it would have been optimal
to commit oneself in the past. Acting in conformity with such a rule is a way
of making it more credible that one will also act in conformity with it in the
future, and the central bank has an interest in creating the latter expectation.
Note that a policy rule that satisfies this criterion in period t0 will also satisfy
it if the matter is reconsidered in any later period; thus this approach to pol-
icy choice eliminates the problem of time-inconsistency.21
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21. Of course, this property alone does not eliminate the incentive to deviate from such a
policy commitment in order to reduce expected losses conditional upon the state of the world



The definition just given does not identify the constraints on the econ-
omy’s short-run evolution that should be accepted, and so there need not
be a unique state-contingent evolution from date t0 onward that can qual-
ify as optimal from a timeless perspective. Nonetheless, the constraints
on the initial evolution of the economy are not arbitrary, for most con-
straints on short-run outcomes have the property that even if one is sub-
ject to them, it would be optimal to choose an equilibrium that does not
satisfy them in the future. The requirement that the equilibrium chosen
be implementable through commitment to a time-invariant policy im-
poses a strong self-consistency requirement on the choice of the initial
constraints, although it does not uniquely determine them. In fact, in a
linear-quadratic policy problem of the kind considered here (or in Gian-
noni and Woodford 2002), all policy rules that are optimal from a time-
less perspective lead to the same long-run average values of endogenous
variables such as output and inflation and to the same equilibrium re-
sponses to unexpected shocks that occur at date t0 or later. The equilibria
that are implemented by these rules differ only in a transitory, determin-
istic component of the equilibrium paths of variables like inflation and
output.

In the example considered here, a rule that is optimal from a timeless
perspective must bring about an equilibrium from date t0 onward that min-
imizes equation (7), subject to the constraints that equations (1) and (3)
hold for each t � t0, and the additional constraint

(25) �t0�1t0
� ��t0

,

where the constraint value ��t0
is selected in a time-invariant way, as a func-

tion of the economy’s state in period t0 (after the realization of the exoge-
nous disturbances, but before the determination of the endogenous vari-
ables). Furthermore, the rule for selecting ��t0

must be one that is satisfied
by �t�1t for all t � t0 in the constrained optimal equilibrium from the
standpoint of period t0. Here we give two examples of rules for selecting the
constraint on short-run outcomes that have the desired property; this will
suffice both to show that it is possible to satisfy the self-consistency require-
ment and to illustrate the point that the constraint need not be uniquely
defined.22

We first observe that if a t0-optimal equilibrium has been chosen at a date
t0 that is now infinitely far in the past, equations (22) and (24) reduce to
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at the time of the contemplated deviation. We do not here attempt to model the mechanism
that makes it possible for a central bank to commit itself to a decision procedure other than
unconstrained discretionary optimization. However, even granting the possibility of com-
mitment, it remains more credible that an institution should feel bound by a past commitment
when the logic of its own past analysis does not itself justify deviation at a later date.

22. Giannoni and Woodford (2002) provide a general approach to the choice of policy rules
that are optimal from a timeless perspective, in the context of a broad class of linear-quadratic
policy problems.



(26) xt�1t � � �
�

�
� �

1 �

	c

�	c
� ∑

�

j�0

c jut�j

and

(27) �t�1t � � �
1 �

	c

�	c
� �ut � (1 � c) ∑

�

j�1

c j�1ut�j�.

This suggests one possible specification of a pair of constraints of the form
of equation (25): one requires that �t0�1t0

satisfy equation (27) for t � t0. In
fact, one easily sees that the evolution of expected inflation and output
from date t0 onward that minimizes equation (7) subject to this constraint
is just the one that satisfies equations (26) and (27) for all t � t0.

23 Hence,
this is an example of a self-consistent constraint on the economy’s short-
run evolution of the kind discussed above. A time-invariant policy rule that
yields the evolution of equations (26) and (27) as a determinate equilibrium
will therefore be optimal from a timeless perspective.

However, this is not the only state-contingent evolution from date t0 on-
ward that can be considered optimal from a timeless perspective. We may
also select the constraints on short-run outcomes in a way that depends on
the initial values of predetermined endogenous variables, rather than being
a function solely of the history of exogenous disturbances as above. For ex-
ample, suppose that in equation (25) we use the value

(28) ��t0
� �

1 �

	c

�	c
� ut0

� �
�

�
�(1 � c)xt0t0�1,

where xt0t0–1 here denotes the actual output-gap plan in period t0 – 1. (Our
choice of this specification of the initial condition is motivated by the ob-
servation that �t0�1t0

would have to satisfy equation [23] in any �-optimal
equilibrium chosen at a date � � t0.

24) Under this specification, the equi-
librium that minimizes equation (7) subject to constraint (25) is given by

(29) xt�1t � � �
�

�
� �

1 �

	c

�	c
� ∑

t�t0

j�0

c jut�j � ct�1�t0xt0 t0�1

(30) �t�1t � �
1 �

	c

�	c
� �ut � (1 � c)∑

t�t0

j�1

c j�1ut�j� � �
�

�
�(1 � c)ct�t0xt0t0�1,

for all t � t0.
The constraint (28) is observed to be self-consistent. The solutions (29)

and (30) imply equations (21) and (23) for any t � t0. Hence, we find once
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23. The problem reduces to finding a solution to the system consisting of equations (1) and
(3) together with equations (11) and (12), with the initial condition (25) replacing equation
(13). Our method of derivation of equations (27) and (26) makes it obvious that they satisfy
all of these equations.

24. A generalization of the approach used here is developed in Giannoni and Woodford
(2002).



again that a time-invariant rule that yields the evolution of equations (29)
and (30) as a determinate equilibrium is optimal from a timeless perspec-
tive.

For most values of the initial condition xt0t0–1, these state-contingent
paths for expected inflation and expected output in equations (29) and (30)
will be different from those in equations (26) and (27)—except asymptoti-
cally, when they coincide as ct�1–t0 → 0. They similarly both differ from the
t0-optimal equilibrium, described by equations (22) and (24), except as-
ymptotically. However, both examples of a timelessly optimal equilibrium
agree with one another, and with the t0-optimal equilibrium, in the linear
terms involving the exogenous disturbances in periods t � t0. These several
alternative conceptions of the optimal state-contingent evolution from pe-
riod t0 onward differ only in certain deterministic components of the equi-
librium levels of inflation and output, that in each case become negligible
for t sufficiently greater than t0.

The examples of timelessly optimal equilibria just discussed are only two
of an infinite number of possibilities. More generally, we observe that the
equilibrium resulting from adoption of a timelessly optimal policy rule
must satisfy conditions (11) and (12) for all t � t0, for some value of �t0

.
However, the value of �t0

need not satisfy equation (13) in general. Instead,
�t0

is selected as some function of the state of the world, denoted ht0–1, in the
previous period. For future reference, we define the state of the world in pe-
riod t as ht � {ut , rt

n, it , it�1t , �t�1t , xt�1t ; ut–1, r
n
t–1, it–1, itt–1, �tt–1, xtt–1; . . .}.

Our characterization of optimal equilibrium already allows us to reach
one important conclusion about optimal policy. This is that a purely for-
ward-looking decision procedure cannot be used to implement an optimal
equilibrium. In the current model, the equations that determine the ex-
pected future values of the goal variables, �t��t and xt��t for � � 1, for any
given expected future path of the central bank’s instrument, depend only
upon expectations in period t of the future paths of the exogenous distur-
bances. Thus, if the central bank does not itself plan to condition its deci-
sions in period t or later on information other than information about the
exogenous disturbance processes, then its forecasts of the future evolution
of the target variables will be independent of any other information (specif-
ically, the value of any lagged endogenous variables). Under a purely for-
ward-looking decision procedure, its decisions during the period-t de-
cision cycle should similarly be independent of any such “irrelevant”
information. Then, if a correct private-sector understanding of this policy
rule results in a determinate rational-expectations equilibrium, the equi-
librium will be one in which the evolution of the target variables is inde-
pendent of “irrelevant” lagged endogenous variables.25
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25. Even if equilibrium is indeterminate, if one expects that the equilibrium that should re-
sult in practice will be selected by a “minimum-state-variable” (MSV) criterion, like that sug-



But we have seen that an optimal equilibrium is necessarily not of this
kind. In the case that equations (2) and (4) hold, all information about the
future evolution of the disturbances is summarized by the current distur-
bances ut and rt

n. Thus, an equilibrium that could be implemented using a
purely prospective decision procedure would have to make �t�1t and xt�1t

functions of ut and rt
n. Our above solutions do not have this character; in-

stead, xtt–1 and, therefore, the entire history {ut–j}
�
j�1, back at least to pe-

riod t0, affect the optimal values of both variables. Thus, a decision proce-
dure that can implement an optimal equilibrium must involve a degree of
history dependence not allowed for in the types of purely prospective policy
procedures often assumed in discussions of inflation targeting. Examples
of suitable sources of history dependence are presented in sections 2.3
through 2.5.

2.2.3 Interest Rates in an Optimal Equilibrium

To each of the optimal paths for inflation and the output gap just char-
acterized there corresponds an optimal path for the nominal interest rate.
Taking the conditional expectation of equation (3) in period t and solving
for it�1t , we obtain

(31) it�1t � rn
t�1t � �t�2t � �

�

1
� (xt�2t � xt�1t ).

Substitution of equation (14), which holds for all t � t0 in a t0-optimal equi-
librium and in the equilibrium associated with any timelessly optimal pol-
icy rule, into equation (31) then yields

it�1t � rn
t�1t � �

��

�

�

�

�
��t�2t

for all t � t0. Finally, substitution of the equilibrium values of �t�2t dis-
cussed above yields a stochastic process for the forecastable component of
the interest rate.

For example, in the case of a timelessly optimal policy resulting in the
equilibrium described by equations (26) and (27), the associated fore-
castable component of the interest rate is given by it�1t � i∗t�1, where

(32) i∗t�1 � r� � 
(rt
n � r�) � �

��

�

�

�

�
��

1 �

	c

�	c
��	ut � (1 � c) ∑

�

j�0

c jut�j�.

(Here we also assume equation [4], allowing us to replace rn
t�1t with r� �


[rt
n – r�].) Note that the exogenous process {i∗t�1}

�
t�t0

also indicates how the
expected interest rate must evolve, as a function of the history of exogenous
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gested by McCallum (1999), then the equilibrium selected will not depend upon the “irrele-
vant” lagged endogenous variables, and the argument in the text goes through. If one admits
that non-MSV equilibria may occur, then the equilibria that may occur will include a large
number of equilibria other than the optimal one.



disturbances, in any optimal equilibrium that has been in existence for a
long enough period of time.

Alternatively, in the case of a timelessly optimal policy resulting in the
equilibrium described by equations (21) and (23), the expected interest rate
is given by it�1t � ı�t�1, where

(33) ı�t�1 � r� � 
(rt
n � r�) � �

��

�

�

�

�
� �

1 �

	c

�	c
�( p � c � 1)ut � fxtt�1,

where

(34) f � �
��

�

�

�

�
� (1 � c)c.

Note that in equation (33) we have expressed the endogenous process ı�t�1

as a time-invariant function of the state of the world ht, a representation
that will be useful for our discussion below of associated reaction func-
tions; a corresponding expression for it�1t as a function of ht0–1 and the ex-
ogenous disturbances in periods t0 through t can be obtained by substitut-
ing expression (29) for xtt–1 into equation (33). Once again, we observe
that, if initial conditions ht0–1 are consistent with the stationary optimal
equilibrium presented in equations (26) and (27), processes (32) and (33)
will coincide exactly at all times. (This can be seen by observing that if one
instead uses equation [26] to substitute for xtt–1 in equation [33], one ob-
tains equation [32].)

None of our optimality conditions place any restrictions upon the path
of the unforecastable component of the interest rate, and indeed, from the
point of view of the objective assumed above, its path is completely arbi-
trary, as it has no effect upon either spending or pricing decisions in this
model. However, it is plausible to assume that one should prefer less vari-
able interest rates, other things being equal.26 It follows that it can never be
desirable to have any unforecastable interest rate fluctuations; thus we stip-
ulate that an optimal policy will imply that it�1 � it�1t at all times. With this
additional stipulation, we can now derive unique equilibrium interest rate
processes associated with each of the possible optimal equilibria. These are
given by the above equations, with it�1 replacing it�1t.

This result still only tells us how it is desirable for interest rates to evolve
in equilibrium, as a function of the disturbances that hit the economy; it
does not tell us what form of policy rule should be adopted by the central
bank in order to bring about an equilibrium of the desired character.
Simply committing to set interest rates as the specified function of the his-
tory of disturbances is not the only type of policy rule that would be con-
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26. Woodford (2003, chap. 6) discusses reasons why one may even be willing to accept some-
what more variable inflation and output gaps for the sake of improved interest rate stabiliza-
tion. Svensson (2003, section 5.6) expresses skepticism about those reasons. We abstract from
such concerns here in order to simplify the algebra in our analysis.



sistent with an equilibrium of the desired kind, and in fact we shall argue
that this would not be a desirable approach to the implementation of opti-
mal policy—it would be inferior to other approaches, both on the ground
of nonrobustness of the policy rule to changes in the model of the economy
and on the ground that equilibrium will not be determinate under such a
rule.

Still, this characterization of optimal equilibrium interest rate paths can
help to identify possible forms of policy rules that will be consistent with
one or another of the optimal equilibria just discussed. In particular, any
given explicit decision procedure will imply a reaction function

(35) it�1 � F(st�1, ht )

indicating the way in which the central bank’s instrument is set as a func-
tion of the information available to it in decision cycle t � 1, consisting of
all exogenous disturbances, st�1 � (ut�1, r

n
t�1), in period t �1 and the state

of the world, ht, in period t.27 Recall that we assume that all exogenous dis-
turbances st�1 realized in period t �1 are already known to the central
bank before its instrument setting for period t � 1 must be chosen, but
that period-t � 1 endogenous variables, the inflation and output-gap
plans �t�1t and xt�1t , that generally depend upon the bank’s action, can-
not be directly responded to; instead, the bank can respond only to its
forecasts of how these variables should evolve. However, all elements of ht ,
including period-t endogenous variables, are assumed to be public infor-
mation prior to the bank’s period-t � 1 decision cycle; thus it�1 may re-
spond to them.

In this study we shall restrict our attention to decision procedures of two
broad types, targeting rules and explicit instrument rules. Each of these
classes implies a further restriction upon the possible form of the reaction
function. In the case of a targeting rule, the setting of it chosen during the
period-t decision cycle is not expected to affect the period-t target vari-
ables, �t and xt, since these are assumed to be predetermined; only the
private sector’s forecast of the setting during previous periods matters for
the period-t target variables. Hence, the targeting procedure must instead
be used to choose a commitment it�1,t regarding the interest rate setting to
be adopted in the following period; the interest rate itself is simply set in ac-
cordance with the commitment made during the previous decision cycle:
it�1 � it�1,t . It then follows that under any such rule the interest rate it�1 will
be a function of information available to the central bank during its period-t
decision cycle. Under our information specification, this means a function
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27. In general, the vector st�1 includes all information as of period t � 1 about the paths of
the exogenous disturbances in periods t � � for � � 1. In the special case that both distur-
bances are Markovian, as assumed in equations (2) and (4), the vector st�1 has only two ele-
ments, ut�1 and rn

t�1.



of variables that are predetermined in period t, or exogenous variables real-
ized in period t, so that the implied reaction function associated with such
a policy must be of the more restricted form

(36) it�1 � F(st , ht�1).

Given that the reaction function must have the form of equation (36), we
can uniquely identify the implied reaction function that must be implied by
any targeting rule that is consistent with a particular equilibrium from the
adoption date t0 onward. To do this, we simply read off our solution, above,
for it�1 as a function of st and ht–1. Thus, a targeting rule consistent with the
equilibrium in equations (26) and (27) must yield the implied reaction func-
tion

(37) it�1 � ı�∗
t�1,

where i∗t�1 is defined in equation (32), while a targeting rule consistent with
the equilibrium in equations (21) and (23) must yield the implied reaction
function

(38) it�1 � ı�t�1,

where ı�t�1 is defined in equation (33). Of course, these reaction functions do
not yet uniquely identify the form of the policy rule; alternative high-level
policy prescriptions might imply the same reaction function. We give ex-
amples below of targeting procedures that imply each of these reaction
functions.

In the case of an explicit instrument rule, instead, the policy rule is just a
commitment to set the instrument in accordance with a particular reaction
function. One advantage of this way of specifying the policy rule is that the
instrument setting in period t � 1 need no longer be a function solely of in-
formation available at the time of the period-t decision cycle; it can instead
make use of information available only by the time of the period–t � 1 de-
cision cycle. Because unforecastable interest rate movements are undesir-
able, an optimal instrument rule will nevertheless necessarily be of the re-
stricted form

(39) it�1 � F(ht)

rather than of the form in equation (35). Yet there remains an advantage of
family (39) over the even more restrictive family (36), which is that it allows
it�1 to respond to endogenous variables realized in period t—information
that we assume is available to the private sector when making its period-t
decisions, but not during the central bank’s period-t decision cycle. This
can be useful in that it allows the central bank to respond in period t � 1
to private-sector decisions in period t, �t�1t and xt�1t , that are inconsis-
tent with the equilibrium that it is trying to bring about (and thus incon-
sistent with its own forecasts of those variables during its period-t decision
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cycle). A commitment to such responses can be useful, as we show later, in
excluding unwanted alternative rational-expectations equilibria.

In the case of the more flexible specification (39), we can no longer
uniquely determine the reaction function from our above solution for the
equilibrium interest rate process. Our discussion above allowed us to de-
termine how it�1 must depend upon st and ht–1 in the equilibrium that we
wish to implement. However, many endogenous variables in ht–1 in the
equilibrium that we wish to implement. However, many endogenous vari-
ables in ht will also be functions of these variables, and (assuming that the
variables co-move as in the desired equilibrium) the desired variation in in-
terest rates can therefore be arranged by setting it�1 as a function of these
variables rather than by setting it as a direct function of the variables ob-
served by the central bank by the time of its period-t decision cycle. There
will thus generally be a large number of possible instrument rules consis-
tent with a given equilibrium, even though there is a one-to-one corre-
spondence between instrument rules and reaction functions.

2.2.4 The Problem of Indeterminacy

One aspect of the problem of implementing optimal policy is finding a
decision procedure that is consistent with an optimal equilibrium, as char-
acterized above. But even when we find a procedure that satisfies this crite-
rion—say, a targeting rule that implies reaction function (37) or (38)—
there remains the question whether the optimal equilibrium is the only
equilibrium consistent with the specified policy rule. In addressing this
question, it suffices to characterize a policy rule in terms of the reaction
function that it implies.28 Our question is then whether the system of equa-
tions consisting of equations (1), (3) and either (36) or (39) has a unique
bounded (or nonexplosive) rational-expectations equilibrium.29 In this
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28. Note, however, that for some other questions—notably the analysis of robustness—the
reaction function is not a sufficient description of a policy rule. It is for this reason that we are
careful in this paper not to identify policy rules with their implied reaction functions.

29. We shall not demand the existence of a unique solution to our linear equation system,
when even explosive solutions are counted. In general, in a forward-looking model, no policy
rule will have that property. The apparent explosive solutions may not correspond to true ra-
tional-expectations equilibria. One reason is that the conditions for optimality in the private-
sector decision problems underlying our structural equations (1) and (3) include transver-
sality conditions as well as the first-order conditions to which our structural equations
correspond. These additional requirements for optimality are necessarily satisfied by any
bounded solution but may not be satisfied by an explosive solution. Furthermore, our struc-
tural equations are really only log-linear approximations to the true (nonlinear) equilibrium
conditions; bounded solutions to the log-linearized equations approximate solutions to the
exact conditions (in the case of small enough disturbances), but explosive solutions may not
correspond to any additional solutions to the exact conditions. Finally, determinacy as de-
fined here implies at least local uniqueness of the equilibrium that we consider, which may be
considered a reason for greater confidence that the private sector should coordinate its ex-
pectations upon the equilibrium than in the case where a very large number of equilibria ex-
ist arbitrarily close to one another (the case of indeterminacy).



case, we shall say that equilibrium is determinate, and we shall assume that
the coordination of private-sector expectations upon the determinate equi-
librium is unproblematic.

One case in which this condition fails to be satisfied is when the reaction
function makes the interest rate a function solely of exogenous state vari-
ables. In this case, equilibrium is indeterminate, for essentially the same rea-
son as in the analysis of Sargent and Wallace (1975). When it�1 is an ex-
ogenous process, the endogenous variables {�t�1t}

�
t�t0

and {xt�1t}
�
t�t0

are
determined solely by a pair of difference equations obtained by taking the
expectation of equations (1) and (3) conditional upon information in pe-
riod t. This system can be written in vector form as

(40) zt�1t � Mzt � Ns̃t

for t � t0, where the column vectors zt and s̃t are defined as

(41) zt � � �, s̃t � � �,

the matrix M is defined as

M � � � ,

and the matrix N has elements that do not matter for our argument.
Using standard methods, this system has a unique bounded solution for

the process {zt}
�
t�t0

if and only if both eigenvalues of the matrix M have
modulus greater than 1 (in which case the solution would be obtained by
“solving forward”). The characteristic equation of M is given by

(42) �2 � �
1 � �

�

� ��
� � � �

�

1
� � 0,

which is easily seen to have two real roots satisfying 0 � �1 � 1 � 1/� � �2.
Because �1 � 1, the condition for determinacy is not satisfied, and in-
stead there is an infinite number of bounded solutions. Since each solution
for the forecastable components can be used to construct an equilibrium
process for inflation and the output gap using equations (5) and (6), we find
that equilibrium is indeterminate.30

��/�
1 � ��/�

1/�
��/�

ut�1t

rn
t�1t � r�

it�1t � r�

�t�1t

xt�1t
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30. In particular, let e be the right eigenvector of M associated with eigenvalue �1, and let
{z�t}

�
t�t0

be any bounded solution to equation (40). Then consider the alternative process de-
fined by

zt � z�t � e�t , �t � �1�t�1 � �t ,

where {�t}
�
t�t0

is any bounded random variable such that �t�1t � 0. Then the process {zt}
�
t�t0

constructed in this way is another bounded solution to equation (40). Note that this method
works no matter what correlation �t may have with innovations in “fundamental” distur-



This means that one cannot implement an optimal equilibrium simply
by determining how interest rates should evolve in that equilibrium, as a
function of the history of exogenous disturbances, and then committing to
that functional relation as a rule for setting the interest rate. Such a policy
rule would lead to indeterminacy. But there is a further immediate conse-
quence as well: in this model, any purely forward-looking decision proce-
dure implies a reaction function that results in indeterminacy of equilib-
rium if the central bank is committed to this procedure. For as argued
above, any purely forward-looking procedure implies a reaction function
that responds solely to information about the exogenous disturbance pro-
cesses.

Thus, the desire to obtain a determinate equilibrium is another reason
why a desirable policy rule must involve some degree of history depend-
ence. In particular, we may now furthermore clarify that it must involve
some degree of dependence upon lagged endogenous variables—whereas
the mere criterion of consistency with an optimal equilibrium might be sat-
isfied by a policy rule that involved dependence solely upon lagged exoge-
nous disturbances (such as a commitment to equation [37] as an instru-
ment rule).

As a simple example of how dependence upon lagged endogenous vari-
ables can bring about determinacy, we may consider a Taylor-type rule that
prescribes that the interest rate be set each period at the value

(43) it�1 � r� � g��t�1t � gxxt�1t,

for some coefficients g�, gx � 0.31 Substituting this rule into equation (3) to
eliminate the interest rate, we again obtain an equation system of the form
of equation (40), with the vector zt defined as in equation (41), but in this
case the matrix M is given by
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bances at date t and no matter how large the variability of �t may be. Thus there is an infinite
set of bounded equilibria; there is an infinite set of additional equilibria arbitrarily close to
any given equilibrium; and these equilibria include ones in which the target variables fluctu-
ate in response to completely nonfundamental sources of uncertainty (“sunspot equilibria”),
as well as an infinite set of equilibria in which they respond solely to “fundamental” uncer-
tainty but in differing ways. Furthermore, some of the equilibria involve arbitrarily large vari-
ability of both inflation and the output gap, and so arbitrarily large values for the expected
loss function in equation (7). Thus, such a policy rule is quite unappealing, if one worries at
all about the possibility of one of the less attractive equilibria being the one that results.

31. Note that if we assume that prices and output are both entirely predetermined, as in
Rotemberg and Woodford (1997, 1999), this rule specifies the interest rate as a function of
current inflation and output, as in Taylor’s (1993) original formulation. In the case that these
variables are not entirely predetermined, direct dependence upon current inflation and out-
put would not be possible, as these are not yet observed during the bank’s period-t decision
cycle. We might allow dependence upon the bank’s estimates of those variables, �t�1,t and
xt�1,t—which estimates will in fact always be perfectly accurate, because of equations (5) and
(6)—but such a rule would be dominated by the one proposed in the text, because of the un-
desirability of unforecastable interest rate movements. It should be noted that the analysis of
determinacy would proceed in exactly the same way for either version of the rule.



M � � �.

One then observes that both roots of the characteristic equation have
modulus greater than 1, so that equilibrium is determinate, if and only if

(45) g� � �
1 �

�

�
�gx � 1.

Thus, a sufficiently strong response to fluctuations in either inflation or the
output gap suffices for determinacy.32

Note that a reaction function of the form of equation (43) must be in-
terpreted as an instrument rule rather than as an implied reaction function
associated with a targeting rule, because it involves dependence on en-
dogenous variables realized only in period t. The possibility of such de-
pendence is an advantage of instrument rules, from the point of view of en-
suring determinacy. Note that it is not equivalent for the central bank to
commit to responding in this way to its own forecast of these variables dur-
ing its period-t decision cycle, even though all period-t exogenous distur-
bances are assumed to be observed at that time. This is because a commit-
ment to respond in period t � 1 to private-sector actions in period t that
deviate from the equilibrium expected by the central bank may be useful in
ensuring that equilibria other than that one are not equally consistent with
private-sector optimization.

However, as we illustrate below, it is not necessary for determinacy that
there be feedback from period-t endogenous variables in the setting of it�1;
thus, reaction functions of the form of equation (36) may also imply a de-
terminate equilibrium.33 However, our Taylor-type example shows that in
the case of an instrument rule, determinacy can be achieved even with a
rule that involves no dependence of the instrument upon lagged variables
more than one period in the past; in the case of a targeting rule, determi-
nacy requires that the reaction function (and hence the central bank’s tar-
gets themselves) depend on endogenous variables in period t – 1 or earlier.
Thus, there is a sense in which the required degree of history dependence is
even greater in the case of a targeting rule.

We turn now to an analysis of the consequences of particular decision
procedures for monetary policy. We pay particular attention to forecast-

��/�
1 � ��/� � �gx

1/�
��/� � �g�
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32. Note that the coefficients called for by Taylor (1993), namely g� � 1.5 and gx � 0.5, nec-
essarily imply determinacy. More generally, such a rule results in determinacy if and only if it
respects what Woodford (2003, chap. 2) calls the “Taylor principle”: the requirement that a
sustained increase in the rate of inflation must eventually result in an increase in the nominal
interest rate of an even greater size. Since equation (1) implies that a unit permanent increase
in inflation implies a permanent increase in the output gap of (1 – �)/� units, a rule of the form
of equation (43) satisfies this principle if and only if equation (45) holds.

33. See the analysis in section 2.4 of determinacy in the case of a reaction function of the
form of equation (38).

(44)



targeting rules, given the reasons for interest in this class of procedures
noted in section 2.1.

2.3 Commitment to a Modified Loss Function

In this section, we discuss our highest-level policy specification, a gen-
eral targeting rule, which is in terms of a loss function that the central bank
is committed to seeking to minimize, through a forecast-based dynamic
optimization procedure. We first specify how the central bank computes its
forecasts and show the outcome for the optimal forecasts if the central
bank uses the social loss function to evaluate these. We show that select-
ing the optimal forecasts under complete discretion results in a time-
consistency problem. One way to restore time consistency is to apply dy-
namic programming and resort to forecasts consistent with the inefficient
equilibrium resulting from discretionary optimization (as characterized,
for example, using the method of Söderlind 1999). A more attractive way
to restore time consistency is a general targeting rule in the form of a mod-
ified loss function, the minimization of which results in forecasts consistent
with the optimal equilibrium. We then discuss issues connected with im-
plementation of the optimal equilibrium under this approach.

2.3.1 Forecast Targeting

All of the procedures that we discuss in this section involve a particular
approach to dynamic optimization that we call “forecast targeting.” Under
forecast targeting, the central bank first constructs conditional inflation,
output-gap, and interest-rate forecasts corresponding to alternative feasi-
ble policies and then chooses the preferred scenario according to the spec-
ified loss function. (A similar procedure is used in the case of our discus-
sion in the next section of specific targeting rules, except that the preferred
scenario is chosen as the one that satisfies a specified target criterion.) Let
it � {it��,t}

�
��1 denote such an interest rate path considered in period t,

where it��, t denotes the interest rate considered for period t � �, � � 1. Let
�t � {�t��,t}

�
��1 and xt � {xt��,t}

�
��1 denote conditional (mean) inflation and

output-gap forecasts (forecast paths) considered in period t. We use the no-
tation �t��,t and xt��,t to distinguish the central bank’s internal forecast in
period t for period t � � from private-sector inflation and output-gap ex-
pectations in period t for period t � �, �t��t and xt��t.

The forecast paths in period t will be related according to the central
bank’s forecast model,

(46) �t��,t � ��t���1,t � �xt��,t � ut��,t ,

(47) xt��,t � xt���1,t � �(it��,t � �t���1,t � rn
t��,t ),
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for � � 1. Here ut � {ut��,t}
�
��1 and rnt � {rn

t��,t}
�
��1 denote the central bank’s

(mean) forecasts of the exogenous shocks to the AS equation and the nat-
ural interest rate, conditional on information available in period t (that is,
ut��,t � Etut�� and rn

t��,t � Etr
n
t�� for � � 1). The paths satisfying these con-

ditions are the ones over which the bank then optimizes.34

2.3.2 Discretionary Minimization of the Social Loss Function

Let us first examine the situation when the central bank uses the social
loss function to evaluate alternative forecast paths and chooses as its pre-
ferred forecast the one that minimizes the corresponding expected loss. In
this case, the central bank’s period loss function over the conditional fore-
casts can be written

(48) Lt��,t � �
1

2
�[�2

t��,t � �(xt��,t � x∗)2]

for � � 1, where in equilibrium Lt��,t will differ from Et Lt�� by a constant.
Thus, in period t the central bank wishes to find the combination (it, �t, xt)
of an interest rate path and conditional forecasts that fulfills (46) and (47)
and minimizes

(49) Lt � ∑
�

��1

�� Lt��,t ,

where Lt , given by equation (8), is predetermined.
Note that once the central bank has determined its forecasts of the cost-

push shock and the natural interest rate, ut and rnt, this is a deterministic
optimization problem, in contrast to the stochastic optimization problem
examined above in section 2.2.1. Furthermore, for any conditional fore-
casts �t and xt, the corresponding interest rate path it can be constructed
from equation (47) by solving for it��,t,

(50) it��,t � rn
t��,t � �t���1,t � �

�

1
�(xt���1,t � xt��,t ).

Therefore, the central bank can solve the problem in two steps. First, it con-
siders xt��,t as a control variable and chooses it so that xt and �t fulfill equa-
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34. Constructing conditional forecasts in a backward-looking model (that is, a model with-
out forward-looking variables) is straightforward. Constructing such forecasts in a forward-
looking model raises some specific difficulties, discussed in Svensson (1999b, appendix A).
The conditional forecasts for an arbitrary interest rate path derived in the present paper and
in Svensson assume that the interest rate paths are “credible”—that is, anticipated and al-
lowed to influence the forward-looking variables. A different approach to constructing con-
ditional inflation forecasts for arbitrary interest rate paths is used by Leeper and Zha (1999),
who assume that these interest rate paths result from unanticipated deviations from a normal
reaction function.



tion (46) and minimize equation (49). Second, it calculates the correspon-
ding it according to equation (50).

The first step can be executed by formulating the Lagrangian

(51) �t �

∑
�

��1

����
1

2
�[�2

t��,t � �(xt��,t � x∗)2] � �t��,t [��t�1��,t � �xt��,t � ut��,t � �t��,t ]�,

where �t��,t is the Lagrange multiplier for the constraint (46) for period t �
�, considered in period t. Differentiating with respect to �t��,t and xt��,t

gives the first-order conditions

(52) �t��,t � �t��,t � �t���1,t � 0,

(53) �(xt��,t � x∗) � ��t��,t � 0

for � � 1, together with the initial condition

(54) �t,t � 0.

Eliminating the Lagrange multipliers in equations (52) and (53) leads to
the consolidated first-order condition

(55) �t��,t � �
�

�
�(xt��,t � xt���1,t ) � 0

for � � 2 and

(56) �t�1,t � �
�

�
�(xt�1,t � x∗) � 0

for � � 1. Thus, finding the optimal forecasts reduces to the problem of
finding �t and xt that satisfy equations (46), (55), and (56).

As noted in Woodford (1999a), these first-order conditions define a deci-
sion procedure that will not be time consistent. This can be seen from the
fact that the first-order condition for � � 1, equation (56), is different from
that for � � 2, equation (55). This results because, in deciding on �t�1,t, the
central bank takes the previous period’s forecast �t�1,t–1 as given and lets
�t�1,t deviate from it without assigning any specific cost to doing so. As a re-
sult, the forecasts in period t are not generally consistent with the forecasts
made in period t – 1, even if no new information is received in period t.

To see this, suppose that the forecasts �t–1 and xt–1 were constructed in pe-
riod t – 1 so as to minimize the intertemporal loss function (49) with t – 1
substituted for t. The same procedure in period t – 1 as above then resulted
in the same first-order conditions (55) and (56), although with t – 1 substi-
tuted for t. Thus, in period t – 1, the first-order condition for � � 2 was

(57) �t�1,t�1 � �
�

�
�(xt�1,t�1 � xt,t�1) � 0.
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Without any new information in period t relative to period t – 1, we should
have �t�1,t � �t�1,t–1 and xt�1,t � xt�1,t–1 for intertemporal consistency. From
equations (56) and (57) it is apparent that this will not be the case, unless
by chance xt,t–1 � x∗.

This illustrates that the period-t forecasts for period–t � 1 inflation un-
der the above procedure will generally differ from the forecasts of period–
t � 1 inflation in period t – 1. This also implies that when there is reopti-
mization in period t � 1, with new optimal forecasts constructed then, the
period–t � 1 forecast of period–t � 2 inflation, �t�2,t�1, would normally
differ from the period-t forecast. Thus, the above procedure will not result
in time-consistent forecasts and will violate the intuitive condition stated
in Svensson (1999a), according to which “if no new information has ar-
rived, the forecasts and the interest rate path [should be] the same, and in-
terest setting [should follow] the same interest rate path.”

2.3.3 A Dynamic-Programming Procedure

One way to make the forecasts time consistent would be for the central
bank to recognize in period t that the forecasts will be reoptimized in pe-
riod t � 1 and to incorporate this in its forecasts in period t. This would
amount to application of the dynamic-programming approach assumed in
standard expositions of the Markov equilibrium resulting from discre-
tionary optimization in a model like ours (such as Söderlind 1999). Under
this alternative approach, the first-order conditions (52) and (53) for the
forecasts in period t will instead take the form

(58) �t��,t � �t��,t � 0

and

(59) �(xt��,t � x∗) � ��t��,t � 0,

or, equivalently,

(60) �t��,t � �
�

�
�(xt��,t � x∗) � 0,

for � � 1.
Using equation (60) in equation (46) and solving in the usual manner, we

find in this case that the optimal forecast paths are given by

xt��,t ��
�2

�

�

(1

�

�

(1

�

�

)

�)
�x∗ ��

�2 � �(

�

1 � �	)
�	�ut ,

�t��,t ��
�2 � �

�

(

�

1 � �)
�x∗ ��

�2 � �(

�

1 � �	)
�	�ut .

One may verify that in this case the forecasts are now intertemporally con-
sistent.
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The corresponding instrument path it is then given by equation (50). It
follows that in the period-t decision cycle the central bank will plan to set
the interest rate in period t � 1 according to

(61) it�1 � it�1,t ��
�2 � �

�

(

�

1 � �)
�x∗ � r�� 
(rt

n � r�) � 	ut.

In at least one possible equilibrium associated with this procedure, private-
sector plans agree with the forecasts, �t�1t � �t�1,t and xt�1t � xt�1,t. In
this equilibrium, the forecastable components of inflation and the output
gap evolve according to

(62) xt�1t ��
�2

�

�

(1

�

�

(1

�

�

)

�)
�x∗ ��

�2 � �(

�

1 � �	)
�	ut,

(63) �t�1t ��
�2 � �

�

(

�

1 � �)
�x∗ ��

�2 � �(

�

1 � �	)
�	ut.

This equilibrium differs from the optimal equilibrium, described by
equations (26) and (27), in several respects. First, as long as x∗ � 0, there
is an average inflation bias, since E[�t�1] � 0. Second, the average output
gap is positive, E[xt] � 0.35 Third, the equilibrium lacks history depend-
ence, since �t�1t and xt�1t do not depend on the past output-gap plan xtt–1

or past disturbances ut–j. Fourth, the coefficients on ut are different, illus-
trating the “stabilization bias” discussed in Jonsson (1997); Svensson
(1997b); Clarida, Galí, and Gertler (1999); and Woodford (1999b).

We shall not examine the actual implementation of such an equilibrium
further. Let us just note that equation (61) implies that the interest rate will
be a function of the exogenous disturbances. If the private sector perceives
of this setup as just being characterized by the reaction function (61) and
the model equations (1) and (3), then it follows from the argument of sec-
tion 2.2.4 that equilibrium is indeterminate. Suppose instead that the
private sector forms expectations in accordance with the belief that, in a
discretion equilibrium, inflation and the output gap in period t � 2 should
only depend on the exogenous disturbances. Then the private-sector ex-
pectations �t�2t and xt�2t in equations (1) and (3) are given exogenously,
and private-sector expectations it�1t determine the plans �t�1t and xt�1t

uniquely. Then the equilibrium is determinate, and the equilibrium de-
scribed by equations (62) and (63) will result.

	� � (1 � 	) �
�

�
�

��
�2 � �(1 � �	)
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35. The aggregate-supply equation (1) has the property that the long-run Phillips curve is
positively sloped, E[�t ] � �E[xt ] /(1 – �). This is because the assumption in the standard Calvo
setup is that firms between optimizing price changes keep their nominal price fixed. If instead,
as in Yun (1996), it is assumed that prices between optimizing price changes are indexed to
the average inflation rate, the long-run Phillips curve is vertical. (Similarly, in the standard
Rotemburg setup, it is assumed that any price change is costly, making the long-run Phillips
curve positively sloped. If instead it is assumed that any price change different from the aver-
age inflation rate is costly, the long-run Phillips curve is vertical.)



2.3.4 Sequentially Constrained Optimization

We now show that a forecast-based optimization procedure can be ren-
dered consistent with the optimal equilibrium, through a suitable modifi-
cation of the way in which the central bank evaluates alternative forecast
paths. As indicated in our discussion in section 2.2.1, a suitable procedure
must incorporate history dependence of a kind that is lacking in the pro-
cedures discussed in the previous section. One way of introducing the sort
of history dependence that is required is for the central bank to commit it-
self to internalize the cost of systematically departing from its own previ-
ous forecasts. As we have seen in the previous section, the existence of a
motive for such deviations is the reason for the suboptimality of a proce-
dure aimed at minimization of the social loss function.

In the case of a deterministic environment, it would be sufficient to add
the condition

�t�1,t � �t�1,t�1

to the bank’s decision problem in period t. However, this would be ineffi-
cient in the more realistic case where there is some new information each
period, and hence good reason to let �t�1,t deviate from �t�1,t–1, albeit in an
unforecastable way. But we may instead imagine a procedure in which the
central bank chooses the forecast path that is optimal subject to a con-
straint of the form

(64) �t�1,t � ��t(ut),

where the value of ��t(ut) for each possible realization of the disturbance ut

is chosen as part of the bank’s period–t – 1 decision.
It is clear that a dynamic-programming approach of this kind can create

the necessary history dependence, at least in principle. As discussed in sec-
tion 2.2.2 above, a timelessly optimal equilibrium involves an expected evo-
lution from any date t onward that is optimal subject to a constraint of the
form of equation (25). Furthermore, as just discussed, the evaluation of ex-
pected losses in any possible equilibrium from date t onward requires only
a computation of the associated forecast paths. Hence, the choice of it�1,t

that should be made at date t in order to implement the timelessly optimal
equilibrium can be made solely on the basis of an evaluation of the alter-
native forecast paths that are consistent with the constraint (64), assuming
that, in each possible state at date t, ��(ut) takes the same value as in equa-
tion (25).

In the case of both of the examples of timelessly optimal equilibria dis-
cussed in section 2.2.2, the required constraint is of the form

(65) ��t(ut) � ��t,t�1 � �
1 �

	c

�	c
�(ut � ut,t�1),
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where the intercept ��t,t–1 depends only on the state of the economy in pe-
riod t – 1.36 Thus we may imagine that the central bank commits itself in pe-
riod t – 1 to subject itself in the following decision cycle to a constraint of
the form in equation (65), where the value of ��t,t–1 is chosen in period t – 1.
It is the choice of ��t,t–1 on the basis of the economy’s state in period t – 1
that creates the desired history dependence of subsequent policy.

Because it is only ��t,t–1 that must be chosen as part of the bank’s period-
t – 1 decision cycle, the choice can be made purely on the basis of a selec-
tion among alternative possible forecast paths at that time. (Note that the
intercept in equation [65] that is consistent with the timelessly optimal
equilibrium is just the forecast value �t�1,t–1 associated with the constrained-
optimal forecast path selected by the central bank in its period–t – 1 deci-
sion cycle.) Furthermore, the bank’s choice of the appropriate value for
��t,t–1, like its choice of the appropriate value for it,t–1, follows from its desire
to bring about the constrained optimal equilibrium from among those pro-
jected to be possible in its period–t – 1 desired cycle. If and only if the bank
selects the value of ��t,t–1 in this way will it expect its own constrained opti-
mization procedure in the following decision cycle to lead it to choose to
continue the forecast path selected as constrained-optimal in the current
decision cycle.

We thus obtain a sequential forecast-based optimization procedure that
is consistent with an equilibrium that is optimal from a timeless perspec-
tive. (Either of the two timelessly optimal equilibria discussed in section
2.2.2 can be shown to be consistent with a procedure of this form, as long
as one starts with the appropriate constraint in the first period that the pro-
cedure is followed.) However, a possible disadvantage of the procedure,
from the point of view of communication with the public, is that the deter-
mination of which among the feasible forecast paths at a given time are
consistent with constraint (64) depends on an evaluation of the current dis-
turbance ut, and the extent to which this differs from what was previously
expected. This means that the numerical value of this disturbance (that is
not meaningful outside the context of the bank’s structural model) must be
discussed as part of the decision about which among the feasible forecast
paths should be selected, and not only in the course of generating the set of
feasible forecast paths. Furthermore, the procedure requires the bank to
discuss its forecast for this variable, and not simply the forecast paths of the
target variables (inflation and the output gap) about which the public cares.
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36. Note that the coefficient on ut is the same in both equations (27) and (30). This is not ac-
cidental; the coefficient must be the same in the case of any timelessly optimal equilibrium.
For in any such equilibrium, the evolution of the economy from date t onward satisfies the sys-
tem consisting of equations (1), (3), (11), and (12) for some initial condition �t–1; alternative
equilibria differ only in the way that the initial condition is selected. But the initial condition
cannot depend on the realized value of ut, nor does the equilibrium response of inflation fore-
casts to unexpected variation in ut depend on the value assigned to �t–1.



The need to explicitly discuss this variable and its consequences for con-
straint (64), if the public is to be able to verify that the central bank is in-
deed basing its deliberations upon its putative objective, may be considered
a difficulty for practical implementation of the proposal.

2.3.5 Minimization of a Modified Loss Function: 
“Commitment to Continuity and Predictability”

A closely related approach, which nonetheless avoids the difficulty just
mentioned, is to modify the loss function that the central bank uses to
evaluate alternative forecast paths, rather than restricting attention to
forecast paths that satisfy a constraint of the form of equation (64). It fol-
lows from familiar Kuhn-Tucker theory that the constrained optimum of
the previous section can alternatively be characterized as the optimum of
a loss function that includes an additional term corresponding to the con-
straint. This dual approach is of particular interest in the present case, be-
cause the Lagrange multiplier associated with constraint (64) is indepen-
dent of the value of ut.

37 This means that the central bank can choose the
value of the Lagrange multiplier that will modify its period-t decision
problem as part of its period–t – 1 decision cycle and again make this de-
cision solely on the basis of a selection among feasible forecast paths at
that time. In this case, however, there is no need in period t to adjust the
value of the multiplier in response to any surprise that may have occurred
in the realization of ut.

Suppose that the central bank modifies the period loss function Lt��,t for
� �1 by adding the term �t,t–1(�t�1,t – �t�1,t–1), hence substituting

(66) L̃t�1,t � �
1

2
�[�2

t�1,t � �(xt�1,t � x∗)2] � �t,t�1(�t�1,t � �t�1,t�1)

for Lt�1,t, where �t,t–1 is the corresponding Lagrange multiplier from the de-
cision in period t – 1.38 Then the first-order conditions are equations (52)
and (53) for � � 1, where the initial condition (54) for � � 1 is replaced by

(67) �t,t � �t,t�1 .

Since �t,t–1 fulfills equation (53) for � � 1 and t replaced by t – 1,

(68) �t,t�1 � � �
�

�
�(xt,t�1 � x∗),

the consolidated first-order condition (56) for � � 1 becomes
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37. This follows from the fact that the constraint (64) corresponds to the self-consistent
constraint (25) associated with a timelessly optimal equilibrium.

38. Adding a linear term to the loss function is similar to the linear inflation contracts dis-
cussed in Walsh (1995) and Persson and Tabellini (1993). Indeed, the term added in equation
(66) corresponds to a state-contingent linear inflation contract, which, as discussed in Svens-
son (1997b), can remedy both stabilization bias and average-inflation bias.



(69) �t�1,t � �
�

�
�(xt�1,t � xt,t�1) � 0

instead of equation (56). That is, the consolidated first-order condition (55)
holds for � � 1 and not just for � � 2, with the initial condition

(70) xt,t � xt,t�1

for � � 1. Comparison of these first-order conditions with equations (11)
and (12) indicates that the optimal forecasts �t and xt chosen in period t un-
der this procedure correspond to the optimal equilibrium. Hence, choice
of it�1,t to be consistent with these optimal forecast paths will result in a
commitment to an interest rate that is consistent with continuation of the
stationary optimal equilibrium.

What is the economic interpretation of the multiplier �t,t–1? From the La-
grangian equation (51), we see that �t,t–1 is the marginal loss in period t –1
resulting from an increase in the inflation forecast �t�1,t–1. Adding the term
�t,t–1(�t�1,t – �t�1,t–1) to the period-t loss function means that the central
bank internalizes this cost when making decisions in period t. This is per-
haps a somewhat abstract consideration for the purposes of practical pol-
icy making, but it is very much in line with the continuity, predictability,
and transparency emphasized in actual inflation targeting (see, for in-
stance, King 1997b). Hence, we refer to this case as a “commitment to con-
tinuity and predictability.”

An Explicit Decision Procedure

We turn now to an explicit, algorithmic description of the central bank’s
decision procedure under this proposal. At the beginning of the period-t
decision cycle, we suppose that the central bank observes the current real-
izations of the exogenous disturbances, which it may use as an input for its
decisions; in particular, it observes the values of the current conditional ex-
pectations ut and rnt. It also recalls its commitment it,t–1, chosen during the
previous cycle, and the value assigned to �t,t–1.

The first step in the decision procedure is the computation, using the
bank’s forecasting model, of the set of possible conditional forecasts �t and
xt that are consistent with the model, given the conditional expectations ut

and rnt. In our example, these are the paths consistent with equation (46)
for all � � 1. It then evaluates the modified loss function, obtained by sub-
stituting equation (66) into equation (49), for each possible joint forecast
path. In this way, the optimal forecasts are determined as well as the new
value of the Lagrange multiplier, �t�1,t.

In our example, these optimal forecasts are the ones that satisfy the con-
solidated first-order condition (55) for all � � 1, with the initial condition
(70). Using condition (55) to eliminate �t��,t in equation (46) for � � 1, we
get the same second-order difference equation for xt��,t as obtained above
for xt�1t—namely, equation (16)—but with the initial condition (70) in-
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stead of condition (18). Thus, the characteristic equation again has the two
eigenvalues c and 1/(�c), where 0 � c � 1, and the solution can be written

(71) xt��,t � � �
�

�
�c ∑

�

j�0

(�c) jut���j,t � cxt���1,t

for � � 1.
Since the forecasts ut��,t are given by the true (exogenous) conditional ex-

pectations ut��t, which are assumed to be known to the bank as an input
to the process, the term Σ�

j�0(�c) jut���j,t has a uniquely determined value.
Under assumption (2), this value is simply 	�/(1 – �	c) times the current
disturbance ut, and equation (71) becomes

(72) xt��,t � � �
�

�
� �

1 �

c	

�

�

	c
�ut � cxt���1,t

(73) � � �
�

�
� �

1 �

	c

�	c
� �

c

c

� �

�

	

	

�

�ut � c�xt,t�1

for each � � 1. From equation (55) it then follows that the optimal forecast
of inflation is given by

(74) �t��,t � �
1 �

	c	

�

�

	c
�ut � �

�

�
�(1 � c)xt���1,t

(75) � �
1 �

	c

�	c
� ut � �

�

�
�(1 � c)c��1xt,t�1,

for each � � 1.
In a third step, the central bank calculates the corresponding forecast

path for its instrument, it, according to equation (50). From equation (55),
this must satisfy

(76) it��,t � rn
t��,t � �

��

�

�

�

�
��t���1,t

for � � 1. The forecast path for the natural rate of interest is given by the
true conditional expectations (exogenous and known to the bank), while
the forecast path for inflation is determined as above. In the case that the
disturbance processes satisfy both equations (2) and (4), the interest-rate
path is given by

(77) it��,t � r� � 
�(rt
n � r) � �

��

�

�

�

�
� �

1 �

	c

�	c
� ut

� fc��1xt,t�1

for each � � 1.
Finally, the central bank makes its decisions. Its action—the setting of

its operating target it for the current period—is determined by the com-
mitment made during the previous decision cycle: it simply sets it � it,t–1. Its

(1 � 	)	� � (1 � c)c�

���
c � 	

(1 � 	)	��1 � (1 � c)c��1

���
c � 	
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non-trivial current decisions are the selection of a commitment it�1,t for its
action in the following period, and a value for the Lagrange multiplier
�t�1,t to be used in the following period’s modified loss function. These val-
ues are both obtained as initial elements of the forecast paths just com-
puted. Thus, in the case of AR(1) disturbances the decisions are

(78) it�1,t � r� � 
(rt
n � r�) � �

��

�

�

�

�
� �

1 �

	c

�	c
� (c � 	 � 1)ut � fxt,t�1

�t�1,t � � �
�

�
�(xt�1,t � x∗)

(79) � �
�

�
�x∗ � �

1 �

	c

�	c
� ut � �

�

�
�cxt,t�1,

where we have used equations (53) and (73) for � � 1. These decisions are
recorded for use as inputs in the following decision cycle. At the beginning
of period t � 1, the new realizations of the exogenous disturbances are ob-
served and the cycle is repeated.

Several comments about this modified forecast-targeting process are ap-
propriate. One is that the forecast paths that are constructed in successive
decision cycles are now time consistent, in the sense that the forecasts made
in decision cycle t coincide with the forecast that the bank would make in
period t of what it will forecast using this procedure during any later deci-
sion cycle. For example, the bank’s forecast in period t of the forecast path
for inflation �t�1 during the following decision cycle, denoted [�t��,t�1],t,
should be

[�t��,t�1],t � �
1 �

	c

�	c
� ut�1,t

� �
�

�
�(1 � c)c��2xt�1,t

(80) ��
1 �

	c

�	c
� 	ut

� (1 � c)c��2��1 �

	c

�	c
�ut � �

�

�
�cxt,t�1�

(81) ��
1 �

	c

�	c
� ut � �

�

�
�(1 � c)c��1xt,t�1,

for each � � 2. Here we have used equation (75) to substitute for �t��,t�1 in
the first line and equation (73) to substitute for xt�1,t in the second. Note
that the final line agrees exactly with equation (75), so that the forecasting
procedure is consistent.

Furthermore, the bank’s forecasts are also consistent with at least one
possible equilibrium associated with this policy. The forecasts are, by con-

(1 � 	)	��1 � (1 � c)c��1

���
c � 	

(1 � 	)	��2 � (1 � c)c��2

���
c � 	

(1 � 	)	��2 � (1 � c)c��2

���
c � 	
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struction, consistent with equations (46) and (47), which are conditions
that the true conditional expectations must satisfy in a rational-
expectations equilibrium. In fact, one can show that there exists an equi-
librium, consistent with the bank’s pattern of action under this procedure,
in which the true conditional expectations coincide at all times with the
bank’s forecasts (�t��t � �t��,t, and so on). Checking this amounts simply
to verifying that the processes

�t�1 � �t�1,t � ut�1 � ut�1t,

xt�1 � xt�1,t � �(rn
t�1 � rn

t�1t),

it�1 � it�1,t

satisfy equations (1) and (3), when the bank forecasts are constructed as
described above.

The equilibrium with this property is also observed to be one that is op-
timal from the point of view of the timeless perspective defined in section
2.2.2. Specifically, if the policy regime begins in some period t0 , with the
initial conditions �t0,t0–1 and it0,t0–1 consistent with the stationary optimal
equilibrium, and is expected to continue forever, the equilibrium just de-
scribed for periods t � t0 corresponds to the continuation of the stationary
optimal equilibrium. The hypothesized initial conditions are, by equations
(53) and (26),

(82) �t0,t0�1 � ��
�

�
�( xt0t0�1 � x∗)

(83) � �
�

�
�x∗ � �

1 �

	c

�	c
�∑

�

j�0

c jut0�j�1

and it0,t0–1 � i∗t0
. Substitution of these initial conditions into the equations

just derived is easily seen to result in exactly the stationary optimal equi-
librium characterized in section 2.2.2. Furthermore, regardless of the ini-
tial conditions, the equilibrium involves the optimal responses to shocks
that occur from period t0 onward, as well as the optimal long-run average
values for the endogenous variables.39

Note that this procedure need not require that the bank’s decisions re-
garding it�1,t and �t�1,t be made public or that it announce any other as-
pects of the forecast paths that it constructs as part of the above decision
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39. Note that modification of the loss function to include the additional term in equation
(66), in line with the inflation contracts referred to in note 38, suffices to eliminate the average
inflation bias resulting from discretionary minimization of the true social loss function, even
when the central bank’s loss function includes an output gap target x∗ � 0. Thus there is no
need to also modify the loss function in the way proposed by King (1997a), setting x∗ � 0 even
if that is not its true social value. It is thus an appealing feature of this approach that a single
modification of the purely discretionary procedure cures both the problems of average infla-
tion bias and stabilization bias.



procedure. It need simply set its instrument in the way that has been spec-
ified, and, if its decision procedure (or, rather, the consequences of the pro-
cedure) is correctly understood by the private sector, the optimal equilib-
rium becomes a rational-expectations equilibrium consistent with this
policy. This is because under this procedure the central bank’s forecasts
(and actions) are a perfectly predictable function of the history of exoge-
nous disturbances, which are already assumed to be observed by the
private sector. Thus, revealing the forecasts, or the commitments chosen by
the bank on the basis of them, reveals no additional information.40

Nonetheless, announcement of the bank’s decisions regarding it�1,t and
�t�1,t may be useful in practice. First of all, the bank’s commitment to con-
dition its future decisions upon these past findings may be more reliably
fulfilled when the commitments have been made public. (Our analysis in
the previous paragraph of the irrelevance of the information provided by
the announcements treats the bank’s commitment to the decision proce-
dure as unproblematic.) Second, the ability of the private sector to accu-
rately forecast future policy (upon which the above calculation of optimal
policy relies) may be facilitated by such announcements of the bank’s in-
tentions with regard to future decision cycles. (Our analysis in the previous
paragraph similarly takes the private sector’s correct understanding of the
bank’s decision procedure as given.) Similar considerations apply with re-
gard to publication of the bank’s forecasts. The fact that past forecasts have
been made public may strengthen the bank’s commitment to minimizing
the modified loss function rather than the true social loss function, for un-
constrained discretionary optimization will result in outcomes that sys-
tematically disconfirm previous forecasts. And obviously publication of
the bank’s forecasts makes it easier for the private sector to coordinate its
own forecasts with those of the bank and hence to act in the way assumed
by the bank’s analysis.41

The Implied Reaction Function and Determinacy

We turn now to the question of whether the optimal equilibrium just dis-
cussed is necessarily the one that results from a commitment to the above
procedure. In order to analyze this question, it suffices to consider the im-
plied reaction function of this policy rule—that is, the implied mapping
from exogenous and predetermined variables (the information of the cen-
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40. The bank’s forecasts are predictable not simply given the relations between variables
that should exist in equilibrium, but regardless of the equilibrium that happens to be realized,
for the procedure described above takes as inputs no observations of external reality other
than the evolution of the exogenous disturbances and involves no internal randomization ei-
ther.

41. The central bank has no incentive to announce a different value for �t�1,t in order to ma-
nipulate the outcome of subsequent decision cycles. Because doing so would affect private-
sector expectations in period t of its future decisions, this would lead to a worse equilibrium
from the point of view of period t.



tral bank at the beginning of each decision cycle) to the bank’s setting of its
instrument. In the example explicitly treated above, the reaction function
of the policy rule is given by it�1 � it�1,t where it�1,t is given by equations (78)
and (79). Furthermore, by solving equation (73) for � � 1 backward, we get

xt,t�1 � � �
�

�
� �

1 �

	c

�	c
� ∑

�

j�0

c jut�j�1.

Combining this with equation (78) makes it obvious that the implied reac-
tion function is given by it�1 � i∗t�1, where i∗t�1 is defined above in equation
(32). Thus, as discussed in section 2.2.4, this decision procedure results in
indeterminacy.

Thus, while the optimal equilibrium is one possible equilibrium consis-
tent with a commitment to this policy, it is only one of a very large set of
possible equilibria, even if we restrict our attention to stationary equilib-
ria. The others are not optimal, involving as they do suboptimal responses
to disturbances (simply due to self-fulfilling expectations) or fluctuations
in response to irrelevant “sunspot” variables, or both. Thus, the use of the
modified loss function solves one of the problems associated with discre-
tionary minimization of the true social loss function—the procedure is
now consistent with the optimal equilibrium—but it does not eliminate the
problem of indeterminacy of equilibrium.

Arguably, the likelihood of the economy’s settling upon an inefficient
equilibrium might be reduced by making public the complete forecast
paths calculated by the central bank. In this case the coordination of
private-sector expectations upon exactly those announced by the central
bank might be a natural “focal point” for the coordination game faced by
private-sector agents deciding which outcome to expect. Nonetheless, this
would be only one among a very large set of other possible equilibria of
that “game.” An alternative policy rule that is equally consistent with the
optimal equilibrium, and that makes it the unique (or at least the unique
nonexplosive) equilibrium, is superior (in at least this respect) to a rule that
can only make that equilibrium a “natural focal point” among a large set
of possible equilibria.

2.3.6 A Hybrid Rule That Ensures Determinacy

Determinacy can, however, be ensured in a more reliable way—by com-
mitting the bank to a policy that, if correctly understood by the private sec-
tor, excludes other equilibria—if the pure targeting procedure described
above is modified in a way that introduces some elements of commitment
to an instrument rule.

Note that a targeting procedure, as defined above, makes the bank’s ac-
tions dependent solely upon its own internal forecasts of what will happen
as a result of alternative decisions on its part. Such a purely forecast-based
procedure implies that the bank takes no note of whether realized inflation
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and output gaps deviate from its forecasts (in a systematic way) or, alter-
natively, of whether private-sector plans and expectations deviate from
central-bank forecasts. But this is not necessarily reasonable behavior; in-
deed, actual inflation-targeting central banks do seem to monitor private-
sector plans and expectations, as is apparent from their published inflation
reports.

When private-sector plans and expectations and the realized equilib-
rium deviate systematically from the central bank’s forecasts, one might
well suppose that a forecast-targeting central bank should react to this, by
letting its interest rate deviate from what it would otherwise have set. For
example, a bank might commit itself not to set it�1 � it�1,t regardless of
whether its forecasts turn out in the meantime to be confirmed, but instead
to set the interest rate according to a rule of the form

(84) it�1 � it�1,t � g�(�t�1t � �t�1,t ) � gx(xt�1t � xt�1,t ).

Here it�1,t no longer represents a commitment made during the period-t de-
cision cycle as to the value of it�1 that will necessarily be set, but it is still
the bank’s forecast during that decision cycle as to the value that will be set,
assuming that the economy continues to evolve in accordance with the
bank’s predictions.

Equation (84) no longer describes a pure targeting rule, in that the
bank’s instrument setting it�1 no longer follows from a pure calculation of
what the effects of one choice or another upon the target variables should
be. Instead, it has an element of commitment to an instrument rule—an
approach under which the central bank adjusts its instrument in a way that
it has committed itself to in advance, not because it judges at the time that
this action will have a desirable effect, but because it has judged at an ear-
lier time that it would be desirable for the private sector to anticipate be-
havior of this kind. Nonetheless, this is not a pure instrument rule either
(an approach considered further in section 2.5), as the rule for setting the
interest rate involves a time-varying coefficient it�1,t , which is chosen by the
central bank through a targeting procedure. It thus represents a sort of hy-
brid decision procedure.

The values of it�1,t , �t�1,t, and xt�1,t in this equation are each chosen by
the central bank during its period-t decision cycle. They are all determined
through exactly the same forecasting exercise as has been described above.
For in forming its forecasts, the bank expects its forecasts to be correct;
thus, in computing what it expects the consequences of a given choice of
it�1,t to be, it still expects it�1 to equal it�1,t in equilibrium. Furthermore, this
rule is consistent with continuation of the stationary optimal equilibrium,
for the same reason that the specific targeting rule described above is; for
in the case that equilibrium occurs (as forecast by the central bank), the ac-
tions prescribed by equation (84) are identical to those prescribed by the
general targeting rule.
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However, the two procedures do not prescribe identical behavior out of
equilibrium, and they may differ as to the determinacy of equilibrium.
When the central bank follows the explicit decision procedure outlined in
the “Explicit Decision Procedure” section, which results in the implied re-
action function it�1,t � i∗t�1, equation (84) would correspond to

(85) it�1 � i∗t�1 � g�(�t�1t � �t�1,t ) � gx(xt�1t � xt�1,t ).

This reaction function is such that the central bank first decides on the in-
terest rate plan, it � {it��,t}

�
��1, consistent with achieving the optimal infla-

tion and output-gap forecasts, �t � {�t��,t}
�
��1 and xt � {xt��,t}

�
��1, that

minimize the intertemporal loss function modified according to equation
(66), which results in it�1,t � i∗

t�1, as we have seen. If, after having an-
nounced this interest rate plan, it observes that private-sector plans for in-
flation and the output gap, �t�1t and xt�1t, deviate from its forecasts, �t�1,t

and xt�1,t, it makes a further adjustment of the interest rate implemented in
period t � 1 according to equation (85). (Note that this is still a reaction
function of the form of equation (39), although it no longer satisfies the in-
formation restriction assumed in equation (36), as a pure targeting rule
would.)

Let us now consider the determinacy of equilibrium under such a com-
mitment. When equation (85) is combined with the expectation of equa-
tions (1) and (3), the dynamic system can again be written as in equation
(40) with vector zt defined as in equation (41), whereas the vector s̃t of ex-
ogenous variables is now given by

s̃t �� �,

where we exploit that the central bank forecasts �t�1,t and xt�1,t depend on
the exogenous shocks only. The matrix M is given by equation (44). It fol-
lows that a sufficient condition for determinacy is that the coefficients g�

and gx fulfill equation (45). Since the optimal equilibrium is one possible
equilibrium, the unique equilibrium must be the optimal one.

In equilibrium, private-sector plans and central-bank forecasts will be
equal, so the term in equation (84) that involves the coefficients g� and gx

will always be zero. The commitment to deviate from i∗t�1 in proportion to
any deviation of private-sector plans from central bank forecasts is an out-
of-equilibrium commitment that will not be noted in the equilibrium. The
direction of the deviation is intuitive; if private-sector plans for inflation
and/or the output gap exceed the central-bank forecasts, the bank re-
sponds with tighter policy—a higher interest rate.

Thus, determinacy is possible in the case of a hybrid rule of this kind, re-
gardless of the values of the model’s structural parameters; one simply

ut�1t

r n
t�1t � r�
�t�1,t

xt�1,t
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need to choose any values for g� and gx that fulfill equation (45)—for in-
stance, Taylor’s (1993) classic values 1.5 and .5, respectively. This illustrates
the fact that a commitment to respond to variables that are predetermined,
and hence irrevocable, by the time the bank responds to them may none-
theless be desirable.

2.4 Commitment to a Specific Targeting Rule

In this section, we introduce our second, intermediate-level policy spec-
ification. This is in terms of a specific targeting rule, specifying a criterion
that the bank’s forecast paths for its target variables must satisfy. This kind
of rule specifies a relation involving one or more endogenous variables that
cannot be directly observed at the time that policy is chosen and that in-
stead must be forecasted. Furthermore, in the case of a forward-looking
model, even forecasting endogenous variables a short time in the future
will in general require solving for the model’s equilibrium into the indefi-
nite future; thus, a forecast of the entire future paths of the various vari-
ables is required. A decision procedure of this kind is therefore still or-
ganized around the construction of forecast paths conditional upon
alternative policies, even if explicit optimization is not undertaken. In the
case of such a targeting rule, the history dependence necessary for deter-
minacy and optimality must be introduced through commitment to a rule
that involves lagged endogenous variables as well as forecasts of their fu-
ture values.

A natural candidate for such a specific targeting rule is the consolidated
first-order condition (14) for all t � t0. This condition is not only consistent
with the optimality in a timeless perspective but also has the property that,
if the central bank could arrange for equation (14) to hold for all t � t0, this
condition would determine a unique bounded solution for periods t � t0

given by equations (29) and (30).
However, the central bank cannot directly ensure that such a relation be-

tween the paths of its target variables is satisfied. It can, however, adjust its
policy so as to produce forecast paths that satisfy this condition. Thus, the
targeting rule commits the bank to a policy under which its decisions in pe-
riod t are chosen so that its forecasts satisfy the condition

(86) ��t��t���1 � �
�

�
�(xt��t���1 � xt��t���2)�,t � 0

for all � � 1. This is a targeting rule involving private-sector plans of one-
period-ahead inflation and the output gap. Using the facts that, for � � 1,
[�t��t��–1],t � �t��,t and [xt��t��1],t � xt��,t (under the maintained assump-
tion that the bank does not yet observe current private-sector plans or ex-
pectations at the time it makes its current forecast), whereas [xtt–1],t � xtt–1

(under the assumption that lagged private-sector plans and expectations
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are observable), this is equivalent to ensuring that the bank’s period-t fore-
cast paths satisfy the specific targeting rule

(87) �t��,t � �
�

�
�(xt��,t � xt��,t � xt���1,t ) � 0

for � � 1, with the convention that

(88) xt,t � xtt�1.

Thus, the condition depends upon actually observed past private-sector
plans in period t – 1 for the output gap in period t, xtt–1. Note that this
differs from the case of a commitment to a modified loss function in sec-
tion 3.5; compare equation (70).42

In order to find the forecasts �t and xt that fulfill this specific targeting
rule, the bank combines equations (87) and (88) with the aggregate-supply
relation (46). Using equation (87) to eliminate �t��,t, it gets the same sec-
ond-order difference equation for xt��,t as obtained above in section 2.3.5,
except that the initial condition is equation (88) rather than equation (70).
This implies the same solutions, equations (73) and (75), except that they
depend on the previous private-sector output-gap plan xtt–1 rather than
the previous one-period-ahead central-bank output-gap forecast, xt,t–1,
that is,

(89) xt��,t � � �
�

�
� �

1 �

	c

�	c
� �

c

c

� �

�

	

	

�

�ut � c�xtt�1,

(90) �t��,t � �
1 �

	c

�	c
� ut � �

�

�
�(1 � c)c��1xtt�1.

Using this in equation (76) then results in the implied reaction function

(91) it�1,t � ı�t�1,

where ı�t�1 is defined by equations (33) and (34). Thus, the implied reaction
function differs from that in section 2.3.5, where it was given by it�1,t � i∗t�1,
where i∗t�1 is defined by equation (32).

2.4.1 Determinacy under the Specific Targeting Rule

We have already observed that the specific targeting rule in equation (87)
and the implied reaction function in equation (91) are consistent with the
equilibrium described by equations (30) and (29) and thus consistent with
continuation of the stationary optimal equilibrium if one starts from initial
conditions consistent with that equilibrium. However, it remains to be con-

(1 � 	)	��1 � (1 � c)c��1

���
c � 	
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sidered whether the proposed policy commitment requires this outcome,
under the assumption that the private sector regards the commitment as
fully credible.

When the reaction function defined by equations (33) and (38) is com-
bined with the expectations of equations (1) and (3), the resulting dynamic
system can be written as equation (40) but with the column vectors zt and
s̃t now defined as

(92) zt �� �, s̃t � � �,

and the matrix M given by

M �� �.

The eigenvalues are given by the roots of the characteristic equation, which
can be written

(93) ���2 � �
1 � �

�

� ��
�� � �

�

1
�	 � �f �� � �

�

1
�	 � 0.

For f � 0, we have the same roots �1 and �2 as in the case of an exogenous
process for the interest rate (see section 2.2.4 above), and a third root �3 � 0.
Hence, by continuity, for small f we again have indeterminacy, since we
don’t have exactly two roots of modulus above unity. It can be shown that
an interval of positive values of f gives determinacy. The necessary and
sufficient conditions for determinacy of a dynamic system of this kind are
derived in Woodford (2003, prop. C.2, appendix to chap. 4) and reproduced
in the appendix. The interval of determinacy can be written

(94) min( f1, f2 ) � f � max( f1, f2 ),

where f1 and f2 are the values of f that correspond to equality in conditions
(114) and (115), respectively. They are

(95) f1 � �
1 �

�

�
� and f2 � �

�

2
� � �

1 �

�

�
�.

For the case f2 � f1, the corresponding eigenvalues fulfill �3 � –1 � 0 � �1

� 1 � 1/� � �2.
Comparing equations (34), (94), and (95), it is clear that determinacy

will at best result only in the case of certain (not obviously plausible) pa-
rameter values. Once again, a possible interpretation of this result is that it
simply means that following the implied reaction function is not by itself
sufficient for determinacy. The central bank may need to supply additional
information to the private sector in order to facilitate the coordination of

0
�f
0

��/�
1 � ��/�

1

1/�
� �/�

0

ut�1t

rt
n

�1t � r�

�t�1t

xt�1t

xtt�1
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private-sector plans and expectations upon the optimal equilibrium. Thus,
ensuring determinacy may provide an additional argument for trans-
parency in central-bank decision making.

As discussed above in section 2.3, it may be useful for the central bank
to announce all or part of its forecasts �t, xt, and i t. If these announce-
ments are credible, in the sense that private-sector plans and expectations
agree with the announced forecasts or even expect that others will, the op-
timal equilibrium will result. Alternatively, the central bank may announce
only the targeting rule (equation [86]) that it intends to follow. If this an-
nouncement is credible, in the sense that people expect the bank to succeed
in bringing about the target condition or at least expect others to expect the
condition to hold, the optimal equilibrium will again be the only outcome.

2.4.2 A Hybrid Rule Related to the Specific Targeting Rule

Determinacy can again also be ensured in a more reliable way, by a hy-
brid rule involving an intuitive out-of-equilibrium commitment. This can
be done in a way directly related to the declared specific targeting rule of
equation (87), so it is still very much in the spirit of a targeting rule.

Consider the special case of equation (84) in which g� � ���gx � g � 0.
Then the reaction function implied by the hybrid procedure (84) and the
specific targeting rule takes the form

(96) it�1 � ı�t�1 � g��t�1t � �
�

�
�(xt�1t � xtt�1)�,

where we have used the fact that central-bank forecasts satisfy equations
(87) and (91) to obtain a reduced-form variant of equation (84). This reac-
tion function is such that the central bank first decides on the interest rate
consistent with achieving the specific targeting rule (87), corresponding to
it�1,t � ı�t�1. If, after having announced this interest rate plan, it observes that
private-sector plans for inflation and the output gap, �t�1t and xt�1t , devi-
ate from the targeting rule of equation (14), it makes a further adjustment
of the interest rate implemented in period t � 1, in the proportion g of the
deviation from equation (14). (Note that, again, this is still a reaction func-
tion of the form of equation [39], although it no longer satisfies the infor-
mation restriction assumed in equation [36], as a pure targeting rule would.)

Let us now consider the determinacy of equilibrium under such a com-
mitment. When equation (96) is combined with the expectation of equa-
tions (1) and (3), the dynamic system can again be written as in equation
(40) with the definition of the vectors zt and s̃t as in equation (92), but the
matrix M is now given by

(97) M �� �.
0

�f � ��g/�
0

��/�
1 � ��/� � ��g/�

1

1/�
��/� � �g

0
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The corresponding characteristic equation can be written

(98) ���2 � �
1 � �

�

� ��
�� � �

�

1
�	 � �f �� � �

�

1
�	

� �
�

�

�
�g��2 � 2a� � �

�

1
�	 � 0,

where we have separated out the terms multiplied by g. We recognize that
the quadratic equation in the parenthesis multiplied by g is the same as the
characteristic equation (19) examined above, with roots c and 1/(�c) ful-
filling 0 � c � 1 � 1/� � 1/(�c). Furthermore, the rest of the characteristic
equation is the same as the characteristic equation (93) examined above. If
f fulfills equation (94), we already have determinacy even if g � 0. One can
show that, regardless of whether f fulfills equation (94) or not, for any given
value of f, there exists a value g�( f ) such that

(99) g � g�( f )

is sufficient for determinacy. The value of g�( f ) is given by

(100) g�( f ) � max{g1( f ), g2( f ), min[g3( f ), g4( f )]},

where g1( f ), g2( f ), g3( f ), and g4( f ) are the lowest values such that condi-
tion (A3) holds for g � g1( f ), condition (A4) for g � g2( f ), condition (A5)
for g � g3( f ), and condition (A7) for g � g4( f ), respectively. In some cases,
the critical value is g1( f ) � 1 – (1 – �) f /�. Preliminary numerical analysis
indicate that g�( f ) for most parameters need not be much different from 1
for determinacy.

Since the optimal equilibrium is one possible equilibrium, the unique
equilibrium must be the optimal one. In equilibrium, equation (14) will be
fulfilled. The commitment to deviate from ı�t�1 in proportion to any devia-
tion from equation (14) is an out-of-equilibrium commitment that will not
be noted in the equilibrium.

Thus, determinacy is possible in the case of a hybrid rule of this kind, re-
gardless of the values of the model’s structural parameters; if equation (94)
is violated, one simply need to choose any value for g that fulfills equation
(99). This illustrates, again, the fact that a commitment to respond to vari-
ables that are predetermined, and hence irrevocable, by the time that the
bank responds to them may nonetheless be desirable. In section 2.5, we
offer a more general discussion of what may be achieved through commit-
ments of this kind.

2.4.3 A Commitment to an Equivalent Specific 
Price-Level Targeting Rule

As in Svensson (2003), the specific targeting rule in equation (87) can be
expressed as an equivalent price-level targeting rule. Let pt denote (the log
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of) the price level in period t (so �t � pt – pt–1). First, define a price-level tar-
get path in period t, p∗t � { p∗

t��,t}
�
��0 , according to

(101) p∗
t,t � p∗

t,t�1 � pt � ptt�1,

(102) p∗
t��,t � p∗

t,t .

This price-level target path is conditional on a given one-period-ahead
price-level target in period t – 1, p∗

t,t–1, to be determined. The target is ad-
justed by the unanticipated shock to the price level in period t, pt – ptt–1 �
ut – utt–1, so that some base drift is allowed to occur.

Second, consider the specific price-level targeting rule for period t,

(103) pt�1t � p∗
t�1,t � �

�

�
�xt�1t � 0.

By first-differencing equation (103)—hence, assuming that it holds in pe-
riod t – 1 and in all future periods—and using equations (101) and (102),
we see that equation (103) implies the consolidated first-order condition
(14). Third, if equation (103) holds for p∗

t,t–1 in period t – 1, this together
with equations (101) and (102) implies

(104) p∗
t,t � pt � �

�

�
�xtt�1.

Thus, if the price-level-targeting rule (103) is initiated in a period t0 and
holds for all t � t0, we can interpret equation (104) as determining the ini-
tial starting point p∗

t0,t0
as a function of the predetermined initial price level,

pt0
, and the previous one-period-ahead private-sector output-gap plan,

xt0t0–1, after which the future price-level target paths are determined by
equations (101) and (102).

Again, the central bank cannot directly insure that equation (103) is ful-
filled, but it can produce forecast paths that fulfill the corresponding spe-
cific targeting rule for the price-level and output-gap forecast paths,

(105) pt��,t � p∗
t��,t � �

�

�
�xt��,t � 0

for � � 1. That is, the forecast of the price-level gap between the price level
and the price-level target should be proportional to the negative of the out-
put-gap forecast.

In order to find the optimal price-level and output-gap forecasts, p t �
{pt��,t}

�
��1 and xt, the central bank combines equation (105) with the ag-

gregate-supply relation (46). This leads to the difference equation

p̃t���2,t � 2ap̃t���1,t � �
�

1
� p̃t��,t � ��

�

1
�ut���1,t

for � � 0, where
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p̃t��,t � pt��,t � p∗
t��,t

denotes the price-level gap forecast, the initial condition is

(106) p̃t,t � pt � p∗
t,t

� ptt�1 � p∗
t,t�1,

where we have used equation (101), and a is given by equation (17). Under
the assumption of equation (2), the solution is

p̃t��,t � �
1 �

c	

�

�

	c
�ut � cp̃t���1,t

� �
1 �

	c

�	c
��

c

c

� �

�

	

	

�

�ut � c�p̃t,t

for � � 1. From equation (105), it then follows the output-gap forecast ful-
fills

xt��,t � ��
�

�
� �

1 �

c	

�

�

	c
�ut � �

�

�
�cp̃t���1,t

� ��
�

�
� �

1 �

	c

�	c
��

c

c

� �

�

	

	

�

�ut � �
�

�
�c�p̃t,t

and that the inflation forecast is given by

�t��,t � �
1 �

	c	

�

�

	c
�ut � (1 � c)p̃t���1,t

� �
1 �

	c

�	c
� ut � (1 � c)c��1p̃t,t .

Using this in equation (47) to find the optimal instrument rate decision
in period t, it�1,t gives

(107) it�1,t � ı̃t�1 � r�� 
(rt
n � r�) � �

��

�

�

�

�
��

1 �

	c

�	c
� (c � 	 � 1)ut � f̃ p̃t,t ,

where we have assumed equation (4) and where

(108) f̃ � � �
�

�
� f � �

� �

��

��
� (1 � c)c.

Note that there is a relatively close relation between optimal inflation tar-
geting under commitment and price-level targeting under discretion, pre-
viously discussed by Svensson (1999c); Clarida, Galí, and Gertler (1999);
Svensson and Woodford (2003, section 5.2); Vestin (1999); and Smets
(2000).

Note also that equations (106) and (107) imply that the instrument re-
sponds to the endogenous variable ptt–1 and exogenous shocks. This has

(1 � 	)	��1 � (1 � c)c��1

���
c � 	
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implications for the determinacy of equilibrium. When the implied reac-
tion function defined by equation (107) is combined with the expectations
of equations (1) and (3), the resulting dynamic system can be written as
equation (40) but with the column vectors zt and s̃t now defined as

zt �� �, s̃t �� �
and the matrix M given by

M �� �.

The eigenvalues are given by the roots of the characteristic equation, which
can be written

(� � 1)��2 � �
1 � �

�

� ��
�� � �

�

1
�	 � �

�

�

�
�f̃ � 0.

For f̃ � 0, we have the same roots 0 � �1 � 1 � 1/� � �2 as in the case of
an exogenous process for the interest rate (see section 2.2.4 above), and a
third root �3 � 1. One can show that a sufficient condition for determinacy
is

(109) 0 � f̃ � f̃2 ,

where

(110) f̃2 � 2 � �
4(1

�

�

�

�)
�.

(Conditions [A3] and [A5] imply f̃ � 0 and f̃ � f̃2, respectively, and condi-
tion [A7] is always fulfilled.) Comparing equations (94), (95), and (108)–
(110), we see that the determinacy conditions for the specific price-level
targeting rule in equation (105) are different from those for the specific (in-
flation) targeting rule in equation (87). Once again, however, they need not
be fulfilled for all reasonable parameter values.

A hybrid price-level targeting rule of the form

it�1 � ı̃ t�1 � g( pt�1t � p∗
t�1,t � �xt�1t )

can also be considered, with a corresponding condition on g for determi-
nacy.

2.5 Commitment to an Explicit Instrument Rule

As a final possibility, we now consider monetary policy procedures that
involve commitment to the achievement of a rule that links the bank’s in-

�1/�
�f̃ � �/�

0

�� /�
1 � ��/�

0

1 � 1/�
��/�

1

ut�1t

rn
t�1t � r�

ut � utt�1

pt�1t

xt�1t

ptt�1
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strument to other variables that are all either exogenous or predetermined
at the time that the instrument must be set. Such an explicit instrument rule
represents a possible decision procedure that requires no explicit consid-
eration of either forecasts or optimization problems for its implementa-
tion. A commitment of this highly specific kind would have the advantage
of making private-sector forecasting of future policy, and monitoring of
the degree to which the central bank fulfills its commitment, quite straight-
forward. It also makes it easy to incorporate into the policy rule the sort of
history dependence that is necessary to achieve the optimal equilibrium,
and the sort of dependence upon the realized paths of endogenous vari-
ables that is necessary in order for equilibrium to be determinate. A rule of
this kind with appropriately chosen coefficients may result in a unique non-
explosive rational-expectations equilibrium in which the responses to all
shocks are optimal; indeed, in the absence of restrictions upon the central
bank’s information set, there will in general be a large multiplicity of in-
strument rules that are equally desirable in this regard.43

Here we are concerned in particular with whether there are explicit in-
strument rules that lead to a desirable equilibrium and that also have a rel-
atively transparent relation to the central bank’s objective. One respect in
which this may be true is that the rule may make the instrument a function
solely of the paths of target variables.44 This is certainly the point of the
well-known proposal of Taylor (1993), under which the instrument rate is
made a simple function of current measures of inflation and the output
gap. However, simply specifying that policy should respond to any and all
deviations of target variables from their (constant) target levels does not
necessarily make sense, given that in general complete stabilization of all
target variables around the target values will not be feasible even in prin-
ciple. A more sophisticated approach would instead respond to deviations
from the particular pattern of fluctuations in the target variables that is op-
timal.

It is already clear that one type of explicit instrument rule that is defi-
nitely not desirable is a commitment to make the nominal interest rate the
particular function i∗t�1 in equation (32) of the history of disturbances that
is associated with the “timeless” optimal equilibrium. A policy rule of this
kind makes the nominal interest rate evolve exogenously, with no feedback
from the actual realizations of the endogenous variables; and as we have
discussed above in section 2.2.4, any such rule results in indeterminacy. In-
deed, commitment to this instrument rule would be equivalent to commit-
ment to the modified dynamic-optimizing procedure described earlier,
which as we saw leads to indeterminacy. In the case of a simple commit-
ment to the implied reaction function (32), the absence of any possibility of
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response to private-sector expectations, and of any opportunity for the cen-
tral bank to persuade the private sector of its own forecasts, is all the clearer.
Thus, the equilibrium paths of inflation and output will not be uniquely
determined in this case. Rules in the spirit of the Taylor rule, which spe-
cify a response to fluctuations in endogenous variables, are clearly pref-
erable from a determinacy point of view (although, if exactly of the form
suggested by Taylor [1993], they would not be optimal for the economy
considered here).

One way of characterizing undesirable fluctuations in the target vari-
ables that has the advantages of not requiring explicit reference to the par-
ticular exogenous shocks that have occurred and of being robust to alter-
native assumed shock processes, is to identify them with failures to satisfy
the consolidated first-order condition (14), the specific targeting rule that
characterizes the optimal equilibrium. A commitment to “make the condi-
tion hold” each period is not a possible explicit instrument rule; in the
bank’s period–t � 1 decision cycle, it is already a matter of fact whether
condition (14) has held or not, whereas in its period-t decision cycle, the
endogenous variables �t�1t and xt�1t are not yet observable (as they will
depend upon the bank’s period-t decision). Nonetheless, the central bank
can commit itself to move its instrument in response to whether the first-
order condition has been satisfied.

A simple example of such a rule would be

(111) it�1 � r� � g��t�1t � �
�

�
�(xt�1t � xtt�1)�,

where again g � 0 is a given response coefficient. Such a commitment is
similar to a Taylor-type instrument rule, in which the bank responds to the
change in the output gap rather than its current level, as in the characteri-
zations of Fed policy during the Volcker period proposed by Judd and
Rudebusch (1998) and Orphanides (1999). It is also necessary, of course, to
respond to the forecastable components of inflation and the output gap
rather than to the realized values of these variables in order for the instru-
ment rule to be fully explicit.45 Note that this rule is once again one that
makes the central bank’s action perfectly forecastable one period in ad-
vance (it�1 � it�1t), even though there is no advance announcement of the
instrument setting (since the central bank does not yet observe �t�1t and
xt�1t during its period-t decision cycle).

What kind of equilibrium would result from credible commitment to
such a policy? Taking expectations of equations (1), (3), and (111) condi-
tional upon public information in period t, and eliminating the variable
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it�1t, one obtains a system of difference equations that can again be writ-
ten in the form of equation (40), with the definition of the vectors zt and s̃t

as in equation (92) and with the matrix M is now given by

M �� �
(again, we do not need the details of the matrix N).

As usual, determinacy requires that M have exactly two eigenvalues with
modulus greater than 1, corresponding to the two nonpredetermined ele-
ments of zt. Whether this is true depends upon the size of the response co-
efficient g. The matrix M above is equal to that in equation (97) when f � 0.
It follows that the characteristic equation is the same as equation (99) when
f � 0. Thus, the condition for determinacy is g � g�(0).

It follows that as long as g � g�(0), there is a unique bounded solution for
zt, which depends solely upon the predetermined variable xtt–1 and expec-
tations in period t regarding the future paths of the exogenous distur-
bances. In the case that both disturbances are AR(1) processes, equations
(2) and (4), this solution is one in which both �t�1t and xt�1t are linear
functions of xtt–1, ut and rt

n. The next question is the extent to which this
equilibrium coincides with the optimal one. In fact, we know that it cannot
coincide exactly with the optimal one (more precisely, even if we start from
initial conditions consistent with the stationary optimal equilibrium, the
equilibrium resulting from a commitment to equation [111] will not con-
tinue that optimal equilibrium). This is because we have already seen that
the stationary optimal equilibrium requires that the term in brackets in
equation (111) be zero at all times, while it also requires that it�1 � i∗t�1 at
all times, a quantity that, by equation (32), is generally different from r�.

On the other hand, the determinate equilibrium associated with rule
(111) may approximate an optimal equilibrium; in particular, one can show
that as g is made sufficiently large, the approximation to the optimal equi-
librium becomes arbitrarily close. (Specifically, one can show that in the
limit as g → � �, this equilibrium approaches the one described by equa-
tions [21] and [23] for each period, which is to say, the unique equilibrium
in which condition [14] holds each period.) However, such a policy pre-
scription is unappealing, because of the possibility that small amounts of
noise in the bank’s measurement of the forecastable components of the
goal variables would lead in practice to highly volatile interest rates.46

0
� ��g/�

0

��/�
1 � ��/� � ��g/�

1

1/�
� �/� � �g

0
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46. Here we presume that the central bank’s measurement error does not become apparent
to the private sector, and so cannot affect private sector forecasts or behavior, until after the
quantities in the square brackets in equation (111) have been determined. Note that the cen-
tral bank’s error need not become apparent to the private sector until the period–t � 1 inter-
est rate is revealed, whereas the forecasts to which the central bank responds in setting it�1 are
all determined by the private sector in period t. For further discussion of the undesirability of
this approach to stabilization, see Bernanke and Woodford (1997).



Alternatively, we can make the instrument rule in equation (111) consis-
tent with the stationary optimal equilibrium by adding a time-varying in-
tercept term,

(112) it�1 � i∗t�1 � g��t�1t � �
�

�
�(xt�1t � xtt�1)�.

This is now a rule that is consistent with the stationary optimal equilib-
rium, regardless of the value of g. Because the added term is an exogenous
random process, the determinacy calculations remain the same as above,
and we again find that for g � g�(0), equilibrium is determinate. Since we al-
ready know that the optimal equilibrium is consistent with equation (112),
it follows from determinacy that the unique bounded equilibrium is an op-
timal one.

As yet another alternative, we could modify equation (111) by adding an
endogenous term that renders the rule consistent with the stationary opti-
mal equilibrium, namely

(113) it�1 � ı�t�1 � g��t�1t � �
�

�
�(xt�1t � xtt�1)�,

where once again ı�t�1 is defined by equation (33). This is identical to the re-
action function (equation [96]) implied by the hybrid procedure considered
above in section 2.4.2, although here we contemplate a direct commitment
to bring about this reaction function as an explicit instrument rule. The de-
terminacy analysis is the same as in the previous section. Thus, for g �
g�( f ), equilibrium is determinate, and the unique bounded equilibrium is
an optimal one.

These two examples illustrate the possibility of achieving the optimal
equilibrium as a determinate outcome through commitment to an explicit
instrument rule with bounded coefficients. They also illustrate an impor-
tant general point. This is that the mere fact that the target variables are
predetermined in the short run, and so not able to be affected by current
central bank decisions, does not imply that the only effective procedure
must be a forward-looking one, which aims to have a certain effect upon
the future paths of the target variables. Instead, as long as the private sec-
tor is forward looking and the central bank’s policy rule can be made cred-
ible, committing to respond in a purely backward-looking way to past de-
viations of the target variables from their desired path can be an effective
way of reducing the size of those deviations in equilibrium. The anticipa-
tion that the central bank will later respond in this way is enough to achieve
the desired effect, and indeed, in a model like that assumed here, it is only
the private sector’s expectations regarding future policy that can have any
effect on the evolution of the target variables at all.

This seems an important principle to keep in mind in choosing a policy
rule, especially insofar as the determinacy of equilibrium is a concern.
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However, the explicit instrument rules proposed above remain unattractive
on grounds of robustness. Note that a suitable specification of either the
targeting rule in equation (86) or the hybrid rule in equation (96) depends
only upon the slope coefficient � of the aggregate supply relation, and not
upon other coefficients of the bank’s model of the economy or any details
of the assumed specification of the exogenous shock processes. Instead, the
term i∗t�1 in equation (112) depends also upon the slope coefficient � of the
model’s IS relation and upon the parameters of the exogenous shock pro-
cesses (for instance, in the AR[1] specification assumed in equation [32],
upon the parameters 	 and 
). The same is true of the term ı�t�1 in equation
(113). The presence of these terms also requires that one sacrifice one of the
obvious advantages of simple instrument rules like the Taylor rule, which
is ease of communication of the nature of the commitment to the general
public. When the instrument rule involves reference to responses to exoge-
nous disturbances (rather than simply to goal variables, which are better
understood by the public and are publicly reported), there is no longer any
particular advantage of this approach in terms of transparency.

The hybrid procedure defined by equation (96) is more attractive in both
of these last regards, for that specification of the policy commitment de-
pended only upon the specific value of �, yet (in the case that the specific
model assumed above is used) it implied an identical reaction function as
the instrument rule in equation (113). It was also a specification that re-
quired no explicit reference to the exogenous disturbances. Such a hybrid
approach thus combines several of the most attractive features of a specific
targeting rule and of an explicit instrument rule.

2.6 Concluding Remarks

We now offer a few remarks on the degree to which the various decision
procedures discussed above satisfy the desiderata for a desirable monetary
policy rule mentioned in the introduction. Our first and most important
criterion, of course, is consistency of the policy rule with the stationary
optimal equilibrium characterized in section 2.2. As we have seen, the
most naive approach to inflation-forecast targeting—a forecast-based
discretionary optimizing procedure aimed at minimization of the true so-
cial loss function—fails to have this property. However, we have shown
that there are many different ways in which one could introduce the sort
of history dependence required for consistency with the optimal equilib-
rium. Possible methods include modification of the loss function that the
forecast-based optimizing procedure seeks to minimize, commitment to a
specific targeting rule such as equation (86), commitment to an instru-
ment rule such as equation (112) or (113), or commitment to a hybrid pro-
cedure such as equation (84) or (96). Any of these approaches would be
equally satisfactory from the point of view of consistency with the optimal
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equilibrium, assuming credibility of the bank’s commitment to the rule in
question.

Our second criterion was determinacy of equilibrium under the policy
rule, so that one could count on the optimal equilibrium being the one that
should result from a correct understanding of the central bank’s commit-
ment on the part of the private sector. This turned out to be a problem for
the procedure discussed in section 2.3.5, directed toward the minimization
of a modified loss function, the “commitment to continuity and predict-
ability.” In the case of our present model, such a procedure results in indeter-
minacy for all possible values of the model parameters. More generally,
because such a procedure necessarily corresponds to an implied reac-
tion function involving no dependence upon lagged endogenous variables
except insofar as these are relevant to forecasts of the future evolution
of the target variables, such rules are less likely to involve the dependence
upon lagged endogenous variables that is necessary in order to exclude self-
fulfilling expectations.

This problem may be mitigated by a sufficient degree of transparency of
the bank’s decision procedure, as this may facilitate the coordination of
private-sector expectations upon the paths forecasted by the central bank.
But this would still seem to be a weakness of our highest-level approach to
the specification of a policy rule, relative to lower-level specifications that
make the bank’s decisions dependent upon lagged endogenous variables
for reasons unrelated to their effect upon the bank’s forecasts.

However, a way to achieve determinacy is to amend the general target-
ing procedure with a commitment to a particular instrument-rate response
by the central bank, if the private-sector plans of inflation and the output
gap deviate from the central bank’s forecast. This is the hybrid rule dis-
cussed in section 2.3.6 and represented by equation (85). Since this is an out-
of-equilibrium commitment, it will not have any observable consequences
in equilibrium.

A specific targeting rule can introduce additional dependence upon
lagged endogenous variables, through commitment to a target criterion
that depends upon past as well as future paths of the target variables. How-
ever, in the case of the simple targeting rule in equation (86), indeterminacy
is likely still to be a problem for reasonable parameter values. Achieving de-
terminacy in this way may require an even greater degree of dependence of
the target criterion upon the past history of the target variables. Again, one
way to achieve determinacy is to amend the specific targeting rule with a
commitment to a particular out-of-equilibrium instrument-rate response
by the central bank, if the specific targeting rule is violated. A hybrid rule
that serves this purpose has been discussed in section 2.4.2 and displayed
in equation (96).

An alternative approach, which can easily result in a determinate equi-
librium that is also optimal from our timeless perspective, is commitment
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to an explicit instrument rule that requires the central bank to respond to
deviations of the target variables from a target criterion that it should sat-
isfy in an optimal equilibrium. This is illustrated by the explicit instrument
rules in equations (112) and (113), but the hybrid rule mentioned above
works equally well in this regard.

However, it should be stressed that the magnitude of the determinacy
problems above may be exaggerated by the extremely forward-looking
character of the model assumed here, in which no lagged endogenous vari-
ables are relevant to the determination of current and future values of the
target variables, except insofar as such dependence is introduced through
the monetary policy rule. A consideration of the extent to which the deci-
sion procedures of the kind we have considered would still face indetermi-
nacy problems in a more complex, and possibly more realistic, model with
sources of intrinsic inertia in the endogenous variables remains a topic for
further research.

There remain two further criteria for comparison of our candidate poli-
cies. As noted in the introduction, we prefer approaches to monetary pol-
icy in which the connection between the central bank’s decision process
and its ultimate objectives is as transparent as possible. From this point of
view, our highest-level policy specifications, in terms of a procedure that
aims to minimize a specified loss function, are most suitable. The most
transparent procedure would be the naive approach of discretionary min-
imization of the social loss function, but this procedure, as we have seen, is
inconsistent with an optimal equilibrium. Minimizing a modified loss
function, the commitment to continuity and credibility discussed in sec-
tion 2.3.5, is somewhat less transparent, although the idea of taking into
account the shadow cost of the previous central-bank forecasts and
private-sector expectations is arguably a direct consequence of the desire
to minimize the social loss function, once the nature of the bank’s opti-
mization problem is properly understood. Such concerns are also arguably
present already in the thinking and rhetoric of actual inflation-targeting
central banks, given banks’ emphasis on continuity and predictability (see,
for instance, King 1997b). However, in a more complex model with a
greater number of forward-looking variables, this approach would imply
that the Lagrange multipliers of all of the (relevant) forward-looking vari-
ables would need to be recorded and taken into account in modifying the
period loss function. This would make the approach far less transparent
and perhaps less practical as well.

The specific targeting rule discussed in section 2.4 and described by
equation (14), implying that the expected deviation between inflation and
the inflation target should be proportional to the decrease in the pre-
dictable component of the output gap, is simple but somewhat less intu-
itive, and for that reason it is less transparently related to underlying

78 Lars E. O. Svensson and Michael Woodford



policy goals.47 The equivalent price-level targeting rule for the forward-
looking model discussed in section 2.4.3 is arguably more intuitive, though.
And in any event, because such a rule is still specified in terms of the de-
sired behavior of the target variables, it scores better on this criterion than
would instrument rules such as equations (112) and (113). The same is true
of the hybrid variant of this procedure described by equation (96).

Because explicit instrument rules are formulated as rules of central-
bank conduct that happen, generally for relatively indirect reasons, to have
desirable consequences if anticipated by the private sector, rather than as
descriptions of what the bank is trying to achieve, they rate lowest on the
criterion of transparency. A rule such as equation (111), however, is more
transparently related to the goals of policy than many other instrument
rules would be, insofar as it prescribes response to failure of the target vari-
ables to satisfy a target criterion (indeed, the same criterion as is the basis
for the specific targeting rule in equation [14]). However, as we have seen,
equation (111) in its simplest form is not consistent with the optimal equi-
librium. Modified instrument rules such as equations (112) and (113),
which are consistent with optimality, involve fairly complex functions of
lagged disturbances or endogenous variables that are clearly not related to
the goals of policy in any transparent way.

Our final criterion is the robustness of the alternative monetary policy
procedures to modifications of the assumed model of the economy. The
general topic of robustness is beyond the scope of this study, but our results
here do allow us to comment upon the sensitivity of the various specifica-
tions to changes in parameters while assuming the same basic model struc-
ture.

Clearly, the higher-order policy specifications are more robust to model
perturbations. Our general approach in section 2.3.5 of modifying the loss
function so as to make a discretionary optimizing procedure consistent
with the optimal equilibrium is not dependent upon the details of the
bank’s model of the economy at all. Only the identification of the relevant
forward-looking variables and their associated Lagrange multipliers is at
all model dependent; nothing about the specification would need to be
changed as a result of changes in model parameters that maintained the
same basic form of equations (1) and (3) or changes in the assumed speci-
fication of the exogenous disturbance processes.

The specific targeting rule in equation (14) is less robust than this, but it
still depends only upon the slope coefficient � of the AS relation. The tar-
geting rule is independent of the nature and number of the exogenous dis-
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turbances in the AS equation. Moreover, as long as there is no weight on
interest rate stabilization or smoothing in the loss function, the targeting
rule is completely independent of both the form of the IS equation and the
nature of its disturbances. Thus, the targeting rule arising in this model is
quite robust to a number of model perturbations. This supports the con-
jecture arising in the backward-looking model of Svensson (1997a) that
targeting rules are likely to be more robust than instrument rules.48 The hy-
brid variant of this rule (equation [84]) is equally robust.

The instrument rules (112) and (113) are the least robust, since they de-
pend on all of the parameters of the model and are not robust to any pertur-
bations—except changes in the variances of the i.i.d. shocks, due to the cer-
tainty equivalence that holds in a linear model with a quadratic loss function.

Overall, we find that each of our general classes of policy specifications
contains specifications that incorporate the kind of history dependence
required for consistency with the optimal equilibrium. The lower-level
specifications are most advantageous from the point of view of ensuring
determinacy, whereas to the contrary, we find that the higher-level speci-
fications are most advantageous from the standpoints of transparency
and robustness. An intermediate-level policy specification, involving
commitment to a specific targeting rule, may be the best overall compro-
mise among these competing concerns. The hybrid procedure described in
section 2.4.2 is perhaps the most attractive of the alternatives reviewed
here, as it allows one to ensure determinacy regardless of the model pa-
rameters while at the same time being quite robust and retaining a more
transparent relation to the goals of policy than is possible in the case of an
explicit instrument rule.
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Appendix

The Necessary and Sufficient Conditions for Determinacy

Consider a system of difference equations of the form

zt�1t � Mzt � Ns̃t,

where zt denotes a vector of three endogenous variables, two of which are
forward looking and one of which is predetermined, s̃t denotes a vector of
exogenous variables, and M and N are matrices of appropriate dimension.
The solution to this system is determinate if and only if the matrix M has
one eigenvalue with modulus less than 1 and two eigenvalues with modu-
lus greater than 1.

The characteristic equation of the system will be cubic and can be written

�3 � a2�
2 � a1� � a0 � 0.

Woodford (2003, prop. C.2, appendix to chap. 4) shows that the solution to
the system is determinate if and only if the coefficients of the characteristic
equation fulfill either (case I)

(A1) 1 � a2 � a1 � a0 � 0 and

(A2) �1 � a2 � a1 � a0 � 0;

or (case II) and

(A3) 1 � a2 � a1 � a0 � 0,

(A4) � 1 � a2 � a1 � a0 � 0, and

(A5) a2
0 � a0a2 � a1 � 1 � 0;

or (case III) equations (A3) and (A4) hold, together with

(A6) a2
0 � a0a2 � a1 � 1 � 0 and

(A7) a2 � 3.

Comment Bennett T. McCallum

I am grateful to the conference organizers for the opportunity of discussing
the Svensson and Woodford paper, which is concerned with many impor-
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tant issues, some of which I have been interested in for a number of years.
It is a long, rich, and highly sophisticated paper by two of the most promi-
nent and accomplished of today’s monetary economists, so my work on it
has been a privilege as well as a pleasure.

There are several themes of the paper that I find very attractive, includ-
ing its emphasis on history dependence via a form of “timeless” commit-
ment by the central bank, the incorporation of various response lags, the
recognition that actual central banks do not have complete information
about current conditions, and some attention to the robustness of policy
rules or procedures. Also, it almost goes without saying, the authors’ use
of a model based on optimizing behavior by the economy’s individual
agents seems highly desirable.1

Presumably, however, my main job is to spell out areas of reservation or
possible disagreement, so most of the remainder of this discussion will be
concerned with such items. There are three main topics, including (a) the
precise concept of timeless-perspective optimality that is employed in the
paper, (b) the claim of an alleged weakness of instrument rules, and (c) the
way in which robustness is handled. I will discuss these in turn.

Timeless Perspective Optimality

The model that is used throughout the paper to illustrate its ideas can be
written as

(1) �t � �Et�1�t�1 � �Et�1xt � ut

(2) xt � Et�1xt�1 � b(Et�1it � Et�1�t�1 � vt ),

where the symbols are as in Svensson and Woodford’s chapter except that
I use b in place of �, vt in place of rt

n, and Et zt�j instead of zt�jt as the ra-
tional expectation of zt�j based on information variables from period t and
earlier. In the Svensson and Woodford (S&W) model, ut and vt are exoge-
nous shock processes. For simplicity I will take them to be first-order au-
toregressive (AR[1]) processes with AR parameters 	u and 	v .

In this model, and presuming that the target value of �t is zero, S&W
consider a central bank loss function of the form

(3) E0 ∑
�

t�1

�t�1Lt ,

where the period loss function is

(4) Lt � 0.5[�t
2 � �(xt � x∗)2],
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with � � 0 and x∗ representing the “socially optimal output gap (for sim-
plicity assumed constant).” In this mostly familiar setup, S&W find that the
first-order optimality conditions are

(5) Et�1�t � �
�

�
�(Et�1xt � Et�2xt�1) � 0

for all t � 2, 3, . . . , with, however,

(6) Et�1�t � �
�

�
�(Et�1xt � x∗) � 0

for t � 1. (The sum in equation [3] begins with t � 1, although the expec-
tation operator is E0, because central bank actions affect inflation and out-
put only after a one-period-lag, by the assumed information and timing
structure of the model.2) Conditions (5) and (6) are necessary for a full
commitment optimum, but such a program would of course be dynami-
cally inconsistent. That is, exactly the same procedure would, if applied
anew at any later date, call for a different path rather than a continuation
of the one chosen. Consequently, an equilibrium based on a full commit-
ment policy is typically judged as implausible. The discretionary optimal
condition, satisfaction of equation (6) for all t � 1, 2, 3, . . . , is dynamically
consistent but is unattractive because of several well-known inefficiencies
that have been emphasized by Woodford (1999, 2003); Clarida, Galí, and
Gertler (1999); McCallum and Nelson (2000); and several others.

Accordingly, S&W are led to consider policies that are optimal from
what Woodford (1999) termed a “timeless perspective.” Such policies do
not eliminate the discrepancy between their paths and those that would be
chosen in any later period by a fresh discretionary calculation, but they
have the attractive property of continuation: if the same procedure were ap-
plied anew, it would call for no departure from the previously selected
path.3 One way in which a condition satisfying S&W’s version of timeless-
perspective (TP) optimality can be obtained is by applying equation (5) for
all periods, t � 1 as well as t � 2, 3, . . . . Clearly, if that choice had been
made at some date t� in the very distant past, then policy behavior in the
present would be almost the same as if the choice had been instead the fully
optimal (from the perspective of t�) plan of equations (5) and (6).

It is the case that there are various ways of behaving in the “first” or start-
up period t � 1 of a TP policy plan.4 This is emphasized by S&W. Their dis-
cussion of implementation focuses, nevertheless, on policies in which con-
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2. This structure makes the analysis much more tedious, and more difficult to follow, than
the more usual setup. But the authors have good reasons for their specification.

3. Assuming, that is, no change in the model or the objective function being utilized.
4. For example, instead of E0�1 � (�/�)(E0x1 – E–1x0) � 0, the start-up setting could be E0�1

� (�/�)(E0x1 – E–2x–1) � E–1�–1 � 0, as if the start-up period had been with rule (5) one period
in the past. See Dennis (2001) for more discussion.



dition (5) is applied in all periods t � 1, 2, . . . . Conditional upon time-0 in-
formation, this scheme will not be fully optimal unless by chance E–1x0 �
x∗, in which case equations (5) and (6) coincide. Since other rules could have
been adopted instead, it is of interest to consider how well this particular TP
rule performs on average, over all possible initial conditions. Accordingly,
let us consider the criterion E[E0 Σ�

t�1 �t–1Lt ], the unconditional expectation
of the conditional objective in equation (3). Interestingly, there is another
“timeless” rule, not satisfying the S&W definition of TP, that performs bet-
ter than equation (5) with respect to that criterion, namely,

(7) Et�1�t � �
�

�
�(Et�1xt � �Et�2xt�1) � 0.

This result is an extension of one, due to Jensen (2001), that has been ex-
posited by Jensen and McCallum (2002).5 Rule (7), applied in all periods t
� 1, 2, . . . , has the desirable properties of continuation and time invari-
ance, and performs better than equation (5) on average, but does not meet
the second half of the S&W definition of TP optimality.

It will be readily observed that E[E0 Σ�
t�1 �t–1Lt] � E Σ�

t�1 �t–1Lt, so adop-
tion of the former as a policy criterion is equivalent to optimization from
an unconditional perspective. This makes it clear that rule (7) will also per-
form better on average than other TP rules. The problem with any TP rule
is that it is based on a conditional perspective yet avoids full exploitation
of the prevailing initial conditions, since such exploitation would eliminate
the continuation property and seriously impair credibility. The uncondi-
tional perspective is, it might be recalled, the one taken in the past by mon-
etarists and some other economists who stressed the desirability of “rules”
over “discretion” in monetary policy. It is also the type of optimization uti-
lized by Taylor (1979, 1988) and several other analysts, including Rotem-
berg and Woodford (1999).

Targeting Rules versus Instrument Rules

S&W devote the largest part of their paper to issues involving the imple-
mentation of policy procedures designed to yield TP optimality. In their
section 2.3 there is an extensive discussion of procedures to be used with
“general targeting rules,” in Svensson’s (2003) terminology, with detailed
attention paid to indeterminacy issues. The analysis is much too complex
to summarize here. One possible reservation is that schemes that require
the central bank to optimize with respect to a “modified” loss function,
which does not reflect its true objectives, are unattractive from a practical
perspective. One reason is that they would seem to rank low in terms of

86 Lars E. O. Svensson and Michael Woodford

5. The result applies to the S&W model because of the equality stated in the next paragraph.
A similar result has been obtained by Blake (2001), and some related analysis is provided by
Dennis (2001).



transparency, especially when the modified loss function involves lagged
values of Lagrange multipliers from an optimization calculation involving
an unspecified model. The discussion in section 2.4, of specific targeting
rules—that is, first-order optimality conditions for a particular model—is
less lengthy but also too complex to be described here.

S&W’s section 2.5 discussion of explicit instrument rules is, by compari-
son, rather brief and straightforward. It focuses critically on the idea, pro-
posed by McCallum (1999, 1493) and utilized by McCallum and Nelson
(2000), of using an instrument rule in a particular way to implement a spe-
cific targeting rule. The approach is to adopt a rule that has the central
bank adjusting its interest rate instrument in response to departures of the
relevant first-order optimality condition from being satisfied. The simplest
example provided for the model equations (1) and (2) is the rule

(8) it�1 � r � �1�Et�t�1 � �
�

�
�(Etxt�1 � Et�1xt ) � 0�,

with �1 � 0.6 Of course, such a rule will not result in exact satisfaction of the
first-order condition, but it will approximate the latter. Indeed, as S&W rec-
ognize, “one can show that as [�1] is made sufficiently large, the approxi-
mation to the optimal equilibrium becomes arbitrarily close,” basically as
Nelson and I have suggested. Nevertheless, S&W argue that such rules are
“unappealing, because of the possibility that small amounts of noise in the
bank’s measurement of the forecastable components of the goal variables
would lead in practice to highly volatile interest rates.” This repeats, in
milder language, the contention of Svensson (2003, 461) that it “is a dan-
gerous and completely impractical idea [for] monetary policy to have reac-
tion functions with very large response coefficients, since the slightest mis-
take in calculating the argument of the reaction function would have grave
consequences and result in extreme instrument-rate volatility.”

The intuitive basis for that suggestion is apparent, since �1 multiplies the
policy error, but I wish to argue nevertheless that its implied message is ba-
sically incorrect.7 The variability of the interest rate does tend to increase
as �1 increases, but it approaches the level that prevails with the specific
targeting rule itself—often remaining somewhat smaller for any finite �1.
This conclusion assumes, of course, that the same amount of noise or error
applies to the bank’s forecast under both procedures, which is the only
sensible way to make the comparison.8
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6. I use �1 in place of S&W’s symbol g. Also, I henceforth assume that E�t � 0.
7. I include the qualifier “basically” because there is an alternative set of information as-

sumptions that could justify the S&W claim; see note 11 below.
8. The comparison is between two methods of implementing the same first-order condition,

presumably with the same instrument. Incidentally, Nelson and I actually do not argue for
large values of coefficients such as �1; we merely state that they would permit targeting rules
to be closely approximated.



To demonstrate this result, let us specify the instrument rule in the form
used by McCallum and Nelson (2000), adjusted for the lagged-information
restrictions of the S&W model. Thus, for the timeless perspective case we
have

(9) it�1 � r � Et�t�1 � �1�Et�t�1 � �
�

�
�(Etxt�1 � Et�1xt) � et�,

where et is the central bank’s error made in period t and pertaining to it�1.
Initially let et be white noise; an AR specification will be considered below.
The corresponding specific targeting rule is then

(10) Et�t�1 � �
�

�
�(Etxt�1 � Et�1xt) � et � 0.

For the numerical exercise to follow, assume that � � 0.99, � � 0.03, and
b � 0.5—all rather standard values in the literature (pertaining to a cali-
bration for quarterly time periods). Also, let the policy parameter � equal
0.1. For the shock processes, let the innovation standard deviations be �εu

� 0.005, �εv � 0.02, and �εe � 0.02. Table 2C.1 reports values of the loss
function, and the standard deviation of the interest rate it, each averaged
over 400 simulations and each with a sample size (after discard of fifty-
three start-up periods) of 200. The five different cases pertain to different
assumptions about the autocorrelation parameters 	u , 	v , and 	e .

88 Lars E. O. Svensson and Michael Woodford

Table 2C.1 Comparison of instrument and targeting rules with Model (1)(2)

Rule (9)
Rule (10)

�1 � 0.5 �1 � 1.0 �1 � 5.0 �1 � 50 �1 � �

	u � 0.0 6.90 7.96 9.35 9.80 9.78
	v � 0.0 0.0029 0.0008 0.0010 0.0014 0.0015
	e � 0.0

	u � 0.8 77.2 65.2 62.3 62.2 62.5
	v � 0.0 0.0179 0.0039 0.0043 0.0057 0.0059
	e � 0.0

	u � 0.9 403 303 277 274 279
	v � 0.0 0.0381 0.0083 0.0095 0.0124 0.0129
	e � 0.0

	u � 0.9 816 448 286 285 275
	v � 0.8 0.1189 0.0907 0.0600 0.0547 0.0539
	e � 0.0

	u � 0.9 453 352 326 327 320
	v � 0.0 0.0437 0.0249 0.0242 0.0253 0.0251
	e � 0.8

Note: Entries are average loss times 103 and quarterly standard deviation of it. In all cases, 
�εu � 0.005, �εv � 0.02, �εe � 0.02, � � 0.99, κ � 0.03, b � 0.5, and � � 0.1.



In the case in the first row there is no autocorrelation in any of the
shocks, so the targeting rule is ineffective given the model’s assumed struc-
ture and information lags.9 In row 2, however, we assume that 	u � 0.8, so
there is scope for monetary policy to reduce the variability of inflation or
the output gap, so as to reduce the average loss. Thus as �1 increases, the
average loss falls. With very small values of �1, increases in its value do not
increase the variability of the interest rate instrument, but with moderate
or high values the variance of it increases with �1, as suggested by S&W.
But the variance magnitude evidently approaches the value that prevails
with the targeting rule of equation (10) in effect, as stated above.10

In row 3 the value of 	u is increased to 0.9, which raises the loss and the
variance of it , but again this variance approaches that of the targeting rule
as �1 is increased. The same holds true in row 4, where the model is en-
riched by the addition of serial correlation to the IS shock vt , with 	v � 0.8.
Finally, in row 5 serial correlation is posited for the et policy-error process,
in addition to the private behavioral shock ut , with 	e � 0.8. Again, the
variability of it approaches that of the targeting rule as �1 → �, rather than
growing to excessive levels.

From these results, it should be apparent that the alleged weakness of an
instrument rule, relative to a specific targeting rule, is nonexistent for the
model at hand.11 By embedding the desired first-order condition in a Tay-
lor-style instrument rule, the performance of the specific targeting rule can
be approximated as closely as is desired. It would appear that the same
would hold true for other specific targeting rules in other models.

Robustness and Conclusion

S&W’s expressed concern for robustness of policy rules, with respect to
model specification, is laudable. I believe that their approach leaves much
to be desired, however, since it is based entirely on optimal rule design for
the particular model at hand.12 I have expressed criticism of such an ap-
proach in the past (McCallum, 1999, 1490–92) and would prefer one
whose strategy is to search for a rule that performs reasonably well in a
variety of models. A sophisticated and up-to-date study in this spirit,
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9. This is because Etxt�1 and Et�t�1 are the same for all values of �1.
10. The reported numbers are subject to some random “sampling” error, since they repre-

sent an average of simulation results. The magnitude of this randomness is acceptable for the
purposes at hand.

11. In their note 46, S&W mention conditions under which their argument would be valid.
Crucial is that the central bank’s “error does not become apparent to the private sector . . .
until after the [next period’s] interest rate is revealed.” This seems, however, to be inconsistent
with their assumption that “any random element in the central bank’s period-t decisions is re-
vealed to the private sector in period t.”

12. The optimality condition (5) is invariant to changes in the autocorrelation structure of
ut but is not invariant to the inclusion in equation (5) of a lagged inflation term, for example,
or to other forms of price stickiness.



which utilizes formal optimization methods but emphasizes the need for
competing “reference models,” has recently been provided by Levin and
Williams (2003).

In any event, the main robustness-related criticism of instrument rules
expressed by S&W (section 2.5) is evidently inapplicable to the one con-
sidered above—that is, rule (9).13 That rule also fares well in terms of de-
terminacy, as is implied by S&W’s results in section 2.5. Accordingly, an
instrument rule of this type—which is simple and straightforward in
conception—would seem to be a strong contender for policy use, under the
entirely hypothetical assumption that a central bank is confident that some
specific model (such as that in equations [1] and [2], although presumably
more complex) actually provides a good description of the economy at
hand.
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Discussion Summary

Frank Smets questioned whether the welfare losses incurred due to discre-
tionary optimization of society’s preferences, and hence the welfare gains
from delegating a modified loss function to the central bank, were quanti-
tatively important. If not, the trade-off between simplicity of the delega-
tion scheme and efficiency might suggest delegation of society’s prefer-
ences. He asked whether, in the Bank of England’s experience, lack of
history dependence by not taking into account its own past forecasts had
been perceived as a problem.

George Evans pointed out that, while the paper paid a lot of attention to
the problem of determinacy of a rational-expectations equilibrium under
the various policy rules, it did not consider the issue of learnability by
private agents. He emphasized that rules that lead to determinacy may not
necessarily be learnable and that, in particular, the hybrid rules proposed
in the paper might fall into this category.

Martin Uribe expressed concern that the analysis of determinacy of equi-
librium in the paper was focused on determinacy within a small neighbor-
hood around the steady state, leaving open the issue of global determinacy
of the equilibrium.

Marvin Goodfriend argued that the framework considered in the paper
might be more valuable for analyzing future monetary policy when central
banks have acquired the degree of credibility assumed in the paper. Never-
theless, the central bank’s ability to fine-tune inflation and inflation expec-
tations assumed in the paper might be unrealistically high. He questioned
whether identifying cost shocks with historical residuals from estimated
Phillips curves may overstate their importance, as some of those residuals
may not reflect cost shocks, but credibility problems.

Athanasios Orphanides argued that it was unrealistic to assume that
agents know the true model of the economy, let alone the true parameter
values. This raises the problem of how to generate the forecasts required by
the modified objectives and specific targeting rules proposed in the paper.

Ben Bernanke asked whether the first-order condition in the specific tar-
geting rule could be interpreted as a stipulation about the time horizon
within which the central bank had to bring inflation back to its target fol-
lowing a shock.
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Mervyn King responded that the Bank of England’s Monetary Policy
Committee (MPC) has not so far shown any inflation bias. A risk in his
mind was that the U.K. inflation record since the adoption of an inflation
target in 1992 has been too good to be easily sustainable, raising the ques-
tion of how inflation expectations might react if a significantly larger shock
to inflation occurred. He emphasized that uncertainty played a fundamen-
tal role in the MPC’s presentations, both to parliamentary committees and
to the public. For example, the Bank’s inflation projections were presented
by focusing on the distribution of outcomes instead of a point forecast.
The MPC’s use of econometric models in its deliberations was possibly
risking spending too much time discussing the central tendency of the fore-
cast and too little time on the risks around that central tendency.

In response to Bennett McCallum’s comments, Michael Woodford elab-
orated on the optimality criterion applied in the paper. According to this
criterion, an equilibrium is optimal if it is optimal among all rational-
expectations equilibria satisfying a self-consistent constraint on the infla-
tion rate in the period that the policy was adopted. By contrast, McCal-
lum’s suggested optimality criterion was restricting the optimization to a
particular family of rules that include the lagged output gap, thus assum-
ing the desirability of this form of history dependence instead of deriving
it. He also argued that, in the presence of measurement error in the data,
the extremely strong responses proposed in McCallum’s instrument rule
were dangerous, in contrast to the specific targeting rules proposed in the
paper.
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An increasingly popular approach to the conduct of monetary policy, since
the early 1990s, has been inflation-forecast targeting. Under this general
approach, a central bank is committed to adjust short-term nominal inter-
est rates periodically so as to ensure that its projection for the economy’s
evolution satisfies an explicit target criterion—for example, in the case of
the Bank of England, the requirement that the Retail Prices Index minus
mortgage interest payments (RPIX) inflation rate be projected to equal 2.5
percent at a horizon two years in the future (Vickers 1998). Such a com-
mitment can overcome the inflationary bias that is likely to follow from dis-
cretionary policy guided solely by a concern for social welfare, and can also
help to stabilize medium-term inflation expectations around a level that re-
duces the output cost to the economy of maintaining low inflation.

Another benefit that is claimed for such an approach (e.g., King 1997;
Bernanke et al. 1999)—and an important advantage, at least in principle,
of inflation targeting over other policy rules, such as a k-percent rule for
monetary growth, that should also achieve a low average rate of inflation—
is the possibility of combining reasonable stability of the inflation rate (es-
pecially over the medium to long term) with optimal short-run responses
to real disturbances of various sorts. Hence Svensson (1999) argues for the
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desirability of “flexible” inflation targeting, by which it is meant1 that the
target criterion involves not only the projected path of the inflation rate but
one or more other variables, such as a measure of the output gap, as well.

We here consider the question of what sort of additional variables ought
to matter—and with what weights, and what dynamic structure—in a tar-
get criterion that is intended to implement optimal policy. We wish to use
economic theory to address questions such as which measure of inflation is
most appropriately targeted (an index of goods prices only, or wage infla-
tion as well?), which sort of output gap, if any, should justify short-run de-
partures of projected inflation from the long-run target rate (a departure of
real gross domestic product [GDP] from a smooth trend path, or from a
“natural rate” that varies in response to a variety of disturbances?), and
how large a modification of the acceptable inflation projection should re-
sult from a given size of projected output gap. We also consider how far in
the future the inflation and output projections should extend upon which
the current interest rate decision is based, and the degree to which an opti-
mal target criterion should be history dependent—that is, should depend
on recent conditions and not simply on the projected paths of inflation and
other target variables from now on.

In a recent paper (Giannoni and Woodford 2002a), we expound a gen-
eral approach to the design of an optimal target criterion. We show, for a
fairly general class of linear-quadratic policy problems, how it is possible
to choose a target criterion that will satisfy several desiderata. First, the
target criterion has the property that insofar as the central bank is expected
to ensure that it holds at all times, this expectation will imply the existence
of a determinate rational-expectations equilibrium. Second, that equilib-
rium will be optimal, from the point of view of a specified quadratic loss
function, among all possible rational-expectations equilibria, given one’s
model of the monetary transmission mechanism.2 Thus the policy rule im-
plements the optimal state-contingent evolution of the economy, in the
sense of giving it a reason to occur if the private sector is convinced of the
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1. Svensson discusses two alternative specifications of an inflation-targeting policy rule,
one of which (a “general targeting rule”) involves specification of a loss function that the cen-
tral bank should use to evaluate alternative paths for the economy, and the other of which (a
“specific targeting rule”) involves specification of a target criterion. We are here concerned
solely with policy prescriptions of the latter sort. On the implementation of optimal policy
through a “general targeting rule,” see Svensson and Woodford (chap. 2 in this volume).

2. Technically, the state-contingent evolution that is implemented by commitment to the
policy rule is optimal from a “timeless perspective” of the kind proposed in Woodford
(1999a), which means that it would have been chosen as part of an optimal commitment at a
date sufficiently far in the past for the policymaker to fully internalize the implications of the
anticipation of the specified policy actions, as well as their effects at the time that they are
taken. This modification of the concept of optimality typically used in Ramsey-style analyses
of optimal policy commitments allows a time-invariant policy rule to be judged optimal and
eliminates the time inconsistency of optimal policy. See Giannoni and Woodford (2002a) and
Svensson and Woodford (chap. 2 in this volume) for further discussion.



central bank’s commitment to the rule and fully understands its implica-
tions.

Third, the rule is robustly optimal, in the sense that the same target cri-
terion brings about an optimal state-contingent evolution of the economy
regardless of the assumed statistical properties of the exogenous distur-
bances, despite the fact that the target criterion makes no explicit refer-
ence to the particular types of disturbances that may occur (except insofar
as these may be involved in the definition of the target variables—the var-
iables appearing in the loss function that defines the stabilization objec-
tives). This robustness greatly increases the practical interest in the com-
putation of a target criterion that is intended to implement optimal
state-contingent responses to disturbances, for actual economies are
affected by an innumerable variety of types of disturbances, and central
banks always have a great deal of specific information about the ones that
have most recently occurred. The demand that the target criterion be ro-
bustly optimal also allows us to obtain much sharper conclusions as to the
form of an optimal target criterion. For while there would be a very large
number of alternative relations among the paths of inflation and other vari-
ables that are equally consistent with the optimal state-contingent evolu-
tion in the case of a particular type of assumed disturbances, only relations
of a very special sort continue to describe the optimal state-contingent evo-
lution even if one changes the assumed character of the exogenous distur-
bances affecting the economy.

Our general characterization in Giannoni and Woodford (2002a) is in
terms of a fairly abstract notation, involving eigenvectors and matrix lag
polynomials. Here we offer examples of the specific character of the opti-
mally flexible inflation targets that can be derived using that theory. Our re-
sults are of two sorts. First, we illustrate the implications of the theory in
the context of a series of simple models that incorporate important features
of realistic models of the monetary transmission mechanism. Such fea-
tures include wage and price stickiness, inflation inertia, habit persistence,
and predeterminedness of pricing and spending decisions. In the models
considered, there is a tension between two or more of the central bank’s
stabilization objectives, which cannot simultaneously be achieved in full; in
the simplest case, this is a tension between inflation and output-gap stabi-
lization, but we also consider models in which it is reasonable to seek to sta-
bilize interest rates or wage inflation as well. These results in the context of
very simple models are intended to give insight into the way in which the
character of the optimal target criterion should depend on one’s model of
the economy, and they should be of interest even to readers who are not
persuaded of the empirical realism of our estimated model.

Second, we apply the theory to a small quantitative model of the U.S.
monetary transmission mechanism, the numerical parameters of which are
fit to vector autoregression (VAR) estimates of the impulse responses of
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several aggregate variables to identified monetary policy shocks. While the
model remains an extremely simple one, this exercise makes an attempt to
judge the likely quantitative significance of the types of effects that have
previously been discussed in more general terms. It also offers a tentative
evaluation of the extent to which U.S. policy over the past two decades has
differed from what an optimal inflation-targeting regime would have called
for.

3.1 Model Specification and Optimal Targets

Here we offer a few simple examples of the way in which the optimal tar-
get criterion will depend on the details of one’s model of the monetary trans-
mission mechanism. (The optimal target criterion also depends, of course,
on one’s assumed stabilization objectives. But here we shall take the view
that the appropriate stabilization objectives follow from one’s assumptions
about the way in which policy affects the economy, although the welfare-
theoretic stabilization objectives implied by our various simple models
are here simply asserted rather than derived.) The examples that we select
illustrate the consequences of features that are often present in quantitative
optimizing models of the monetary transmission mechanism. They are also
features of the small quantitative model presented in section 3.2; hence, our
analytical results in this section are intended to provide intuition for the nu-
merical results presented for the empirical model in section 3.3.

The analysis of Giannoni and Woodford (2002a) derives a robustly op-
timal target criterion from the first-order conditions that characterize the
optimal state-contingent evolution of the economy. Here we illustrate this
method by directly applying it to our simple examples, without any need to
recapitulate the general theory.

3.1.1 An Inflation-Output Stabilization Trade-Off

We first consider the central issue addressed in previous literature on
flexible inflation targeting, which is the extent to which a departure from
complete (and immediate) stabilization of inflation is justifiable in the case
of real disturbances that prevent joint stabilization of both inflation and
the (welfare-relevant) output gap.3 We illustrate how this question would
be answered in the case of a simple optimizing model of the monetary
transmission mechanism that allows for the existence of such “cost-push
shocks” (to use the language of Clarida, Galí, and Gertler 1999).

As is well known, a discrete-time version of the optimizing model of
staggered price-setting proposed by Calvo (1983) results in a log-linear ag-
gregate supply relation of the form
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3. Possible sources of disturbances of this sort are discussed in Giannoni (2000), Steinsson
(2003), and Woodford (2003, chap. 6).



(1) �t � �xt � �Et�t�1 � ut ,

sometimes called the “New Keynesian Phillips curve” (after Roberts
1995).4 Here �t denotes the inflation rate (rate of change of a general index
of goods prices), xt the output gap (the deviation of log real GDP from a
time-varying “natural rate,” defined so that stabilization of the output gap
is part of the welfare-theoretic stabilization objective5), and the distur-
bance term ut is a “cost-push shock,” collecting all of the exogenous shifts
in the equilibrium relation between inflation and output that do not corre-
spond to shifts in the welfare-relevant “natural rate” of output. In addi-
tion, 0 � � � 1 is the discount factor of the representative household, and
� � 0 is a function of a number of features of the underlying structure, in-
cluding both the average frequency of price adjustment and the degree to
which Ball and Romer’s (1990) “real rigidities” are important.

We shall assume that the objective of monetary policy is to minimize the
expected value of a loss function of the form

(2) W � E0 �∑
�

t�0

�tLt�,

where the discount factor � is the same as in equation (1), and the loss each
period is given by

(3) Lt � �t
2 � 	(xt 
 x∗)2,

for a certain relative weight 	 � 0 and optimal level of the output gap x∗ �
0. Under the same microfoundations as justify the structural relation (1),
one can show (Woodford 2003, chap. 6) that a quadratic approximation to
the expected utility of the representative household is a decreasing func-
tion of equation (2), with

(4) 	 � �
�

�
�

(where � � 1 is the elasticity of substitution between alternative differenti-
ated goods) and x∗ a function of both the degree of market power and the
size of tax distortions. However, we here offer an analysis of the optimal
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4. See Woodford (2003, chap. 3) for a derivation in the context of an explicit intertemporal
general equilibrium model of the transmission mechanism. Equation (1) represents merely a
log-linear approximation to the exact equilibrium relation between inflation and output im-
plied by this pricing model; however, under circumstances discussed in Woodford (2003, chap.
6), such an approximation suffices for a log-linear approximate characterization of the opti-
mal responses of inflation and output to small enough disturbances. Similar remarks apply to
the other log-linear models presented below.

5. See Woodford (2003, chaps. 3 and 6) for discussion of how this variable responds to a va-
riety of types of real disturbances. Under conditions discussed in chapter 6, the “natural rate”
referred to here corresponds to the equilibrium level of output in the case that all wages and
prices were completely flexible. However, our results in this section apply to a broader class of
model specifications, under an appropriate definition of the “output gap.”



target criterion in the case of any loss function of the form of equation (3),
regardless of whether the weights and target values are the ones that can be
justified on welfare-theoretic grounds or not. (In fact, a quadratic loss
function of this form is frequently assumed in the literature on monetary
policy evaluation and is often supposed to represent the primary stabiliza-
tion objectives of actual inflation-targeting central banks in positive char-
acterizations of the consequences of inflation targeting.)

The presence of disturbances of the kind represented by ut in equation
(1) creates a tension between the two stabilization goals reflected in equa-
tion (3) of inflation stabilization on the one hand and output-gap stabi-
lization (around the value x∗) on the other; under an optimal policy, the
paths of both variables will be affected by cost-push shocks. The optimal
responses can be found by computing the state-contingent paths {�t, xt}
that minimize equation (2) with loss function (3) subject to the sequence of
constraints in equation (1).6 The Lagrangian for this problem, looking for-
ward from any date t0, is of the form

(5) �t0
� Et0 ∑

�

t�t0

�t
t0��
1

2
�[�t

2 � 	x(xt 
 x∗)2] � ϕt[�t 
 �xt 
 ��t�1]�,

where ϕt is a Lagrange multiplier associated with constraint (1) on the pos-
sible inflation-output pairs in period t. In writing the constraint term asso-
ciated with the period-t aggregate-supply relation, it does not matter that
we substitute �t�1 for Et�t�1, for it is only the conditional expectation of the
term at date t0 that matters in equation (5), and the law of iterated expec-
tations implies that

Et0
[ϕtEt�t�1] � Et0

[Et(ϕt�t�1)] � Et0
[ϕt�t�1]

for any t 
 t0.
Differentiating equation (5) with respect to the levels of inflation and

output each period, we obtain a pair of first-order conditions

(6) �t � ϕt 
 ϕt
1 � 0,

(7) 	(xt 
 x∗) 
 �ϕt � 0,

for each period t 
 t0. These conditions, together with the structural re-
lation in equation (1), have a unique nonexplosive solution7 for the infla-
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6. Note that the aggregate-demand side of the model does not matter, as long as a nominal
interest rate path exists that is consistent with any inflation and output paths that may be se-
lected. This is true if, for example, the relation between interest rates and private expenditure
is of the form of equation (15) assumed below, and the required path of nominal interest rates
is always nonnegative. We assume here that the nonnegativity constraint never binds, which
will be true, under the assumptions of the model, in the case of any small enough real distur-
bances {ut, rt

n}.
7. Obtaining a unique solution requires the specification of an initial value for the Lagrange

multiplier ϕt0–1. See Woodford (2003, chap. 7) for the discussion of alternative possible choices
of this initial condition and their significance. Here we note simply that regardless of the value
chosen for ϕt0–1, the optimal responses to cost-push shocks in period t0 and later are the same.



tion rate, the output gap, and the Lagrange multiplier (a unique solution
in which the paths of these variables are bounded if the shocks ut are
bounded), and this solution (which therefore satisfies the transversality
condition) indicates the optimal state-contingent evolution of inflation
and output.

As an example, figure 3.1 plots the impulse responses to a positive cost-
push shock, in the simple case that the cost-push shock is purely transitory,
and unforecastable before the period in which it occurs (so that Etut�j � 0
for all j 
 1). Here the assumed values of �, �, and 	 are those given in table
3.1,8 and the shock in period zero is of size u0 � 1; the periods represent
quarters, and the inflation rate is plotted as an annualized rate, meaning
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Fig. 3.1 Optimal responses to a positive cost-push shock under commitment, in the
case of Calvo pricing

8. These parameter values are based on the estimates of Rotemberg and Woodford (1997)
for a slightly more complex variant of the model used here and in section 3.1.3. The coefficient
	 here corresponds to 	x in the table. Note also that the value of .003 for that coefficient refers
to a loss function in which �t represents the quarterly change in the log price level. If we write
the loss function in terms of an annualized inflation rate, 4�t , as is conventional in numerical
work, then the relative weight on the output-gap stabilization term would actually be 16	x, or
about .048. Of course, this is still quite low compared the relative weights often assumed in the
ad hoc stabilization objectives used in the literature on the evaluation of monetary policy
rules.



that what is plotted is actually 4�t. As one might expect, in an optimal equi-
librium inflation is allowed to increase somewhat in response to a cost-
push shock, so that the output gap need not fall as much as would be re-
quired to prevent any increase in the inflation rate. Perhaps less intuitively,
the figure also shows that under an optimal commitment monetary policy
remains tight even after the disturbance has dissipated, so that the output
gap returns to zero only much more gradually. As a result of this, while
inflation overshoots its long-run target value at the time of the shock, it is
held below its long-run target value for a time following the shock, so that
the unexpected increase in prices is subsequently undone. In fact, as the
bottom panel of the figure shows, under an optimal commitment the price
level eventually returns to exactly the same path that it would have been ex-
pected to follow if the shock had not occurred.

This simple example illustrates a very general feature of optimal policy
once one takes account of forward-looking private-sector behavior: op-
timal policy is almost always history dependent. That is, it depends on the
economy’s recent history and not simply on the set of possible state-
contingent paths for the target variables (here, inflation and the output
gap) that are possible from now on. (In the example shown in the figure, the
set of possible rational-expectations equilibrium paths for inflation and
output from period t onward depends only on the value of ut, but under an
optimal policy the actually realized inflation rate and output gap depend
on past disturbances as well.) This is because a commitment to respond
later to past conditions can shift expectations at the earlier date in a way
that helps to achieve the central bank’s stabilization objectives. In the pres-
ent example, if price setters are forward looking, the anticipation that a
current increase in the general price level will predictably be “undone”
soon gives suppliers a reason not to increase their own prices currently as
much as they otherwise would. This leads to smaller equilibrium deviations
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Table 3.1 Calibrated parameter values for the examples in section 3.1

Value

Structural parameters
� 0.99
κ 0.024
�–1 0.13
�–1 0.16

Shock processes
�u 0
�r 0.35

Loss function
	x 0.003
	i 0.236



from the long-run inflation target at the time of the cost-push shock, with-
out requiring such a large change in the output gap as would be required to
stabilize inflation to the same degree without a change in expectations re-
garding future inflation. (The impulse responses under the best possible
equilibrium that does not involve history dependence are shown by the
dashed lines in the figure.9 Note that a larger initial output contraction is
required, even though both the initial price increase and the long-run price
increase caused by the shock are greater.)

It follows that no purely forward-looking target criterion—one that in-
volves only the projected paths of the target variables from the present time
onward, like the criterion that is officially used by the Bank of England—
can possibly determine an equilibrium with the optimal responses to dis-
turbances. Instead, a history-dependent target criterion is necessary, as
stressed by Svensson and Woodford (chap. 2 in this volume).

A target criterion that works is easily derived from the first-order condi-
tions (6)–(7). Eliminating the Lagrange multiplier, one is left with a linear
relation

(8) �t � �(xt 
 xt
1) � 0,

with a coefficient � � 	/� � 0, that the state-contingent evolution of infla-
tion and the output gap must satisfy. Note that this relation must hold in
an optimal equilibrium regardless of the assumed statistical properties of
the disturbances. One can also show that a commitment to ensure that
equation (8) holds each period from some date t0 onward implies the exis-
tence of a determinate rational-expectations equilibrium,10 given any ini-
tial output gap xt0–1. In this equilibrium, inflation and output evolve ac-
cording to the optimal state-contingent evolution characterized above.

This is the optimal target criterion that we are looking for: it indicates
that deviations of the projected inflation rate �t from the long-run inflation
target (here equal to zero) should be accepted that are proportional to the
degree to which the output gap is projected to decline over the same period
that prices are projected to rise. Note that this criterion is history depend-
ent, because the acceptability of a given projection (�t, xt ) depends on the
recent past level of the output gap; it is this feature of the criterion that will
result in the output gap’s returning only gradually to its normal level fol-
lowing a transitory cost-push shock, as shown in figure 3.1.

How much of a projected change in the output gap is needed to justify a
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9. See Woodford (2003, chap. 7) for derivation of this “optimal non-inertial plan.” In the ex-
ample shown in figure 3.1, this optimal non-inertial policy corresponds to the Markov equi-
librium resulting from discretionary optimization by the central bank. That equivalence
would not obtain, however, in the case of serially correlated disturbances.

10. The characteristic equation that determines whether the system of equations consisting
of (1) and (8) has a unique nonexplosive solution is the same as for the system of equations
solved above for the optimal state-contingent evolution.



given degree of departure from the long-run inflation target? If 	 is assigned
the value that it takes in the welfare-theoretic loss function, then � � �–1,
where � is the elasticity of demand faced by the typical firm. The calibrated
value for this parameter given in table 3.1 (based on the estimates of Rotem-
berg and Woodford 1997) implies that � � .13. If we express the target cri-
terion in terms of the annualized inflation rate (4�t) rather than the quar-
terly rate of price change, the relative weight on the projected quarterly
change in the output gap will instead be 4�, or about 0.51. Hence, a projec-
tion of a decline in real GDP of 2 percentage points relative to the natural
rate of output over the coming quarter would justify an increase in the pro-
jected (annualized) rate of inflation of slightly more than 1 percentage point.

3.1.2 Inflation Inertia

A feature of the New Keynesian aggregate-supply relation (1) that has
come in for substantial criticism in the empirical literature is the fact that
past inflation rates play no role in the determination of current equilibrium
inflation. Instead, empirical models of the kind used in central banks for
policy evaluation often imply that the path of the output gap required in
order to achieve a particular path for the inflation rate from now onward
depends on what rate of inflation has already been recently experienced,
and this aspect of one’s model is of obvious importance for the question of
how rapidly one should expect that it is optimal to return inflation to its
normal level, or even to undo past unexpected price-level increases, fol-
lowing a cost-push shock.

A simple way of incorporating inflation inertia of the kind that central-
bank models often assume into an optimizing model of pricing behavior is
to assume, as Christiano, Eichenbaum, and Evans (2001) propose, that in-
dividual prices are indexed to an aggregate price index during the intervals
between reoptimizations of the individual prices, and that the aggregate
price index becomes available for this purpose only with a one-period lag.
When the Calvo model of staggered price-setting is modified in this way,
the aggregate-supply relation (1) takes the more general form11

(9) �t 
 ��t
1 � �xt � �Et [�t�1 
 ��t] � ut ,

where the coefficient 0 � � � 1 indicates the degree of automatic indexa-
tion to the aggregate price index. In the limiting case of complete index-
ation (� � 1), the case assumed by Christiano et al. and the case found to
best fit U.S. data in our own estimation results below, this relation is essen-
tially identical to the aggregate-supply relation proposed by Fuhrer and
Moore (1995), which has been widely used in empirical work.

The welfare-theoretic stabilization objective corresponding to this alter-
native structural model is of the form of equation (2) with the period loss
function (3) replaced by
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11. See Woodford (2003, chap. 3) for a derivation from explicit microeconomic foundations.



(10) Lt � (�t 
 ��t
1)
2 � 	(xt 
 x∗)2,

where 	 � 0 is again given by equation (4), and x∗ � 0 is similarly the same
function of underlying microeconomic distortions as before.12 (The reason
for the change is that with the automatic indexation, the degree to which
the prices of firms that reoptimize their prices and those that do not are
different depends on the degree to which the current overall inflation rate
�t differs from the rate at which the automatically adjusted prices are in-
creasing—i.e., from ��t–1.) If we consider the problem of minimizing equa-
tion (2) with loss function (10) subject to the sequence of constraints in
equation (9), the problem has the same form as in the previous section, ex-
cept with �t everywhere replaced by the quasi-differenced inflation rate

(11) �t
qd � �t 
 ��t
1.

The solution is therefore also the same, with this substitution.
Figure 3.2 shows the impulse responses of inflation, the output gap, and

the price level to the same kind of disturbance as in figure 3.1, under opti-
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12. See Woodford (2003, chap. 6) for derivation of this loss function as an approximation
to expected utility.

Fig. 3.2 Optimal responses to a positive cost-push shock under commitment, for
alternative degrees of inflation inertia



mal policy for economies with alternative values of the indexation param-
eter �. (The values assumed for �, �, and 	 are again as in table 3.1.) Once
again, under an optimal commitment, the initial unexpected increase in
prices is eventually undone, as long as � � 1, and this once again means
that inflation eventually undershoots its long-run level for a time. However,
for any large enough value of �, inflation remains greater than its long-run
level for a time even after the disturbance has ceased, and only later un-
dershoots its long-run level; the larger is �, the longer this period of above-
average inflation persists. In the limiting case that � � 1, the undershoot-
ing never occurs; inflation is simply gradually brought back to the long-run
target level.13 In this last case, a temporary disturbance causes a permanent
change in the price level, even under optimal policy. However, the inflation
rate is eventually restored to its previously anticipated long-run level under
an optimal commitment, even though the rate of inflation (as opposed to
the rate of acceleration of inflation) is not welfare relevant in this model.
(Note that the optimal responses shown in figure 3.2 for the case � � 1 cor-
respond fairly well to the conventional wisdom of inflation-targeting cen-
tral banks, but our theoretical analysis allows us to compute an optimal
rate at which inflation should be projected to return to its long-run target
value following a disturbance.)

As in the previous section, we can derive a target criterion that imple-
ments the optimal responses to disturbances regardless of the assumed sta-
tistical properties of the disturbances. This optimal target criterion is ob-
tained by replacing �t in equation (8) by �t

qd, yielding

(12) �t 
 ��t
1 � �(xt 
 xt
1) � 0,

where � � 0 is the same function of model parameters as before. This in-
dicates that the acceptable inflation projection for the current period
should depend not only on the projected change in the output gap, but also
(insofar as � � 0) on the recent past rate of inflation: a higher existing in-
flation rate justifies a higher projected near-term inflation rate, in the case
of any given output-gap projection.

In the special case that � � 1, the optimal target criterion adjusts the cur-
rent inflation target one-for-one with increases in the existing rate of infla-
tion—the target criterion actually involves only the rate of acceleration of
inflation. But this does not mean that disturbances are allowed to perma-
nently shift the inflation rate to a new level, as shown in figure 3.2. In fact,
in the case of full indexation, an alternative target criterion that also leads
to the optimal equilibrium responses to cost-push shocks is the simpler cri-
terion
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13. Note that the impulse response of inflation (for � � 1) in panel A of figure 3.2 is the same
as the impulse response of the price level (under optimal policy) in panel C of figure 3.1. The
scales are different because the inflation rate plotted is an annualized rate, 4�t, rather than �t.



(13) �t � �xt � ��,

where again � � 0 is the same coefficient as in equation (12) and the value
of the long-run inflation target �� is arbitrary (but not changing over time).
Note that equation (12) is just a first-differenced form of equation (13), and
a commitment to ensure that equation (12) holds in each period t 
 t0 is
equivalent to a commitment to ensure that equation (13) holds, for a par-
ticular choice of ��, namely �� � �t0–1 � �xt0–1. But the choice of �� has
no effect on either the determinacy of equilibrium or the equilibrium re-
sponses of inflation and output to real disturbances (only on the long-run
average inflation rate), and so any target criterion of the form of equation
(13) implements the optimal responses to disturbances.14 Note that this
optimal target criterion is similar in form to the kind that Svensson (1999)
suggests as a description of the behavior of actual inflation-targeting cen-
tral banks, except that the inflation and output-gap projections in equation
(13) are not so far in the future (they refer only to the coming quarter) as in
the procedures of actual inflation targeters.

The result that the long-run inflation target associated with an optimal
target criterion is indeterminate depends, of course, on the fact that we
have assumed a model in which no distortions depend on the inflation rate,
as opposed to its rate of change. This is logically possible but unlikely to be
true in reality. (Distortions that depend on the level of nominal interest
rates, considered in the next section, would be one example of a realistic
complication that would break this result, even in the case of full indexa-
tion.) Because the model considered here with � � 1 does not determine
any particular optimal long-run inflation target (it need not vary with the
initially existing inflation rate, for example), even a small perturbation of
these assumptions is likely to determine an optimal long-run inflation tar-
get, and this will generally be independent of the initially existing rate of in-
flation. (The monetary frictions considered in the next subsection provide
an example of this.)

It is worth noting that even though the optimal dynamic responses
shown in figure 3.2 for the case of large � confirm the conventional wisdom
of inflation-targeting central bankers with regard the desirability of a grad-
ual return of the inflation rate to its long-run target level following a cost-
push shock, the optimal target criterion for this model does not involve a
“medium-term” inflation forecast rather than a shorter-run projection.
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14. Any such policy rule is also optimal from a timeless perspective, under the definition
given in Giannoni and Woodford (2002a). Note that alternative rules that result in equilibria
that differ only in a transitory, deterministic component of the path of each of the target vari-
ables can each be considered optimal in this sense. This ambiguity as to the initial behavior of
the target variables cannot be resolved if our concept of optimal policy is to be time consis-
tent. In the present case, ambiguity about the required initial behavior of the target variable,
inflation acceleration, implies ambiguity about the required long-run average level of the in-
flation rate, although there is no ambiguity about how inflation should respond to shocks.



Even in the case that we suppose that the central bank will often have ad-
vance information about disturbances that will shift the aggregate-supply
relation only a year or more in the future, the robust description of optimal
policy is one that indicates how short-run output-gap projections should
modify the acceptable short-run inflation projection, rather than one that
checks only that some more distant inflation forecast is still on track. Of
course, a commitment to the achievement of the target criterion in equa-
tion (12) each period does imply that the projection of inflation several
quarters in the future should never depart much from the long-run infla-
tion target, but the latter stipulation is not an equally useful guide to what
should actually be done with interest rates at a given point in time.

3.1.3 An Interest Rate Stabilization Objective

The policy problems considered above assume that central banks care
only about the paths of inflation and the output gap and not about the be-
havior of nominal interest rates that may be required to bring about a given
evolution of inflation and output that is consistent with the aggregate-
supply relation. However, actual central banks generally appear to care
about reducing the volatility of nominal interest rates as well (Goodfriend
1991). Such a concern can also be justified in terms of microeconomic
foundations that are consistent with the kind of aggregate-supply relations
assumed above, as discussed in Woodford (2003, chap. 6).

For example, the transaction frictions that account for money demand
imply a distortion that should be an increasing function of the nominal in-
terest rate, as stressed by Friedman (1969); the deadweight loss resulting
from a positive opportunity cost of holding money should also be a convex
function of the interest rate, at least for interest rates close enough to the
optimal one (the interest rate paid on base money). Alternatively, the exis-
tence of a zero lower bound on nominal interest rates can make it desirable
to accept somewhat greater variability of inflation and the output gap for
the sake of reducing the required variability of nominal interest rates, given
that the smaller range of variation in the nominal interest rate allows the
average nominal interest rate (and hence the average inflation rate) to be
lower. A quadratic penalty for deviations of the nominal interest rate from
a target level may then be justified as a proxy for a constraint that links the
feasible average level of nominal interest rates to the variability of the nom-
inal interest rate.

For any of these reasons, we may be interested in a policy that minimizes
a loss function of the form

(14) Lt � �t
2 � 	x(xt 
 x∗)2 � 	i(it 
 i∗)2,

where 	x � 0 is the same function of underlying parameters as 	 in equa-
tion (3), it is a short-term nominal interest rate, 	i � 0 for one of the rea-
sons discussed above, and i∗ is the level around which the nominal interest
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rate would ideally be stabilized. In this case, the aggregate-supply relation
is not the only relevant constraint in our optimal policy problem; it also
matters what interest rate path is required in order to induce a given evolu-
tion of aggregate demand.

In a simple optimizing model that has been used in many recent analy-
ses of optimal monetary policy (e.g., McCallum and Nelson 1999; Clarida,
Galí, and Gertler 1999; and Woodford 1999b), the aggregate-supply rela-
tion (1) is combined with an intertemporal Euler equation for the timing of
private expenditure of the form

(15) xt � Etxt�1 
 �(it 
 Et�t�1 
 r t
n),

where � � 0 represents the intertemporal elasticity of substitution and r t
n

exogenous variation in Wicksell’s “natural rate of interest.” Real distur-
bances that cause the natural rate of interest to vary are now another rea-
son why (if 	i � 0) it will be impossible for the central bank to completely
stabilize all of its target variables simultaneously, and hence for transitory
variations in the inflation rate to be optimal, even in the absence of cost-
push shocks.

This leads us to consider the problem of finding the state-contingent evo-
lution of inflation, output, and interest rates to minimize the expected dis-
counted value of equation (14) subject to the constraints of equations (1)
and (15). A similar Lagrangian method as in section 3.1.1 leads to first-
order conditions of the form

(16) �t 
 �
1�ϕ1t
1 � ϕ2t 
 ϕ2t
1 � 0,

(17) 	x(xt 
 x∗) � ϕ1t 
 �
1ϕ1t
1 
 �ϕ2t � 0,

(18) 	i (it 
 i∗) � �ϕ1t � 0,

where ϕ1t is the multiplier associated with constraint (15) and ϕ2t the one
associated with constraint (1). We can once again solve this system of equa-
tions for unique bounded paths for the endogenous variables in the case of
any bounded processes for the exogenous disturbances {rt

n, ut}. The im-
plied optimal responses to an exogenous increase in the natural rate of in-
terest are shown in figure 3.3. Here the model parameters are calibrated as
in table 3.1, and the natural rate of interest is assumed to be a first-order
autoregressive process with serial correlation coefficient �r � 0.35.15

A notable feature of figure 3.3 is that once again optimal policy must be
history dependent, for the optimal responses to the disturbance are more
persistent than the disturbance itself. As discussed in Woodford (1999b),
optimal interest rate policy is inertial, in the sense that interest rates are
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15. The real disturbances that cause the natural rate of interest to vary are assumed to cre-
ate no variation in the cost-push term ut; that is, they shift the equilibrium relation between
inflation and output only through possible shifts in the natural rate of output. A variety of ex-
amples of real disturbances with this property are discussed in Woodford (2003, chap. 6).



both raised only gradually in response to an increase in the natural rate of
interest and then are returned to their normal level more gradually than the
natural rate itself as well. (The impulse response of the natural rate is
shown by the dotted line in panel a of the figure.) Because spending re-
sponds to expected future interest rates and not only current short rates, it
is possible to achieve a given degree of stabilization of demand (relative to
the natural rate) in response to disturbances with less volatility of short-
term interest rates if short rates are moved in a more inertial fashion. (The
optimal responses among those achievable using a purely forward-looking
target criterion are shown, for purposes of comparison, by the dashed lines
in the figure.)

A history-dependent target criterion that can bring about the desired
impulse responses, again regardless of the statistical properties of the dis-
turbances r t

n and ut (including any assumptions about the degree of corre-
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Fig. 3.3 Optimal responses to an increase in the natural rate of interest



lation between these disturbances), can be derived once more from the
first-order conditions (16)–(18). Using the last two equations to substitute
for the two Lagrange multipliers in the first equation, we are left with a lin-
ear relation of the form

(19) A(L)(it 
 i∗) � ���t � �x(xt 
 xt
1)

that must be satisfied each period under an optimal policy. Here the coeffi-
cients of the lag polynomial are

A(L) � 1 
 �1 � �
�

�

�
��L 
 �
1L(1 
 L),

and the inflation and output response coefficients are

(20) �� � �
�

	

�

i

� � 0, �x � �
�

	

	

i

x
� � 0.

One can furthermore show that not only is this a necessary feature of an
optimal equilibrium, but it also suffices to characterize it, in the sense that
the system consisting of equation (19) together with the structural equa-
tions (1) and (15) has a unique nonexplosive solution, in which the equilib-
rium responses to shocks are optimal.16

Requirement (19) can be interpreted as an inertial Taylor rule, as dis-
cussed in Giannoni and Woodford (2003). However, this requirement can
also be equivalently expressed in a forward-integrated form, that more di-
rectly generalizes the optimal target criterion derived in section 3.1.1. It is
easily seen that our sign assumptions on the model parameters imply that
A(L) can be factored as

A(L) � (1 
 	1L)(1 
 	2L),

where 0 � 	1 � 1 � 	2. It then follows that equation (19) is equivalent to

(21) (1 
 	1L)(it
1 
 i∗) � 
	2

1Et[(1 
 	2


1L
1)
1(���t � �x�xt)],

in the sense that bounded stochastic processes {it , �t , xt} satisfy equation
(19) for all t 
 t0 if and only if they satisfy (21) for all t 
 t0.

17 Hence a com-
mitment to ensure that equation (21) is satisfied at all times implies a
determinate rational-expectations equilibrium in which the responses to
shocks are optimal. This conclusion is once again independent of any as-
sumption about the statistical properties of the disturbances, so that equa-
tion (21) is a robustly optimal target criterion.

This optimal target criterion can be expressed in the form

(22) Ft (�) � �Ft (x) � �xxt
1 
 �i (it
1 
 i∗) 
 ���it
1,
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16. See Giannoni and Woodford (2003), proposition 1.
17. See Giannoni and Woodford (2002b), proposition 7.



where for each of the variables z � �, x we use the notation Ft (z) for a con-
ditional forecast

Ft (z) � ∑
�

j�0

�z , j Etzt�j

involving weights {�z , j} that sum to one. Thus, the criterion specifies a
time-varying target value for a weighted average of an inflation forecast
and an output-gap forecast, where each of these forecasts is in fact a
weighted average of forecasts at various horizons, rather than a projection
for a specific future date. The coefficients of this representation of optimal
policy are given by

� � �x � (1 
 	2

1) �

	

�

x
� � 0,

�i � 	2(1 
 	1)(1 
 	2

1) �

�

	

�

i
� � 0,

�� � 	1	2(1 
 	2

1) �

�

	

�

i
� � 0,

while the optimal weights in the conditional forecasts are

��, j � �x , j � (1 
 	2

1)	2


j.

Thus the optimal conditional forecast is one that places positive weight on
the projection for each future period, beginning with the current period,
with weights that decline exponentially as the horizon increases. The mean
distance in the future of the projections that are relevant to the target cri-
terion is equal to

∑
�

j�0

�z, j j � (	2 
 1)
1

for both the inflation and output-gap forecasts.
In the case of the calibrated parameter values in table 3.1, the rate at

which these weights decay per quarter is 	2
–1 � .68, so that the mean fore-

cast horizon in the optimal target criterion is 2.1 quarters. Thus, while the
optimal target criterion in this case involves projections of inflation and
output beyond the current quarter, the forecast horizon remains quite
short compared to the actual practice of inflation-forecast-targeting cen-
tral banks. For these same parameter values, the optimal relative weight on
the output-gap forecast is � � .04,18 indicating that the target criterion is
largely an inflation target. The remaining optimal coefficients are �x � .04,
�i � .24, and �� � .51, indicating a substantial degree of history depend-
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18. If we write the target criterion in terms of a forecast for the annualized inflation rate
(4�t), the relative weight on the output-gap forecast will instead be 4�, or about .15.



ence of the optimal flexible inflation target. The fact that �x � � indicates
that it is the forecasted increase in the output gap relative to the previous
quarter’s level, rather than the absolute level of the gap, that should mod-
ify the inflation target, just as in section 3.1.1. The signs of �i and �� imply
that policy will be made tighter (in the sense of demanding a lower modi-
fied inflation forecast) when interest rates have been high and/or increas-
ing in the recent past; this is a way of committing to interest rate inertia of
the kind shown in figure 3.3.

Note that in the limiting case in which 	i � 0, this target criterion reduces
to equation (8). In that limit, �i , �� and the decay factor 	2

–1 become equal
to zero, while � and �x have a well-defined (common) positive limit. Thus
in this limiting case, the optimal targeting rule is one in which the inflation
target must be modified in proportion to the projected change in the out-
put gap, but it is no longer also dependent on lagged interest rates, and the
relevant inflation and output-gap projections do not involve periods be-
yond the current one. This will also be nearly true in the case of small
enough positive values of 	i .

We may similarly introduce an interest rate stabilization objective in the
case of the model with inflation inertia considered in section 3.1.2. In this
case, the loss function (10) is generalized to

(23) Lt � (�t 
 ��t
1)
2 � 	x(xt 
 x∗)2 � 	i(it 
 i∗)2,

for some 	i � 0 and some desired interest rate i∗. In this generalization
of the problem just considered, the first-order condition (16) becomes in-
stead

(24) � t
qd 
 ��Et�

qd
t�1 
 �
1�ϕ1t
1 
 ��Etϕ2,t�1 � (1 � ��)ϕ2t 
 ϕ2t
1 � 0,

where �t
qd is again defined in equation (11). Conditions (17)–(18) remain as

before.19

Again using the latter two equations to eliminate the Lagrange multipli-
ers, we obtain a relation of the form

(25) Et[A(L)(it�1 
 i∗)] � 
Et[(1 
 ��L
1)qt]

for the optimal evolution of the target variables. Here A(L) is a cubic lag
polynomial

(26) A(L) � �� 
 (1 � � � ��)L � (1 � � � �
1(1 � ��))L2 
 �
1L3,

while qt is a function of the projected paths of the target variables, defined
by
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19. One easily sees that in the case that � � 1, the only long-run average inflation rate con-
sistent with these conditions is �� � i∗ – r�, where r� is the unconditional mean of the natural
rate of interest. This is true for any 	i � 0, no matter how small. Hence, even a slight prefer-
ence for lower interest rate variability suffices to break the indeterminacy of the optimal long-
run inflation target obtained for the case � � 1 in section 1.2.



qt � �
�

	

�

i

��� t
qd � �

	

�

x
��xt�.

The lag polynomial A(L) can be factored as A(L) � (1 – 	1L)L2B(L–1),
where B(L–1) is a quadratic polynomial, and under our sign assumptions
one can further show20 that 0 � 	1 � 1, while both roots of B(L) are out-
side the unit circle. Relation (25) is then equivalent21 to a relation of the
form

(27) (1 
 	1L)(it
1 
 i∗) � 
Et [B(L
1)
1(1 
 ��L
1)qt],

which generalizes equation (21) to the case � � 0.
This provides us with a robustly optimal target criterion that can be ex-

pressed in the form

(28) Ft(�) � �Ft(x) � ���t
1 � �xxt
1 
 �i(it
1 
 i∗) 
 ���it
1,

generalizing equation (22). Under our sign assumptions, one can show22

that

� � �x � 0,

0 � �� � 1,

and

�i , �� � 0.

Furthermore, for fixed values of the other parameters, as � → 0, �� ap-
proaches zero and the other parameters approach the nonzero values as-
sociated with the target criterion (22). Instead, as � → 1, �� approaches 1,
so that the target criterion involves only the projected change in the rate of
inflation relative to its already existing level, just as we found in section
3.1.2 when there was assumed to be no interest rate stabilization objective.

The effects of increasing � on the coefficients of the optimal target cri-
terion (28) is illustrated in figure 3.4, where the coefficients are plotted
against �, assuming the same calibrated values for the other parameters as
before. It is interesting to note that each of the coefficients indicating his-
tory dependence (��, �x, �i , and �� ) increases with � (except perhaps when
� is near one). Thus if there is substantial inflation inertia, it is even more
important for the inflation-forecast target to vary with changes in recent
economic conditions. It is also worth noting that the degree to which the
inflation target should be modified in response to changes in the output-
gap projection (indicated by the coefficient �) increases with �. While our
conclusion for the case � � 0 above (� � .04) might have suggested that this
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20. See Giannoni and Woodford (2003), proposition 2.
21. See Giannoni and Woodford (2002b), proposition 11.
22. See Giannoni and Woodford (2002b), proposition 12.



sort of modification of the inflation target is not too important, we find that
a substantially larger response is justified if � is large. The optimal coeffi-
cient is � � 0.13, as in sections 3.1.1 and 3.1.2, if � � 1; and once again this
corresponds to a weight of 0.51 if the inflation target is expressed as an an-
nualized rate.

The panels of figure 3.5 correspondingly show the relative weights
�z , j /�z ,0 on the forecasts at different horizons in the optimal target criterion
(28), for each of several alternative values of �. As above, the inclusion of
an interest-rate stabilization objective makes the optimal target criterion
more forward looking than was the case in section 3.1.2. Indeed, we now
find, at least for high enough values of �, that the optimal target criterion
places nonnegligible weight on forecasts more than a year in the future.
But it is not necessarily true that a greater degree of inflation inertia justi-
fies a target criterion with a longer forecast horizon. Increases in � increase
the optimal weights on the current-quarter projections of both inflation
and the output gap (normalizing the weights to sum to one), and instead
make the weights on the projections for quarters more than two quarters in
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Fig. 3.4 Coefficients of the optimal targeting rules (28) as functions of �



the future less positive. At least for low values of � (in which case the
weights are all nonnegative), this makes the optimal target criterion less
forward looking.

For higher values of �, increases in � do increase the absolute value of
the weights on forecasts for dates one to two years in the future (these be-
come more negative). But even in this case, the existence of inflation iner-
tia does not justify the kind of response to longer-horizon forecasts that is
typical of inflation-targeting central banks. An increase in the forecast
level of inflation and/or the output gap during the second year of a bank’s
current projection should justify a loosening of current policy, in the sense
of a policy intended to raise projected inflation and/or the output gap in the
next few quarters. This is because in the model with large �, welfare losses
result from inflation variation rather than high inflation as such; a forecast
of higher inflation a year from now is then a reason to accept somewhat
higher inflation in the nearer term than one otherwise would.

3.1.4 Wages and Prices Both Sticky

A number of studies have found that the joint dynamics of real and nom-
inal variables are best explained by a model in which wages as well as prices
are sticky (e.g., Amato and Laubach 2003; Christiano, Eichenbaum, and
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Fig. 3.5 Relative weights on forecasts at different horizons in the optimal
criterion (28)



Evans 2001; Smets and Wouters, 2002; Altig et al., 2002; and Woodford,
2003, chap. 3). This is often modeled in the way suggested by Erceg, Hen-
derson, and Levin (2000), with monopolistic competition among the sup-
pliers of different types of labor, and staggered wage setting analogous to
the Calvo (1983) model of price setting. The structural equations of the
supply side of this model can be written in the form

(29) �t � �p(xt � ut) � �p(wt 
 wt
n) � �Et�t�1,

(30) �t
w � �w(xt � ut) � �w(wt

n 
 wt) � �Et�
w
t�1,

together with the identity

(31) wt � wt
1 � �t
w 
 �t ,

generalizing the single equation (1) for the flexible-wage model. Here �t
w

represents nominal wage inflation, wt is the log real wage, wt
n represents ex-

ogenous variation in the “natural real wage,” and the coefficients �p, �w, �p,
�w are all positive. The coefficient �p indicates the sensitivity of goods-price
inflation to changes in the average gap between marginal cost and current
prices; it is smaller the stickier are prices. Similarly, �w indicates the sensi-
tivity of wage inflation to changes in the average gap between households’
“supply wage” (the marginal rate of substitution between labor supply and
consumption) and current wages, and measures the degree to which wages
are sticky.23

We note furthermore that �p � �p�p and �w � �w(�w � �–1), where �p �
0 measures the elasticity of marginal cost with respect to the quantity sup-
plied, at a given wage; �w � 0 measures the elasticity of the supply wage
with respect to quantity produced, holding fixed households’ marginal
utility of income; and � � 0 is the same intertemporal elasticity of substi-
tution as in equation (15). In the limit of perfectly flexible wages, �w is un-
boundedly large, and equation (30) reduces to the contemporaneous rela-
tion wt – wt

n � (�w � �–1)(xt � ut). Using this to substitute for wt in equation
(29), the latter relation then reduces to equation (1), where

(32) � � �p(�p � �w � �
1)

and the cost-push shock ut has been rescaled.
Given the proposed microeconomic foundations for these relations,

Erceg, Henderson, and Levin (2000) show that the appropriate welfare-
theoretic stabilization objective is a discounted criterion of the form of
equation (2), with a period loss function of the form

(33) Lt � 	p�t
2 � 	w�t

w2 � 	x(xt 
 x∗)2.
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23. For further discussion of these coefficients, and explicit formulas for them in terms of
the frequency of wage and price adjustment, see section 3.2 below.



Here the relative weights on the various stabilization objectives are given
by

(34) 	p ��
�p�p


1 �

�p�

�

p



w�

1


1�w

1

�� 0, 	w ��
�p� p




�
1

w

�

�


�

1

w

�

�

w






1

1�w

1

�� 0,

(35) 	x � 	p�
�

�

p

� � 0,

as functions of the underlying model parameters. Note that we have nor-
malized the weights so that 	p � 	w � 1, and that equation (35) generalizes
the previous expression (4) for the flexible-wage case.

Here we again abstract from the motives for interest rate stabilization
discussed in the previous section. As a result, we need not specify the de-
mand side of the model. We then wish to consider policies that minimize
the criterion defined by equations (2) and (33), subject to the constraints
(29)–(31).

The Lagrangian method illustrated above now yields a system of first-
order conditions

(36) 	p�t � ϕpt 
 ϕp,t
1 � �t � 0,

(37) 	w�t
w � ϕwt 
 ϕw,t
1 
 �t � 0,

(38) 	x(xt 
 x∗) 
 �pϕpt 
 �wϕwt � 0,

(39) �t � �pϕpt 
 �wϕwt � �Et�t�1,

where ϕpt, ϕwt, �t are the Lagrange multipliers associated with constraints
(29), (30), and (31) respectively. We can again use three of the equations to
eliminate the three Lagrange multipliers, obtaining a target criterion of the
form

(40) (�w 
 �p)�t
asym � (�p � �w)qt

� (�w 
 �p){Et [�qt�1 
 qt ] 
 Et
1[�qt 
 qt
1]} � 0,

where

�t
asym � 	p�p�t 
 	w�w�t

w

is a measure of the asymmetry between price and wage inflation,

�t
sym ��

	p�

	

p

p

�

�p

t �

�

	

	

w

w

�

�

w

w

�t
w

�

is a (weighted) average of the rates of price and wage inflation, and

(41) qt � (	p�p � 	w�w) ��t
sym � �

	p�p �

	x

	w�w

� (xt 
 xt
1)�.
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In the special case that �w � �p � � � 0, which empirical studies such as
that of Amato and Laubach (2003) find to be not far from the truth,24 the
optimal target criterion (40) reduces simply to qt � 0, or

(42) �t
sym � �(xt 
 xt
1) � 0,

with � � 	x /� as in section 3.1.1.25 More generally, the optimal target cri-
terion is more complex, and slightly more forward looking (as a result of
the inertia in the real-wage dynamics when both wages and prices are
sticky26). But it still takes the form of an output-adjusted inflation target,
involving the projected paths of both price and wage inflation; and since all
terms except the first one in equation (40) are equal to zero under a com-
mitment to ensure that qt � 0 at all times, the target criterion (42) contin-
ues to provide a fairly good approximation to optimal policy even when �w

is not exactly equal to �p.
This is of the same form as the optimal target criterion (8) for the case in

which only prices are sticky, with the exception that the index of goods
price inflation �t is now replaced by an index �t

sym that takes account of
both price and wage inflation. Of course, the weight that should be placed
on wages in the inflation target depends on the relative weight on wage sta-
bilization in the loss function (33). If one assumes a “traditional” stabi-
lization objective of the form of equation (3), so that 	w � 0, then equation
(42) is again identical to equation (8). However, one can show that expected
utility maximization corresponds to minimization of a discounted loss cri-
terion in which the relative weight on wage-inflation stabilization depends
on the relative stickiness of wages and prices, as discussed by Erceg, Hen-
derson, and Levin (2000).27

3.1.5 Habit Persistence

In the simple models thus far, the intertemporal IS relation (15) implies
that aggregate demand is determined as a purely forward-looking function
of the expected path of real interest rates and exogenous disturbances.
Many empirical models of the monetary transmission mechanism instead
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24. See the discussion in Woodford (2003, chap. 3). In this case, the structural equations
(29)–(30) imply that the real wage will be unaffected by monetary policy, instead evolving as
a function of the real disturbances alone. Empirical studies often find that the estimated re-
sponse of the real wage to an identified monetary policy shock is quite weak, and not signifi-
cantly different from zero. Indeed, it is not significantly different from zero in our own anal-
ysis in section 3.2, although the point estimates for the impulse response function suggest that
wages are not as sticky as prices.

25. Here we assume a normalization of the loss function weights in equation (33) in which
	p � 	w � 1, corresponding to the normalization in equation (3).

26. This only affects the optimal target criterion, of course, to the extent that the evolution
of the real wage is endogenous, which requires that �w � �p.

27. See also Woodford (2003, chap. 6), which modifies the derivation of Erceg, Henderson,
and Levin to take account of the discounting of utility.



imply that the current level of aggregate real expenditure should depend
positively on the recent past level of expenditure, so that aggregate demand
should change only gradually even in the case of an abrupt change in the
path of interest rates. A simple way of introducing this is to assume that
private expenditure exhibits “habit persistence” of the sort assumed in the
case of consumption expenditure by authors such as Fuhrer (2000), Edge
(2000), Christiano, Eichenbaum, and Evans (2001), Smets and Wouters
(2002), and Altig et al. (2002).

Here, as in the models above, we model all interest-sensitive private ex-
penditure as if it were nondurable consumption; that is, we abstract from
the effects of variations in private expenditure on the evolution of produc-
tive capacity.28 Hence, we assume habit persistence in the level of aggregate
private expenditure, and not solely in consumption, as in the models of
Amato and Laubach (2001) and Boivin and Giannoni (2003). This might
seem odd, given that we do not really interpret the Ct in our model as re-
ferring mainly to consumption expenditure. But quantitative models that
treat consumption and investment spending separately often find that the
dynamics of investment spending are also best captured by specifications
of adjustment costs that imply inertia in the rate of investment spending
(e.g., Edge 2000; Christiano, Eichenbaum, and Evans 2001; Altig et al.
2002; Basu and Kimball 2002). The “habit persistence” assumed here
should be understood as a proxy for adjustment costs in investment ex-
penditure of that sort, and not solely (or even primarily) as a description of
household preferences with regard to personal consumption.29

Following Boivin and Giannoni (2003), let us suppose that the utility
flow of any household h in period t depends not only on its real expendi-
ture C t

h in that period, but also on that household’s level of expenditure in
the previous period.30 Specifically, we assume that the utility flow from ex-
penditure is given by a function of the form

u(Ct
h 
 �Ch

t
1; �t),

where �t is a vector of exogenous taste shocks, u(�; �) is an increasing, con-
cave function for each value of the exogenous disturbances, and 0 � � � 1
measures the degree of habit persistence. (Our previous model corre-
sponds to the limiting case � � 0 of this one.) The household’s budget con-
straint remains as before.

In this extension of our model, the marginal utility for the representative
household of additional real income in period t is no longer equal to the
marginal utility of consumption in that period, but rather to
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28. See McCallum and Nelson (1999) and Woodford (2003, chap. 4) for further discussion
of this simplification.

29. For further discussion, see Woodford (2003, chap. 5, sec. 1.2).
30. Note that the consumption “habit” is assumed here to depend on the household’s own

past level of expenditure and not on that of other households.



(43) 	t � uc(Ct 
 �Ct
1; �t) 
 ��Et [uc(Ct�1 
 �Ct; �t�1)].

The marginal utility of income in different periods continues to be linked
to the expected return on financial assets in the usual way, so that equilib-
rium requires that

(44) 	t � �Et�	t�1(1 � it)�
P

P

t�

t

1

��.

Using equation (43) to substitute for 	 in equation (44), we obtain a gener-
alization of the usual Euler equation for the intertemporal allocation of ag-
gregate expenditure given expected rates of return.

Log-linearization of this Euler equation yields a generalization of our
previous IS relation (15), of the form

(45) x̃t � Etx̃t�1 
 ϕ
1(it 
 Et�t�1 
 r t
n),

where

x̃t � (xt 
 �xt
1) 
 ��Et(xt�1 
 �xt),

ϕ
1 � (1 
 ��)� � 0,

and � � –uc /(Y�ucc) as before. Here xt is again the log gap between actual
output and the flexible-price equilibrium level of output in the absence of
markup fluctuations, and r t

n is again the flexible-price equilibrium real in-
terest rate in the absence of markup fluctuations—that is, the real interest
rate associated with an equilibrium in which xt � 0 at all times. Note that
when � � 0, ϕ reduces to � –1, x̃t reduces to xt, and equation (45) reduces to
equation (15). In the general case, the log marginal utility of real income is
negatively related to x̃t, rather than to xt, which is why x̃t appears in the
generalized IS relation (45).

This modification of preferences changes the form of the aggregate-
supply relation (1) as well. (For simplicity, we here consider only the case
of a model with flexible wages and Calvo pricing.) In the derivation of
equation (1), we have assumed that the log marginal utility of real income
(which affects real supply costs owing to its effect on real wage demands)
can be replaced by a linear function of xt, but just as in the case of the IS
relation, this now must be written as a linear function of x̃t instead. We
then obtain an aggregate-supply relation of the form

(46) �t � �p(�xt � ϕx̃t ) � �Et�t�1 � ut,

where �p � 0 is the same coefficient as in equation (29) and � � �p � �w �
0. The relation can equivalently be rewritten in the form

(47) �t � �[(xt 
 �xt
1) 
 ��Et(xt�1 
 �xt )] � �Et�t�1 � ut,

where 0 � � � � is the smaller root of the quadratic equation
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(48) �ϕ(1 � ��2) � [� � ϕ(1 � ��2)]�,

and31

(49) � � �
� p

�

�ϕ
� � 0.

Again taking a second-order Taylor series expansion of the expected
utility of the representative household,32 we again obtain a discounted cri-
terion of the form of equation (2), but now with a period loss function of
the form

(50) Lt � �t
2 � 	(xt 
 �xt
1 
 x̂∗)2,

generalizing equation (3). Here 	 is again defined as in equation (4), the pa-
rameters �, � are the same as in the aggregate-supply relation (47), and the
size of x̂∗ � 0 depends once more on both the degree of market power and
the size of tax distortions. As in the analysis of Amato and Laubach (2001),
habit persistence implies that the period loss function should depend on
the lagged output gap as well as the present gap. However, we note that
both the inflationary pressures indicated in equation (47) and the dead-
weight losses measured by equation (50) depend on the quasi-differenced
output gap xt – �xt–1, where � is the smaller root of equation (48). And while
� is an increasing function of �, it may be much smaller than it; if � is large
relative to ϕ, then � may be quite small even in the presence of substantial
habit persistence. This is the case that our estimates below suggest is em-
pirically realistic: while the best empirical fit is obtained for the extreme
value � � 1, the implied value of � is only 0.14.

An optimal target criterion is easily derived, even in the presence of habit
persistence, in the case that there are no transactions frictions, nor any
other grounds for an interest rate stabilization objective. In this case an op-
timal policy seeks to minimize the discounted sum of losses in equation
(50) subject to the sequence of constraints in equation (47). The same La-
grangian method as above yields first-order conditions

(51) �t � ϕt 
 ϕt
1 � 0,

(52) 	(xt 
 �xt
1 
 x̂∗) 
 �ϕt � ��ϕt
1 � 0,

generalizing equations (6) and (7). An optimal target criterion is again ob-
tained by eliminating the Lagrange multiplier. In the case that � � 1, as is
necessarily true (even in the extreme case where � � 1) given � � 0, equa-
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31. In the limiting case in which � � 0, � � 0, while �/� approaches the well-defined limit
ϕ(� � ϕ), so that � � �p(� � ϕ) � �p(� � �–1). Thus in this limit equation (47) reduces to equa-
tion (1), where � is defined as in equation (32).

32. For details of the calculation, see the derivation in the appendix for the full model, in-
corporating habit persistence, that is introduced in section 3.2.



tion (52) implies that a time-invariant way of identifying the Lagrange mul-
tiplier is

ϕt � �
	

�
� (xt 
 x∗),

where x∗ � x̂∗/(1 – �). Substituting this into equation (51), we obtain

(53) �t � �
	

�

x
� (xt 
 xt
1) � 0.

Thus the optimal target criterion is exactly the same as in our baseline
model and is unaffected by the estimated value of �. The estimated degree
of habit persistence does matter for the central bank’s judgment about
which inflation or output paths are feasible, and also about the interest rate
path that will be necessary in order to achieve them. But it has no conse-
quences for the target criterion that should be used to judge whether a
given inflation or output projection is acceptable.

The degree of habit persistence does matter for the optimal target crite-
rion in the case of an interest rate stabilization objective. Suppose that the
loss function (50) is generalized to the form

(54) Lt � �t
2 � 	x(xt 
 �xt
1 
 x̂∗)2 � 	i (it 
 i∗)2,

where 	i � 0 for any of the reasons discussed in section 3.1.3. In this case
the relevant constraints on possible equilibrium paths of the target vari-
ables include both equations (45) and (47) each period. In the resulting sys-
tem of first-order conditions, equations (16) and (18) are again exactly as
in section 3.1.3, but equation (17) generalizes to

(55) 	xEt [(1 
 ��L
1)
1(1 
 �L)(xt 
 x∗)] 

� Et [B(L)ϕ1,t�1] 
 �Et [(1 
 ��L
1)
1(1 
 �L)ϕ2t] � 0,

where

B(L) � (1 
 �
1L)(1 
 �L)(L 
 ��).

Using two of these relations to eliminate the Lagrange multipliers from the
other, we obtain a target criterion of the form

(56) (1 
 �L)[���t � �x(xt 
 xt
1)] �

(1 
 L)Et [(1 
 ��L
1)
1B(L)it�1] 
 �
�

�

ϕ
� (1 
 �L)(it
1 
 i∗),

generalizing equation (19), where the definitions of �� and �x are as in
equation (20) but with ϕ replacing �–1 in the previous expressions. Here we
see that the presence of habit persistence introduces additional dynamics
into the form of the optimal target criterion. Nonetheless, it is interesting
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to note that once again the optimal target criterion involves only the rate of
change of the output gap, rather than its absolute level, even when the util-
ity-based stabilization objective instead indicates a concern to stabilize the
value of xt – �xt–1.

3.2 A Small Quantitative Model of the U.S. Economy

We now turn to the question of the likely quantitative importance of the
various considerations discussed in section 3.1 in the actual conduct of
monetary policy. In order to do this, we first estimate the numerical pa-
rameters of a model that, while still very stylized, is intended to capture im-
portant features of the monetary transmission mechanism in the U.S.
economy. We present an updated version of the analysis in Rotemberg and
Woodford (1997), incorporating a number of additional complications—
habit persistence, wage stickiness, and inflation inertia—that have been ar-
gued in the subsequent empirical literature to afford important improve-
ments in the realism of this sort of optimizing model of the transmission
mechanism, as discussed in section 3.1. The model that we use is similar to
the one estimated by Boivin and Giannoni (2003), extended to allow for
sticky wages.

Our approach to estimation of the model parameters follows the lines
proposed in Rotemberg and Woodford (1997) and also used in Boivin and
Giannoni (2003). First, we estimate an unconstrained vector autoregres-
sion (VAR) model of a small number of U.S. aggregate time series. This
VAR is used (along with weak identifying assumptions) both to identify
the coefficients of the Federal Reserve’s reaction function in the historical
period, and to estimate the impulse responses of our variables to an iden-
tified monetary policy shock under that historical policy. In a second step,
we develop a simple optimizing model that can replicate the effects of iden-
tified monetary policy shocks, as implied by the VAR. We estimate the
structural parameters of the model by minimizing the weighted distance
between the estimated VAR impulse responses to a monetary policy shock
and the model’s predicted responses to the same shock. We are then able to
recover the historical sequence of structural disturbances and to estimate
a law of motion for them, which we use for certain exercises in section 3.3.
However, for purposes of the sort of characterization of optimal policy
offered here (as opposed to those proposed by Rotemberg and Woodford
[1997, 1999]), our conclusions about the character of the historical distur-
bance processes are much less important than our conclusions about the
coefficients of the structural relations that relate the endogenous variables
to one another.

In a third step, discussed in section 3.3, we derive a welfare-theoretic loss
function for the evaluation of alternative monetary policy rules, by com-
puting a second-order approximation to the expected utility of the repre-
sentative household in our model. We then proceed along the lines of Gi-
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annoni and Woodford (2002a,b) to derive a robustly optimal inflation-
targeting rule for monetary policy.

3.2.1 The Effects of Monetary Disturbances

Here we briefly present the VAR that we use to estimate the actual mon-
etary policy rule as well as the effects of monetary policy disturbances. We
assume that the recent U.S. monetary policy can be described by the fol-
lowing feedback rule for the federal funds rate

(57) it � ı� � ∑
ni

k�1

�ik(it
k 
 ı�) � ∑
nw

k�0

�wkŵt
k � ∑
n�

k�0

��k(�t
k 
 �� ) 

� ∑
ny

k�0

�ykŶt
k � εt ,

where it is the federal funds rate in period t, �t denotes the rate of inflation
between periods t – 1 and t, ŵt is the deviation of the log real wage from
trend at date t, Ŷt is the deviation of log real GDP from trend, and ı�, �� are
long-run average values of the respective variables.33 The disturbances εt

represent monetary policy “shocks” and are assumed to be serially uncor-
related. Estimated policy rules often omit real wages, but we include them
in equation (57) for generality; the VAR that we use below to estimate im-
pulse responses is then completely unrestricted (except as to number of
lags).

To identify the monetary policy shocks and estimate the coefficients in
equation (57) we assume as in the studies of Bernanke and Blinder (1992),
Rotemberg and Woodford (1997), Bernanke and Mihov (1998), and Chris-
tiano, Eichenbaum, and Evans (2001), among others, that a monetary pol-
icy shock at date t has no effect on inflation, output, or the real wage in that
period. It follows that equation (57) can be estimated by ordinary least
squares (OLS) and that the residuals of the estimated equation will repre-
sent a historical sequence of monetary policy shocks.

We model the dynamics of the vector Zt � [it, ŵt�1, �t�1, Ŷt�1]� by a struc-
tural VAR of with three lags. This can then be written in companion
form as

(58) TZ�t � a � AZ�t
1 � e�t ,

where Z�t � [Z�t , Z�t–1, Z�t–2 ]� and T is a lower triangular matrix with ones on
the diagonal and nonzero off-diagonal elements only in the first four rows,
the first four rows of the vector a contain constants, and A contains esti-
mated coefficients from the VAR in the first four rows and an identity ma-
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33. Specifically, Ŷt is the log of real GDP minus a linear trend. Inflation is computed as the
quarterly growth of the GDP deflator (chain-type), annualized. The interest rate it is the quar-
terly average of the federal funds rate, annualized. The real wage is the log of wages and
salaries in the compensation of employees published by the Bureau of Economic Analysis,
divided by the GDP deflator; a linear trend is then subtracted from the log real wage to ob-
tain ŵt.



trix in the lower rows. The first row of the estimated system (58) corre-
sponds to the estimated monetary policy rule (57).

To estimate the VAR, we consider quarterly U.S. data on the sample pe-
riod 1980:1–2002:2. As in Rotemberg and Woodford (1997) and Amato
and Laubach (2003), we begin the sample in the first quarter of 1980 be-
cause several empirical studies have identified a significant change in mon-
etary policy around that period (see, e.g., Clarida, Galí, and Gertler 2000;
Boivin 2003; Boivin and Giannoni 2003; Cogley and Sargent 2001, 2002).34

Table 3.2 reports the coefficients of the estimated policy rule. While these
coefficients are difficult to interpret as such, we note that the estimated rule
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34. Some studies suggest that monetary policy has changed again around the mid-1980s.
However, Boivin and Giannoni (2003), following the approach proposed by Bernanke,
Boivin, and Eliasz (2004), show that impulse response functions to monetary policy distur-
bances in a factor-augmented VAR are similar to the ones reported here, when estimated on
both the 1980–2002 and 1984–2002 sample periods.

Table 3.2 Estimated monetary policy rule (1980:1–2002:2)

Estimates

�i1 0.572
(0.104)

�i 2 –0.085
(0.127)

�i 3 0.192
(0.090)

�w0 0.365
(0.202)

�w1 –0.008
(0.302)

�w2 –0.406
(0.191)

��0 0.071
(0.098)

��1 0.146
(0.115)

��2 0.472
(0.115)

�y 0 0.333
(0.176)

�y1 –0.038
(0.241)

�y2 –0.118
(0.169)

R2 0.956
DW 2.033

Note: Standard errors are in parentheses.



implies that the interest rate would eventually increase by 2.14 percentage
points in the long run, in response to a 1 percentage point permanent in-
crease in inflation, and that it would increase by 0.55 percentage point in
response to a 1 percent permanent increase in output. These are similar
long-run response coefficients to those obtained by authors such as Taylor
(1993, 1999), Judd and Rudebusch (1998), and Clarida, Galí, and Gertler
(2000). The estimated real-wage response coefficients at different lags are
close to cancelling; the estimated reaction function is quite similar to one
in which the central bank responds only to the rate of real-wage growth
rather than to the level of real wages. The response to real wage growth is
strongly positive, indicating that increases in wages lead to a stronger and
more immediate increase in nominal interest rates than do increases in
prices of the same magnitude. While wages are not often included as an ex-
planatory variable in estimated federal reaction functions, our results here
suggest that wage growth is also an important explanatory variable.

Figure 3.6 shows the estimated impulse response functions of output,
the real wage, inflation, and the interest rate. Here the dashed lines indicate
90 percent confidence intervals, obtained using Kilian’s (1998) bootstrap
procedure. Because of our identifying assumption, output, inflation, and
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Fig. 3.6 Estimated and predicted impulse responses to a monetary policy shock



the real wage remain unchanged in the period of the shock. In the quarter
following the shock, output still barely moves, while inflation and the real
wage start declining. Output falls substantially in the second quarter after
the shock and then returns progressively to its initial level. In contrast, in-
flation and the real wage both reach their lowest levels only five quarters af-
ter the shock.

3.2.2 A Quantitative Model of the Transmission Mechanism

We now describe a simple optimizing model that we use to explain the
effects of monetary policy on output, inflation, the real wage, and interest
rates. While the model is still very stylized, it contains several ingredients
that allow it to replicate important features of the impulse response func-
tions estimated using our VAR. We assume that there exists a continuum
of households indexed by h and distributed uniformly on the [0, 1] interval.
Each household h seeks, at date t, to maximize a lifetime expected utility of
the form

(59) Et�∑
�

T�t

�T
t[u(C h
T 
 �C h

T
1; �T) 
 �(Hh
T ; �T)]�,

where � � (0, 1) is the household’s discount factor (assumed to be equal for
each household), C t

h is a Dixit and Stiglitz (1977) index of the household’s
consumption of each of the differentiated goods supplied at time t, Pt is the
corresponding price index, and Ht

h is the amount of labor (of type h) that
household h supplies at date t. Here we assume that each household spe-
cializes in the supply of one type of labor and that each type of labor is sup-
plied by an equal number of households. The parameter 0 � � � 1 repre-
sents the degree of habit formation, as in section 3.1.5. The stationary
vector �t represents exogenous disturbances to preferences. For each value
of �, the function u (�; �) is assumed to be increasing and concave, while
�(�; �) is increasing and convex.

Optimal Consumption Decisions

While the optimal allocation consumption at date t is chosen at date t
and is determined by the usual Dixit-Stiglitz demand relations, we assume
as in Rotemberg and Woodford (1997) that households must choose their
index of consumption C t

h at date t – 2. Equivalently, we assume that C t
h is

determined at the beginning of period t – 1 (i.e., before the monetary pol-
icy shock in t – 1 is known). We assume that financial markets are complete
so that risks are efficiently shared. As a result, each household faces a
single intertemporal budget constraint.

The first-order conditions for optimal timing of consumption by the rep-
resentative household require that
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(60) Et
2{uc(Ct 
 �Ct
1; �t) 
 ��uc(Ct�1 
 �Ct; �t�1)} � Et
2{	t}

for each date t 
 2 and each possible state at date t – 2, generalizing equa-
tion (43), where again 	t denotes the representative household’s marginal
utility of real income at date t.35 The marginal utilities of income at differ-
ent dates and in different states must furthermore satisfy

(61) �
	tQ

Pt

t,T
� � �

�T

P




T

t	T
�

for any possible state at any date T 
 t, where Qt,T is the stochastic discount
factor that defines the market valuations of alternative random income
streams. Noting that the riskless one-period nominal interest rate it must
satisfy (1 � it)

–1 � EtQt,t�1, we obtain once again equation (44) as an equi-
librium relation linking interest rates to the evolution of the marginal util-
ity of income. We assume furthermore that the government purchases a
Dixit-Stiglitz aggregate Gt, determined at date t – 1, of all goods in the
economy, so that aggregate demand Yt satisfies Yt � Ct � Gt.

We make use of log-linear approximations of these relationships about a
steady state equilibrium in which there is no inflation. Log-linearization of
equation (44) yields

(62) 	̂t � Et[ 	̂t�1 � ît 
 �t�1],

where 	̂t � log (	t /	�), ît � log(1 � it /1 � ı�), and �t � log (Pt /Pt–1). Using
this, and log-linearizing equation (60), we obtain an equation of the form

(63) Ỹt � ğt � Et
2(Ỹt�1 
 ğt�1) 
 ϕ
1Et
2(ît 
 �t�1) 


 ��(EtŶt�1 
 Et
2Ŷt�1),

where ϕ is defined as in equation (45), ğt represents exogenous demand
shocks including preference shocks and fluctuations in government expen-
diture, and Ỹt � (Ŷt – �Ŷt–1) – ��(EtŶt�1 – �Ŷt ), Ŷt � log(Yt /Y�). Equation
(63) generalizes the intertemporal IS relation (45).

For our welfare analysis, it is convenient to rewrite this relation in terms
of the output gap

xt � Ŷt 
 Ŷ t
n,

where Ŷ t
n indicates log deviations in the natural rate of output, by which we

mean the equilibrium level of output under flexible prices, flexible wages,
constant levels of distorting taxes and of desired markups in the labor and
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35. Because the problem is the same for each household h (the initial level of wealth is as-
sumed to differ for any two households in a way that compensates for any difference in their
expected labor incomes, and complete financial markets allow complete pooling of idiosyn-
cratic labor income risk thereafter), all households choose identical state-contingent plans for
consumption.



product markets, and with wages, prices, and spending decisions predeter-
mined by only one period.36

Expressing equation (63) in terms of the output gap, we obtain

(64) Et
2x̃t � Et
2x̃t�1 
 ϕ
1Et
2(ît 
 �t�1 
 r̂ t
n),

where x̃t � (xt – �xt–1) – ��(Etxt�1 – �xt) and r̂ t
n is an exogenous variable that

represents the deviation from steady state of the natural rate of interest—
that is, the equilibrium real rate of interest in the ideal situation defined
above. The actual output gap relates furthermore to the expected output
gap through

(65) x̃t � Et
2x̃t � (ğt 
 Ỹt
n) 
 Et
2(ğt 
 Ỹt

n) 


 ��[Et(xt�1 � Ŷ n
t�1) 
 Et
2(xt�1 � Ŷ n

t�1)].

Optimal Wage and Price Setting

As in Erceg, Henderson, and Levin (2000), Amato and Laubach (2003),
and Woodford (2003, chap. 3), we assume that there is a single economy-
wide labor market. The producers of all goods hire the same kinds of labor
and face the same wages. Firm z is a monopolistic supplier of good z, which
it produces according to the production function

yt(z) � AtF (K�, Ht(z)) � At f (Ht(z)),

where f � � 0, f � � 0, the variable At � 0 is an exogenous technology fac-
tor, and capital is assumed to be fixed so that labor is the only variable in-
put. The labor used to produce each good z is a constant elasticity of sub-
stitution (CES) aggregate

(66) Ht(z) � �	
1

0
Ht

h(z) (�w–1)/�wdh��w /(�w 
1)

for some elasticity of substitution �w � 1, where H t
h(z) is the labor of type h

that is hired to produce a given good z. The demand for labor of type h by
firm z is again of the Dixit-Stiglitz form H t

h(z) � Ht(z)(wt(h)/Wt)
–�w, where

wt(h) is the nominal wage of labor of type h, and Wt is a wage index.
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36. Up to the log-linear approximation used in our estimation of the model, Ŷ t
n defined in

this way is just the conditional expectation at date t – 1 of the log deviation of the equilibrium
level of output when none of these variables are predetermined at all. Because wages and
prices are both predetermined a period in advance, it is only the component of the output gap
that is forecastable a period in advance that matters in any event for these equations. It is sim-
ilarly only the variation in the forecastable component of the output gap that need be consid-
ered when evaluating welfare under alternative policies, since the unforecastable component
of the output gap (defined relative to a concept of the “natural rate” that is not predetermined)
would in any event be both exogenous and uncorrelated with the forecastable component. It
then simplifies notation to define the output gap as the gap between actual output and the
forecastable component of the natural rate. In this way, xt becomes a predetermined state vari-
able.



We assume that the wage for each type of labor is set by the supplier of
that type, who is in a situation of monopolistic competition and who is
ready to supply as many hours of work as may be demanded at that wage.
We assume that each wage is reoptimized with a fixed probability 1 – �w

each period. However, as in Woodford (2003, chap. 3), if a wage is not re-
optimized, it is adjusted according to the indexation rule

log wt(h) � log wt
1(h) � �w�t
1

for some 0 � �w � 1. A worker of type h who chooses a new wage wt(h) at
date t expects to have a wage wt(h)(PT–1/Pt–1)

�w with probability �w
T–t at any

date T 
 t. We assume furthermore that the newly chosen wage that comes
into effect in period t, wt

∗, is chosen at the end of period t – 1 (i.e., on the
basis of information available at date t – 1).

As shown in Woodford (2003, chap. 3), this setup yields as a first-order
approximation, a wage inflation equation of the form

(67) (�t
w 
 �w�t
1) � �wEt
1(�wxt � ϕx̃t) 
 �wEt
1�t � �wEt
1(wt

n 
 wt) 

� �Et
1(�
w
t�1 
 �w�t),

generalizing equation (30) to allow for indexation to the lagged price index,
habit persistence, and predetermined wage-setting and spending decisions.
Here �t

w denotes nominal wage inflation, wt is the log real wage, and wt
n is

an exogenous variable representing the log of the “natural real wage”—
that is, the equilibrium real wage when both wages and prices are fully flex-
ible and consumption is not predetermined. The parameter

(68) �w ��
(1 


�w

�

(1
w)

�

(1

�




�w

�

)
w�)

�� 0

is a function of the degree of wage stickiness, the elasticity of marginal
disutility of labor supply at the steady state, � � �hhH�/�h, and the elasticity
of substitution for different types of labor. The parameter �w � �� � 0 in-
dicates the degree to which higher economic activity increases workers’ de-
sired wages for given prices. (Once again, � � f /(H�f �) � 0 is the elasticity
of the required labor input with respect to output variations.)

Integrating equation (67) forward, we note that nominal wages at date t
tend to increase (above lag inflation) when expected future positive output
gaps are positive and when real wages are expected to be below their natu-
ral rate. The variable �t � 	̂t – ϕEt(g̃t – Ỹt), which corresponds to the dis-
crepancy between the (log) marginal utility of real income and the (log)
marginal utility of consumption, satisfies

(69) Et
1�t � Et
1(ît 
 �t�1) � ϕEt
1[(g̃t�1 
 g̃t) 
 (Ỹt�1 
 Ỹt)].

The presence of Et–1�t in equation (67) indicates a moderating effect on
nominal wage inflation of an expectation at date t – 1 of real rates of return
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between t and t � 1 that are higher then those that were anticipated at
t – 2—that is, at the time that consumption decisions were made for period
t. In fact, unexpectedly high real rates of return increase the value of income
in period t and thus lower average wage demands.

Similarly, we assume that the suppliers of goods are in monopolistic
competition and that each price is reoptimized with a fixed probability 1 –
�p each period. However, as in Woodford (2003, chap. 3), if a price is not
reoptimized, it is again adjusted according to the indexation rule

log pt(z) � log pt
1(z) � �p�t
1

for some 0 � �p � 1. Again following the development in Woodford (2003,
chap. 3), we can show that optimal pricing decisions result in an aggregate
supply relation of the form

(70) �t 
 �p�t
1 � �p�pEt
1xt � �pEt
1(wt 
 wt
n) � �Et
1(�t�1 
 �p�t),

generalizing equation (29) to allow for indexation to the lagged price index
and predetermination of pricing decisions. Here

(71) �p ��
(1 


�p(

�

1
p)

�

(1

�




p�

�

p)
p�)

�� 0

is a function of the degree of price stickiness, the elasticity of substitution
for different goods �p � 1, and �p � 0 which measures the degree to which
higher economic activity increases producers’ prices for given wages. Inte-
grating equation (70) forward, we observe that inflation tends to increase
(relative to past inflation) when agents expect positive future output gaps
and/or expect that real wages will be above their natural rate.

Finally, the evolution of the real wage is linked to wage inflation and
price inflation through the identity (31). Our structural model can then be
summarized by a demand block of equations (64) and (65) and a supply
block consisting of equations (67)–(70) together with equation (31). We fi-
nally close the model with an equation such as (57) that characterizes the
behavior of the central bank. These equations then allow us to determine
the equilibrium evolution of the variables of interest: �t , �t

w, xt, ît, and wt.

3.2.3 Estimated Parameter Values

We turn now to the estimation of the parameters of the structural model
just set out. As mentioned above, we are looking for structural parameters
that allow the model to describe as well as possible the transmission mech-
anism of monetary policy. Following Rotemberg and Woodford (1997), we
choose the structural parameters that minimize the distance between the
estimated VAR impulse response functions to a monetary policy shock and
the model’s predicted response to the same shock. As discussed in Amato
and Laubach (2003), Boivin and Giannoni (2003), and Christiano, Eichen-
baum, and Evans (2001), this is quite generally an estimation procedure
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that allows for statistical inference on the model’s estimated structural pa-
rameters. Note also that the model that we consider is constructed so as to
be consistent with the identifying assumptions made for the estimation of
the VAR impulse response functions. In particular, both the model and the
VAR have the feature that output, inflation, and the real wage respond to
unexpected changes in the interest rate with a lag of at least one quarter. In
addition, to the extent that we estimate the structural parameters on the
basis of impulse responses to monetary shocks, our estimation method has
the advantage of providing parameter estimates that are robust to poten-
tial misspecifications of the remaining shock processes in the model. This
is because in order to compute the impulse responses we do not need to
specify the stochastic process of the shocks such as g̃t, Ŷ t

n, �̂t
n, r̂ t

n.
As in the studies mentioned above, we set � � 0.99 so that �–1 corresponds

approximately to the steady-state real gross rate of interest, which is about
1.01. In addition, we calibrate the elasticity �p � –f �Y�/( f �)2 to 0.33 as in
Rotemberg and Woodford (1997). This would be implied by a Cobb-Douglas
production function in which the elasticity of output with respect to hours is
0.75. Such a production function would yield a share of wages in the value of
output of 0.75/�p where �p � �p/(�p – 1) is the average gross markup of prices
over marginal cost due to market power in the goods markets. (This means a
labor share of 0.74, given the markup estimate reported below.)

We estimate the vector of the remaining seven structural parameters � �
[ϕ, �, �p, �w, �w, �p, �w]� by minimizing the distance

D(�) � [fV 
 fM(�̂, �)]�V[fV 
 fM(�̂, �)]

where fV is a vector that contains the VAR-based impulse response func-
tions of output, inflation, the real wage, and the interest rate to an unex-
pected monetary policy shock, and fM (�̂, �) is vector containing the corre-
sponding impulse response functions generated by the model, for a given
vector of structural parameters � and the vector of policy rule coefficients
�̂ estimated in section 3.2.1. In fact, to the extent that we estimated consis-
tently the policy rule of the form of equation (57) when estimating the
VAR, we do not need to estimate again its coefficients at this stage. The
positive definite weighting matrix V that we use in our estimation is a diag-
onal matrix, with the inverse of the variance of the estimate of each impulse
response as the corresponding diagonal element. This allows us to weight
the various impulse responses according to the degrees of precision with
which each is estimated.37 We estimate the structural parameters by match-
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37. The use of the inverse of the complete variance-covariance matrix of impulse responses
as a weighting matrix would be more attractive, as this would yield efficient estimates. But
such a weighting matrix appears to hinder the stability of the minimization algorithm. The
matrix that we propose has the advantage of reducing the weight on responses about which
we are less sure, in addition to making our results independent of the units in which we hap-
pen to measure the various series.



ing model-based and VAR-based impulse responses of output, inflation,
the real wage, and the interest rate on quarters zero to 12 following an un-
expected monetary policy shock. For consistency with the model, we con-
strain all parameters to be positive and impose an upper bound at 1 on �,
�p and �w.

The estimated parameter values are shown in table 3.3. Standard errors
are in parentheses; an asterisk next to the reported standard error indicates
that the standard error may not be reliable as the estimated parameter lies
on the boundary of the allowed parameter space. Here we report estimates
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Table 3.3 Estimated structural parameters for the baseline case and
restricted models

No habit No indexation Flexible wages
Baseline � � 0 �p � �w � 0 ξw

–1 � 0

Estimated parameters

ψ � �
1 �

ϕ–

�

1

�2
� 0.6715 4.3144 1.5026 0.7564

(0.3330) (1.0253) (0.4221) (0.2823)

�̃ � �
1 �

�

��2
� 0.5025 0 0.5025 0.5025

(0.0692)∗ (—) (0.1121)∗ (0.0515)∗
ξp 0.0020 0.0015 0.0072 0.0015

(0.0009) (0.0005) (0.0039) (0.0012)
ξw 0.0042 0.0042 0.0046 ��

(0.1343) (0.0612) (0.0310) (—)
�w 19.551 19.991 19.072 0.5642

(595.1) (269.5) (122.6) (0.1253)
�p 1 1 0 1

(0.3800)∗ (0.3484)∗ (—) (0.5374)∗
�w 1 1 0 0

(10.908)∗ (12.4613)∗ (—) (—)
Implied parameters

ϕ 0.7483 0.2318 0.3344 0.6643
� 1 0 1 1
κp � ξp�p 0.0007 0.0005 0.0024 0.0004
� � �p � �w 19.884 20.325 19.405 0.8975

� � �
�

�

w
� 14.663 14.994 14.304 0.4231

�p � �
�p

�

–
p

1
� 1.0039 1.0027 1.0143 1.0029

�w � �
�w

�

–
w

1
� 1.5361 1.5731 1.6113 n.a.

Objective function value 13.110 15.886 16.580 18.837
Wald test ( p-value) n.a. 0.000 0.000 0.000

Notes: Standard errors in parentheses. Asterisk indicates that standard error lies on bound-
ary of parameter space and may be unreliable. n.a. � not available.



(with standard errors) for parameters ! � ϕ–1/(1 � ��2) and �̃ � �/(1 �
��2) rather than for ϕ and �, as the former nonlinear transformations of
these parameters can be estimated with greater precision.38 The values of ϕ
and � implied by these estimates are shown in the second part of the table,
along with the implied values for other model parameters, making use of
the calibrated parameter values reported in table 3.4.

While some of the model parameters cannot be estimated at all precisely,
as indicated by the large standard errors, our estimation results are consis-
tent with our theory insofar as we estimate positive values for the response
coefficients ϕ, �p, �w, and �w in our structural equations. The values of !,
measuring the interest sensitivity of aggregate expenditure,39 and �p, meas-
uring the response of inflation to the real-wage gap, are both significantly
positive, although the estimates of �w and �w are instead quite imprecise.
We also find small enough standard errors on the estimates of �̃, measur-
ing the degree of habit persistence, and �p, measuring the degree of index-
ation of prices, to allow some inference about the magnitudes of those pa-
rameters (for example, both are significantly positive), while the value of �w

is very imprecisely estimated. In general, the parameters of our wage equa-
tion are poorly estimated, while both our IS relation and our inflation
equation are much better estimated.40

The second through fourth columns of table 3.3 report the correspon-
ding estimates, using the same method, of various restricted versions of our
model. In column (2), we assume zero habit persistence, as in the models of
Rotemberg and Woodford (1997) and Amato and Laubach (2003); in col-
umn (3), no inflation inertia (i.e., no indexation of either wages or prices to
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Table 3.4 Additional calibrated parameter values

Value

� 0.99
�p 1/3
�p 2/3
�w 2/3
� 4/3

38. Here ! is estimated to be significantly positive, implying a significant effect of interest
rates on aggregate demand, while the corresponding standard error for an estimate of ϕ would
not allow us to judge that the latter coefficient was significantly positive. Similarly, �̃ is esti-
mated to be significantly positive, implying habit persistence, even though the corresponding
standard error for the estimated value of � is much greater than one.

39. The parameter ! is called by Boivin and Giannoni (2003) the “pseudo-elasticity of sub-
stitution”; it measures the elasticity of expected output growth with respect to changes in the
expected real rate of return, holding constant output growth in other periods.

40. A Matlab program, available on our webpages, allows readers to check the extent to
which our numerical characterization of optimal policy would be different in the case of al-
ternative parameter values.



the lagged price index), also like the two models just mentioned; and in col-
umn (4), flexible wages, as in the models of Rotemberg and Woodford (1997)
and Boivin and Giannoni (2003).41 In each case, the objective function value
is reported for the restricted model—that is, the weighted distance D(�) de-
fined above. The p-values reported on the last line refer to Wald tests of the
null hypothesis that the restricted model is correct. In the last column, the
parameter �w is set to zero as it is not identified in the case of flexible wages.
We see that each of these restrictions assumed in earlier studies can be indi-
vidually rejected, although the assumption of flexible wages is the one that
would reduce the model’s ability to fit the estimated impulse response func-
tions to the greatest extent.42 Hence each of the complications introduced
here is found to be justified: in this respect, our findings agree with those of
Christiano, Eichenbaum, and Evans (2001), Altig et al. (2002), and Smets
and Wouters (2002), although these authors all also introduce additional
complications in order to explain a larger set of time series.

It is striking to note that the model fits the impulse responses best when
the degree of inflation indexing (�p ) and wage indexing to inflation (�w )
reach their upper bound at 1. This corresponds to the assumption of full
wage and price indexing made by Christiano, Eichenbaum, and Evans
(2001). A value of �p � 1 is also roughly consistent with the weight on
lagged inflation in the “hybrid” aggregate-supply relation estimated by
Galí and Gertler (1999) and results in an aggregate-supply relation quite
similar to the one proposed by Fuhrer and Moore (1995).

The relatively small values of �p and �w suggest that changes in the out-
put gap and the real wage gap have a relatively small impact on price and
wage inflation. However, the estimated value of �w suggests that a 1 percent
increase in economic activity increases workers’ desired wages by nearly 20
percent, for given prices. The estimate of ϕ corresponds to an elasticity of
intertemporal substitution (adjusted by the degree of habit formation) of
ϕ–1 � 1.3. While authors such as Fuhrer (2000) and Christiano, Eichen-
baum, and Evans (2001), among others, have estimated substantial degrees
of habit formation, our estimate lies at the upper bound of 1.

While the estimated parameter values for �, �p, and �w are significantly
smaller when we estimate our model using impulse response functions over
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41. The restricted model considered in column (4) corresponds to the model of Boivin and
Giannoni, although their method of estimation is different in that they do not fit estimated
impulse responses of the real wage along with those of the other three variables, and their
model assumes a different form of monetary policy rule. They also calibrate the value of � �
�w � �p , rather than only specifying a calibrated value for �p , and they assume a value of �
much smaller than our estimate. Nonetheless, the estimates for the other parameters reported
in column (4) are similar to those obtained by Boivin and Giannoni, providing further evi-
dence regarding the robustness of our conclusions here.

42. The implied impulse response functions are compared to the estimated ones in the case
of each of the restricted models in the technical appendix to this paper (see http://www.nber
.org/data-appendix/giannoni04/).



the first six quarters or less following the monetary shock, all parameter es-
timates are very similar to those reported in table 3.2, when we use impulse
response functions that extend longer than six quarters.43 This suggests
that in order to adequately capture the degree of persistence in the en-
dogenous variables we need to perform our estimation using long enough
responses.

Assuming, as in Rotemberg and Woodford (1997), that �p � 2/3,44 and
similarly that �w � 2/3, together with the other parameter values already
mentioned above, it is possible to infer the elasticities of substitution �p and
�w from the estimated values of �p and �w respectively, using the definitions
(68) and (71). The values of these elasticities implied by our estimates im-
ply a gross markup of prices over marginal costs of only �p � �p/(�p – 1) �
1.004 in the goods market, but a considerably higher gross markup of �w �
�w /(�w – 1) � 1.54 in the labor market. The fact that these implied markups
are greater than 1 (i.e., that the implied elasticities of substitution are
greater than 1) again indicates consistency of our estimates with our theo-
retical model.

Finally, our estimated value for �w can be used to derive an implied value
of �, the inverse of the Frisch elasticity of labor supply, using the definition
�w � �� and a calibrated value for �, the inverse of the elasticity of output
with respect to the labor input. (The calibrated value of � reported in table
3.4 is implied by the same Cobb-Douglas production function as was used
to calibrate the value of �p, discussed above.) The Frisch elasticity of labor
supply implied by our estimates is thus only on the order of 0.07, less than
one one-hundredth of the value implied by the estimates of Rotemberg and
Woodford (1997), and much more consistent with many estimates in the
empirical literature on labor supply. Because of the assumption of sticky
wages, our model is able to account for nonnegligible effects of a monetary
disturbance on real activity without assuming that voluntary labor supply
(under flexible wages) would be highly elastic. (Note that under the restric-
tion of flexible wages, we would obtain estimates implying an elasticity of
labor supply greater than 2.) While the values of these implied parameters
do not matter for the ability of our model to fit the estimated impulse re-
sponses, they do matter for our welfare analysis below.

The solid lines in figure 3.6 indicate the impulse response functions gen-
erated by our estimated model. Overall, it appears that the model is able to
replicate quite well the impulse responses estimated by the VAR (circled
lines), and the impulse responses remain consistently within the 90 percent
confidence intervals. The model replicates in particular the estimated
hump-shaped output and real-wage responses. While it does not capture
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43. Again, see the technical appendix for details.
44. Rotemberg and Woodford (1997) base this calibration on Blinder’s (1994) survey evi-

dence that prices are maintained constant for an average of nine months, so that 1/(1 – �p)
equals three quarters.



the oscillations in the inflation response implied by the VAR, we note that
this response is estimated quite imprecisely.

3.3 Optimal Policy for the Estimated Model

Now that we have an estimated structural model that allows us to ac-
count for at least certain aspects of the responses of output and of price
and wage inflation to monetary disturbances, we turn to the characteriza-
tion of optimal policy in the context of this model.

3.3.1 A Welfare-Theoretic Stabilization Objective

An advantage of having developed a structural model based on opti-
mizing behavior is that it provides a natural objective for the monetary pol-
icy, namely, maximization of the expected utility of the representative
household. Following the method of Woodford (2003, chap. 6), we can ex-
press a second-order Taylor series approximation to this objective as a
quadratic function of (wage and price) inflation, the output gap, and the
nominal interest rate. The way in which various aspects of our model spec-
ification affect the appropriate welfare-theoretic stabilization objective in
simple cases has already been discussed in section 3.1.

In the technical appendix to this paper (see www.nber.org/data/ ), we
show that for the model developed in section 3.2, the corresponding wel-
fare-theoretic loss function, abstracting from any grounds for concern with
interest-rate stabilization, is given by

(72) E0 ∑
�

t�0

�t [	p(�t 
 �p�t
1)
2 � 	w(�t

w 
 �w�t
1)
2 � 	x(xt 
 �xt
1 
 x̂∗)2].

In this expression, the weights 	p, 	w � 0 are again defined as in equation
(34); the weight 	x � 0 is again defined as in equation (35), but using now
the definition (49) for � in the latter expression; the coefficient 0 � � � � is
again the smaller root of equation (48); and x̂∗ � 0 is the same function of
the microeconomic distortions affecting the efficiency of the steady-state
output level as in equation (50).

This result combines features of several simpler cases discussed in sec-
tion 3.1. Deadweight loss depends on squared deviations of both price and
wage inflation (separately) from the rates that would minimize relative-
price and relative-wage distortions, given that both wages and prices are
sticky, as in equation (33). Due to the indexation of both prices and wages
to a lagged price index, the loss-minimizing rates of wage and price infla-
tion each period are determined by the lagged inflation rate and the index-
ation coefficients in each case, as in equation (10). And finally, the presence
of habit persistence implies that deadweight loss depends not on squared
deviations of the output gap from a constant value but rather on squared
deviations of xt – �xt–1 from a constant value, as in equation (50).
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The numerical coefficients of the welfare-theoretic loss function implied
by the estimated parameter values reported in table 3.3 (for the baseline
model) are reported in table 3.5. Interestingly, our estimated model implies
that it is optimal for the central bank to put a much larger weight on the
stabilization of goods-price inflation than on the stabilization of wage in-
flation or of the output gap. Moreover, despite the fact that we estimate a
very high degree of habit formation, which implies that household utility
depends on the rate of change of real expenditure rather than its level, the
central bank’s loss function does not involve the variability of the change
in the output gap. Instead, it involves the variability of the level of the out-
put gap relative to a small fraction of the lagged output gap.

These conclusions depend, of course, on our parameter estimates. It
may seem surprising that the weight on wage inflation stabilization is so
small, given that our estimates do not imply that wages are substantially
more flexible than prices (for example, �w is larger than �p, but not by a large
factor). The conclusion that 	w is nonetheless very much smaller than 	p re-
flects mainly the fact that our estimates imply a value for �p that is much
larger than �–1�w. This in turn results from the fact that the estimated value
of �w is much larger than the calibrated value of �p.

45 Because it is not
plausible to assume a technology for which �p could be nearly as large as
the estimated value of �w, we are led to assume a value of �p substantially
larger than �–1�w. The result that 	p greatly exceeds 	w then follows, using
equation (34).

The conclusion that 	x is small follows, using equation (35), from the
small value of �p and large value of �p implied by our parameter estimates.
Since �p � �p�p and the value of �p is inferred from the value of �p using
equation (71), both of these conclusions depend crucially on the small es-
timated value for �p. Essentially, the observed insensitivity of inflation to
variations in output allows us to infer underlying microeconomic parame-
ters that imply that variations in the output gap cause relatively modest dis-
tortions—this is the only way, in the context of our other assumptions, to
explain the fact that inflation is not more strongly affected (i.e., that the
Phillips curve is not steeper).
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Table 3.5 Loss-function coefficients implied by our parameter estimates

	p 	w 16	x �

0.9960 0.0040 0.0026 0.035

45. If �p and �w were assigned equal values, then under our assumption of equal values for
�p and �w , (68) and (71) would imply equal values for �p�p and �w�–1�w . (Here we recall that �w

� ��.) The implied value of �p is then larger than �–1�w by exactly the same factor as �w is
larger than �p . In fact, our estimated value for �p is smaller than our estimate for �w , and this
further increases the relative size of the implied value of �p.



Finally, the conclusion that � is small (despite the fact that � � 1) follows,
using equation (48), from the fact that the value of � implied by our esti-
mates is large relative to the estimated value of ϕ. Essentially, the observed
sensitivity of wages to variations in real activity on the one hand (implying
a large value for �w) and the sensitivity of aggregate expenditure to interest
rate changes on the other (implying that ϕ cannot be too large) indicate
preferences under which variations in the level of real activity will create
greater distortions than variations in the rate of growth of real activity.
Even when � � 1, the level of output matters to the representative house-
hold because of its consequences for the amount that the household must
work; if the marginal disutility of output supply increases sharply with the
level of real activity (as implied by a large value of �), it will still be relatively
more important to stabilize the level of real activity than its rate of change.46

3.3.2 An Optimal Target Criterion

The method illustrated in section 3.1 for the derivation of optimal target
criteria under alternative assumptions can be applied as well in the case of
the empirical model described in section 3.2. Details of the relevant calcu-
lations are included in the technical appendix to this paper; here we simply
present the quantitative implications of our estimated parameter values.

A first observation about optimal policy in our estimated model follows
from the fact that wages, prices, and output are all predetermined for one
quarter or longer in the model. It follows that in our structural equations,
any variations in the short-term nominal interest rate it that are not fore-
castable a quarter earlier are irrelevant to the determination of wages,
prices, or output. Hence this component of interest rate policy cannot be
relevant for welfare except through its consequences for the expected dis-
counted value of the 	i(it – i∗)2 term that must be added to equation (72) if
we take account of monetary frictions. But this last term is obviously min-
imized (in the case of any 	i � 0) by a policy under which the nominal in-
terest rate is completely forecastable a quarter in advance. Even in the case
that 	i � 0, there is no harm to any other stabilization objectives in elimi-
nating unforecastable interest rate variations; and so it seems plausible to
assumes at least some tiny concern with interest rate stabilization, so that
it is optimal to suppress such variation in the interest rate.47
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46. As discussed in section 3.1.3 above, it may also be desirable to reduce the variability of
nominal interest rates; in this case, the loss function (72) should include an additional term,
proportional to the squared deviation of the nominal interest rate from an optimal value. We
do not take up this possible extension of the analysis here.

47. For example, even if we assume that monetary frictions are of negligible quantitative
significance, we may reasonably assume that the economy is a “cashless limiting economy” of
the kind discussed in Woodford (1998), rather than a genuinely cashless economy. In this case,
there should in fact exist tiny monetary frictions that suffice to entail a preference for a com-
pletely forecastable nominal interest rate in the absence of any offsetting benefit from varia-
tions in response to current shocks.



Hence

(73) it � Et
1it

is a requirement for optimal policy. This can be understood to say that all
interest rate changes should be signaled by the central well in advance of
the date at which they take effect. The instrument that the central bank
must adjust in period t in order to ensure that its period-t target criterion
will be projected to be satisfied is then not the period-t interest rate it but
rather the bank’s precommitted value Etit�1 for the level of short-term nom-
inal interest rates in the following period.48 We turn now to the property
that the bank’s projections regarding period-t endogenous variables
should be made to satisfy through an appropriate commitment of this kind.

To simplify, we shall restrict attention to the case of a model in which �p

� �w � 1, as assumed by Christiano, Eichenbaum, and Evans (2001), and
as indicated by our estimates in section 3.2. In the appendix, we show that
the first-order conditions for an optimal state-contingent evolution of the
endogenous variables can be manipulated, after the fashion illustrated in
section 3.1, to yield a characterization of optimal policy in terms of the
projected paths of the target variables alone. However, in the present case,
unlike the simpler ones discussed in section 3.1, the most convenient rep-
resentation of these conditions is not in terms of a single target criterion,
but two distinct ones. First of all, optimality requires that projections in
any period t satisfy a condition of the form49

(74) Ft(��1) � �w[Ft(w�1) 
 wt] � ��t .

Here for each of the variables z � �, w, the expression Ft(z � 1) refers to a
weighted average of forecasts of the variable z at various future horizons,
conditional on information at date t,

(75) Ft(z�1) � ∑
�

j�1

�zjEtzt�j ,

where the weights {�zj} sum to one. Thus the coefficient �w is actually the
sum of the weights on real-wage forecasts at different horizons j. We ob-
serve that the target criterion can be thought of as a wage-adjusted infla-
tion target. In addition to the correction for the projected growth of real
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48. See further discussion in Svensson and Woodford (chap. 2 in this volume).
49. The target criterion could equivalently be expressed in the form �p Ft (��1) � �w Ft (�

w
�1)

� ��t , in which case the target criterion would refer solely to projected inflation of different
sorts (both price and wage inflation). This would be a representation analogous to the one
given in section 3.1.4 above and would make clear that only the projected future paths of tar-
get variables (variables that enter the loss function) matter. We feel, however, that the repre-
sentation proposed here allows a more convenient numerical summary of the content of the
target criterion, by collecting the central bank’s projections regarding the future level of nom-
inal quantities in a single variable, the projected future price level.



wages in the future, the acceptable rate of projected future inflation also
varies due to time variation in the target ��t. Optimality further requires
that ��t be a function only of information available at date t – 1, and hence
that

(76) ��t � Et
1[Ft(��1) � �w(Ft(w�1) 
 wt)].

In general, this optimal target will not be constant over time.
In addition to the above requirement (which amounts to the condition

that the left-hand side of equation [74] be forecastable a quarter in ad-
vance), optimality also requires that projections at date t satisfy another
condition as well, of the form

(77) Ft
∗(��1) � �∗

wFt
∗(w�1) � �∗

xFt
∗(x�1) � �t

∗,

where the expressions F t
∗(z�1) are again weighted averages of forecasts at

different horizons (but with relative weights �∗
zj that may be different in this

case), and �t
∗ is another time-varying target value, once again a predeter-

mined variable. In this case the criterion specifies a target for a wage- and
output-adjusted inflation projection.50

�t
∗ � (1 
 �∗

�)�∗ � �∗
�F 1

t
1(��1) � �∗
wF 1

t
1(w�1) � �∗
xF 1

t
1(x�1),

where the expressions F t
1(z�1) are still other weighted averages of forecasts

at different horizons, with relative weights �1
zj that again sum to one, and �∗

is an arbitrary constant.51 Here, as with equation (76), the optimal target
value depends on the previous quarter’s forecasts of the economy’s subse-
quent evolution; this is a further example of the history dependence of op-
timal target criteria, already observed in simpler cases in section 3.1.

The optimal target criteria in equations (74)–(76) and (77)–(78) general-
ize, for the estimated model, the simple criterion in equation (13) obtained
in the case of inflation inertia, � � 1, flexible wage, no habit persistence and
no delays. To make this comparison more apparent, and to get some intu-
ition about the two optimal target criteria, it is useful to consider the spe-
cial case in which wages are flexible. As we show in the technical appendix,
the short-run optimal target criterion of equations (74)–(76) reduces in this
case to

�t�1 � Et
1�t�1
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50. As with equation (74), we could equivalently express this criterion in terms of a linear
function of projections for price inflation, wage inflation, and the output gap.

51. Note that in the model considered here, as in section 3.1.2 when � � 1, there is no wel-
fare significance to any absolute inflation rate, only to changes in the rate of inflation and to
wage growth relative to prices. There is therefore no particular inflation rate that could be jus-
tified as optimal from a timeless perspective. For purposes of comparison between historical
policy and the optimal criterion, discussed below, we assume that steady-state inflation and
the steady-state real wage are equal to the long-run values estimated (by the VAR) under his-
torical policy.



so that the central bank needs make inflation fully predictable two periods
in advance under optimal policy. The long-run optimal target criterion
(77)–(78) reduces in turn to a criterion of the form

Et[(�t�2 
 ��t�1) � �(xt�2 
 �xt�1)] � (1 
 �)�∗,

where � is again the parameter that appears in the loss function and � �
�–1

p , i.e., the inverse of the elasticity of demand faced by the typical firm.
As in section 3.1.2, a commitment to ensure that equations (77) and (78)

hold in each period t 
 t0 for a particular value of the constant �∗ is equiv-
alent to a commitment to ensure that a first-differenced form of these equa-
tions holds in each period.52 Such a first-differenced form would have the
advantage that it could be expressed entirely in terms of projections of the
first differences of the three variables—the inflation rate, the real wage, and
the output gap—with no dependence on the absolute levels of any of the
variables. The target criterion of equations (77) and (78), instead, has the
advantage of being simpler, as it only involves a comparison of projections
made in the current period with certain other projections in the previous
period.

It may be wondered how we can specify optimal policy in terms of two
distinct target criteria involving different linear combinations of projec-
tions, when the central bank has only one instrument at its disposal. The
key to this is to observe that the target criterion specified by equations
(74)–(76) restricts only the surprise components of the quarter t projec-
tions—that is, the way in which they may differ from the projections that
were made in quarter t – 1 for the same variables. Hence it is only the sur-
prise component of the central bank’s interest-rate decision—the differ-
ence between the Etit�1 announced in quarter t and Et–1it�1—that can be
determined by this criterion for optimal policy. The evolution of the 
(two-period-ahead) predetermined component of policy, Et–2it, can instead
be chosen so as to ensure that the second target criterion, specified by equa-
tions (77) and (78), is satisfied each period.

We may thus imagine the implementation of the optimal targeting rule
to occur in the following way.53 First, in each quarter t, the central bank
intervenes in the money markets (through open-market operations, re-
purchases, standing facilities in the interbank market for central-bank
balances, etc.) so as to implement the interest rate target it announced in
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52. We suppress the details of this alternative optimal targeting rule here. The first-
differenced formulation is the one described in Woodford (2003, chap. 8). The calculations re-
ported there are further explained in a note that is available on our web pages.

53. Because our empirical model is quarterly, it is simplest to discuss the policy process as
if a policy decision is also made once per quarter, even though in reality most central banks
reconsider their operating targets for overnight interest rates somewhat more frequently than
this. Our discussion should not be taken to imply that it is optimal for the policy committee
to meet only once per quarter; this would follow from our analysis only if (as in our model)
all other markets were also open only once per quarter.



quarter t – 1. Second, as part of the quarter-t decision cycle, the bank must
choose an operating target it�1 to announce for the following quarter. This
is chosen in order to imply a projected evolution of (wage and price) infla-
tion from quarter t � 1 onward that satisfies the target criterion (74), where
��t is a target value that had been determined in quarter t – 1. Third, it is also
necessary, as part of the quarter-t decision cycle, for the central bank to
choose the target ��t�1 for the following quarter. This is chosen so as to en-
sure that future policy will be conducted in a way that allows the bank to
project (conditional on its current information) that the target criterion of
equations (77) and (78) should be satisfied. In practice, this means that the
central bank should use its model of the transmission mechanism to deter-
mine the future evolution of the economy under the assumption that equa-
tions (77) and (78) will hold in all future periods; this forecast then deter-
mines the target value ��t�1 using equation (76).54

Algebraic expressions for each of the coefficients in the optimal target
criteria, as functions of the underlying model parameters, are given in the
appendix. Here we discuss only the numerical coefficients implied by our
estimated parameter values. In the case of the short-term criterion (74), the
coefficient �w is equal to 0.565.55 Thus, if unexpected developments in
quarter t are projected to imply a higher future level of real wages than had
previously been anticipated, policy must ensure that projected future price
inflation is correspondingly reduced. This is because of a desire to stabilize
(nominal) wage inflation as well as price inflation, and under circum-
stances of expected real wage growth, inflation must be curbed in order for
nominal wage growth to not be even higher.

The relative weights that this criterion places on projections at different
future horizons are shown in figure 3.7. The two panels plot the coefficients
��j, �wj respectively, as functions of the horizon j. Note that the quarter for
which the projections receive greatest weight is one quarter in the future, in
each case. However, while the real-wage projection that matters is prima-
rily the projected growth in real wages between the present quarter and the
next one, substantial weight is also placed on projected inflation farther in
the future; in fact, the mean lead Σj �� j j is between ten and eleven quarters
in the future in the case of the inflation projection Ft(��1). Thus the short-
run target criterion is a (time-varying) target for the average rate of infla-
tion that is projected over the next several years, adjusted to take account
of expected wage growth, mainly over the coming quarter. Roughly speak-
ing, optimal policy requires the central bank to choose Etit�1 in quarter t so
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54. See Svensson and Woodford (chap. 2 in this volume) for further discussion of the sort
of calculations involved in a forecast-targeting decision procedure.

55. Here and below, we present the coefficients for a target criterion where the inflation rate
is measured in annualized percentage points, rather than as a quarterly rate of change as in
the model of section 3.2. When the variables are defined as in the model, the coefficients mul-
tiplying the real-wage and output-gap terms are only one-quarter as large as those given here
and below.



as to head off any change in the projected average inflation rate over the
next several years that is due to any developments not anticipated in quar-
ter t – 1 (and hence reflected in the current target ��t–1). This is a criterion in
the spirit of inflation-forecast targeting as currently practiced at central
banks such as the Bank of England, except that projected wage growth
matters as well as price inflation and the target shifts over time.

In the case of the long-term criterion (77), instead, the numerical coeffi-
cients of the target criterion are given by

�∗
w � 0.258, �∗

x � 0.135.

In this case, output-gap projections matter as well; a higher projected fu-
ture output gap will require a reduction in the projected future rate of in-
flation, just as will a higher projected future real wage. The numerical size
of the weight placed on the output-gap projection may appear modest; but
as we shall see in the next section, the degree of variability of output-gap
projections in practice are likely to make this a quite significant correction
to the path of the target criterion.

The relative weights on forecasts at different horizons in this criterion
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Fig. 3.7 Relative weights on projections at different horizons in the short-run tar-
get criterion (3.3)
Note: The horizontal axis indicates the horizon j in quarters.



are plotted in the panels in the first row of figure 3.8. We observe that in the
case of this criterion, the projections that mainly matter are those for two
quarters in the future; the criterion is nearly independent of projections re-
garding the quarter after the current one. Hence, it makes sense to think of
this criterion as the one that should determine the policy that the central
bank plans on in periods two or more quarters in the future (and hence its
choice in quarter t of the target ��t�1 to constrain its choice in the following
period of Et�1it�2), but not as a primary determinant of whether the bank’s
intended policy in period t � 1 is on track.

Finally, the coefficients of the rule (78) determining the target value for
the long-term criterion are given by

�∗
� � 0.580, �∗

w � 0.252, �∗
x � 0.125.
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Fig. 3.8 Relative weights on projections at different horizons in the long-run 
target criterion
Note: Panels in the first row indicate the projections in equation (77), while the second row in-
dicates the projections from the previous quarter that define the target value �t

∗.



The weights in the projections (conditional on information in the previous
quarter) at various horizons are plotted in the second row of figure 3.8.
Here too, it is primarily projections for two quarters in the future that mat-
ter in each case. Roughly speaking, then, the target value for the wage- and
output-adjusted inflation projection two quarters in the future is high
when a similar adjusted inflation projection (again for a time two quarters
in the future) was high in the previous quarter.

Thus we find that forecasting exercises, in which the central bank proj-
ects the evolution of both inflation and real variables many years into the
future under alternative hypothetical policies on its own part, play a cen-
tral role in a natural approach to the implementation of optimal policy. A
forecast of inflation several years into the future is required in each (quar-
terly) decision cycle in order to check whether the intended interest rate op-
erating target for the following quarter is consistent with the criterion (74).
In addition, the time-varying medium-term inflation target, ��t must be
chosen each period on the basis of yet another forecasting exercise. While
the long-run target criterion (77) primarily involves projections for a time
only two quarters in the future, the choice of ��t�1 requires that the central
bank solve for a projected path of the economy in which criterion (77) is
satisfied not only in the current period but in all future periods as well.
Hence, this exercise as well requires the construction of projected paths for
inflation and real variables extending many years into the future. The rele-
vant paths, however, will not be constant–interest rate projections (of the
kind currently published by the Bank of England) but rather projections of
the economy’s future evolution given how policy is expected to evolve. In-
deed, the projections are used to select constraints upon the bank’s own ac-
tions in future decision cycles (by choosing both the interest rate operating
target Etit�1 and the adjusted inflation target ��t�1 in period t).

3.3.3 A Comparison with Actual U.S. Policy

An interesting question about this policy rule is the extent to which it
would prescribe policy different from that which the Federal Reserve has
actually pursued during our sample period. A simple way of considering
this is to ask to what extent, under actual policy, projections of the evolu-
tion of inflation and output have satisfied the optimal target criteria stated
above. Answering this question requires, of course, that we estimate what
the projected future paths of the target variables should have been at vari-
ous past dates. However, our VAR characterization of the data over our
sample period provides one way of generating such projections. Here we
propose to appraise how close actual policy has been to being optimal by
asking to what extent projections based on the VAR would have satisfied
the target criterion.

In our characterization of optimal policy above, there are actually three
criteria that must be satisfied each period—one relating to the component
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of interest rate policy that cannot be forecasted even a quarter in advance,
one relating to the component of policy that is forecastable a quarter in ad-
vance but not earlier, and one relating to the component of policy that can
be anticipated two quarters in advance. The first criterion, that the evolu-
tion of interest rates satisfy criterion (73) each period, is simplest to check,
as long as we are willing to assume that our VAR forecasts fully capture
public information in a given quarter. Figure 3.9 shows a plot of the actual
(quarterly average) path of the federal funds rate over our sample period,
together with the VAR forecast using the previous quarter’s information
set.56 This allows a test of the degree to which condition (73) has been sat-
isfied in practice. We find that under actual U.S. policy, variation in the U.S.
federal funds rate has been largely predictable; the gap between the two se-
ries in figure 3.9 has a standard deviation of only 65 basis points.57 This
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Fig. 3.9 Actual and forecastable variation in the U.S. federal funds rate

56. Note that, here and below, the “quarter-t information set” is taken to include �t�1, wt�1,
and Ŷt�1, as well as all variables dated t or earlier, on the ground that prices, wages, and out-
put are all predetermined variables according to our model. See Rotemberg and Woodford
(1997) for further discussion.

57. Of course, we are judging the forecastability of the funds rate using a VAR that has been
fitted to this data set, rather than considering the out-of-sample forecasting ability of a re-
gression model estimated using only data prior to the quarter for which the funds rate is be-
ing forecasted. We are also including variables in the quarter-t information set the values of
which are not announced in quarter t (indeed, not even during quarter t � 1, although the



means that the identified monetary policy shocks, according to the VAR
analysis discussed in section 3.2, have been relatively small. This is what
one should expect, in a period in which the conduct of monetary policy has
been fairly sensible.

The next condition for optimality that we consider is the short-term tar-
get criterion (74)–(76). Figure 3.10 shows a plot of the historical path of the
wage-adjusted inflation projection that is targeted under this criterion, us-
ing the VAR forecasts to form this projection each quarter, together with
the path for the target value ��t given by equation (76), also using the VAR
forecasts for the projections in the previous quarter. Figure 3.11 decom-
poses the variation in both the adjusted inflation projection (74) and the
time-varying target ��t into the parts that are due to variation in the infla-
tion projections (at various horizons) on the one hand and the parts that
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measurements are made during that quarter), which also exaggerates the information actu-
ally available in quarter t. But it must also be recognized that decision makers have access to
a great deal of information in quarter t that is not included in our data set and that might well
allow better forecasting of the funds rate than is possible on the basis of only the variables in-
cluded in our VAR.

Fig. 3.10 Testing whether actual U.S. policy has satisfied the short-run target cri-
terion: The adjusted inflation projection (74) compared with the optimal target given
by equation (76)



are due to variation in the real-wage projections. We observe that a sub-
stantial part of the quarter-to-quarter variation in the adjusted inflation
projection is in fact due, over this historical period, to variation in the real-
wage projection,58 although variation in the real-wage projection a quarter
earlier appears to be less important as a source of variation in the optimal
target value.

Once again, the data are fairly consistent with this criterion for optimal
policy. While the wage-adjusted inflation projection has varied (according
to the VAR) over a range of a few percentage points, these variations have
been fairly forecastable based on the previous quarter’s information set, as
required by the target criterion. The gap between the projection and the
target value has a standard deviation of only 48 basis points over this
sample.

Of course, passing this test requires only that wage and price inflation,
like the federal funds rate, be highly forecastable a quarter in advance. It
may accordingly be felt that it is the inertial character of wage and price in-
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Fig. 3.11 Decomposition of the variation in the short-run target criterion into
parts due to variation in inflation projections and real wage projections, respectively

58. We have not attempted to quantify the share since the two components are not orthog-
onal.



flation that is confirmed by figure 3.10, rather than something that depends
much on monetary policy. It should also be noted that the “target” series
plotted in the figure only indicates how the right-hand side of equation (76)
has varied over the sample period, under actual U.S. monetary policy,
rather than the way in which the target ��t would have evolved under opti-
mal monetary policy, given that the inflation projections that determine
this target would have been different under a different sort of monetary
policy. This latter sort of exercise would require that we solve for the coun-
terfactual equilibrium paths of the endogenous variables under optimal
policy, given the historical sequence of exogenous shocks, as undertaken
by Rotemberg and Woodford (1997). We do not attempt such an exercise
here.

Testing the extent to which the historical data have satisfied the long-run
target criterion (77)–(78) is more complicated, because it requires the con-
struction of projections for the path of the output gap. The output gap is
not directly observed, and our approach to the estimation of the model in
section 3.2 does not require us to commit ourselves to an empirical proxy
for the gap, despite the appearance of this variable in the model structural
equations. In order to estimate the model parameters needed for our cal-
culations thus far, we had only to be able to compute the predicted impulse
responses of prices, wages, output, and interest rates to a monetary distur-
bance. For this purpose, we could rely on the fact that, according to our
model, the output gap should equal Ŷt (detrended log output) minus a term
that is unaffected by monetary disturbances; there was no need to identify
the time variation in that latter term. Yet in order to evaluate the long-run
target criterion at each date, we need to be able to do so.

One possible approach is to use our estimated structural equations to
infer the historical sequence of disturbances from the residuals of the
structural equations, using VAR forecasts of the endogenous variables as
proxies for the expectation terms in these equations, as do Rotemberg and
Woodford (1997). This approach can be used, however, only under strong
assumptions of debatable validity. The “natural rate of output” process
that we are able to infer from the residuals of our structural equations cor-
responds to the equilibrium level of output under complete wage and price
flexibility.59 But this may or may not be the concept of exogenously given
potential output that should be used to define the welfare-relevant “output
gap” that appears in the loss function (72).

Under certain assumptions that are made precise in the appendix (and
that have been tacitly maintained thus far in our exposition), the “output
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59. To be precise, it corresponds to the component of this variable that is forecastable a
quarter in advance. This is all that can be reconstructed from the paths of the endogenous
variables, given that wages, prices, and output are all predetermined according to our model,
but this is also what is relevant for the construction of the variable xt that appears in our loss
function (72) and, hence, the target criterion stated in the previous section.



gap” that appears in the structural equations (57) and (60) as a source of
inflationary pressure—without any additional cost-push shock term of the
kind routinely included in the models of section 3.1—is exactly the same
variable as the distortion measure appearing in equation (72). Yet this need
not be true in general; time variation in distorting taxes or in the degree of
market power in either labor markets or goods markets, for example, will
result in a time-varying wedge between the flexible-wage-and-price equi-
librium level of output and the efficient level of output, with the result that
the relevant output gap for the two purposes ceases to be the same.60 We
can allow for this extension of our framework by letting the gap between
actual output and the flexible-wage-and-price equilibrium output be de-
noted xt � ut, as in equations (29)–(30) above, where xt is the welfare-
relevant output-gap concept (the variable that appears in the welfare-
theoretic loss function), while ut is a cost-push disturbance term.

In the case of the extended model, the method of Rotemberg and Wood-
ford allows us to construct an empirical proxy for the evolution of the se-
ries xt � ut, as this is what appears in the wage- and price-setting equations.
However, the projections that are required for checking whether the target
criterion is satisfied are projections for xt, the variable that appears in the
loss function (72). Further assumptions must be made in order to infer
what the projected variations in the welfare-relevant output gap should
have been. These assumptions are not testable within the context of the
model and the small set of time series used here.

One simple, though extreme, assumption, would be that the welfare-
relevant concept of potential output is a smooth trend, so that cyclical vari-
ation in Ŷ t

n should be almost entirely attributed to transitory variation in
the cost-push term ut.

61 In this case, it should be more accurate to identify
the welfare-relevant output gap with Ŷt, detrended output, than with the
series xt � ut inferred from the residuals of the structural equations. Under
this assumption, we can construct our output-gap projections using the
VAR alone, without any need to reconstruct disturbances using the equa-
tion residuals.

We first consider the conformity of historical policy with the optimal
target criteria when detrended output is considered an adequate proxy for
the output gap. In figure 3.12, we plot the historical series for the wage- and
output-adjusted inflation projection that is targeted under the long-term
criterion (77) over our sample period, using the VAR forecasts for infla-
tion, the real wage, and detrended output, and the numerical weights given
in section 3.3.2. (Since the constant �∗ in equation [78] is arbitrary, we as-
sume a long-run inflation target equal to 2.39 percent per annum, which
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60. See Giannoni (2000) or Woodford (2003, chap. 6) for further discussion in the context
of simpler models.

61. This view is implicit in the output-gap measures commonly used in the literature on em-
pirical central-bank reaction functions.



corresponds to the long-run value average inflation rate under historical
policy, as implied by our estimated VAR.) Figure 3.13 similarly decom-
poses both the projection and its optimal target value into their compo-
nents due to variation over time in inflation projections, real-wage projec-
tions, and output projections. Note that when the output gap is measured
in this way, the projected change in the output gap over a two-quarter hori-
zon is modest enough that terms of this kind are not responsible for too
much of the variation from quarter to quarter in either the adjusted infla-
tion projection or in its optimal target value. Instead, the target criterion is
largely a function of the inflation and real-wage projections (or alterna-
tively, projected price and wage inflation).

This alternative (longer-run) adjusted inflation projection has also been
relatively stable over our historical sample, and once again the gap between
the target and the current projection has never been large; the standard de-
viation of target misses in the case of this criterion is only 52 basis points.
However, target misses under this criterion have been somewhat persistent,
with a quarterly autocorrelation of 0.19. Thus we can identify periods in
which policy was consistently too loose or too tight for quarters at a time,
according to this criterion, although federal policy never violated the cri-
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Fig. 3.12 Testing whether actual U.S. policy has satisfied the long-run target crite-
rion: The adjusted inflation projection (77) compared with the optimal target given
by equation (78)



terion to too great an extent. Figure 3.14 plots the extent to which the ad-
justed inflation projection exceeded the target in each quarter (the dashed
line in the figure), together with a smoothed version of the same series that
makes the average tendency of U.S. policy clearer.62 One observes that pol-
icy was consistently too tight (the adjusted inflation projection was too
low) under this criterion in the period 1981–82, too loose in much of the pe-
riod 1983–89, a bit too tight again in the period 1990–95, somewhat too
loose in the late 1990s, and finally again consistently too tight in the last
nine quarters of our sample. However, in none of these periods did the ad-
justed inflation projection differ consistently from the inflation projection
for several quarters by an amount greater than half a percentage point in
either direction.

If, instead, we use the residuals from our structural equations to infer the
evolution of the output gap, the plots corresponding to figures 3.12 and
3.13 instead look like those shown in figures 3.15 and 3.16. In this case, his-
torical paths of both the adjusted inflation projection and its optimal tar-
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Fig. 3.13 Decomposition of the variation in the long-run target criterion into parts
due to variation in inflation, real-wage, and output projections, respectively

62. In the figure, the solid line is a two-sided moving average of the dashed line, equal to
1/3 the discrepancy in that quarter, 2/9 of the discrepancy in both the preceding and follow-
ing quarters, and 1/9 of the discrepancy both two quarters earlier and two quarters later.



Fig. 3.14 The extent to which the adjusted inflation projection exceeded the opti-
mal target at various times
Note: The dashed line shows the quarterly discrepancy, the solid line a moving average.

Fig. 3.15 Alternative version of figure 3.12, using equation residuals to infer the
variation in the natural rate of output



get value are more volatile. The change is due to the greater (and much
more transitory) volatility of the output gap process that is inferred in this
manner. As shown in figure 3.16, in this case the quarter-to-quarter varia-
tion in projected growth of the output gap is an important factor resulting
in variation in the adjusted inflation projection and in the target value. Of
course, the high volatility of (and high-frequency variation in) this series
may well suggest that it reflects mainly specification error in the structural
equations of our wage-price block, rather than actual variation in the
welfare-relevant output gap.63

In this case, the gap between the adjusted inflation projection and its op-
timal target value (plotted in figure 3.17) is also found to be fairly large in
many individual quarters. The standard deviation of the discrepancy using
this measure of the output gap is nearly 1.80 percentage points. However,
the target misses are extremely transitory in this case; their autocorrelation
is actually negative (–0.53), indicating that a target overshoot one quarter

Fig. 3.16 Alternative version of figure 3.13, using equation residuals to infer the
variation in the natural rate of output
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63. The fact that our model does relatively poorly at matching the dynamics of the esti-
mated response of inflation, as shown in figure 3.6, does not give us much confidence in this
regard.



tends to have its sign reversed in the next quarter. Except again at the end
of our sample, there are no periods of time over which policy can be iden-
tified as having been consistently too tight or too loose for several quarters
in succession. However, if we smooth the discrepancy series in the same
way as in figure 3.14 (again shown by the solid line in the figure), we obtain
very similar conclusions as before regarding the periods in which (and the
degree to which) U.S. policy should be judged to have been too tight or too
loose on average.

Overall, a comparison between U.S. time series over the past twenty
years and the criteria for optimal policy discussed in the previous section
do not indicate any gross discrepancy. However, this may simply mean that
the diagnostics proposed here are not very useful as a way of diagnosing de-
viations from optimal policy in the historical record. We have plotted only
the time variation in the optimal target criteria that would be implied by the
variation in lagged projections that has occurred, given the actual evolu-
tion of the U.S. time series, rather than attempting to determine the vari-
ation in the target values that would have occurred under optimal policy,
given the historical disturbance processes. These two ways of judging the
historical time series might yield quite different pictures. Our optimal tar-
get criteria demand that certain adjusted inflation projections not be too
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Fig. 3.17 Alternative version of figure 3.14, using equation residuals to infer the
variation in the natural rate of output



different than similar projections have been in the quarter before; this will
result in plots of projections and target values that look fairly similar, re-
gardless of the paths of the U.S. time series, as long as each of our four vari-
ables has been relatively smooth (as is the case). Nonetheless, inflation and
other variables might have wandered for years at some distance from the
levels that they would have had under fully optimal responses to the his-
torical disturbances.

3.4 Conclusions

We have shown that it is possible to derive robustly optimal monetary
policy rule for optimizing models of the monetary transmission mecha-
nism that incorporate a number of common features of recent empirical
models: staggered wage- and price-setting; inflation inertia resulting from
automatic indexation of wages and prices to a lagged price index; prede-
termined wage-setting, pricing, and spending decisions; and habit persist-
ence in the level of real private expenditure. In this way, we have sought to
show that the approach to the design of optimal policy rules proposed by
Giannoni and Woodford (2002a) can be applied to models of practical
interest.

In each of the cases that we have discussed, the optimal policy rule is a
modified inflation-forecast targeting rule. The optimal rule differs from a
simple (or “strict”) inflation target in that projections of the future paths of
variables other than goods-price inflation also receive some weight in the
target criterion—in particular, wage inflation, a measure of the output gap,
and nominal interest rates. Nonetheless, according to our numerical anal-
ysis in the case of an estimated model of the U.S. monetary transmission
mechanism, the weight on the inflation projection (in each of the two tar-
get criteria involved in our characterization of optimal policy for that
model) is strong enough that it makes sense to speak of optimal policy as
a (flexible) inflation-forecast-targeting procedure.

In our examples, the optimal rule also differs from a simple inflation tar-
get (and even from many simple examples of “flexible inflation targeting”
rules discussed in the literature) in that the optimal target value for the
modified inflation forecast should vary over time, depending on current
and recent past macroeconomic conditions. We have illustrated the pos-
sible degree of history dependence of an optimal inflation target by show-
ing how our two optimal target criteria would have varied in the United
States over the past two decades, given our VAR characterization of the
U.S. time series and the parameters of our estimated structural model.
Even when we use detrended output as our proxy for the output gap (which
results in a less volatile output-gap series than the one implied by the resid-
uals of our structural equations), and even over the relatively uneventful
period 1984–2000, our analysis implies that the optimal target criterion
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has varied from quarter to quarter over a range of several percentage
points.

Finally, we have shown, in the context of our empirical model, that an
optimal policy may be too complex in structure to be conveniently de-
scribed by a single target criterion. Our estimated model of the U.S. mon-
etary transmission mechanism implies that optimal policy must satisfy
three distinct criteria: one that governs the way that interest rates in a given
quarter should respond to unexpected developments during that quarter;
one that governs the way in which the central bank’s commitment regard-
ing interest rates in that quarter, announced the quarter before, should re-
spond to unexpected developments in the quarter when the commitment is
made; and still a third criterion that determines the component of interest
rate policy that can be anticipated two quarters in advance. Nonetheless,
the decision procedure takes the form of an inflation-forecast-targeting
procedure, in which (a) the instrument used to ensure satisfaction of the
target criterion is the central bank’s commitment regarding its interest rate
operating target for the following quarter, and (b) the inflation target each
quarter is itself the product of a policy decision in the previous quarter, also
aimed at ensuring that a certain adjusted inflation projection satisfies a tar-
get criterion.

Our optimal target criteria are a good bit more complex than the sort
used by actual inflation-targeting central banks, which typically specify a
time-invariant inflation target and a particular horizon at which it is to be
reached (for example, RPIX inflation of 2.5 percent at a horizon of eight
quarters in the future, in the case of the Bank of England). Our advocacy
of a more complex form of targeting rule is not meant to deny the desir-
ability of having a medium-term inflation target that remains the same
even if the actual inflation rate may depart from it temporarily. In the ex-
amples that we have considered, optimal policy almost always involves a
well-defined long-run inflation target, to which the inflation rate should be
expected to return after each disturbance, and it is surely desirable for a
central bank to be explicit about this aspect of its policy commitment, in
order to anchor the public’s medium-term inflation expectations.

Rather, we wish to suggest that it is insufficient to specify no more of a
policy commitment than this. The mere fact that a central bank wishes to
see inflation return to a rate of 2.5 percent at a horizon two years in the fu-
ture is not sufficient to say which of the various possible transition paths
that reach that endpoint should be preferred. There will always be a range
of possible scenarios consistent with the terminal condition: for example,
looser policy this year to be compensated for by tighter policy next year, or
alternatively the reverse.

In practice, the Bank of England, like many other forecast-targeting
banks, deals with this problem by demanding that a constant–interest rate
forecast satisfy the terminal condition. That is, the current level of over-
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night interest rates is held to be justified if a projection under the assump-
tion that that level of interest rates will be maintained implies that RPIX
inflation should equal 2.5 percent eight quarters in the future. However,
this implies no commitment to actually maintain interest rates at the cur-
rent level over that period, or even that interest rates are currently expected
to remain at that level on average. (It is frequently the case that the pub-
lished constant–interest rate projection would itself imply that interest
rates will need to be changed over the coming year, in order for the target
criterion to be satisfied by a constant–interest rate projection under the
conditions that are forecasted to obtain by then.) It is thus hard to see how
basing policy decisions on a forecast-targeting exercise of this particular
kind can be expected to serve the goals of making monetary policy more
transparent or improving the degree to which policy is correctly antici-
pated by the private sector.

The conceptually superior approach, surely, is to base policy on a pro-
jection that is computed under the assumption that policy will be made in
accordance with the targeting rule in the future as well,64 so that the pro-
jection that is used to justify current policy will correspond to the bank’s
own best forecast of how it should act in the future, as in the case of the pro-
jections used to justify policy decisions by the Reserve Bank of New
Zealand. It will, of course, be necessary to stress that the bank’s only com-
mitment is to the rule embodied in this projection, not to the particular
time path of interest rates indicated as most likely. But given the use of “fan
charts” to show that a variety of possible future scenarios can be envi-
sioned, depending on how various types of uncertainty happen to be re-
solved, it is not clear why it should not be possible to talk about probabil-
ity distributions for future interest rates along with those for inflation and
real activity without giving rise to the appearance of a more specific com-
mitment than is intended.

Once this is done, however, it becomes necessary to specify a target cri-
terion that can determine the appropriate short-run dynamics for the econ-
omy, and not simply a terminal condition for a date some years in the
future. Such a criterion will accordingly place substantial weight on
projections of the target variables over the coming year, as in the case of the
optimal target criteria derived in this chapter. It will also have to take a
stand as to the kinds of projected departures of real variables from their
long-run average values that justify short-run departures of the inflation
projection from its long-run target value; it will no longer suffice simply to
specify what the (unchanging) long-run inflation target is. None of the in-
flation-targeting central banks actually believe that it is desirable to keep
inflation as close as possible to the long-run target value at all times; this is
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why forecast-targeting procedures only seek to ensure that inflation is pro-
jected to return to the target value after many quarters.65 But by formulat-
ing no explicit doctrine as to the way in which one should choose among
alternative transition paths to that medium-term goal, they avoid having to
clarify the nature of acceptable trade-offs among competing stabilization
goals.66

A coherent approach—and, in particular, one that could be justified as
seeking to implement the conditions for optimal policy discussed in this
chapter—would instead have to make explicit the kind of projections for
output and other real variables that should justify a modification of the
short-run inflation target, and the degree to which they should affect it. In
all likelihood, the inflation-targeting banks have shied away from such ex-
plicitness out of a suspicion that the types of circumstances that might rea-
sonably justify short-term departures from the inflation target are too var-
ious to be catalogued. But the theory developed here has sought to show
that it is possible to state short-run target criteria (criteria that apply to the
shortest horizon at which current policy decisions can still have an effect)
that will be robustly optimal, meaning that the same criterion continues to
determine the correct degree of short-run departure from the long-run in-
flation target regardless of the nature of the disturbance that may have oc-
curred.

Much work remains to be done, of course, before a quantitative charac-
terization of optimal policy of the kind that we offer in section 3.3 could be
used in practical policy deliberations. One of the most obvious issues re-
quiring further study concerns the way in which a central bank should take
account of uncertainty about the correct model of the transmission mech-
anism, as well as uncertainty in its evaluation of current macroeconomic
conditions. Uncertainty about the current state of the economy is relatively
straightforward to deal with, at least in principle. One can allow for partial
information on the part of the central bank in characterizing the optimal
equilibrium responses to shocks, using methods similar to those employed
here, and derive an optimal target criterion that is valid in the presence of
partial information (Svensson and Woodford 2003, 2004; Giannoni and
Woodford 2002b). Because of the principle of certainty equivalence in lin-
ear-quadratic policy problems of this kind (discussed in detail by Svensson
and Woodford 2003, 2004), the optimal target criterion (once correctly ex-
pressed) involves coefficients that are independent of the degree of uncer-
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tainty in central-bank estimates of the current state of the economy; how-
ever, the target may involve variables that are not directly observed by the
central bank and that must instead be estimated using a Kalman filter.

Dealing with uncertainty about the numerical values of structural pa-
rameters (to say nothing of more fundamental doubts about model speci-
fication) is a much harder problem, for which few general guidelines exist
at present. Giannoni (2001, 2002) illustrates one approach to the problem,
for the case of uncertainty about the numerical values of the elasticities �
and � in a model similar to our baseline model (but in which an interest rate
stabilization objective is assumed). For the particular kind of parameter
uncertainty considered, Giannoni finds that a concern for robustness (in
the sense of guarding against bad outcomes in the least favorable case)
should lead a central bank to choose a Taylor-style interest rate rule with
stronger response coefficients than it would choose on the basis of its pre-
ferred estimates of the model parameters; this means allowing less vari-
ability of inflation in equilibrium, at the cost of greater variability in nom-
inal interest rates. This suggests that a concern for robustness might justify
targeting rules that are even closer to strict inflation targeting than the op-
timal rules obtained in this paper; the question is surely one that deserves
further analysis.
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Comment Edward Nelson

General Remarks

The contribution to this volume by Marc Giannoni and Michael Wood-
ford is of a very important, wide-ranging, and innovative nature. Building
on their earlier work,1 the authors estimate a New Keynesian model fea-
turing a significant amount of dynamics from the specification of prefer-
ences, the indexation structure, and wage stickiness. They derive the ag-
gregate welfare function that is consistent with their model and compare
actual U.S. inflation outcomes with the recommended inflation path that
arises from the model.

Giannoni and Woodford’s main finding is that the optimal inflation tar-
get—that is, the period-by-period rate of quarterly inflation consistent
with the maximum attainable value of households’ intertemporal utility
function—varies sharply over time, with values ranging over several per-
cent under several different assumptions about the shock processes. And
this finding occurs despite seemingly small weights on terms beside infla-
tion variability in the model’s welfare function.

Giannoni and Woodford’s finding illustrates that trade-offs between in-
flation stability and other policy goals matter very much in their model.
These trade-offs come from the generalizations that the authors contem-
plate of a basic New Keynesian model with price stickiness and few sources
of intrinsic dynamics. As Woodford (2003, chap. 6) has shown, this basic
model provides a rationalization for an approximately quadratic loss func-
tion that penalizes variations in inflation and in output relative to poten-
tial—Giannoni and Woodford’s initial loss function (3). Giannoni and
Woodford’s modifications to the basic model, suggested by other recent
work with optimizing models for monetary policy, include habit formation
in preferences over consumption, nominal wage stickiness, automatic in-
dexation of nominal wages and prices, and a time-varying wedge between
the socially desirable output level and the level of potential output. In keep-
ing with results reported in other papers, each modification has an effect
on the implied social welfare function. Habit formation puts volatility in
the quasi-difference, rather than in the level, of the output gap into the pe-
riod loss function; wage stickiness makes nominal wage growth variability
welfare-relevant; indexation means that fluctuations in the quasi-difference
of inflation and wage growth, rather than the level fluctuations, matter for
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utility; and distortions to potential GDP have the effect of making some
deviations in output relative to potential optimal.

Not all these modifications to the social welfare function produce sizable
fluctuations in the optimal inflation target. As Giannoni and Woodford
note (section 3.1.5), habit formation by itself has no material effect on the
first-order condition for optimal policy, because the habit-formation pa-
rameters cancel after substitution. Indexation of nominal prices does have
a substantial effect, because—with the price-indexation parameter esti-
mated to be at the boundary of its parameter space—the period loss func-
tion now penalizes the variability of the first difference of price inflation
rather than the level of inflation. But, as Giannoni and Woodford observe,
this actually takes the policy implications of the model closer to inflation
targeting in practice, since the model then recommends that the price level
be permitted to exhibit nonstationary behavior.

These considerations suggest that the principal sources of the time vari-
ation in the optimal inflation target come from (a) nominal wage stickiness
(including wage indexation), and the consequent trade-off between infla-
tion and nominal wage-growth volatility; and (b) the trade-off between sta-
bilizing inflation and stabilizing the welfare-relevant output gap.

I will suggest in the remainder of this comment that these two factors im-
ply a less severe trade-off than the authors’ findings suggest. This more be-
nign outlook arises from considering two separate issues. The first issue in-
volves a free lunch: I will suggest that observed nominal wage rigidity may
give an exaggerated picture of the trade-off faced by welfare-maximizing
policymakers. Consequently, there is not a compelling reason to give up
stability in price inflation in order to moderate wage-growth volatility. The
second issue does not imply a free lunch: given the setting of other policy
instruments, greater stability of price inflation may well, as the authors
suggest, come at a cost of larger swings of output around its socially desir-
able level. Nevertheless, I argue that a strategy of targeting price inflation
alone may be a sensible one for a central bank even in the presence of this
trade-off.

The Trade-Off between Inflation and Wage-Growth Volatility

The possibility that stickiness in nominal wages creates a distortion, for
which the monetary policy remedy is to stabilize nominal wage fluctua-
tions, was recognized explicitly by Friedman (1967, n. 11) and formalized
in a dynamic general equilibrium context by Erceg, Henderson, and Levin
(2000). The latter paper established that, in conditions of staggered con-
tracts for both nominal prices and nominal wages, optimal monetary pol-
icy involves a trade-off between stabilization of price inflation and nominal
wage growth. Thus, wage stickiness considerably complicates the welfare-
maximization problem for monetary policy. It is therefore vital to establish
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that the nominal wage behavior observed in practice corresponds to the
kind of wage stickiness that monetary policy should be concerned about.

Giannoni and Woodford’s parameter estimates are consistent with wage
and not just price stickiness being empirically important. These estimates
are obtained by achieving as close a match as possible for the model with
vector autoregression impulse responses to a monetary policy shock in the
U.S. data, for four variables including the real wage. This procedure could
exaggerate the trade-off situation in an environment that, following Man-
kiw (1987) and Goodfriend and King (2001), I consider to be empirically
relevant: namely, one where observed nominal wages display considerable
rigidity, yet output and inflation behavior are consistent with a sticky-
price, flexible-wage model.

To be concrete, let us neglect the complications of decision lags, indexa-
tion, and habit formation, and consider simply the basic sticky-price New
Keynesian model considered early in Giannoni and Woodford’s paper—
namely, their equations (1) and (15). In this standard sticky-price model,
the predicted behavior of real unit labor costs is that they are proportional
to the output gap:

(1) wt 
 pt 
 nt � g( yt 
 yt
∗), g � 0.

With a production function of the form yt � �nt � at (at being a technol-
ogy shock), this relationship implies that real wages are a function of cur-
rent output

(2) wt 
 pt � hyt � εt,

where h � (1/�) � g, and εt is an exogenous real shock that can be held con-
stant when contemplating the effects of a monetary policy shock.

In the alternative to this baseline that I want to entertain, observed real
wages are a noisy mixture of their lagged value and output:

(3) wt 
 pt � (1 
 �)hyt � �(wt
1 
 pt
1) � ewt , 0 � � � 1.

One rationalization for equation (3) is that, as conjectured by Mankiw
and Goodfriend-King, observed wages are not a satisfactory indicator of
current labor-market conditions. Equation (3) can also be viewed as hold-
ing in a more general situation in which, although inflation is driven by real
marginal cost, measurement error in wages renders observed real unit la-
bor costs an imperfect and sluggish indicator of true marginal cost, where
the latter is strictly proportional to the output gap. The positive weight on
current output2 in equation (3) delivers the property that real unit labor
costs and true marginal cost are positively correlated, and so it is consistent

Optimal Inflation-Targeting Rules 165

2. Actually this weight is on the current output gap, but potential GDP has been included
in the composite disturbance ewt in equation (3).



with Sbordone’s (2002) finding that the expected path of observed real unit
labor costs explains inflation behavior well.

In a sticky-price model, completed by a standard Taylor rule with
smoothing,3 the output, inflation, and nominal interest rate responses to a
monetary policy shock will necessarily be the same whether wage equation
(1) or (3) is used, as figure 3C.1 shows.4 But the figure also confirms that if
observed real labor costs follow equation (3), real wages will exhibit an in-
ertial response to monetary policy shocks that will appear to confirm the
importance of wage stickiness. It is important to bear in mind that the real-
wage response constitutes approximately one-quarter of the criterion func-
tion that determines Giannoni and Woodford’s parameter estimates. Once
the wage-stickiness parameter is estimated to be sizable, the volatility of
nominal wage growth (or of its first difference) enters Giannoni and Wood-
ford’s utility-based welfare function and the associated trade-off calcu-
lations. But in the example given here, the inertial observed real-wage
response to the policy shock is solely responsible for the estimated wage
stickiness; output and inflation responses are consistent with a purely
sticky-price story, and wage variability does not appear in the true social
welfare function.

Nor, under certain conditions, do departures of actual output and infla-
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tion responses from the patterns predicted by a flexible-wage, sticky-price
model imply that wage stickiness is of genuine policy significance. Con-
sider a situation where real wages follow a pattern like equation (3), while
real wages enter the monetary policy reaction function as they do in Gian-
noni and Woodford’s equation (57). Then matching the persistence of ob-
served real wages will be important in obtaining a good fit of the model
with the data responses for the interest rate, output, and inflation. But this
improvement in fit will not reflect any importance of wage stickiness in the
structure of the Phillips curve or the welfare function; the improved fit
comes in effect from a better match to the policy rule in force during the es-
timation period.

An initial glance at the authors’ table 3.3 might lead to the conclusion
that the hypothesis that prices are the sole source of nominal stickiness is
strongly rejected. For example, the flexible-wage restriction does more
damage to the objective function value than other restrictions that are con-
templated in the table, such as the no-habit and no-indexation settings.
This finding does amount to a strong rejection of the joint hypothesis of
sticky prices and of wages being allocative and observed without error. But
it is not necessarily inconsistent with the hypothesis that prices are the sole
source of nominal rigidity that are relevant for inflation dynamics and wel-
fare, with observed nominal wage rigidity reflecting a measurement error
of the form implicit in equation (3). Under the latter hypothesis, improve-
ments in fit from modeling wages as sticky are to be expected, for the rea-
sons outlined above. And there is an important feature of the Giannoni-
Woodford estimates that seems to me highly consistent with the hypothesis
that price stickiness is the only inflation-relevant and welfare-relevant form
of nominal rigidity. This feature is that several key parameters, notably ϕ
(governing the interest elasticity of aggregate demand), � (the habit for-
mation parameter), and �p (the elasticity of inflation with respect to the
output gap), are virtually identical to their unrestricted values when the re-
striction of flexible wages is imposed (see the “implied parameters” in the
final column of Giannoni and Woodford’s table 3.3). If wage stickiness
played a decisive role in the structure of the model, and so in the intrinsic
dynamics of output and inflation behavior, one would expect these param-
eter estimates to be highly sensitive to the assumption made about wages.
In fact, they do not exhibit such a sensitivity, which lends support to the
proposition that separate terms involving real wages or wage growth are
not required in the Phillips curve or in the social welfare function. The be-
havior of nominal wages, in other words, does not justify trading off sta-
bility in price inflation against stability in nominal wage growth.

The Trade-Off between Inflation and Output-Gap Volatility

If the trade-off between stability in inflation and nominal wage growth is
put aside, the key trade-off in Giannoni and Woodford’s model is between
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variability in inflation and variability in output relative to its socially de-
sirable value. This real deviation, denoted xt, is labeled the “output gap” in
the paper, but it is important to stress that this is a slightly different output-
gap concept from that used in Phillips-curve analysis. The latter, which I
will call the “inflation-relevant output gap,” corresponds to xt � ut in Gi-
annoni and Woodford’s paper, and represents the percentage difference be-
tween (detrended levels of) output and potential output. With (detrended
log) potential output (i.e., the level of output prevailing in the absence of
any nominal rigidity) denoted by yt

∗, the following relationship holds be-
tween output concepts, the inflation-relevant output gap xt � ut, and what
Giannoni and Woodford call the “welfare-relevant output gap,” xt :

(4) yt 
 yt
∗ � (yt 
 yt

E ) � (yt
E 
 yt

∗) � xt � ut,

where yt
E is the detrended value of the efficient log-level of output. Gian-

noni and Woodford therefore rationalize a trade-off between inflation and
output-gap variability with the ut term, representing “real disturbances
that prevent joint stabilization of both inflation and the (welfare-relevant)
output gap.” As in Giannoni (2000), these shocks correspond to variations
over time in the inefficiencies that the economy faces—for example, changes
in the degree of monopoly power exercised by firms or in the level of dis-
torting tax rates. They thus affect potential output yt

∗, and so they tend to
produce shifts in the inflation rate—since it is xt � ut, rather than xt alone,
that appears in the Phillips curve. If monetary policy is, as in Giannoni and
Woodford’s analysis, dictated by maximization of household intertempo-
ral utility, then the impact on output of inefficient movements in potential
output should not be accommodated, other things being equal. Since vari-
ability in both xt and �t appear in households’ welfare function, the con-
duct of optimal monetary policy amounts to partial accommodation of the
ut shocks in order to contain the variability in inflation.

One of the key conditions describing optimal policy in Giannoni and
Woodford’s setup is that projections of endogenous variables under opti-
mal policy satisfy their equation (77), reproduced here:

(5) Ft
∗(�) � �∗

w[Ft
∗(w)] � �∗

x[Ft
∗(x)] � �t

∗.

If, as argued in the previous section, the term involving wages in this
condition can be ignored, the expression can be alternatively written as

(6) ∑
�

k�1

�k
�∗Et�t�k � �∗

x�∑
�

k�1

�k
x∗Etxt�k� � �t

∗.

With �t � �t
qd � �p�t–1,

(7) ∑
�

k�1

�k
�∗Et(�

qd
t�k � �p�t�k
1) � �∗

x�∑
�

k�1

�k
x∗Etxt�k� � �t

qd ∗
� �p�∗

t
1.
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And with the Phillips curve (omitting wage terms) implying the rela-
tionship �t

qd � εp�pΣ�
i�0�iEt–1(xt�i � ut�i), condition (7) may be cast as

�∑
�

k�1

bkEt(xt�k � ut�k)� � c1�t
1 � �∗
x�∑

�

k�1

�k
x∗Etxt�k�

� �∑
�

i�0

diEt(xt�i � ut�i )� � f1�t
1,

where the bk, c1, di , and f1 coefficients are functions of the coefficients in
equation (7) and the Phillips-curve parameters. A policy that made infla-
tion zero every period (�t � 0 ∀ t, implying that the inflation-relevant out-
put gap follows xt � ut � 0 ∀ t) would be optimal only if all fluctuations in
potential output yt

∗ were efficient (i.e., ut � 0 ∀ t), which is not the case in
this model, or if the objective function is modified to make replication of
flexible-price equilibrium a goal (i.e., replacing xt in the period loss func-
tion with xt � ut).

Let us consider the merits of making such a modification to the objec-
tive function. It would represent a departure from the spirit of assigning to
monetary policy the goal of maximizing social welfare. But it would be a
departure only in a limited sense: by instructing the central bank that it
should not engineer deviations of GDP from potential, even when the lat-
ter is distorted relative to the social optimum.

In Rotemberg and Woodford (1997) and in many of the cases in Wood-
ford (2003), fluctuations in yt

∗ are efficient, but the steady-state level of po-
tential output is generally inefficient. These studies assume that a subsidy
is provided by the government that eliminates the inefficiency of the steady-
state potential output level. While this subsidy is often treated as a con-
venient assumption, it can be given a normative interpretation as reflecting
an optimal assignment of policy instruments. Indeed, Rotemberg and
Woodford (1998, 52) offered just such a normative interpretation, arguing
that “monetary policy is not an appropriate instrument with which to seek
to affect the long-run average level of real economic activity, given the ex-
istence of other instruments.” This perspective is closely related to the res-
olution of the inflation-bias issue proposed by King (1996, 61), whereby
“the central bank does not use monetary policy as a substitute for micro-
economic structural reforms” and is embedded in Svensson’s (1999) “flex-
ible inflation targeting” concept. So far, this argument applies to the mean
level of output, but there is a clear dynamic analogue to this policy pre-
scription. Specifically, for stabilization policy, the above principle entails
trying to limit variability in the inflation-relevant output gap, xt � ut, rather
than variation in xt alone.

From such a perspective, monetary policy is a natural instrument for
eliminating the real distortions (i.e., deviations of yt from yt

∗) that arise
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from nominal stickiness, and for pursuing a mean inflation rate that is con-
sistent with insulating the economy from the most serious effects of viola-
tions of superneutrality (e.g., downward pressure on potential output
arising from the interaction of high inflation and nonindexed tax scales).
But the achievement of minimum price inflation and gap variability is con-
ditional on the real shocks and on the steady-state magnitudes that deter-
mine the flexible-price values of output and other real variables. Such an
arrangement amounts to a prescription for a “neutral” monetary policy,
in the terminology of Goodfriend and King (1997). Movement of output
closer to its social optimum is then the task of other policy instruments,
which achieve this aim through policies designed to reduce the variance of
ut to zero. If this view about instrument delegation is accepted, the trade-
off problem of monetary policy is eased. There is no conflict between
minimizing variability in inflation and in the inflation-relevant output gap,
and so the sharp fluctuations in the inflation target exhibited in Giannoni
and Woodford’s section 3.3.3 are no longer called for.

Conclusions

As I noted at the outset, Giannoni and Woodford have produced an im-
portant, wide-ranging, and innovative paper. Its findings on the optimal in-
flation target for the United States will be a benchmark for future work,
and applications to inflation-targeting countries can provide a welfare
evaluation of the constant inflation targets typically followed in practice.
In my comments here, I have argued that the trade-off problem—and so
the sources of desirable variations in inflation—may be exaggerated by Gi-
annoni and Woodford’s emphasis on the importance of wage stickiness for
inflation dynamics and optimal policy, and by their assigning to monetary
policymakers the duty of offsetting inefficiencies arising from tax and com-
petition arrangements. If, as I have suggested, the nominal wage rigidity
observed in practice does not have welfare consequences, and the output-
gap concepts that appear in the Phillips curve and in monetary policy-
makers’ objective function coincide, then there is a stronger case for a con-
stant inflation target.

References

Boivin, Jean, and Marc P. Giannoni. 2003. Has monetary policy become more
effective? NBER Working Paper no. 9459. Cambridge, Mass.: National Bureau
of Economic Research.

Erceg, Christopher J., Dale W. Henderson, and Andrew T. Levin. 2000. Optimal
monetary policy with staggered wage and price contracts. Journal of Monetary
Economics 46:281–313.

Friedman, Milton. 1967. The monetary theory and policy of Henry Simons. Jour-
nal of Law and Economics 10:1–13.

Giannoni, Marc P. 2000. Optimal interest-rate rules in a forward-looking model,

170 Marc P. Giannoni and Michael Woodford



and inflation stabilization versus price-level stabilization. Princeton University,
Department of Economics. Unpublished manuscript.

Giannoni, Marc P., and Michael Woodford. 2002a. Optimal interest-rate rules: I.
General theory. NBER Working Paper no. 9419. Cambridge, Mass.: National
Bureau of Economic Research.

———. 2002b. Optimal interest-rate rules: II. Applications. NBER Working Paper
no. 9420. Cambridge, Mass.: National Bureau of Economic Research.

Goodfriend, Marvin, and Robert G. King. 1997. The new neoclassical synthesis
and the role of monetary policy. In NBER macroeconomics annual 12, ed. Ben S.
Bernanke and Julio J. Rotemberg, 231–83. Cambridge: MIT Press.

———. 2001. The case for price stability. NBER Working Paper no. 8423. Cam-
bridge, Mass.: National Bureau of Economic Research.

King, Mervyn A. 1996. How should central banks reduce inflation?—Conceptual
issues. In Achieving price stability, 53–91. Kansas City, Mo.: Federal Reserve
Bank of Kansas City.

Mankiw, N. Gregory. 1987. Comment on “The new Keynesian microfoundations.”
In NBER macroeconomics annual 2, ed. Stanley Fischer, 105–10. Cambridge:
MIT Press.

Rotemberg, Julio J., and Michael Woodford. 1997. An optimization-based econo-
metric framework for the evaluation of monetary policy. In NBER macroeco-
nomics annual 12, ed. Ben S. Bernanke and Julio J. Rotemberg, 297–346. Cam-
bridge: MIT Press.

———. 1998. An optimization-based econometric framework for the evaluation of
monetary policy: Expanded version. NBER Technical Working Paper no. 233.
Cambridge, Mass.: National Bureau of Economic Research.

Rudebusch, Glenn D. 2002. Term structure evidence on interest rate smoothing
and monetary policy inertia. Journal of Monetary Economics 49:1161–87.

Sbordone, Argia M. 2002. Prices and unit labor costs: A new test of price stickiness.
Journal of Monetary Economics 49:265–92.

Svensson, Lars E. O. 1999. Inflation targeting as a monetary policy rule. Journal of
Monetary Economics 43:607–54.

Woodford, Michael. 2003. Interest and prices: Foundations of a theory of monetary
policy. Princeton, N.J.: Princeton University Press.

Discussion Summary

Olivier Blanchard commended the paper’s concern for performing the
analysis within a model that had plausible empirical properties, but ex-
pressed skepticism about several features of the model introduced to
achieve better empirical performance, notably the use of indexation in
price setting and of habit formation in consumption. If these features were
indeed a wrong representation of the structure of the economy, then the
welfare analysis based on the model would be misleading.

Glenn Rudebusch suggested that the distinction between the new classi-
cal and New Keynesian Phillips curve, namely the timing of inflation ex-
pectations, might not be an important issue. Although the model used in
the analysis was parameterized as a quarterly model, the relevant expecta-
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tion was probably a four-quarter-ahead expectations of inflation, which
was not very sensitive to the timing.

Marvin Goodfriend expressed concern about the degree of inflation con-
trol that the model assumed the central bank had. This feature relied on the
assumption that the public was able to observe all shocks with precision. It
would be important to account in the analysis for the possibility that the
public might mistake movements in observed inflation for a change in the
central bank’s inflation target.

Donald Kohn questioned the feasibility of the central bank’s committing
one quarter ahead to an inflation target and not altering the previously an-
nounced target for the current period regardless of the nature of incoming
information.

Laurence Ball expressed skepticism about the strategy of refining opti-
mization-based models by including frictions that would bring them closer
to the data. In the case of the Phillips curve, the specification used in the
present paper would imply still counterfactual inflation volatility, while the
inflation inertia implied by the presence of lagged inflation would make the
model vulnerable to the Lucas critique.

Marc Giannoni responded by stressing that the target criterion remains
remarkably similar to the one of the basic model when additional features
such as habit formation, inflation indexation, and wages stickiness are in-
troduced into the model. Moreover, adding more structure to the model
would not necessarily complicate the target criterion as long as the number
of variables in the target criterion does not increase, facilitating communi-
cation with the public. He also emphasized the robustness property of the
proposed rule with respect to the sources and processes of the stochastic
shocks.

In response to the skepticism expressed about the model, Michael Wood-
ford emphasized that the paper did not attempt to recommend a specific
rule but rather attempted to provide a disciplined way of translating as-
sumptions about the structure of the economy into a target criterion, and
thus into prescriptions of what the policy setting should be.
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4.1 Introduction

The 1990s were amazing in many ways. Not only did the internet and cel-
lular phones come into widespread use, but overall economic conditions
improved nearly everywhere we look. Growth was higher, inflation was
lower, and both were more stable. In the United States, for example, infla-
tion fell from 6 percent at the beginning of the decade to less than 2 percent
by the end. Meanwhile real growth rose from less than 3 percent to over 4
percent. Volatility declined, too. The American case is the most dramatic
instance of what has really been a worldwide trend.1 And while these im-
provements in economic performance could have been the consequence of
the world being calmer, Cecchetti, Flores-Lagunes, and Krause (2002) ar-
gue that roughly three-quarters of it can be explained by better monetary
policy. That is, central bankers did a better job of stabilizing inflation at low
levels while keeping growth high.

Making better monetary policy is not just a problem of finding compe-
tent central bankers. In fact, there is a history of central bankers who tried
to do their jobs but were thwarted by politicians. Over the years we have
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learned that the institutional environment is at least as important as the
people in ensuring good policy outcomes. Without a well-designed central
bank, the people in charge don’t have a chance. Today, we have a good
sense of what best practice is in the design of central banks. First, it is cru-
cial that monetary policymakers are independent of short-term political
influences. Second, these independent central bankers must be held ac-
countable through mechanisms that involve public announcement of ob-
jectives. Inflation targeting is the most common formulation of the sort of
policy regime in place today.2 The primary element of inflation targeting is
a public commitment to price stability in the form of a medium-term nu-
merical inflation target.

With the success of inflation targeting has come a discussion of potential
refinements. One issue is whether the central bank should adopt a target for
inflation or a target for the path of the price level. With an inflation target,
the central bank simply tries to ensure that period-by-period inflation re-
mains close to the target. When inflation turns out to be above or below the
target, the miss is forgotten. Bygones are bygones, so there is a form of base
drift in the (log) price level. Price-path targeting, or “price-level targeting”
as it is often called, is different as it implies that when the price level is above
or below the target path, the objective of policy is to return it to the present
target path.3 This means that if prices move above the target path, then pol-
icy will need to bring them back down.4 But which one is better? Should cen-
tral banks be instructed to target inflation or target the price path?

Svensson (1999) is the first person to take on this question. He starts by
assuming that society cares about inflation. The social objective is to min-
imize the expected present discounted value of the weighted average of
squared deviations of inflation and output from their targets. He then
posits that the central bank can be bound to meet a particular objective but
not to respond to shocks in a specific way. That is, the central bank will al-
ways have discretion in adjusting its instrument, but it can be held ac-
countable for its objective. This sort of discretion, what we might refer to
as “instrument discretion,” implies that if we were to instruct central bank-
ers to minimize the true social loss function, there would be a bias. The
exact form of the bias depends on the structure of the economy, but in most
cases there is a bias toward stabilizing output.5 One solution to this prob-
lem is to instruct the central bank to minimize a loss function that deviates
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2. For a brief synopsis of what inflation targeting entails see Mishkin (forthcoming).
3. We adopt the terminology “price-path” targeting rather than the traditional “price-

level” targeting to emphasize that the target path can have a positive slope and so a period of
inflation need not be countered with one of deflation.

4. Mervyn King (1999) argues that in practice there is little difference between inflation tar-
geting and price-path targeting. The reason is that politicians will hold central bankers ac-
countable for meeting inflation targets over sufficiently long horizons so that it will look like
a price-path target. We will take this up in more detail below.

5. For a discussion see Clark, Goodhart, and Huang (1999).



from society’s. Rogoff (1985) suggested appointing central bankers that are
more avid inflation hawks than the public at large.

In this context, Svensson shows that in countries where output is suffi-
ciently persistent, performance can be improved by instructing policy-
makers to target the price path, even though society cares about inflation.6

To understand why output persistence is central to the result, note that the
more persistent output is, the longer output stays away from equilibrium
following a disturbance. Now consider the possibility of a policy response.
Monetary policy responds to shocks by inducing a price-level surprise, im-
mediately creating a conflict between the output and inflation stability ob-
jectives. And the more persistent output is, the longer-lasting the shocks
and the more important it will be to respond aggressively to them. If the
goal is to stabilize prices, then these aggressive responses will have to be
undone quickly, which ends up lowering the volatility of inflation.

There are several issues that arise in considering this result. First, Svens-
son compares inflation targeting with price-path targeting in order to em-
phasize the contrast between the two. But there is really a continuum of in-
termediate possibilities that weight the two. Batini and Yates (2003) have
labeled these “hybrid-targeting” regimes. We begin by showing that for a
given degree of output persistence, there is an optimal hybrid-targeting
policy that is a weighted average of inflation and price-path targeting. 
But second, and more important, the focus on output persistence means
that the choice is an empirical one. What is the optimal regime for a given
country? Beyond this, there is the question of whether it is worth trying to
move to the optimal regime. Clarity is and should be prized in central
banking.

In fact, an optimal hybrid target sacrifices simplicity for optimality. It is
much more difficult to explain a hybrid than it would be to explain either
of the extreme alternatives. However, as King (1999) has suggested, one of
the key policy choices is the horizon over which central bankers are evalu-
ated. That is, are they asked to maintain inflation at or near the target level
on average every two, three, five, or even ten years? Put another way, cen-
tral bankers will have a horizon over which they are expected to bring the
price level back to its desired path. Under this interpretation, hybrid tar-
geting becomes a statement about the optimal horizon over which the price
level is brought back to the desired path; it may not be that hard to con-
vince people that they should give the central bank some time to fight back
unwanted price shocks.

Even so, the idea that central bankers should, for strategic reasons, be
told to do something that explicitly deviates from what society truly cares
about will trouble many people. Should we go to the effort of explaining
that we are instructing the central bank to do one thing, while we care
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about another, because we know that they can’t be trusted? Again, this is an
empirical question. How much do we lose by just telling monetary policy-
makers to target the thing that society cares about?

To address these issues, we examine a set of twenty-three countries and
find that for nearly all of them some form of hybrid-targeting regime would
be optimal—at least in principle. But we go on to show that adopting such
an optimal regime has only very modest benefits (as measured by the per-
centage reduction in the social loss) when compared with strict inflation
targeting. In other words, once you look at the numbers closely it is hard to
see the benefit of starting to engage in what would surely be a very difficult
public dialogue. Our conclusion is that we should hold central bankers ac-
countable for meeting our social loss function, not some contrived one that
might incrementally improve macroeconomic performance.

The remainder of this paper is organized as follows. First, we set out the
theoretical problem and derive the optimal hybrid-targeting regime, and
we show that this can be interpreted as the optimal horizon. We also show
the relationship between output persistence and the weight on price stabil-
ity. We also present a set of empirical results and compare the loss between
an optimal-targeting regime and inflation or price-path targeting. The final
section concludes.

4.2 Hybrid Targeting

The theoretical exercise is straightforward. Society cares about a
weighted average of inflation and output deviations from their target paths.
If it were possible to bind policymakers to react to shocks in a particular
way, then it would be optimal to give them society’s objective and then hold
them accountable for adjusting their policy instrument in the way pre-
scribed by the reaction function that minimizes this social objective. But
such commitment is impossible (and may not even be desirable). Instead,
the central bank can be held accountable for minimizing a loss function un-
der discretion. What should that loss function be?

To answer this question, we proceed in two steps. First, we derive the
central bank’s policy reaction function, or instrument rule, under discre-
tion for a family of loss functions that admits a wide variety of targeting
regimes. Second, given the solution we find the targeting regime that min-
imizes the social loss. This is the optimal hybrid.

4.2.1 The Central Banker’s Problem

The policymaker solves a standard optimal control problem, choosing
the path of the price level that minimizes a quadratic loss function subject
to the constraints imposed by the linear structure of the economy. We as-
sume that the central bank minimizes
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(1) LCB � E�∑
t

�t[�( pt � pt
∗)2 � (1 � �)( yt � yt

∗)2]�,
where LCB is the central bank’s loss, E is the expectation operator, pt is the
(log) actual price level, p∗ is the desired price level, yt is the (log) actual out-
put, y∗ is desired (or potential) output level, � is the degree to which the
central bank prefers price stability to output stability, and � is the time
discount factor. Equation (1) is sufficiently general to admit inflation tar-
geting, price-path targeting, and everything in between. Targeting regimes
differ depending on how the target, pt

∗, is defined. The simplest cases are
inflation targeting, where

(2) pt
∗(IT) � pt�1 � �∗,

and price-path targeting, where

(3) pt
∗(PPT) � p∗

t�1 � �∗.

In both cases the inflation target is �∗. But under inflation targeting, given
by equation (2), the target is an increment over the past period’s realized
price level, whatever it turned out to be. By contrast, under price-path tar-
geting, the current target is an increment over the past period’s target.

Hybrid targeting is a weighted average of inflation and price-path tar-
geting. That is,

(4) pt
∗(Hybrid) � �( pt�1 � �∗) � (1 � �)( p∗

t�1 � �∗)

� �pt�1 � (1 � �)p∗
t�1 � �∗,

where � is the weight on inflation targeting. Notice that � � 1 and � � 0
are the special cases, inflation and price-path targeting, respectively. Sub-
stituting equation (4) into the loss function (1), and normalizing various
constants and initial conditions to zero, we get

(5) LCB � E�∑
t

�[�( pt � �pt�1)
2 � (1 � �)yt

2]�.
Normalization implies that y is now the output gap and that the price path
is now measured as the deviation from the inflation objective �∗.

Following Svensson (1999) and others, we assume that the dynamics of
the economy are adequately described by a neoclassical Phillips Curve.7

That is,
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7. We choose the neoclassical Phillips curve because of its theoretical tractability. There are
a number of alternatives, including the now common New Keynesian Phillips curve in which
the output gap depends on expected future prices rather than current ones, and the aggregate
supply formulation derived by Mankiw and Reis (2001) in their work on sticky information.
While it would be feasible to examine these alternatives numerically, the more conventional
Phillips curve allows us to derive a wider range of conclusions.



(6) yt � �yt�1 � 	( pt � pt
e) � εt ,

where pt
e is the expectation of p at time t, � and 	 are constants, and ε is an

independently and identically distributed (i.i.d.) shock with variance 
ε
2.

For the points that we wish to make here, this closed-economy model is
sufficient. In the empirical section, we expand the analysis to an open-
economy version that includes import prices as well.

The job of the central bank is to choose a path for the price level pt that
minimizes the loss (5) subject to equation (6).8 Assuming rational expecta-
tions, we can use the techniques described in Svensson (1999) to first derive
the first-order conditions, guess the solution, and then use the method of
undetermined coefficients.9 The first-order conditions include the output
equation (6) and 

(7) pt � �pt�1 � � yt.

Equation (7) embodies the trade-off between output and prices in the loss
function. It tells us the extent to which prices react to output shocks along
an optimal path. Under rational expectations, we know that the solution
for the price level must be of the form

(8) pt � apt�1 � byt�1 � cεt .

We can solve this for

a � �

b �

c � ��
1 �

D

	D
�,

where D ��
�[1 �

	(

�

1

�

�

(�

�

�

)

b	)]
�.

Setting � equal to either zero or 1, this solution collapses to the one in
Svensson (1999).

This formulation allows us to write the laws of motion for output and
prices, and these are

(9) yt � �yt�1 � (1 � 	c)εt

�(1 � �2�) � �(1 � ���2)2 �� 4�2	2���
1 �

�

�
��

�����
2��	

	(1 � �)(1 � a��)
���
�[1 � ��(� � b	)](1 � ���)

178 Stephen G. Cecchetti and Junhan Kim

8. By adding an aggregate-demand curve relating the price level to the interest rate, we
could shift the problem to one in which the central bank does not choose prices directly. This
increase in complexity changes none of our results.

9. See also Söderlind (1999).



(10) pt � �pt�1 � byt�1 � cεt .

That is, output depends on lagged output, while prices depend on both
lagged prices and lagged output.

As others have noted, for a solution to the central banker’s problem to
exist, the coefficient on lagged output in the price equation, b, must have a
real value. That is, a solution exists if and only if

(11) �
1 �

�

�
� � �

(1

4

�

�2	

�
2

�

�

2)2

�.

Parkin (2000) points out that this condition is somewhat restrictive, since
only large values of � are consistent with high persistence in output (� close
to one). This means that if � is low and � is high, there is no solution. The
reason is that under these circumstances the optimal response to stabilize
output requires very high, even infinite, volatility of the price level (or in-
flation).10 Fortunately, most estimates that we know of suggest that central
banks place much higher weight on inflation than they do on output
volatility. For example, Cecchetti and Ehrmann (2002) estimate �’s for a
number of countries, and most of them are 3/4 or higher. So we view this
problem as unlikely to occur in practice.

4.2.2 Society’s Problem

With a complete characterization of the central bank’s problem in hand,
we can now turn to society’s problem: what value of � should monetary
policymakers be instructed to use? To figure this out, all we need to do is
find the value of � that minimizes the social loss function, taking account
of the central banker’s behavior. Recall that we assume society minimizes
a weighted average of inflation and output variability. We can write this as

(12) LS � �
2
� � (1 � �)
2

y .

For now we look only at the case in which � is the same for society and the
central bank. Using the previous results, we can write this as

(13) LS � �D2�
(1 �

2�

�

(1

)(1

�

�

�)

��)
�� (1 � �)���1 �

1

�2
���

D

c
��2�
ε

2 .

Taking the derivative with respect to � (noting that D is not a function of
� and assuming that the condition [11] holds) yields the optimal hybrid-
targeting regime:

(14) �∗ � �
1

2

�

�

�
�.
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10. As we show in the appendix, this is a problem that only arises under discretion. If the
central bank can be forced to commit to an instrument rule, then the problem always has a
solution.



The result tells us that as � approaches 1, so that the shocks to output are
extremely persistent, �∗ goes to zero. As � shrinks, �∗ grows, but we as-
sume that it can never exceed 1. Importantly, the expression is consistent
with Svensson’s result. He shows that if one is restricted to choosing � � 0
or � � 1, then the threshold is at � � 0.5.

Before proceeding, we note that under commitment, where society can
bind policymakers not just to an objective function but to an instrument
rule as well, the best thing to do is to give the central bank society’s loss
function. That is not at all surprising. What is surprising is that if society’s
loss is in terms of the price path rather than inflation—that is, LS is a func-
tion of 
2

p rather than 
2
�—then the discretionary solution is the same as the

commitment solution.11

4.2.3 Stabilization Bias

So far, we have been concerned with the benefits to be obtained from
giving the central bank a hybrid target. But in addition to choosing �∗, so-
ciety has the option of giving the central bank a � that deviates from its
own. The incentive for doing this comes from the fact that, left to their
own devices, central bankers may choose to stabilize output more than is
socially optimal. Avoiding this stabilization bias requires setting �CB

above �S.
To see how this works, we return to equation (13) and note first that �

here represents social preferences and that D (defined in the previous sec-
tion) is a function of the central bank’s �. Using this, we can rewrite the ex-
pression for the social loss as

(15) LS � �D(�CB)2�
(1 �

2(1

�)

�

(1

�

�

)�

�

s

�)
�� (1 � �s)�


 ��1�

1

�2
���1 � 	

1

D(�CB)
��2�
ε

2.

This change has no impact on the degree of optimal hybrid targeting. �∗
was not a function of � before, and it is not now. But minimizing equation
(15) requires not only finding �∗ but also figuring out what �CB should be
as well. The first-order condition for this second choice is given by

�
	(1

�

�
CB

�CB)
� f (�) � �

	(1

�

�
s

�s)
�,

where f(
) is an increasing function of �. So with given �s, as � rises, �CB rises
as well.

Figure 4.1 plots the relationship between output persistence and �CB
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11. If inflation’s primary cost is that it makes long-term planning difficult, then this may be
the case we should all be focusing on. See the appendix for details.



when �s is 0.5 and 0.8. Throughout we assume that � is set at the optimal
level, �∗ in equation (14). The result is clear: the more persistent output is,
the more conservative the central bank should be. And as the output ap-
proaches a random walk, the closer �CB gets to 1.

This is a good place to make another important point. In the last section
we noted that there are times when the discretionary solution to the central
banker’s problem does not exist. Looking back at the restriction (11) re-
quired for existence, we see that there is always a solution when � is big
enough. So, if we are concerned that � may be high, we can avoid potential
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Fig. 4.1 Central bank’s �: A, Central bank’s lambda when society’s lambda � 0.5;
B, Central bank’s lambda when society’s lambda � 0.8



difficulties by instructing the central banker to care almost exclusively
about inflation.

4.3 Empirical Results

We now see that the optimal hybrid-targeting regime—the degree to
which the central bank should target inflation relative to targeting the path
of the price level—depends on how persistent output is. This leads us to
ask the following questions: how persistent is output, and how close is the
actual behavior of prices to what it would be under an optimal-targeting
regime? The task of this section is to bring data to bear on these questions.

We do this in three steps. First, we estimate an empirical analog of the
closed-economy model we studied in section 4.2. Second, since a number
of countries we consider are small open economies, we introduce external
factors into the estimation. Finally, we posit a social loss function in order
to do welfare comparisons and measure the gains from adopting an opti-
mal hybrid target.

4.3.1 Closed Economy

Our strategy is the following. Using quarterly data on consumer prices
and industrial production, we estimate equations (9) and (10).12 (The data
are all described in the appendix.) Taking account of the serial correlation
in output, we use the following specifications:

(16) yt � �yt�1 � ∑
4

i�1

�i�yt�i � e1t

(17) pt � �pt�1 � b1yt�1 � b2yt�2 � b3yt�3 � b4yt�4 � e2t ,

where y is computed as the deviation of log output from Hodrick-Prescott
(HP) filtered output, and p measures the deviation of the log price level
from a measure of the target. During the periods when countries were em-
ploying inflation targets, we used the target itself for this computation.13 In
the absence of an inflation target, we used a Hodrick-Prescott filter.

The results for both the full sample (1980s and 1990s) and just the last
decade are reported in tables 4.1 and 4.2. Estimates range widely.14 The first
table shows estimates of �, together with standard errors. The important
thing to notice is that � ranges from a low of 0.29 to a high of 0.82 and that
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12. We note that our exact results are not invariant to the choice of the frequency of the
data.

13. For the cases in which we have data for an explicit inflation target, we compute the price-
path target as pt

∗ � log(CPIt–1) � �∗, where �∗ is the annual inflation target. Details are in the
appendix.

14. All estimates throughout the paper are median-bias corrected using the empirical dis-
tributions that are also used to compute the standard errors.



it is unstable across time periods. Both the range and instability have im-
portant implications for policy, so we will return to them later.15

Table 4.2 reports our estimates of the optimal hybrid-targeting regime,
�̂∗, as well as the estimate that is implied by the actual behavior of prices in
each country, �̃. Our estimates of � suggest that a number of countries
should be putting significant weight on the price path, �̂∗ �� 1, but virtu-
ally all of them exhibit behavior that is closer to inflation targeting, �̃ ≈ 1.
Given these estimates, we test whether �̃ � �∗, and the answer is no. The
p-value is reported in columns (3) and (6) of table 4.2.16
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Table 4.1 Output persistence: The closed-economy case

Full sample 1990s

Country �̂ Standard error �̂ Standard error

Australia 0.64 0.10 0.49 0.18
Austria 0.76 0.19 0.66 0.36
Canada 0.73 0.06 0.74 0.09
Chile 0.57 0.21 0.47 0.43
Denmark 0.56 0.14 0.31 0.23
Finland 0.78 0.07 0.65 0.13
France 0.61 0.15 0.61 0.15
Germany 0.70 0.10 0.61 0.17
Ireland 0.56 0.12 0.50 0.19
Israel 0.56 0.09 0.29 0.15
Italy 0.71 0.10 0.63 0.15
Japan 0.78 0.05 0.69 0.09
Korea 0.58 0.10 0.60 0.13
Mexico 0.64 0.10 0.69 0.15
The Netherlands 0.64 0.15 0.68 0.23
New Zealand 0.58 0.10 0.58 0.15
Norway 0.43 0.16 0.55 0.19
Portugal 0.76 0.08 0.69 0.14
Spain 0.72 0.07 0.70 0.11
Sweden 0.71 0.09 0.60 0.13
Switzerland 0.33 0.22 0.35 0.33
United Kingdom 0.80 0.07 0.78 0.08
United States 0.76 0.04 0.82 0.06

Notes: Estimates �̂ are small sample bias-corrected autocorrelation coefficients from fourth-
order autoregression using industrial production, equation (16). All data are quarterly data,
seasonally adjusted and filtered using a Hodrick-Prescott filter. The full sample is 1980 Q1 to
2001 Q4 for non-euro-area countries. For countries in EMU, the sample ends in 1998 Q4.
Standard errors are constructed from nonparametric bootstrap with 3,000 replications.

15. While we report results for a Hodrick-Prescott (HP) filter with parameter set to the
standard 1600, experimentation in the range from 800 to 3200 leaves the character of our re-
sults unchanged.

16. Using a nonparametric bootstrap, we compute the empirical distribution of �̂∗ and then
report the p-value for �̃ in that distribution.



4.3.2 Open Economy

To take account of the fact that countries like Israel, Belgium, and Ire-
land are small and open, we introduce external factors into our analysis.
Following Svensson (2000), we introduce import prices into the Phillips
curve (6):

(18) yt � �yt�1 � 	( pt � pt
e) � �y p t

F � εt ,

where p t
F is the foreign price level denominated in domestic currency. With

this modification, all of the results in section 4.2 go through, and we can
rewrite empirical specification equations (9) and (10) as

(19) yt � �yt�1 � ∑
4

i�1

�i�yt�i � �y pt
F � e1t

(20) pt � �pt�1 � b1yt�1 � b2yt�2 � b3 yt�3 � b4 yt�4 � �p p t
F � e2t .

184 Stephen G. Cecchetti and Junhan Kim

Table 4.2 The optimal hybrid-targeting regime: The closed-economy case

Full sample 1990s

p-value testing p-value testing
Country �̂∗ �̃ �̃� �∗ �̂∗ �̃ �̃� �∗

Australia 0.29 0.81 0.01 0.50 0.69 0.33
Austria 0.15 0.68 0.07 0.25 0.46 0.26
Canada 0.18 0.94 0.00 0.18 0.88 0.00
Chile 0.36 0.72 0.22 0.31 0.64 0.31
Denmark 0.39 0.67 0.17 1.00 0.24 0.14
Finland 0.14 0.91 0.00 0.26 0.84 0.03
France 0.31 0.80 0.08 0.32 0.80 0.08
Germany 0.21 0.83 0.00 0.32 0.67 0.15
Ireland 0.39 0.81 0.09 0.49 0.63 0.37
Israel 0.39 0.90 0.03 1.00 0.79 0.26
Italy 0.21 0.94 0.00 0.29 1.00 0.05
Japan 0.14 0.75 0.00 0.23 0.70 0.01
Korea 0.35 0.90 0.02 0.34 0.56 0.19
Mexico 0.28 0.86 0.01 0.23 0.83 0.05
The Netherlands 0.28 0.88 0.06 0.24 0.60 0.17
New Zealand 0.36 0.93 0.03 0.36 0.54 0.25
Norway 0.64 0.77 0.39 0.38 0.56 0.32
Portugal 0.16 0.88 0.00 0.23 0.83 0.04
Spain 0.19 0.80 0.00 0.22 0.92 0.01
Sweden 0.21 0.84 0.00 0.33 0.53 0.21
Switzerland 1.00 0.89 0.44 0.89 0.87 0.36
United Kingdom 0.12 0.76 0.00 0.14 0.44 0.01
United States 0.16 1.00 0.00 0.11 0.91 0.00

Source: Data sources are all described in the appendix. 
Notes: Estimates of �̂∗ are constructed using the �̂ in table 4.1. Estimates of �̃ are the coeffi-
cient on the lag of prices from equation (17). The p-values for the tests are constructed using
a nonparametric bootstrap with 3,000 replications.



Table 4.3 reports estimates of output persistence, �, after accounting for
these external factors. The results are very similar to those in table 4.1. The
correlation between these two sets of estimates is 0.96 for the full sample
and 0.89 for the 1990s, and the mean absolute difference between the esti-
mates is 0.03 and 0.075, respectively. Looking at the estimates of the vari-
ous measures of � in table 4.4, our conclusions from the closed-economy
analysis remain. In virtually every case, our estimate of the optimal hybrid
target has � well below 1, closer to price-path targeting than inflation tar-
geting, but the actual behavior of prices in these countries suggests some-
thing close to inflation targeting.

It is interesting to relate all of these results to what King (1999) referred
to as an evaluation horizon for central bankers. He suggested that in prac-
tice an inflation-targeting central bank will be evaluated on whether it met
its target on average over some number of years. The evaluation horizon is
related to the hybrid regime. The longer the period over which inflation is
averaged, the closer the regime is to price-path targeting. Using this intu-
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Table 4.3 Output persistence: The open-economy case

Full sample 1990s

Country �̂ Standard error �̂ Standard error

Australia 0.66 (0.09) 0.58 (0.19)
Austria 0.84 (0.23) 0.63 (0.50)
Canada 0.75 (0.06) 0.73 (0.11)
Chile 0.61 (0.07) n.a. n.a.
Denmark 0.61 (0.15) 0.13 (0.31)
Finland 0.79 (0.05) 0.78 (0.14)
France n.a. n.a. 0.61 (0.17)
Germany 0.73 (0.11) 0.69 (0.20)
Ireland 0.48 (0.14) 0.60 (0.22)
Israel 0.56 (0.09) 0.15 (0.17)
Italy 0.73 (0.09) 0.63 (0.13)
Japan 0.73 (0.04) 0.59 (0.09)
Korea 0.67 (0.11) 0.60 (0.12)
Mexico 0.67 (0.11) 0.53 (0.21)
The Netherlands 0.65 (0.17) 0.59 (0.29)
New Zealand 0.59 (0.10) 0.64 (0.16)
Norway 0.46 (0.16) 0.67 (0.21)
Portugal 0.78 (0.08) 0.75 (0.18)
Spain 0.73 (0.05) 0.74 (0.09)
Sweden 0.74 (0.10) 0.65 (0.16)
Switzerland 0.32 (0.24) 0.18 (0.43)
United Kingdom 0.81 (0.07) 0.79 (0.04)
United States 0.78 (0.03) 0.84 (0.04)

Source: See appendix and notes to table 4.1 for data sources.
Note: n.a. � not available.



ition, we can construct approximate measures of the horizon as (1/�). For
many countries we find that �∗ is between 0.2 and 0.3, implying a horizon
of between three and four quarters. To get a number that is usable in prac-
tice, we need to add another four to six quarters, the length of time that it
takes for policy changes to have an impact on prices and output. The im-
plication is that the evaluation horizon should be in the range of two to
three years.

Before continuing, note that we recomputed all of the results for both the
closed- and open-economy versions of our model substituting core con-
sumer prices for the headline measures used in sections 4.3.1 and 4.3.2.
Tables analogous to 4.2 and 4.4 are in the appendix. Overall, we find that
the change in the price measure makes very little difference. Estimates of
�̃ from the price equation are highly correlated between the two sets of
matching results. For the full sample, the correlation for the seventeen
countries for which we have data is 0.79 for the closed-economy model and
0.83 when import prices are included.
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Table 4.4 Optimal hybrid-targeting regime: The open-economy case

Full sample 1990s

p-value testing p-value testing
Country �̂∗ �̃ �̃� �∗ �̂∗ �̃ �̃� �∗

Australia 0.26 0.82 0.01 0.37 0.70 0.20
Austria 0.09 0.52 0.09 0.29 0.38 0.32
Canada 0.17 0.95 0.00 0.19 0.90 0.00
Chile 0.20 0.57 0.17 n.a. n.a. n.a.
Denmark 0.31 0.52 0.20 1.00 0.30 0.37
Finland 0.13 0.89 0.00 0.14 0.83 0.01
France n.a. n.a. n.a. 0.33 0.67 0.17
Germany 0.19 0.72 0.01 0.21 0.75 0.09
Ireland 0.53 0.78 0.27 0.32 0.71 0.20
Israel 0.39 0.90 0.02 1.00 0.80 0.23
Italy 0.19 0.83 0.01 0.25 0.90 0.07
Japan 0.18 0.71 0.00 0.35 0.70 0.06
Korea 0.26 0.86 0.02 0.29 0.48 0.26
Mexico 0.26 0.88 0.01 0.42 0.88 0.20
The Netherlands 0.26 0.83 0.10 0.30 0.60 0.27
New Zealand 0.34 0.99 0.01 0.28 0.50 0.19
Norway 0.56 0.77 0.32 0.24 0.62 0.16
Portugal 0.14 0.85 0.00 0.16 0.85 0.04
Spain 0.18 0.78 0.00 0.17 0.90 0.01
Sweden 0.19 0.80 0.00 0.26 0.53 0.16
Switzerland 1.00 0.86 0.48 1.00 0.87 0.34
United Kingdom 0.11 0.76 0.00 0.13 0.44 0.00
United States 0.14 0.91 0.00 0.10 0.63 0.00

Source: See appendix and notes to text table 4.2. 
Note: n.a. � not available.



4.3.3 Loss Comparison

Simply computing the optimal value for �, the degree of a hybrid regime,
is only the first step. What we really want to know is whether adopting the
optimal hybrid makes any difference to welfare. Given the fact that esti-
mates of � are fairly imprecise, this question is particularly important. To
address it, we construct estimates of the social loss, LS, for different tar-
geting regimes and compare them. Computing the loss requires that we
choose a series of parameters. Before turning to the data, it is useful to look
at some simulations. Using the theoretical results, we can estimate the ex-
tent of the welfare gain that comes from going from an inflation-targeting
regime to an optimal one. That is, we compare LS(� � 1) with LS(� � �∗)
for various values of the parameters of the model. Note that throughout
this exercise we assume that the preference parameter � is the same for so-
ciety and the central bank.

While it would be interesting to look across a wide range of values for the
preference parameter �, output persistence �, and the slope coefficient 	,
the condition (11) places restrictions on the relationship among these. So
instead we look at a representative example. First, the restriction has a few
simple properties: (a) given 	, the higher � the higher the minimum �; and
(b) given �, the higher 	 the higher the minimum �. What that means is that
the more persistent output and the flatter the aggregate supply curve—that
is, the inverse of 	 in equation (6)—the higher the preference for inflation
stability has to be for there to be a solution to the central bank’s problem.
To understand how restrictive this is, we have done a few simple calcula-
tions. Setting the discount factor � � 0.99, we see that for 	 � 0.5 and � �
0.7, � must be greater than 0.65. As 	 decreases, the range of permissible
values grows. So when 	 � 0.3, � can be as low as 0.4 for � � 0.7. This cre-
ates a potential problem for the choice of 	. While we would like to work
with relatively low values, we choose 	 � 0.5. This is the choice made by
Dittmar, Gavin, and Kydland (1999), who use estimates in Rudebusch and
Svensson (1999) as justification.

Using these parameter values, we examine the improvement in the social
loss for each country for two changes: (a) moving from strict inflation tar-
geting to the optimal hybrid regimes, that is, LS(�∗)/LS(� � 1); and (b)
shifting from a strict price-path targeting regime to the optimal hybrid,
LS(�∗)/LS(� � 0). Throughout we assume that the preference parameter �
� 0.8 and the discount rate � � 0.99. The results are somewhat sensitive to
the choice of � but not to the choice of �. Looking at table 4.5, we see that
there is an important pattern. In no case does a move from price-path tar-
geting to the optimal hybrid bring a sizable welfare gain. The same is not
true of a move from inflation targeting. That is, the first and third columns
include numbers that are far below 1—for example, 0.82 for Canada and
0.87 for Germany—while the second and fourth columns contain none.
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It is worth examining this result in more detail. Figure 4.2 plots the two
ratios LS(�∗)/LS(� � 0) and LS(�∗)/LS(� � 1) for a range of values for �
and �, assuming 	 � 0.5 and � � 0.99. Taken together, these give us a
striking picture of the potential benefits from adopting various regimes.
First, note from panel A that even if � is very small, and so the optimal
regime is close to one of pure inflation targeting, the loss from adopting
price-path targeting is small. Only when � is set to 2/3, a relatively low
value, and when output has virtually no persistence does a move from
price-path targeting to the optimal hybrid imply a welfare gain of as much
as 10 percent.

This is in stark contrast to panel B of figure 4.2, where we see the conse-
quences of shifting from a pure inflation-targeting regime to the optimal
hybrid. As output persistence rises above 0.6, the ratio of the losses starts
to decrease very quickly. (Note that the lines end at the point where re-
striction [11] is no longer met.) That is, the gain from moving from infla-
tion targeting to the optimal hybrid can be very large. To use Svensson’s
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Table 4.5 Loss comparison

Full sample 1990s

Country LS(�∗)/LS(� = 1) LS(�∗)/LS(� = 0) LS(�∗)/LS(� = 1) LS(�∗)/LS(� = 0)

Australia 0.94 0.99 0.97 0.99
Austria 0.71∗ 0.71∗ 0.95 1.00
Canada 0.82 1.00 0.86 1.00
Chile 0.91 0.99 0.71∗ 0.71∗
Denmark 0.96 0.99 1.00 0.96
Finland 0.71∗ 0.71∗ 0.72 1.00
France 0.96 0.99 0.96 0.99
Germany 0.87 1.00 0.91 0.99
Ireland 0.99 0.99 0.96 0.99
Israel 0.98 0.99 1.00 0.96
Italy 0.87 1.00 0.94 0.99
Japan 0.85 1.00 0.97 0.99
Korea 0.93 0.99 0.95 0.99
Mexico 0.93 0.99 0.98 0.99
The Netherlands 0.96 0.99 0.97 0.99
New Zealand 0.96 0.99 0.95 0.99
Norway 0.99 0.99 0.93 0.99
Portugal 0.71 1.00 0.80 1.00
Spain 0.86 1.00 0.84 1.00
Sweden 0.86 1.00 0.94 0.99
Switzerland 1.00 0.97 1.00 0.98
United Kingdom 0.71∗ 0.71∗ 0.71∗ 0.71∗
United States 0.71∗ 0.71∗ 0.71∗ 0.71∗

Notes: Computations use 	 � 0.5 and � � 0.8, as well as the estimated value of � reported in table 4.1.
Asterisks indicate values of (	, �, �) for which restriction (11) is not met, and so the loss cannot be com-
puted. The reported value is the minimum for which it can be computed.



A

B

Fig. 4.2 Loss comparing targeting regimes with optimal targeting: A, Comparing
price-path targeting to the optimal hybrid regime (� � 0.5); B, Comparing inflation
targeting to the optimal hybrid regime (� � 0.5)



terminology, there is a “free lunch,” and it can be big. And since we are un-
sure how big � really is, it is likely prudent to move to price-path targeting.

4.4 Conclusion

We have examined whether a country is well advised to target inflation,
target the price path, or do something in between. The issue turns on the
persistence of output deviations from their trend. With high persistence,
which is what we tend to observe, our theoretical results suggest that coun-
tries are best off if they adopt a hybrid target that is close to price-path tar-
geting. But such a policy regime would be difficult to adopt for two reasons.
First, there is the technical one. The exact targeting procedure depends
on the estimation of both the output trend and output persistence, both of
which are going to be measured with substantial error. Second, the success
or failure of any monetary policy regime rests critically on the ability of
central bankers to communicate what they are doing to the public. Ex-
plaining a hybrid target would be challenging for even the best central
bankers.

Taking these problems into account, we examine the welfare loss from
adopting pure inflation or price-path targeting rather than the optimal hy-
brid. Our conclusion is that price-path targeting is less risky, in that the
maximum social loss from being wrong—choosing price-path targeting
when something else is better—is much smaller than if one chooses infla-
tion targeting.

Appendix

Data Description

All data are quarterly beginning in quarter 1 (Q1) of 1980. For European
Monetary Union (EMU) countries, data are through 1998 Q4. For non-
EMU countries, data are through 2001 Q4.

1. Prices: Consumer Price Index (CPI) from the International Mone-
tary Fund (IMF) International Financial Statistics.

2. Output: Industrial Production from the IMF International Financial
Statistics (IFS), except for Portugal and Ireland, which are entirely from
the Organization for Economic Cooperation and Development (OECD);
New Zealand is from the OECD for 2000 Q3 on; Italy is from OECD for
2001 Q1 on; and Chile is manufacturing production only.

3. Core consumer prices: From the OECD.
4. Import prices: The import price index from the IMF International

Financial Statistics, except for Spain, New Zealand, the Netherlands,
Canada, France, Ireland, Israel, Italy (where the unit value of imports
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from IFS is used), Mexico (Import Price Index from Haver Analytics),
Austria (which uses the German CPI), and Portugal (an equally weighted
average of the CPIs for the United Kingdom, Spain, France, and Ger-
many).

5. Inflation targets are computed from the Inflation Targeting Country
Fact Sheets” by Frank Gaenssmantel of the Institute of International Eco-
nomics, courtesy of Edwin Truman.

The inflation targets are listed in table 4A.1. The target pt
∗ is computed

as follows:

(A1) pt
∗ � pt�1 � �∗

(A2) pt � log(CPIt ) � pt
∗ when there is pt

∗

(A3) pt � log(CPIt ) � HPtrendt otherwise,

where �∗ is the annual inflation target in table 4A.1, divided by four. When
the target is a range, the midpoint is used.

The Commitment Case

Our solutions in the text assume that the central bank operates under
discretion. Discretion means that policymakers reoptimize the loss func-
tion every period after observing the state variable yt–1 and the shock εt. The
alternative to this is commitment, in which the central bank optimizes once
and commits to an instrument rule once and for all.

To find the commitment solution we take the derivative of the central
bank’s loss in equation (5) with respect to pt and pt

e, subject to the constraint
imposed by the Phillips curve in equation (6). The resulting policy rule, the
equivalent to equation (8), is

(A4) pt � �pt�1 � c̃εt ,

where

c̃  � � �
1 �

D̃

	D̃
� and D̃ � �

�

	

(1

(1

�

�

�

�
2�

)

)
�.

This is exactly the same as the case under discretion considered in section
4.2.1, except that b � 0. That is, under commitment the optimal response
is to react only to the past price level and the shock, not to yt–1. Recall,
moreover, that the condition for a solution to exist under discretion,
shown in equation (11), arises in computing b, and so it is not present
here.

Continuing with the problem under commitment, society’s loss, the
equivalent to equation (13), is now

(A5) L̃S � ��12�

�c̃

�

2

� � �
1

1

�

�

�

�
2

� ��
D

c̃
˜��2�
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2.
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Table 4A.1 Annual inflation target

Country Period Inflation target (%)

Australia 1993 Q1–2001 Q4 2.5
Austria 1993 Q1–2001 Q4 2.0
Canada 1992 Q1–1994 Q4 4.0

1995 Q1–2001 Q4 3.0
Chile 1991 Q1–1991 Q4 18.0

1992 Q1–1992 Q4 17.5
1993 Q1–1993 Q4 11.0
1994 Q1–1994 Q4 10.0
1995 Q1–1995 Q4 8.0
1996 Q1–1996 Q4 7.0
1997 Q1–1997 Q4 6.0
1998 Q1–1998 Q4 5.0
1999 Q1–1999 Q4 4.3
2000 Q1–2000 Q4 3.5
2001 Q1–2001 Q4 3.0

Finland 1993 Q1–2001 Q4 2.0
Israel 1992 Q1–1992 Q4 14.5

1993 Q1–1993 Q4 10.0
1994 Q1–1994 Q4 8.0
1995 Q1–1995 Q4 9.5
1996 Q1–1996 Q4 9.0
1997 Q1–1997 Q4 8.5
1998 Q1–1999 Q4 4.0
2000 Q1–2000 Q4 3.5
2001 Q1–2001 Q4 3.0

Korea 1999 Q1–1999 Q4 3.75
2000 Q1–2000 Q4 2.5
2001 Q1–2001 Q4 3.0

Mexico 1995 Q1–1995 Q4 19.0
1996 Q1–1996 Q4 20.5
1997 Q1–1997 Q4 15.0
1998 Q1–1998 Q4 12.0
1999 Q1–1999 Q4 13.0
2000 Q1–2000 Q4 10.0
2001 Q1–2001 Q4 6.5

New Zealand 1992 Q1–1996 Q4 1.0
1997 Q1–2001 Q4 1.5

Norway 2001 Q1–2001 Q4 2.5
United Kingdom 1992 Q1–2001 Q4 2.5

Source: Gaenssmantel (2002).

The � that minimizes this loss is trivially 1, which implies inflation target-
ing. Under commitment, it is optimal to simply give the central bank soci-
ety’s loss function.

When Society Prefers Price-Path Targeting

What if society’s preferences are in terms of the path of the price level
rather than an inflation target? In this case, the central bank’s problem is
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the same as the one in section 4.2.1. It is the social loss, equation (12), that
changes. Assuming society cares about the price path implies that the so-
cial loss function is

(A6) LS � �
2
p � (1 � �)
2

y .

Substituting in the solution for the central bank’s problem, this becomes

(A7) LS � ��D 2��1 �

1

�2
����11 �

�

�

�

�

�
�� � (1 � �)�
2

y .

Equation (A7) is the equivalent to text equation (13). The optimal � that
minimizes this loss is zero. So, if society cares about the price path, then the
central bank should be told to care about it, too.

Substituting Core for Headline Consumer Prices

The following tables are from substituting measures of the core CPI for
the headline CPI in the computations of section 4.3. Table 4A.2 is the ana-
log to text table 4.2, and table 4A.3 is the analog to text table 4.4. Note that

Table 4A.2 Optimal hybrid-targeting regime: Closed economy with core CPI

Full sample 1990s

p-value testing p-value testing
Country �̂∗ �̃ �̃� �∗ �̂∗ �̃ �̃� �∗

Australia n.a. n.a. n.a. 0.50 0.70 0.32
Austria 0.15 0.44 0.14 0.25 0.27 0.41
Canada 0.18 0.93 0.00 0.18 0.87 0.00
Chile n.a. n.a. n.a. n.a. n.a. n.a.
Denmark 0.39 0.56 0.25 1.00 0.21 0.12
Finland 0.14 0.91 0.00 0.26 0.73 0.05
France 0.31 0.92 0.06 0.32 0.92 0.06
Germany 0.21 0.90 0.00 0.32 0.81 0.11
Ireland 0.39 0.81 0.08 0.49 0.67 0.33
Israel n.a. n.a. n.a. n.a. n.a. n.a.
Italy 0.21 0.94 0.00 0.29 1.03 0.04
Japan 0.14 0.39 0.00 0.23 0.47 0.04
Korea n.a. n.a. n.a. 0.34 0.63 0.16
Mexico 0.28 0.91 0.01 0.23 0.84 0.05
The Netherlands 0.28 0.79 0.07 0.24 0.52 0.20
New Zealand 0.36 0.81 0.03 0.36 0.54 0.26
Norway n.a. n.a. n.a. 0.38 0.63 0.28
Portugal n.a. n.a. n.a. 0.23 0.79 0.04
Spain 0.19 0.79 0.00 0.22 0.83 0.01
Sweden 0.21 0.78 0.00 0.33 0.46 0.27
Switzerland 1.00 1.02 0.39 1.00 0.93 0.34
United Kingdom 0.12 0.70 0.00 0.14 0.35 0.02
United States 0.16 0.97 0.00 0.11 0.68 0.00

Source: See appendix and notes to text table 4.2.
Note: n.a. � not available.



since the output equations (16) and (19) do not include the price level, the
estimates of � and �∗ are unchanged, and so the corresponding columns in
the tables are identical. Comparing these results to those in the text, we
conclude that substituting core for headline prices changes little.
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Table 4A.3 Optimal hybrid-targeting regime: Open economy with core CPI

Full sample 1990s

p-value testing p-value testing
Country �̂∗ �̃ �̃� �∗ �̂∗ �̃ �̃� �∗

Australia n.a. n.a. n.a. 0.37 0.72 0.21
Austria 0.09 0.26 0.23 0.29 0.17 0.45
Canada 0.17 0.94 0.00 0.19 0.88 0.00
Chile n.a. n.a. n.a. n.a. n.a. n.a.
Denmark 0.31 0.44 0.29 1.00 0.05 0.35
Finland 0.13 0.91 0.00 0.14 0.70 0.01
France n.a. n.a. n.a. 0.33 0.93 0.08
Germany 0.19 0.87 0.00 0.21 0.86 0.07
Ireland 0.53 0.79 0.24 0.32 0.58 0.25
Israel n.a. n.a. n.a. n.a. n.a. n.a.
Italy 0.19 0.83 0.01 0.25 0.93 0.02
Japan 0.18 0.37 0.01 0.35 0.45 0.26
Korea n.a. n.a. n.a. 0.29 0.62 0.15
Mexico 0.26 0.95 0.01 0.42 0.89 0.20
The Netherlands 0.26 0.79 0.09 0.30 0.42 0.37
New Zealand 0.34 0.82 0.02 0.28 0.51 0.19
Norway n.a. n.a. n.a. 0.24 0.69 0.14
Portugal n.a. n.a. n.a. 0.16 0.75 0.05
Spain 0.18 0.79 0.00 0.17 0.77 0.00
Sweden 0.19 0.76 0.00 0.26 0.46 0.21
Switzerland 1.00 1.02 0.41 1.00 0.94 0.33
United Kingdom 0.11 0.71 0.00 0.13 0.34 0.01
United States 0.14 0.94 0.00 0.10 0.69 0.00

Source: See appendix and notes to text table 4.4.
Note: n.a. � not available.
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Comment N. Gregory Mankiw

I like the starting point of this paper—the question of whether inflation
targeting or price-level targeting is the better policy for a central bank to
adopt. Like the authors, I think this is an important and still open question
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in the analysis of monetary policy. And I agree with the paper’s conclusion
that, given our current understanding of the issue, price-level targeting is
probably the better of the two alternatives. (For my approach to this issue,
see Ball, Mankiw, and Reis 2003.)

The job of discussant, however, is like that of Mark Antony—not to
praise the authors but to bury them. So even though there is a lot in this pa-
per that I agree with, in my comments I will emphasize the points of dis-
agreement. Going from the starting point (which I like) to the conclusion
(with which I concur), this paper takes a few wrong turns along the way.
Sometimes these wrong turns follow in the footsteps of the literature; other
times the authors strike out in a mistaken direction all on their own.

Fortunately, one wrong turn the authors avoided is the use of an im-
plausible model of inflation-output dynamics, although they make the mis-
take of apologizing for this fact. In a footnote, they say that they use a neo-
classical Phillips curve for its tractability, suggesting that they would have
preferred to use a New Keynesian Phillips curve. In my view, this gets
things exactly backward. I think that every paper in this conference that
uses the New Keynesian Phillips curve should apologize. Let me suggest
the following footnote for those papers: “We use the New Keynesian
Phillips curve even though its predictions about monetary policy are in-
consistent with what most empirical studies find and with what every cen-
tral banker knows to be true. We use this model because we think it is neat,
and because that’s what everybody else is doing.”

Another way in which the authors’ views differ from mine is in their ac-
ceptance of the Svenssonian approach to the analysis of monetary policy.
As I understand it, the Svenssonian approach is based on the idea that two
wrongs make a right, as least if the wrongs are well chosen. That is, society
has a problem because monetary policy is made by discretion and thus su-
ffers from time inconsistency. We can fix this problem, however, by assign-
ing the central bank an objective function that differs from the true social
welfare function. The Svensson insight is that the wrong of having an in-
correct objective function can offset the wrong of having discretionary pol-
icy. This is a classic second-best type of analysis.

What puzzles me about this approach is the question of implementation.
That is, how are we supposed to give the central bank this new objective
function?

One possibility is that the central bank takes direction from a higher au-
thority, such as Congress. In this case, why would the higher authority di-
rect the central bank to have the wrong objective function? It seems more
natural to direct the central bank to follow the optimal rule based on the
true social welfare function. This is roughly McCallum’s “just do it” view-
point, and it is similar to the approach envisioned by Woodford’s “time-
less” perspective on monetary policy analysis. It is not at all obvious to me
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why one type of direction from a higher authority to a central bank is more
feasible than the other. That is, if the higher authority can assign an objec-
tive function to the central bank, it should be able to assign the central
bank the constraint of being time consistent.

There is, however, another way to think about implementing the Svens-
sonian objective function. When we appoint central bankers, we can look
around the population of candidates and pick someone who happened
to think that the true social welfare function was the one that Svensson de-
rives as the right one for a central bank to maximize. This central banker
would be wrong, but he would be wrong in a useful way. This is akin to Ro-
goff’s analysis of why we might want central bankers to be more conserva-
tive, in the sense of more inflation averse, than the general public.

This approach to implementation also strikes me as a bit odd. If a po-
tential central banker is misguided about the social welfare function, why
would that be the case? Most likely, he has the wrong model of the econ-
omy. The Svensson-Rogoff assumption is that the central banker has the
right model but the wrong social welfare function. My experience is that
people who are confused about one thing are often confused about other
things as well. Looking for public servants who are confused in just the
right way to offset the problems of discretionary policy does not seem like
a winning strategy.

These comments, however, are aimed more at the broader literature than
at this particular paper. Let me now put these larger concerns aside and
turn to some issues that are more specific to this paper.

The empirical heart of this paper concerns the persistence of output. In
Svensson’s model, the desirability of inflation or price-level targeting de-
pends on the autoregressive parameter in the output equation. The more
persistent output shocks are, the more attractive price-level targeting be-
comes. An autoregressive parameter of 0.5 is a crucial cutoff.

This raises a natural question: how long is a period in the model? That
is, what frequency of data should we use to implement the model? If out-
put is AR(1) with parameter 0.8 in quarterly data, it is AR(1) with param-
eter 0.41 (�0.84) in annual data. We would reach a different conclusion
about policy if we applied the model at an annual rather than a quarterly
frequency. The Cecchetti-Kim paper uses quarterly data, but it does not ex-
plain why this is the right choice.

There is, however, something in the model that can be used to pin down
the choice of data frequency: the timing of expectations. The Phillips curve
in this model is based on one-period-ahead expectations of the price level.
The paper does not tell us precisely how this equation is motivated, but one
common approach is Fischerian labor contracts predetermining the nom-
inal wage. In this case, the relevant issue is how far in advance wages are
set. If wages are set one year ahead, rather than one quarter, applying the
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model at an annual frequency would make more sense. In this case, the es-
timated autoregressive parameters would be much lower than those pre-
sented in the paper. By using higher-frequency data, the authors build in a
bias toward their conclusion of price-level targeting.

Another nuts-and-bolts empirical issue that is crucial for this paper is
the classic topic of detrending. Cecchetti and Kim look at persistence in
quarterly output detrended with the Hodrick-Prescott (HP) filter. But an
arbitrary parameter in this filter governs how much of the low-frequency
movement in the data is filtered out. Their results in table 4.1 tell us that
shocks to U.S. GDP have a half-life of about three quarters. I suspect that
this result is more an artifact of the filter than a fact about the data. If they
altered the smoothing parameter in the HP filter, they would be likely to get
very different estimates for this key autoregressive parameter.

A central issue in this model is the length of time with which monetary
shocks influence output. If we knew the answer to this question, we could
use it to calibrate the autoregressive parameter and judge whether the pa-
rameter is bigger or smaller than 1/2, the key cutoff. If I am right that we
should be thinking at an annual frequency, because labor contracts are an-
nual more often than quarterly, then the key question is this: does a mone-
tary shock’s effect on output dissipate by more or less than 50 percent if
measured a year after the shock? I don’t know the answer, but I doubt we
can learn it from running univariate autoregressions using HP filtered
output.

In closing, let me briefly address the big question of whether price-level
targeting really would be a good monetary policy. There are now a lot of
academic studies suggesting that it would be a good policy for a variety of
reasons. My experience from talking to central bankers, however, is that
they are often horrified at the idea. They have trouble imagining that a pe-
riod of higher-than-target inflation should be followed by a period of
lower-than-target inflation.

The reason they are horrified by this prospect, I think, is that in their
hearts they don’t really believe the Lucas critique. They tend to view the
world through the lens of an expectations-augmented Phillips curve with
adaptive expectations. If that model were truly structural, then price-level
targeting would not be very attractive. Academics, however, are more likely
to view that reduced form as an artifact of the monetary regime we have
had over the past several decades. The reduced-form Phillips curve would
look very different if a central bank adopted price-level targeting.

We academics, however, should be careful to maintain a bit of humility
when we engage in this policy debate. We have to admit that our under-
standing of inflation-output dynamics is still primitive. Until we reach a
consensus about the right model about the Phillips curve, we cannot be
confident about the effect of any alternative monetary policy, especially
proposals as radical as price-level targeting.
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Discussion Summary

In response to Gregory Mankiw’s comments, Lars Svensson defended the
relevance and importance of delegating an objective other than social wel-
fare to the central bank. Social welfare is obviously too complex and mul-
tidimensional an objective to be operational for monetary policy, and as-
signing it to monetary policy is counterproductive, as monetary history has
clearly shown. A large part of successful monetary policy reforms in many
countries has instead consisted of assigning, by legislation or government
instructions, simple and verifiable objectives for central banks, such as
price stability or flexible inflation targeting, with (for instance) the under-
standing that the explicit or implicit output target is the natural output
level rather than the socially optimal output level. This has resulted in bet-
ter outcomes from a social welfare point of view. Other economic policy
than monetary policy is then assigned to raise the natural output level to-
ward the optimal level.

George Evans suggested that the New Keynesian Phillips curve was at-
tractive because it is forward-looking, an assumption that policymakers
would find plausible.

Bennett McCallum argued that the assumption that central bankers act
in a discretionary manner was at odds with the assumption that they would
be willing to minimize a delegated loss function that was different from
their own. Concerning price-level targeting, in his earlier work on target-
ing the level of nominal GDP versus targeting nominal GDP growth, he
had found beneficial effects of using growth but giving some small weight
also to the level and hence inducing trend stationarity of nominal GDP.

Michael Woodford agreed with Gregory Mankiw that the assignment
of an objective to the central bank was a problematic way of avoiding the
losses caused by discretionary optimization. He argued, however, that
price-level targeting was valuable independent of whether it was imple-
mented by delegation of a loss function or in some other way—for ex-
ample, because it was easily interpretable and robust across different
model specifications.

Mervyn King expressed the view that price-level targeting would be too
costly if the Phillips curve was backward looking, and that therefore the
private sector’s expectations formation was a key issue to judge whether
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price-level targeting was desirable. He also argued that price-level target-
ing may give the impression that the central bank was too much engaged in
fine-tuning the economy, unless the horizon chosen over which to return
the price level to its target was sufficiently long.

John Berry expressed the concern that the choice of the target path for
the price level had to take into consideration measurement error in the
price index in terms of which the target was formulated.

Stephen Cecchetti replied that he agreed that the delegation of an objec-
tive function was an idea that in practice would be difficult to implement.
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5.1 Introduction

Rational expectations provide an elegant and powerful framework that
has come to dominate thinking about the dynamic structure of the econ-
omy and econometric policy evaluation over the past thirty years. This
success has spurred further examination of the strong information as-
sumptions implicit in many of its applications. Thomas Sargent (1993)
concludes that “rational expectations models impute much more knowl-
edge to the agents within the model . . . than is possessed by an econome-
trician, who faces estimation and inference problems that the agents in the
model have somehow solved” (3, emphasis in original).1 Researchers have
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1. Missing from such models, as Benjamin Friedman (1979) points out, “is a clear outline
of the way in which economic agents derive the knowledge which they then use to formulate
expectations.” To be sure, this does not constitute a criticism of the traditional use of the con-
cept of “rationality” as reflecting the optimal use of information in the formation of expecta-
tions, taking into account an agent’s objectives and resource constraints. The difficulty is that
in Muth’s (1961) original formulation, rational expectations are not optimizing in that sense.
Thus, the issue is not that the rational-expectations concept reflects too much rationality but



proposed refinements to rational expectations that respect the principle
that agents use information efficiently in forming expectations, but none-
theless recognize the limits to and costs of information processing and cogni-
tive constraints that influence the expectations-formation process (Sargent
1999; Evans and Honkapohja 2001; Sims 2003).

In this study, we allow for a form of imperfect knowledge in which eco-
nomic agents rely on an adaptive learning technology to form expecta-
tions. This form of learning represents a relatively modest deviation from
rational expectations that nests the latter as a limiting case. We show that
the resulting process of perpetual learning introduces an additional layer
of interaction between monetary policy and economic outcomes that has
important implications for macroeconomic dynamics and for monetary
policy design. As we illustrate, monetary policies that would be efficient
under rational expectations can perform poorly when knowledge is imper-
fect. In particular, with imperfect knowledge, policies that fail to maintain
tight control over inflation are prone to episodes in which the public’s ex-
pectations of inflation become uncoupled from the policy objective. The
presence of this imperfection makes stabilization policy more difficult than
would appear under rational expectations and highlights the value of effec-
tively communicating a central bank’s inflation objective and of continued
vigilance against inflation in anchoring inflation expectations and foster-
ing macroeconomic stability.

In this paper, we investigate the macroeconomic implications of a process
of “perpetual learning.” Our work builds on the extensive literature relating
rational expectations to learning and the adaptive formation of expecta-
tions (Bray 1982; Bray and Savin 1984; Marcet and Sargent 1989; Woodford
1990; Bullard and Mitra 2002). A key finding in this literature is that under
certain conditions an economy with learning converges to the rational-
expectations equilibrium (Townsend 1978; Bray 1982, 1983; Blume and
Easley 1982). However, until agents have accumulated sufficient knowledge
about the economy, economic outcomes during the transition depend on
the adaptive learning process (Lucas 1986). Moreover, in a changing eco-
nomic environment, agents are constantly learning, and their beliefs con-
verge not to a fixed rational-expectations equilibrium but to an ergodic dis-
tribution around it (Sargent 1999; Evans and Honkapohja 2001).2
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rather that it imposes too little rationality in the expectations formation process. For example,
as Sims (2003) has pointed out, optimal information processing subject to a finite cognitive
capacity may result in fundamentally different processes for the formation of expectations
from those implied by rational expectations. To acknowledge this terminological tension, Si-
mon (1978) suggested that a less misleading term for Muth’s concept would be “model con-
sistent” expectations (2).

2. Our work also draws on some other strands of the literature related to learning, estimation,
and policy design. One such strand has examined the formation of inflation expectations when
the policymaker’s objective may be unknown or uncertain—for example, during a transition
following a shift in policy regime (Taylor 1975; Bomfim et al. 1997; Erceg and Levin 2003; Koz-



As a laboratory for our experiment, we employ a simple linear model of
the U.S. economy with characteristics similar to more elaborate models
frequently used to study optimal monetary policy. We assume that eco-
nomic agents know the correct structure of the economy and form expec-
tations accordingly. But, rather than endowing them with complete knowl-
edge of the parameters of these functions—as would be required by
imposing the rational-expectations assumption—we posit that economic
agents rely on finite memory least squares estimation to update these pa-
rameter estimates. This setting conveniently nests rational expectations as
the limiting case corresponding to infinite memory least squares estima-
tion and allows varying degrees of imperfection in expectations formation
to be characterized by variation in a single model parameter.

We find that even marginal deviations from rational expectations in the
direction of imperfect knowledge can have economically important effects
on the stochastic behavior of our economy and policy evaluation. An inter-
esting feature of the model is that the interaction of learning and control
creates rich nonlinear dynamics that can potentially explain both the shift-
ing parameter structure of linear reduced-form characterizations of the
economy and the appearance of shifting policy objectives or inflation tar-
gets. For example, sequences of policy errors or inflationary shocks, such as
were experienced during the 1970s, could give rise to stagflationary episodes
that do not arise under rational expectations with perfect knowledge.

Indeed, the critical role of the formation of inflation expectations for
understanding the successes and failures of monetary policy is a dimen-
sion of policy that has often been cited by policymakers over the past two
decades but that has received much less attention in formal econometric
policy evaluations. An important example is the contrast between the stub-
born persistence of inflation expectations during the 1970s, when policy
placed relatively greater attention on countercyclical concerns, and the
much-improved stability in both inflation and inflation expectations fol-
lowing the renewed emphasis on price stability in 1979. In explaining the
rationale for this shift in emphasis in 1979, Federal Reserve Chairman
Volcker highlighted the importance of learning in shaping the inflation
expectations formation process.3
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icki and Tinsley 2001; Tetlow and von zur Muehlen 2001). Another strand has considered how
policymaker uncertainty about the structure of the economy influences policy choices and eco-
nomic dynamics (Balvers and Cosimano 1994; Wieland 1998; Sargent 1999; and others). Fi-
nally, our work relates to explorations of alternative approaches for modeling aggregate infla-
tion expectations, such as Ball (2000), Carroll (2003), and Mankiw and Reis (2002).

3. Indeed, we would argue that the shift in emphasis toward greater focus on inflation was
itself influenced by the recognition of the importance of facilitating the formation of stable in-
flation expectations—which had been insufficiently appreciated earlier during the 1970s. See
Orphanides (2004) for a more detailed description of the policy discussion at the time and the
nature of the improvement in monetary policy since 1979. See also Christiano and Gust
(2000) and Sargent (1999) for alternative explanations of the rise in inflation during the 1960s
and 1970s.



It is not necessary to recite all the details of the long series of events that
have culminated in the serious inflationary environment that we are now
experiencing. An entire generation of young adults has grown up since
the mid-1960’s knowing only inflation, indeed an inflation that has
seemed to accelerate inexorably. In the circumstances, it is hardly sur-
prising that many citizens have begun to wonder whether it is realistic to
anticipate a return to general price stability, and have begun to change
their behavior accordingly. Inflation feeds in part on itself, so part of the
job of returning to a more stable and more productive economy must be
to break the grip of inflationary expectations. (Volcker 1979, 888)

This historical episode is a clear example of inflation expectations becom-
ing uncoupled from the intended policy objective and illustrates the point
that the design of monetary policy must account for the influence of policy
on expectations.

We find that policies designed to be efficient under rational expectations
can perform very poorly when knowledge is imperfect. This deterioration
in performance is particularly severe when policymakers put a high weight
on stabilizing real economic activity relative to price stability. Our analysis
yields two conclusions for the conduct of monetary policy when knowl-
edge is imperfect. First, policies that emphasize tight inflation control can
facilitate learning and provide better guidance for the formation of infla-
tion expectations. Second, effective communication of an explicit numeri-
cal inflation target can help focus inflation expectations and thereby reduce
the costs associated with imperfect knowledge. Policies that combine vigi-
lance against inflation with an explicit numerical inflation target mitigate
the negative influence of imperfect knowledge on economic stabilization
and yield superior macroeconomic performance. Thus, our findings pro-
vide analytical support for monetary policy frameworks that emphasize
the primacy of price stability as an operational policy objective—for ex-
ample, the inflation-targeting approach discussed by Bernanke and Mish-
kin (1997) and adopted by several central banks over the past decade or so.

5.2 The Model Economy

We consider a stylized model that gives rise to a nontrivial inflation-
output variability trade-off and in which a simple one-parameter policy
rule represents optimal monetary policy under rational expectations.4 In
this section, we describe the model specification for inflation and output
and the central bank’s optimization problem; in the next two sections, we
take up the formation of expectations by private agents.
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4. Since its introduction by Taylor (1979), the practice of analyzing monetary policy rules
using such an inflation-output variability trade-off has been adopted in a large number of aca-
demic and policy studies.



Inflation is determined by a modified Lucas supply function that allows
for some intrinsic inflation persistence,

(1) �t�1 � ��e
t�1 � (1 � �)�t � �yt�1 � et�1, e ~ i.i.d.(0, �e

2),

where � denotes the inflation rate, �e is the private agents’ expected inflation
rate based on time t information, i.i.d. indicates “independently and identi-
cally distributed,” y is the output gap, � � (0, 1), � � 0, and e is a serially un-
correlated innovation. As discussed by Clark, Goodhart, and Huang (1999)
and Lengwiler and Orphanides (2002), this specification incorporates an
important role for inflation expectations for determining inflation outcomes
while also allowing for some inflation persistence that is necessary for the
model to yield a nontrivial inflation-output gap variability trade-off.5

We assume that the policymaker can set policy during period t so as to
determine the intended level of the output gap for period t � 1, xt, subject
to a control error, ut�1,

(2) yt�1 � xt � ut�1 u ~ i.i.d.(0, �2
u).

This is equivalent to assuming that the intended output gap for period t �
1 is determined by the real rate gap set during period t, xt � –	(rt – r∗),
where r is the short-term real interest rate and r∗ is the equilibrium real
rate.6 As will become clear, with this assumption the model has the prop-
erty that under perfect knowledge both the optimal policy rule and the
optimal inflation-forecast rule can be written in terms of a single state var-
iable, the lagged inflation rate. This facilitates our analysis. Inflation ex-
pectations are fundamentally anchored by monetary policy, while output
expectations are anchored by views of aggregate supply that are presum-
ably less influenced by monetary policy. For this reason, we focus on the
interaction between monetary policy and inflation expectations.

The central bank’s objective is to design a policy rule that minimizes the
loss, denoted by �, equal to the weighted average of the asymptotic vari-
ances of the output gap and of deviations of inflation from the target rate,

(3) � � (1 � 
)Var( y) � 
Var(� � �∗),

where Var(z) denotes the unconditional variance of variable z, and 
 � (0,
1] is the relative weight on inflation stabilization. This completes the de-
scription of the structure of the model economy, with the exception of the
expectations formation process that we examine in detail below.
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5. We have also examined the “New Keynesian” variant of the Phillips curve studied by
Galí and Gertler (1999) and others, which also allows for some intrinsic inflation inertia. As
we report in section 5.6, our main findings are not sensitive to this alternative.

6. Note, however, that this abstracts from the important complications associated with the
real-time measurement of the output gap and the equilibrium real interest rate for formulat-
ing the policy rule. See Orphanides (2003a), Laubach and Williams (2003), and Orphanides
and Williams (2002) for analyses of these issues.



5.3 The Perfect-Knowledge Benchmark

We begin by considering the “textbook” case of rational expectations with
perfect knowledge in which private agents know both the structure of the
economy and the central bank’s policy. In this case, expectations are ra-
tional in that they are consistent with the true data-generating process of
the economy (the model). In the next section, we use the resulting equilib-
rium solution as a “perfect-knowledge” benchmark against which we com-
pare outcomes under imperfect knowledge, in which case agents do not
know the structural parameters of the model but instead must form expec-
tations based on estimated forecasting models.

Under the assumption of perfect knowledge, both the evolution of the
economy and optimal monetary policy can be expressed in terms of two
variables, the current inflation rate and its target level. These variables de-
termine the formation of expectations and the policy choice, which, to-
gether with serially uncorrelated shocks, determine output and inflation in
period t � 1. Specifically, we can write the monetary policy rule in terms of
the inflation gap,

(4) xt � ��(�t � �∗),

where � � 0 measures the responsiveness of the intended output gap to the
inflation gap.

Given this monetary policy rule, inflation expectations are

(5) �e
t�1 � �

1

�

�

�

�
��∗ � �

1 �

1

�

�

�

�

��
� �t .

Inflation expectations depend on the current level of inflation, the inflation
target, and the parameter � measuring the central bank’s responsiveness to
the inflation gap. Substituting this expression for expected inflation into
equation (1) yields the rational-expectations solution for inflation for a
given monetary policy,

(6) �t�1 � �
1

�

�

�

�
��∗ � �1 � �

1

�

�

�

�
���t � et�1 � �ut�1.

One noteworthy feature of this solution is that the first-order autocorrela-
tion of the inflation rate, given by 1 – ([��] / [1 – �]), is decreasing in � and
is invariant to the value of �∗. Note that the rational-expectations solution
can also be written in terms of the “inflation expectations gap”—the differ-
ence between inflation expectations for period t � 1 from the inflation tar-
get, �e

t�1 – �∗,

(7) �e
t�1 � �∗ � �

1 �

1

�

�

�

�

��
� (�t � �∗).

Equations (4) and (5) close the perfect-knowledge benchmark model.
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5.3.1 Optimal Monetary Policy under Perfect Knowledge

For the economy with perfect knowledge, the optimal monetary policy,
�P, can be obtained in closed form and is given by7

(8) �P ��
2(1




� 
)
����

1 �

�

�
� ����1 �

�

�
���2

��
4� (1




� 
�)
��� for 0 
 
 
 1.

In the limit, when 
 equals unity (that is, when the policymaker is not at all
concerned with output stability), the policymaker sets the real interest rate
so that inflation is expected to return to its target in the next period. The op-
timal policy in the case 
 � 1 is given by �P � (1– �)/�, and the irreducible
variance of inflation, owing to unpredictable output and inflation innova-
tions, equals �e

2 � �2�2
u. More generally, the optimal value of � depends pos-

itively on the ratio (1 – �)/�, and the parameters � and � enter only in terms
of this ratio. In particular, the optimal policy response is larger the greater
the degree of intrinsic inertia in inflation, measured by 1 – �.

The greater the central bank’s weight on inflation stabilization, the
greater is the responsiveness to the inflation gap and the smaller the first-
order autocorrelation in inflation. Differentiating equation (8) shows that
the policy responsiveness to the inflation gap is increasing in 
, the weight
the central bank places on inflation stabilization. As a result, the autocor-
relation of inflation is decreasing in 
, with a limiting value approaching
unity when 
 approaches zero, and zero when 
 equals 1. That is, if the cen-
tral bank cares only about output stabilization, the inflation rate becomes
a random walk, while if the central bank cares only about inflation stabi-
lization, the inflation rate displays no serial correlation. And, as noted, this
model yields a nontrivial monotonic trade-off between the variability of in-
flation and the output gap for all values of 
 � (0, 1]. These results are il-
lustrated in figure 5.1. Panel A of the figure shows the variability trade-off
described by optimal policies for values of 
 between zero and 1. Panel B
plots the optimal values of � against 
.

5.4 Imperfect Knowledge

As the perfect-knowledge solution shows, private inflation forecasts de-
pend on knowledge of the structural model parameters and of policymaker
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7. The optimal policy can be described in terms of the Euler equation that relates the in-
tended output gap to the inflation rate and the intended output gap expected in the next pe-
riod:

xt � Et�1�xt�1 � �
1 �






� �

1 �

�

�
��t�1�.

Under the assumption of serially uncorrelated shocks, the solution simplifies to the expres-
sion given in the text.



A

B

Fig. 5.1 A, Efficient policy frontier with perfect knowledge; B, Optimal policy re-
sponse to inflation
Notes: The top panel shows the efficient policy frontier corresponding to optimal policies for
different values of the relative preference for inflation stabilization 
, for the two specified pa-
rameterizations of � and �. The bottom panel shows the optimal response to inflation corre-
sponding to the alternative weights 
 which are identical for the two parameterizations.



preferences. In addition, these parameters influence the expectations for-
mation function nonlinearly. We now relax the assumption that private
agents have perfect knowledge of all structural parameters and policy-
maker preferences. Instead, we posit that agents must somehow infer the
information necessary for forming expectations by observing historical
data, in essence acting like econometricians who know the correct specifi-
cation of the economy but are uncertain about the parameters of the
model.

In particular, we assume that private agents update the coefficients of
their model for forecasting inflation using least squares learning with finite
memory. We focus on least squares learning because of its desirable con-
vergence properties, straightforward implementation, and close corre-
spondence to what real-world forecasters actually do.8 Estimation with
finite memory reflects agents’ concern for changes in the structural
parameters of the economy. To focus our attention on the role of imper-
fections in the expectations formation process itself, however, we deliber-
ately abstract from the introduction of the actual uncertainty in the struc-
ture of the economy which would justify such concerns in equilibrium.
Further, we do not model the policymaker’s knowledge or learning but in-
stead focus on the implications of policy based on simple time-invariant
rules of the form given in equation (4) that do not require explicit treatment
of the policymaker’s learning problem.9

We model perpetual learning by assuming that agents use a constant
gain in their recursive least squares formula that places greater weight on
more recent observations, as in Sargent (1999) and Evans and Honkapo-
hja (2001). This algorithm is equivalent to applying weighted least squares
where the weights decline geometrically with the distance in time between
the observation being weighted and the most recent observation. This ap-
proach is closely related to the use of fixed sample lengths or rolling-
window regressions to estimate a forecasting model (Friedman 1979). In
terms of the mean “age” of the data used, a rolling-regression window of
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8. This method of adaptive learning is closely related to optimal filtering, where the struc-
tural parameters are assumed to follow random walks. Of course, if private agents know the
complete structure of the model—including the laws of motion for inflation, output, the un-
observed states, and the distributions of the innovations to these processes—then they could
compute efficient inflation forecasts that could outperform those based on recursive least
squares. However, uncertainty regarding the precise structure of the time variation in the
model parameters is likely to reduce the real efficiency gains from a method optimized to a
particular model specification relative to a simple method such as least squares learning. Fur-
ther, once we begin to ponder how economic agents could realistically model and account for
such uncertainty precisely, we quickly recognize the significance of respecting (or the absurd-
ity of ignoring) the cognitive and computational limits of economic agents.

9. We also abstract from two other elements that may further complicate policy design: the
possibilities that policymakers may rely on a misspecified model or a misspecified informa-
tion set for computing agents’ expectations; see Levin, Wieland, and Williams (2003) and Or-
phanides (2003a), respectively, for a discussion of these two issues.



length l is equivalent to a constant gain � of 2/l. The advantage of the con-
stant gain least squares algorithm over rolling regressions is that the evo-
lution of the former system is fully described by a small set of variables,
while the latter requires one to keep track of a large number of variables.

5.4.1 Least Squares Learning with Finite Memory

Under perfect knowledge, the predictable component of next period’s
inflation rate is a linear function of the inflation target and the current in-
flation rate, where the coefficients on the two variables are functions of the
policy parameter � and the other structural parameters of the model, as
shown in equation (5). In addition, the optimal value of � is itself a nonlin-
ear function of the central bank’s weight on inflation stabilization and the
other model structural parameters. Given this simple structure, the least
squares regression of inflation on a constant and lagged inflation,

(9) �i � c0,t � c1,t�i�1 � vi,

yields consistent estimates of the coefficients describing the law of motion
for inflation (Marcet and Sargent 1988; Evans and Honkapohja 2001).
Agents then use these results to form their inflation expectations.10

To fix notation, let Xi and ci be the 2 � 1 vectors Xi � (1, �i–1)� and ci �
(c0,i, c1,i )�. Using data through period t, the least squares regression pa-
rameters for equation (9) can be written in recursive form:

(10) ct � ct�1 � �tRt
�1Xt(�t � X �tct�1),

(11) Rt � Rt�1 � �t(XtX �t � Rt�1),

where �t is the gain. With least squares learning with infinite memory, �t �
1/t, so as t increases, �t converges to zero. As a result, as the data accumu-
late this mechanism converges to the correct expectations functions and
the economy converges to the perfect-knowledge benchmark solution. As
noted above, to formalize perpetual learning—as would be required in the
presence of structural change—we replace the decreasing gain in the infi-
nite-memory recursion with a small constant gain, � � 0.11

With imperfect knowledge, expectations are based on the perceived law
of motion of the inflation process, governed by the perpetual-learning al-
gorithm described above. The model under imperfect knowledge consists
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10. Note that here we assume that agents employ a reduced form of the expectations for-
mation function that is correctly specified under rational expectations with perfect knowl-
edge. However, agents may be uncertain of the correct form and estimate a more general spec-
ification: for example, a linear regression with additional lags of inflation, which nests
equation (9). In section 5.6, we also discuss results from such an example.

11. In terms of forecasting performance, the “optimal” choice of � depends on the relative
variances of the transitory and permanent shocks, as in the relationship between the Kalman
gain and the signal-to-noise ratio in the case of the Kalman filter. Here, we do not explicitly
attempt to calibrate � in this way but instead examine the effects for a range of values of �.



of the structural equation for inflation (1), the output-gap equation (2), the
monetary policy rule (4), and the one-step-ahead forecast for inflation,
given by

(12) �e
t�1 � c0,t � c1,t�t,

where c0,t and c1,t are updated according to equations (10) and (11).
We emphasize that in the limit of perfect knowledge (that is, as � → 0),

the expectations function above converges to rational expectations and the
stochastic coefficients for the intercept and slope collapse to

c0
P � �

1

��

�

�

�

∗
� ,

c1
P � �

1 �

1

�

�

�

�

��
� .

Thus, this modeling approach accommodates the Lucas critique in the
sense that expectations formation is endogenous and adjusts to changes in
policy or structure (as reflected here by changes in the parameters �, �∗, �,
and �). In essence, our model is one of “noisy rational expectations.” As we
show below, although expectations are imperfectly rational, in that agents
need to estimate the reduced-form equations they employ to form expec-
tations, they are nearly rational, in that the forecasts are close to being effi-
cient.

5.5 Perpetual Learning in Action

We use model simulations to illustrate how learning affects the dynam-
ics of inflation expectations, inflation, and output in the model economy.
First, we examine the behavior of the estimated coefficients of the inflation-
forecast equation and evaluate the performance of inflation forecasts. We
then consider the dynamic response of the economy to shocks similar to
those experienced during the 1970s in the United States. Specifically, we
compare the outcomes under perfect knowledge and imperfect knowledge
with least squares learning that correspond to three alternative monetary
policy rules to illustrate the additional layer of dynamic interaction intro-
duced by the imperfections in the formation of inflation expectations.

In calibrating the model for the simulations, each period corresponds to
about half a year. We consider values of � of 0.025, 0.05, and 0.075, which
roughly correspond to using forty, twenty, or thirteen years of data, re-
spectively, in the context of rolling regressions. We consider two values for
�, the parameter that measures the influence of inflation expectations on
inflation. As a baseline case, we set � to 0.75, which implies a significant
role for intrinsic inflation inertia, consistent with the contracting models
of Buiter and Jewitt (1981), Fuhrer and Moore (1995), and Brayton et al.
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(1997).12 In the alternative specification, we allow for a greater role for ex-
pectations and correspondingly give less weight to inflation inertia by set-
ting � � 0.9, consistent with the findings of Galí and Gertler (1999) and
others. To ease comparisons between the two values of �, we set � so that
the optimal policy under perfect knowledge is identical in the two cases.
Specifically, for � � 0.75, we set � � 0.25, and for � � 0.9, we set � � 0.1.
In all cases, we assume �e � �u � 1.

The three alternative policies we consider correspond to the values of �,
{0.1, 0.6, 1.0}, which represent the optimal policies under perfect knowl-
edge for policymakers whose preferences reflect a relative weight on infla-
tion, 
, of 0.01, 0.5, and 1, respectively. Hence, � � 0.1 corresponds to an
“inflation dove” policymaker who is primarily concerned about output sta-
bilization, � � 0.6 corresponds to a policymaker with “balanced prefer-
ences” who weighs inflation and output stabilization equally, and � � 1
corresponds to an “inflation hawk” policymaker who cares exclusively
about inflation.

5.5.1 The Performance of Least Squares Inflation Forecasts

Even absent shocks to the structure of the economy, the process of least
squares learning generates time variation in the formation of inflation ex-
pectations and thereby in the processes of inflation and output. The mag-
nitude of this time variation is increasing in �—which is equivalent to us-
ing shorter samples (and thus less information from the historical data) in
rolling regressions. Table 5.1 reports summary statistics of the estimates of
agents’ inflation-forecasting models based on stochastic simulations of the
model economy for the two calibrations we consider. As seen in the table,
the unconditional standard deviations of the estimates increase with �.
This dependence of the variation in the estimates on the rate of learning is
portrayed in figure 5.2, which shows the steady-state distributions of the es-
timates of c0 and c1 for the case of � � 0.75. For comparison, the vertical
lines in each panel indicate the values of c0 and c1 in the corresponding
perfect-knowledge benchmark.

The median values of the coefficient estimates are nearly identical to the
values implied by the perfect-knowledge benchmark; however, the mean
estimates of c1 are biased downward slightly. Although not shown in the
table, the mean and median values of c0 are nearly zero, consistent with the
assumed inflation target of zero. There is contemporaneous correlation be-
tween estimates of c0, and c1 is nearly zero. Each of these estimates, how-
ever, is highly serially correlated, with first-order autocorrelations just be-
low unity. This serial correlation falls only slightly as � increases.

Note that a more aggressive policy response to inflation reduces the vari-
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12. Other researchers suggest an even smaller role for expectations relative to intrinsic in-
ertia; see Fuhrer (1997), Roberts (2001), and Rudd and Whelan (2001).



ation in the estimated intercept, c0, but increases the magnitude of fluctua-
tions in the coefficient on the lagged inflation rate, c1. In the case of � � 1,
the distribution of estimates of c1 is nearly symmetrical around zero. For
� � 0.1 and 0.6, the distribution of estimates of c1 is skewed to the left, re-
flecting the accumulation of mass around unity, but the absence of much
mass above 1.1.

Finite-memory least squares forecasts perform very well in this model
economy. As shown in table 5.2, the mean-squared error of agents’ one-
step-ahead inflation forecasts is only slightly above the theoretical mini-
mum given in the first line of the table (labeled “Perfect knowledge”).13

Only when both inflation displays very little intrinsic inertia and the policy-
maker places very little weight on inflation stabilization does the perfor-
mance of finite-memory least squares forecasts break down. Not surpris-
ingly, given that we assume that the structure of the economy is fixed,
agents’ forecasting performance deteriorates somewhat as � increases.
Nonetheless, finite-memory least squares estimates perform better than
those with infinite memory (based on the full sample), and the difference in
performance is more pronounced the greater the role of inflation expecta-
tions in determining inflation. In an economy where inflation is determined
by the forecasts of other agents who use finite-memory least squares, it is
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Table 5.1 Least squares learning, by value of �

RE � � 0.75, � � 0.25 � � 0.90, � � 0.10

0 0.025 0.050 0.075 0.025 0.050 0.075

� � 0.1
Mean c1 0.90 0.86 0.83 0.81 0.88 0.89 0.93
Median c1 0.90 0.89 0.88 0.88 0.95 0.97 0.98
SD c0 0.00 0.37 0.67 1.01 0.79 2.06 4.92
SD c1 0.00 0.12 0.17 0.21 0.18 0.23 0.20

� � 0.6
Mean c1 0.40 0.37 0.34 0.32 0.37 0.35 0.33
Median c1 0.40 0.38 0.37 0.36 0.40 0.41 0.42
SD c0 0.00 0.25 0.38 0.50 0.40 0.66 0.91
SD c1 0.00 0.20 0.28 0.33 0.31 0.42 0.50

� � 1.0
Mean c1 0.00 –0.02 –0.04 –0.05 –0.03 –0.03 –0.04
Median c1 0.00 –0.02 –0.04 –0.05 –0.03 –0.04 –0.06
SD c0 0.00 0.24 0.35 0.44 0.37 0.58 0.74
SD c1 0.00 0.21 0.29 0.35 0.33 0.44 0.51

Notes: RE � rational expectations. SD � standard deviation.

13. This is consistent with earlier findings regarding least squares estimation. Anderson
and Taylor (1976), for example, emphasize that least squares forecasts can be accurate even
when consistent estimates of individual parameter estimates are much harder to obtain.



better to follow suit rather than to use estimates that would have better
forecast properties under perfect knowledge (Evans and Ramey 2001).

With imperfect knowledge, the private agents’ ability to forecast infla-
tion depends on the monetary policy in place, with forecast errors on av-
erage smaller when policy responds more aggressively to inflation. This
effect is more pronounced the greater the role of inflation expectations in
determining inflation. The marginal benefit from tighter inflation control
on the ability of private agents to forecast accurately is greatest when the
policymaker places relatively little weight on inflation stabilization. In this
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Fig. 5.2 Estimated expectations function parameters (� � 0.75, � � 0.25)
Notes: The intercept and slope refer to the coefficients c0 and c1, respectively, in the agents’
forecasting equation (9). The plots show the steady-state distributions of the estimates of c0

and c1 for different values of � and �.



case, inflation is highly serially correlated, and the estimates of c1 are fre-
quently in the vicinity of unity. Evidently, the ability to forecast inflation
deteriorates when inflation is nearly a random walk. As seen by comparing
the cases of � of 0.6 and 1.0, the marginal benefit of tight inflation control
disappears once the first-order autocorrelation of inflation is well below 1.

Finally, even though only one lag of inflation appears in the equations
for inflation and inflation expectations, it is possible to improve on infinite-
memory least squares forecasts by including additional lags of inflation in
the estimated forecasting equation. This result is similar to that found in
empirical studies of inflation, where relatively long lags of inflation help
predict inflation (Staiger, Stock, and Watson 1997; Stock and Watson
1999; Brayton, Roberts, and Williams 1999). Evidently, in an economy
where agents use adaptive learning, multiperiod lags of inflation are a rea-
sonable proxy for inflation expectations. This result may also help explain
the finding that survey-based inflation expectations do not appear to be
“rational” using standard tests (Roberts 1997, 1998). With adaptive learn-
ing, inflation-forecast errors are correlated with data in the agents’ infor-
mation set; the standard test for forecast efficiency applies only to stable
economic environments in which agents’ estimates of the forecast model
have converged to the true values.

5.5.2 Least Squares Learning and Inflation Persistence

The time variation in inflation expectations resulting from perpetual
learning induces greater serial correlation in inflation. As shown in table
5.3, the first-order unconditional autocorrelation of inflation increases
with �. The first column shows the autocorrelations for inflation under per-
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Table 5.2 Forecasting performance: Mean-squared error, by value of �

� � 0.75, � � 0.25 � � 0.90, � � 0.10

Forecast method 0.025 0.050 0.075 0.025 0.050 0.075

Perfect knowledge 1.03 1.03 1.03 1.01 1.01 1.01
� � 0.1

LS (finite memory) 1.04 1.05 1.06 1.03 1.19 1.57
LS (infinite memory) 1.05 1.06 1.09 1.08 1.72 3.49
Long-lag Phillips curve 1.05 1.06 1.07 1.06 1.08 1.11

� � 0.6
LS (finite memory) 1.04 1.04 1.05 1.01 1.01 1.02
LS (infinite memory) 1.06 1.09 1.12 1.10 1.20 1.31
Long-lag Phillips curve 1.05 1.07 1.08 1.07 1.11 1.17

� � 1.0
LS (finite memory) 1.04 1.04 1.05 1.01 1.01 1.02
LS (infinite memory) 1.06 1.10 1.14 1.12 1.28 1.51
Long-lag Phillips curve 1.05 1.07 1.08 1.07 1.12 1.18

Note: LS � least squares.



fect knowledge (� � 0); note that these figures are identical across the two
specifications of � and �. In the case of the “inflation dove” policymaker
(� � 0.1), the existence of learning raises the first-order autocorrelation
from 0.9 to very nearly unity. For the policymaker with moderate prefer-
ences (� � 0.6), increasing � from 0 to 0.075 causes the autocorrelation of
inflation to rise from 0.40 to 0.60 when � � 0.75, or to 0.88 when � � 0.9.

Thus, in a model with a relatively small amount of intrinsic inflation per-
sistence, the autocorrelation of inflation can be very high, even with a
monetary policy that places significant weight on inflation stabilization.
Even for the “inflation hawk” policymaker whose policy under perfect
knowledge results in no serial persistence in inflation, the perpetual learn-
ing generates a significant amount of positive serial correlation in inflation.
As we discuss below, the rise in inflation persistence associated with per-
petual learning in turn affects the optimal design of monetary policy.

5.5.3 The Economy Following Inflationary Shocks

Next, we consider the dynamic response of the model to a sequence of
unanticipated shocks, similar in spirit to those that arose in the 1970s. The
responses of inflation expectations and inflation do not depend on the
“source” of the shocks—that is, on whether we assume the shocks are due
to policy errors or to other disturbances.14 The configuration of shocks we
have in mind would not be expected to occur frequently, of course. It is,
however, instructive in that it illustrates how in these infrequent episodes
the evolution of inflation expectations with learning could dramatically de-
viate from the perfect-knowledge benchmark under some policies. Infla-
tion expectations in these episodes can become uncoupled from the poli-
cymakers’ objectives, resulting in a period of stagflation that cannot occur
under the perfect-knowledge benchmark.
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Table 5.3 Inflation persistence: First-order autocorrelation, by value of �

� � 0.75, � � 0.25 � � 0.90, � � 0.10

� 0 0.025 0.050 0.075 0.025 0.050 0.075

0.1 0.90 0.97 0.98 0.99 1.00 1.00 1.00
0.6 0.40 0.47 0.54 0.60 0.61 0.78 0.88
1.0 0.00 0.02 0.06 0.08 0.07 0.18 0.25

14. The policy error we have in mind is the systematic misperception of the economy’s non-
inflationary potential supply following an unobserved shift in potential output growth or an
increase in the natural rate of unemployment, as apparently experienced in the 1970s. (See,
for example, Orphanides and Williams [2002] and Orphanides 2003b.) Because such changes
can only be perceived with the passage of time, they yield errors that are recognized to be se-
rially correlated only in retrospect. In our model, the effect of such errors on inflation dy-
namics is isomorphic to that of an exogenous serially correlated inflation shock.



Note that under least squares learning, the model responses depend
nonlinearly on the initial values of the states c and R. In the following, we
report the average response from 1,000 simulations, each of which starts
from initial conditions drawn from the relevant steady-state distribution.
The shock is 2 percentage points in period one, and it declines in magni-
tude from periods two through eight. In period nine and beyond there is no
shock. For these experiments we assume the baseline values for � and �,
and set � � 0.05.

With perfect knowledge, the series of inflationary shocks causes a tem-
porary rise in inflation and a decline in the output gap, as shown by the
dashed lines in figure 5.3. The speed at which inflation is brought back to
target depends on the monetary policy response, with the more aggressive
policy yielding a relatively sharp but short decline in output and a rapid re-
turn of inflation to target. With the inflation hawk or moderate policy-
maker, the peak increase in inflation is no more than 2.5 percentage points,
and inflation returns to its target within ten periods. With the inflation
dove policymaker, the modest policy response avoids the sharp decline in
output, but inflation is allowed to rise to a level about 4.5 percentage points
above target, and the return to target is more gradual, with inflation still re-
maining 1 percentage point above target after twenty periods.

Imperfect knowledge with learning amplifies and prolongs the response
of inflation and output to the shocks, especially when the central bank
places significant weight on output stabilization. The solid lines in the fig-
ure show the responses of inflation and output under imperfect knowledge
for the three policy rules. The inflation hawk’s aggressive response to infla-
tion effectively keeps inflation from drifting away from target, and the re-
sponses of inflation and output differ only modestly from those under per-
fect knowledge. In the case of balanced preferences, the magnitude of the
peak responses of inflation and the output gap is a bit larger than under
perfect knowledge, but the persistence of these gaps is markedly higher.
The outcomes under the inflation dove, however, are dramatically differ-
ent. The inflation dove attempts to finesse a gradual reduction in inflation
without incurring a large decline in output, but the timid response to rising
inflation causes the perceived process for inflation to become uncoupled
from the policymaker’s objectives. Stagflation results, with the inflation
rate stuck over 8 percentage points above target, while output remains well
below potential.

The striking differences in the responses to the shocks under imperfect
knowledge are a product of the interaction between learning, the policy
rule, and inflation expectations. The lines in figure 5.4 show the responses
of the public’s estimates of the intercept and the slope parameter of the 
inflation-forecasting equation under imperfect knowledge. Under the in-
flation hawk policymaker, inflation expectations are well anchored to the
policy objective. The serially correlated inflationary shocks cause some
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increase in both estimates, but the implied increase in the inflation target
peaks at only 0.3 percentage point (not shown in the figure). Even for the
moderate policymaker who accommodates some of the inflationary shock
for a time, the perceived inflation target rises by just half of a percentage
point. In contrast, under the inflation dove policymaker, the estimated per-
sistence of inflation, already very high owing to the policymaker’s desire to
minimize output fluctuations while responding to inflation shocks, rises
steadily, approaching unity. With inflation temporarily perceived to be a
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Fig. 5.3 Evolution of economy following inflation shocks (� � 0.75, � � 0.25)
Notes: The plots show the mean responses of the inflation rate and the output gap to a series
of inflationary shocks.



near-random walk with positive drift, agents expect inflation to continue
to rise. The policymaker’s attempts to constrain inflation are too weak to
counteract this adverse-expectations process, and the public’s perception
of the inflation target rises by 5 percentage points. Despite the best of in-
tents, the gradual disinflation prescription that would be optimal with per-
fect knowledge yields stagflation—the simultaneous occurrence of per-
sistently high inflation and low output.

Interestingly, the inflation dove simulation appears to capture some key
characteristics of the U.S. economy at the end of the 1970s, and it accords
well with Chairman Volcker’s assessment of the economic situation at the
time:
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A

B

Fig. 5.4 A, Estimated intercept following inflation shocks (� � 0.75, � � 0.25);
B, Estimated slope following inflation shocks
Notes: The intercept and slope refer to the coefficients c0 and c1, respectively, in the agents’
forecasting equation (9). The plots show the mean responses of the coefficients c0 and c1 to a
series of inflationary shocks.



Moreover, inflationary expectations are now deeply embedded in public
attitudes, as reflected in the practices and policies of individuals and
economic institutions. After years of false starts in the effort against in-
flation, there is widespread skepticism about the prospects for success.
Overcoming this legacy of doubt is a critical challenge that must be met
in shaping—and in carrying out—all our policies.

Changing both expectations and actual price performance will be
difficult. But it is essential if our economic future is to be secure. (Volcker
1981, 293)

In contrast to this dismal experience, the model simulations suggest that
the rise in inflation—and the corresponding costs of disinflation—would
have been much smaller if policy had responded more aggressively to the
inflationary developments of the 1970s. Although this was apparently not
recognized at the time, Chairman Volcker’s analysis suggests that the stag-
flationary experience of the 1970s played a role in the subsequent recogni-
tion of the value of continued vigilance against inflation in anchoring in-
flation expectations.

5.6 Imperfect Knowledge and Monetary Policy

5.6.1 Naive Application of the Rational-Expectations Policy

We now turn to the design of efficient monetary policy under imperfect
knowledge. We start by considering the experiment in which the policy-
maker sets policy under the assumption that private agents have perfect
knowledge when, in fact, they have only imperfect knowledge and base
their expectations on the perpetual-learning mechanism described above.
That is, policy follows equation (4) with the response parameter, �, com-
puted using equation (8).

Figure 5.5 compares the variability pseudo-frontier corresponding to
this equilibrium to the frontier from the perfect-knowledge benchmark.
Panel A shows the outcomes in terms of inflation and output-gap variabil-
ity with the baseline parameterization, � � 0.75. Panel B shows the results
of the same experiment with the more forward-looking specification for in-
flation, � � 0.9. In each case, we show the imperfect-knowledge equilibria
corresponding to three different values of �.

With imperfect knowledge, the perpetual-learning mechanism intro-
duces random errors in expectations formation—that is, deviations of ex-
pectations from the values that would correspond to the same realization
of inflation and the same policy rule. These errors are costly for stabiliza-
tion and are responsible for the deterioration in performance shown in fig-
ure 5.5.

This deterioration in performance is especially pronounced for the pol-
icymaker who places relatively low weight on inflation stabilization. As
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A

B

Fig. 5.5 A, Outcomes with RE policy (� � 0.75, � � 0.25); B, Outcomes with RE
policy (� � 0.9, � � 0.1)
Notes: Each panel shows the efficient frontier with perfect knowledge and corresponding out-
comes when the RE-optimal policies are adopted while, in fact, knowledge is imperfect. The
square, triangle, and diamond correspond to preference weights 
 � {0.25, 0.5, 0.75}, re-
spectively.

seen in the simulations of the inflationary shocks reported above, for such
policies the time variation in the estimated autocorrelation of inflation in
the vicinity of unity associated with learning can be especially costly. Fur-
thermore, the deterioration in performance relative to the case of the per-
fect-knowledge benchmark is larger the greater is the role of expectations



in determining inflation. With the higher value for �, if a policymaker’s
preference for inflation stabilization is too low, the resulting outcomes un-
der imperfect knowledge are strictly dominated by the outcomes corre-
sponding to the naïve policy equilibrium for higher values of 
.

5.6.2 Efficient Simple Rule

Next we examine imperfect-knowledge equilibria when the policymaker
is aware of the imperfection in expectations formation and adjusts policy
accordingly. To allow for a straightforward comparison with the perfect-
knowledge benchmark, we concentrate on the efficient choice of the re-
sponsiveness of policy to inflation, �S, in the simple linear rule

xt � ��S(�t � �∗),

which has the same form as the optimal rule under the perfect-knowledge
benchmark.15

The efficient policy response with imperfect knowledge is to be more
vigilant against inflation deviations from the policymaker’s target relative
to the optimal response under perfect knowledge. Figure 5.6 shows the
efficient choices for � under imperfect knowledge for the two model para-
meterizations; the optimal policy under perfect knowledge—which is the
same for the two parameterizations considered—is shown again for com-
parison. As before, we present results for three different values of �: our
baseline � � 0.05 and also a smaller and a larger value. The increase in the
efficient value of � is especially pronounced when the policymaker places
relatively little weight on inflation stabilization—that is, when inflation
would exhibit high serial correlation under perfect knowledge. Under im-
perfect knowledge, it is efficient for a policymaker to bias the response to
inflation upward relative to that implied by perfect knowledge. This effect
is especially pronounced with the more forward-looking inflation process.
Consider, for instance, the baseline case � � 0.05. In the parameterization
with � � 0.9, it is never efficient to set � below 0.6, the value that one
would choose under balanced preferences (
 � 0.5) under perfect knowl-
edge.

Accounting for imperfect knowledge can significantly improve stabi-
lization performance relative to outcomes obtained when the policymaker
naively adopts policies that are efficient under perfect knowledge. Figure
5.7 compares the loss to the policymaker with perfect and imperfect
knowledge for different preferences 
. Panel A shows the outcomes for the
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15. In Orphanides and Williams (2003), we explore policies that respond directly to private
expectations of inflation, in addition to actual inflation. These rules are not fully optimal;
with imperfect knowledge, the fully optimal policy would be a nonlinear function of all the
states of the system, including the elements of c and R. However, implementation of such poli-
cies would assume the policymaker’s full knowledge of the structure of the economy—an as-
sumption we find untenable in practice.
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A

B

Fig. 5.6 A, Efficient policy response to inflation (� � 0.75, � � 0.25); B, Efficient
policy response to inflation (� � 0.9, � � 0.1)
Notes: The solid line in each panel shows the optimal value of � under perfect knowledge for
alternative values of the relative preference for inflation stabilization 
. Remaining lines show
the efficient one-parameter policy under imperfect knowledge.

baseline parameterization, � � 0.75, � � 0.25; panel B reports the out-
comes for the alternative parameterization of inflation, � � 0.9, � � 0.1. In
both panels, the results we show for imperfect knowledge correspond to
our benchmark case, � � 0.05. The payoff to reoptimizing � is largest for
policymakers who place a large weight on output stabilization, with the
gain huge in the case of � � 0.9. In contrast, the benefits from reoptimiza-
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A

B

Fig. 5.7 A, Policymaker loss (� � 0.75, � � 0.25); B, Policymaker loss (� � 0.9,
� � 0.1)
Notes: The two panels show the loss corresponding to alternative values of the relative pref-
erence for inflation stabilization 
 for different assumptions regarding knowledge and differ-
ent model parameterizations. The thick-solid line shows the case of perfect knowledge. The
dashed line shows the outcomes assuming the policymaker chooses � assuming perfect
knowledge when knowledge is in fact imperfect. The thin-solid line shows the outcomes for
the efficient one-parameter policy under imperfect knowledge.

tion are trivial for policymakers who are primarily concerned with infla-
tion stabilization regardless of �.

The key finding that the public’s imperfect knowledge raises the efficient
policy response to inflation is not unique to the model considered here and
carries over to models with alternative specifications. In particular, we find



the same result when the equation for inflation is replaced with the “New
Keynesian” variant studied by Galí and Gertler (1999; see also Gaspar and
Smets 2002). Moreover, we find that qualitatively similar results obtain if
agents include additional lags of inflation in their forecasting models.

5.6.3 Dissecting the Benefits of Vigilance

In order to gain insight into the interaction of imperfections in the for-
mation of expectations and efficient policy, we consider a simple example
where the parameters of the inflation-forecast model vary according to an
exogenous stochastic process.

From equation (5), recall that expectations formation is driven by the
stochastic coefficient expectations function:

(13) �e
t�1 � c0,t � c1,t�t.

For the present purposes, let c0,t and c1,t vary relative to their perfect-
knowledge benchmark values; that is, c0,t � c0

P � v0,t and , c1,t � c1
P � v1,t,

where v0,t and v1,t are independent zero-mean normal distributions with
variances �2

0 and �2
1.

Substituting expectations into the Phillips curve and rearranging terms
results in the following reduced-form characterization of the dynamics of
inflation in terms of the control variable x:

(14) �t�1 � (1 � �v1,t)�t � �
1 �

�

�
�xt � �ut�1 � et�1 � �u0,t .

In this case, the optimal policy with stochastic coefficients has the same lin-
ear structure as the optimal policy with fixed coefficients and perfect
knowledge, and the optimal policy response is monotonically increasing in
the variance �2

1.
16

Although informative, the simple case examined above ignores the im-
portant effect of the serial correlation in v0 and v1 that obtains under im-
perfect knowledge. The efficient choice of � cannot be written in closed
form in the case of serially correlated processes for v0 and v1, but a set of sto-
chastic simulations is informative. Consider the efficient choice of � for our
benchmark economy with balanced preferences, 
 � 0.5. Under perfect
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16. See Turnovsky (1977) and Craine (1979) for early applications of the well-known opti-
mal control results for this case. For our model, specifically, the optimal response can be writ-
ten as

� � ,

where s is the positive root of the quadratic equation 0 � 
(1 – 
)(1 – �)2 � (
�2 � [1 – 
]
[1 – �]2�2�2

1 )s � (�2�2
1 – 1)�2s2.

While the optimal policy response to inflation deviations from target, �, is independent of
�2

0, the variance of the �0,t differentiation reveals that it is increasing in �2
1), the variance of �1,t.

As �2
1 → 0, of course, this solution collapses to the optimal policy with perfect knowledge.

�(1 � �)s
���
(1 � �)(1 � 
) � �2s



knowledge, the optimal choice of � is approximately 0.6. Instead, simula-
tions assuming an exogenous autoregressive process for either c0 or c1 with
a variance and autocorrelation matching our economy with imperfect
knowledge suggest an efficient choice of � approximately equal to 0.7—re-
gardless of whether the variation is due to c0 or to c1. For comparison, with
the endogenous variation in the parameters in the economy with learning,
the efficient choice of � is 0.75.

As noted earlier, for a fixed policy choice of policy responsiveness in the
policy rule, �, the uncertainty in the process of expectations formation with
imperfect knowledge raises the persistence of the inflation process relative
to the perfect-knowledge case. This can be seen by comparing the thick-
solid and dashed lines in the two panels of figure 5.8, which plot the per-
sistence of inflation when policy follows the rational-expectations (RE) op-
timal rule and agents have perfect and imperfect knowledge (with � �
0.05), respectively. This increase in inflation persistence complicates sta-
bilization efforts as it raises, on average, the output costs associated with
restoring price stability when inflation deviates from its target.

The key benefit of adopting greater vigilance against inflation deviations
from the policymaker’s target in the presence of imperfect knowledge
comes from reducing this excess serial persistence of inflation. More ag-
gressive policies reduce the persistence of inflation, thus facilitating its
control. The resulting efficient choice of reduction in inflation persistence
is reflected by the thin-solid lines in figure 5.8.

5.7 Learning with a Known Inflation Target

Throughout the preceding discussion and analysis, we have implicitly
assumed that agents do not rely on explicit knowledge regarding the poli-
cymaker’s objectives in forming expectations. Arguably, this assumption
best describes situations where a central bank does not successfully com-
municate to the public an explicit numerical inflation target and, perhaps,
a clear weighting of its price and economic stability objectives. Since the
adoption and clear communication of an explicit numerical inflation tar-
get is one of the key characteristics of inflation-targeting regimes, it is of in-
terest to explore the implications of this dimension of inflation targeting in
our model. To do so, we consider the case where the policymaker explicitly
communicates the ultimate inflation target to the public; that is, we assume
that the public exactly knows the value of �∗ and explicitly incorporates
this information in forming inflation expectations. Of course, even in an
explicit inflation-targeting regime, the public may remain somewhat un-
certain regarding the policymaker’s inflation target, �∗, so that this as-
sumption of a perfectly known inflation target may not be obtainable in
practice and may be seen as an illustrative limiting case.

The assumption of a known numerical inflation target simplifies the
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A

B

Fig. 5.8 A, Inflation persistence (� � 0.75, � � 0.25); B, Inflation persistence 
(� � 0.9, � � 0.1)
Notes: The figure shows the population first-order autocorrelation of inflation corresponding
to policies based on alternative inflation stabilization weights 
. For each value of 
, the
thick-solid line shows the inflation persistence in the benchmark case of rational expectations
with perfect knowledge. The dashed line shows the corresponding persistence when policy
follows the RE-optimal solution but knowledge is imperfect. The thin-solid line shows the
persistence associated with the efficient one-parameter rule with imperfect knowledge.



public’s inflation forecasting problem. From equations (7) and (8), the re-
duced-form equation for inflation under rational expectations is given by

(15) �t�1 � �∗ � �1 � �
1

�

�

�

�
��(�t � �∗) � et�1 � �ut�1.

With a known inflation target, the inflation-forecasting model consistent
with rational expectations is simply

(16) �i � �∗ � c1,t(�i�1 � �∗) � vi .

Note that in this forecasting equation only the slope parameter, c1, is esti-
mated; thus, in terms of the forecasting equation, the assumption of a
known inflation target corresponds to a zero restriction on c0 (when the
forecasting regression is written in terms of deviations of inflation from its
target). As in the case of an unknown inflation target, constant-gain ver-
sions of equations (10) and (11) can be used to model the evolution of the
formation of inflation expectations in this case. The one-step-ahead fore-
cast of inflation is given by

(17) �e
t�1 � �∗ � c1,t(�t � �∗),

and again, in the limit of perfect knowledge (that is, as � → 0), the expec-
tations function above converges to rational expectations with the slope
coefficient c1

P � (1 – � – �)/(1 – �). This formulation captures a key ra-
tionale for adopting an explicit inflation-targeting regime: to reduce the
public’s uncertainty and possible confusion about the central bank’s pre-
cise inflation objective and thereby to anchor the public’s inflation expec-
tations to the central bank’s objective.17

Eliminating uncertainty about the inflation target improves macroeco-
nomic performance, in terms of both inflation and output stability. The
thin-solid lines in panel A of figure 5.9 trace the RE-policy pseudo-frontiers
in the case of a known inflation target. For comparison, the dashed lines
show the pseudo-frontiers assuming that the inflation target is not known
by the public (this repeats the curves shown in figure 5.5 for our benchmark
case, � � 0.05). Recall that the pseudo-frontier is obtained by evaluating
the performance of the economy under imperfect knowledge for the set of
policies for 
 � (0,1] given by equation (8) that would be optimal under
perfect knowledge. As seen in the figure, economic outcomes are clearly
more favorable when the inflation target is assumed to be perfectly known
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17. The adoption of inflation targeting may affect the private formation of expectations in
other ways than by tying down the ultimate inflation objective. For instance, Svensson (2002)
argues that inflation-targeting central banks should also make explicit their preference
weighting, 
, which in principle could further reduce the public’s uncertainty about policy ob-
jectives. However, given the remaining uncertainty about model parameters (� and � in our
model), the uncertainty about the value of c1 is not eliminated in this case. The extent to which
this uncertainty may be reduced is left to further research.
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than otherwise. Still, the resulting pseudo-frontiers lie well to the northeast
of those that would obtain under perfect knowledge. Evidently, imperfect
knowledge of the dynamic process for inflation alone has large costs in
terms of performance, especially when expectations are very important for
determining inflation outcomes, represented by the case of � � 0.9.

The basic finding that, relative to the perfect-knowledge benchmark,
policy should be more vigilant against inflation under imperfect knowl-
edge also obtains in the case of a known inflation target. Panel B of figure
5.9 shows the optimal values of � for the three cases we consider: perfect
knowledge, imperfect knowledge with known �∗, and imperfect knowl-
edge with unknown �∗. When �∗ is known, the optimal choice of � is
slightly lower than when �∗ is unknown. Even with a known inflation tar-
get, however, it remains optimal to be more vigilant against inflation rela-
tive to the perfect-knowledge case. An exception is the extreme case of 
 �
1 when the optimal value of � is exactly unity, the same value that obtains
under perfect knowledge.18

A striking result, seen most clearly in the case of � � 0.9, is that the op-
timal value of � is relatively insensitive over a large range of values for the
stabilization preference weight, 
, whether the inflation is known or un-
known. By contrast, under perfect knowledge, the optimal value of � is
quite sensitive to 
. An implication of this finding is that with imperfect
knowledge there is relatively little “cost” associated with policies designed
as if inflation were the central bank’s primary objective, even when policy-
makers place substantial value in reducing output variability in fact. By
contrast, as shown above, the costs of optimizing policies that incorrectly
place a large weight on output stability under the assumption of perfect
knowledge can be quite large. This asymmetry suggests that the practice of
concentrating attention primarily on price stability in the formulation of
monetary policy may be seen as a robust strategy for achieving both a high
degree of price stability and a high degree of economic stability.

5.8 Conclusion

We examine the effects of a relatively modest deviation from rational
expectations resulting from perpetual learning on the part of economic
agents with imperfect knowledge. The presence of imperfections in the for-
mation of expectations makes the monetary policy problem considerably
more difficult than would appear under rational expectations. Using a
simple linear model, we show that although inflation expectations are
nearly efficient, imperfect knowledge raises the persistence of inflation and
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18. In this limiting case, estimates of c1 are symmetrically distributed around zero. Hence,
in terms of a simple rule of the form given by equation (4), there is no gain from overre-
sponding, relative to the case of perfect knowledge, to actual inflation.



distorts the policymaker’s trade-off between inflation and output stabiliza-
tion. As a result, policies that appear efficient under rational expectations
can result in economic outcomes significantly worse than would be ex-
pected by analysis based on the assumption of perfect knowledge. The
costs of failing to account for the presence of imperfect knowledge are par-
ticularly pronounced for policymakers who place a relatively greater value
on stabilizing output: a strategy emphasizing tight inflation control can
yield superior economic performance, in terms of both inflation and out-
put stability, than can policies that appear efficient under rational expec-
tations. More generally, policies emphasizing tight inflation control reduce
the persistence of inflation and the incidence of large deviations of expec-
tations from the policy objective, thereby mitigating the influence of im-
perfect knowledge on the economy. In addition, tighter control of inflation
makes the economy less prone to costly stagflationary episodes.

The adoption and effective communication of an explicit numerical in-
flation target also mitigate the influence of imperfect knowledge on the
economy. Communication of an inflation target may greatly improve at-
tainable macroeconomic outcomes and afford greater economic stability
relative to the outcomes that are attainable when the public perceives the
policymaker’s ultimate inflation objective less clearly. These results high-
light the potential value of communicating a central bank’s inflation ob-
jective and of continued vigilance against inflation in anchoring inflation
expectations and fostering macroeconomic stability.
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Comment George W. Evans

Introduction

This is a very nice paper. The main points are important, the structure is
simple and clear, and I find the key arguments persuasive. In my comments
I am going to begin by summarizing the heart of the Orphanides-Williams
argument. Then I will locate their paper within the rapidly growing litera-
ture on learning and monetary policy. Finally I will return to their paper
and offer a number of specific comments on natural extensions or alterna-
tive approaches.

Summary of the Argument

Orphanides and Williams (OW) work with a simple two-equation macro
model. The first equation is an augmented Phillips curve with inertia:

�t�1 � ��e
t�1 � (1 � �)�t � �yt�1 � et�1,

where �t�1 is the rate of inflation between period t and period t � 1, �e
t�1 is

the rate of inflation over this period expected at time t, yt�1 is the level of the
output gap in t � 1, and et�1 is a white noise inflation shock. The second equa-
tion is an aggregate-demand relation that embodies a lagged policy effect,
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yt�1 � xt � ut�1,

where xt is set by monetary policy at t and ut�1 is white noise. Through mon-
etary policy it is assumed that policymakers are able one period ahead to
control aggregate output up to the unpredictable random disturbance ut�1.

The combination of this aggregate-demand equation and the neoclassi-
cal (as opposed to neo-Keynesian) inflation equation yields a particularly
tractable model for studying the effects of private agents’ learning. In par-
ticular, the timing assumptions are carefully crafted to yield simplicity.

Policymakers choose the xt process to minimize

(1 � 
)Eyt
2 � 
E(�t � �∗)2.

This is a standard quadratic loss function. We can think of 
 as reflecting
policymakers’ preferences, which may (or may not) be derived from the
preferences of the representative agent.

Optimal Policy under Rational Expectations

Under rational expectations (RE), optimal policy takes the form of the feed-
back rule

xt � ��P(�t � �∗),

where �P � �P(
, �/[1 – �]). This leads to an efficiency frontier, described
by a familiar trade-off between �� and �y, shown in their figure 5.1.

For this choice of feedback parameter, in the rational-expectations equi-
librium (REE) inflation follows the process

�t � c0
P � c1

P �t�1 � noiset

Et�t�1 � c0
P � c1

P�t,

where c0
P, c1

P depend on �P�/(1 – �). Here noiset is white noise. The super-
script P refers to “perfect knowledge,” which OW use as a synonym for RE.

Thus, under RE the problem is quite straightforward. How “aggressive”
policy should be with respect to deviations of inflation from target depends
in a natural way on the structural parameters �, � and policymaker pref-
erences as described by 
.

Least Squares Learning

Now we make the crucial step of backing away from RE. Instead of as-
suming that agents are endowed a priori with RE, we model the agents as
forecasting in the same way that an econometrician might: by assuming a
simple time series model for the variable of interest, and by estimating its
parameters and using it to forecast. Specifically, suppose that private
agents believe that inflation follows an AR(1) process, as it does in an REE,
but that they do not know c0

P, c1
P. Instead they estimate the parameters of
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�t � c0 � c1�t�1 � vt

by a least squares–type regression, and at time t forecast

�e
t�1 � c0,t � c1,t�t.

Over time the estimates c0,t , c1,t are updated as new data become available.
We consider two cases for this updating.

Infinite Memory—“Decreasing Gain”

First we suppose that agents literally do least squares using all the data.
We assume that policymakers do not explicitly take account of private
agent learning and follow the feedback rule with � � �P. Then, with “infi-
nite memory” (no discounting of observations), one can show (e.g., Evans
and Honkapohja 2001)

c0,t, c1,t → c0
P, c1

P w.p.1,

so that asymptotically we get the optimal REE.
Technically the most convenient way to set up least squares learning by

private agents is using the recursive least squares (RLS) algorithm.1 In this
algorithm the agents carry their parameter estimates (and an estimate of
the second moment matrix of the regressors) into the next period. Updated
estimates next period are then generated recursively using the most recent
data point. Because each data point is counted equally by least squares, the
“gain”�t (i.e., the effective weight placed on the last data point) is given by
�t � 1/t (i.e., by the inverse of the sample size). In the learning literature this
is called the “decreasing gain” case, because �t → 0 as t → �.

I remark that convergence to the REE is not obvious. This is because the
model is “self-referential”: that is, the evolution of the data depends on ex-
pectations and hence on the estimated coefficients, and these in turn are
updated using the data generated. Convergence to REE does take place be-
cause the equilibrium in this model satisfies the “E-stability” conditions
that govern stability in such a system.

Finite Memory—“Constant Gain”

OW make a small but significant change to the standard least squares
updating formula. Instead of assuming that all observations count equally,
they discount or downweight past data. In terms of the RLS algorithm,
this is accomplished technically by setting the gain, the weight on the most
recent observation used to update estimates, to a small constant (i.e., set-
ting �t � �; e.g., 0.05).

Why would it be natural for agents to use a constant rather than de-
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creasing gain? The main rationale for this procedure is that it allows esti-
mates to remain alert to structural shifts. As economists, and as econome-
tricians, we tend to believe that structural changes occasionally occur, and
we might therefore assume that private agents also recognize and allow for
this. Although in principle one might attempt to model the process of
structural change, this typically unduly strains the amount of knowledge
we have about the economic structure. A reasonable alternative is to adjust
parameter estimators to reflect the fact that recent observations convey
more accurate information on the economy’s law of motion than do past
data, and “constant gain” estimators are one very natural way of accom-
plishing this downweighting of past data.2

Implications of Constant-Gain Least Squares

With constant-gain procedures, estimates no longer fully converge to the
REE. The estimators c0,t , c1,t converge instead to a stochastic process. Be-
cause of this, OW use the term “perpetual learning” to refer to the constant
gain case.

If the gain parameter � is very small, then estimators will be close to the
REE values for most of the time with high probability, and output and in-
flation will be near their REE paths. Nonetheless, small plausible values
like � � 0.05 can lead to very different outcomes in the calibrations OW
consider. In particular, they find the following:

1. The standard deviations of c0,t and c1,t are large even though forecast
performance remains good.

2. There is a substantial increase in the persistence of inflation, com-
pared to the REE.

3. Most strikingly, the policy frontier shifts out very substantially and in
a nonmonotonic way (see their figure 5.5).

Policy Implications

Under perpetual learning if policymakers keep to the same class of rules

xt � ��S(�t � �∗),

then they should choose a different �. Here the notation �S is meant to in-
dicate that we restrict policymakers to choose from the same “simple” class
of policy rules. There are four main implications for policy in the context
of constant-gain (perpetual) learning by private agents.
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1. Naive policy choice can be strictly inefficient. This is illustrated in the
second panel of their figure 5.5. By “naive” policy is meant the policy that
assumes RE (perfect knowledge) on the part of agents, when in fact the
agents are following perpetual learning with � � 0. In particular, there are
cases in which increasing �S would decrease the standard deviations of both
inflation and output.

2. In general, policy should be more hawkish; that is, under perpetual
learning the monetary authorities should pick a larger �S than if agents
had RE.

3. Following a sequence of unanticipated inflation shocks, inflation
doves (i.e., policymakers with low � reflecting a low 
) can do very poorly.
This is illustrated in OW’s figure 5.3.

4. If the inflation target �∗ is known to private agents, so that they need
estimate only the slope parameter c1, then the policy frontier is more fa-
vorable than when it is not known. This is illustrated in the first panel of
their figure 5.9.

I will return to a discussion of these and other specific results after dis-
cussing learning and monetary policy in a more general setting.

Learning in Monetary Policy

Recently, considerable research has begun to focus on the implications
for monetary policy when explicit account is taken of the literature on
adaptive/econometric learning in macroeconomics.3

I will give a selective overview of this recent research and locate OW
within this context. Then I will return to a discussion of OW. There are four
main issues I will use to group my general remarks: (a) the theoretical roles
played by learning, (b) the question of who or what group of agents is
learning, (c) the particular implications of constant-gain learning, and (d)
some further (personal) thoughts on rationality.

Roles for Learning

There are three main types of result that can be delivered by incorporat-
ing learning into a monetary policy model.

Stability under Private Agent Learning

An REE need not necessarily be stable under private agent learning. It
is logically possible that if agents follow least squares learning (with the
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usual decreasing gain) then the system fails to converge to an REE, even if
their parameter estimates are initially close to the REE.

This theoretical possibility of instability turns out to be a genuine con-
cern for monetary policy in New Keynesian or New Phillips curve models
(as is the related but distinct issue of indeterminacy). Bullard and Mitra
(2002) show that stability under private agent learning should not be taken
for granted if policymakers follow Taylor-type rules. Depending on the
specific formulation of the rule, instability can arise for certain choices of
parameter settings. Evans and Honkapohja (2002, 2003a, 2003c) examine
this issue in the context of optimal monetary policy. They show that sta-
bility under learning is a pervasive problem when the interest rate rule is
formulated as a reaction to fundamental shocks, but it can be overcome
when the rule reacts appropriately to private expectations. Recent work by
Preston (2003) has considered this issue in the context of long-horizon
agents.

Selection Criterion

In some models the phenomenon of indeterminacy (i.e., multiple REE)
arises. In this setting, learning can provide a natural way of choosing be-
tween equilibria. A particular question of interest is the following. It is
known that when a steady state of a linear model is indeterminate there ex-
ist “sunspot” equilibria—that is, REE in which the solution is driven by ex-
traneous noise. Such solutions, with economic fluctuations driven in a self-
fulfilling way by extrinsic random variables, would usually be considered
an unintended and undesirable by-product of economic policy. A particu-
lar question of interest, in cases of multiple equilibria, is whether the sun-
spot equilibria can be stable under learning.

It has been known for some time that it is possible in some cases for
sunspot equilibria to be stable under learning. This was initially demon-
strated by Woodford (1990) in the context of the overlapping-generations
model of money. In general, whether a sunspot equilibrium is stable under
learning depends on the model and the particular solution (see chap. 12 of
Evans and Honkapohja 2001). There has been recent interest in whether
stable sunspot solutions can arise in more realistic monetary models. In
particular, Evans, Honkapohja, and Marimon (2003) look at when this can
occur in cash-in-advance models, and Honkapohja and Mitra (forthcom-
ing), Carlstrom and Fuerst (2004), and Evans and McGough (forthcom-
ing) examine the issue for New Keynesian models.

Non-REE Learning Dynamics

Finally, we move to the possibility that the economy under learning gen-
erates solutions that in some way go beyond RE. Here it appears useful to
group results into two broad categories. One possibility is that learning
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converges to a “restricted-perceptions equilibrium.” This arises if agents
are endowed with an econometric model that is misspecified asymptoti-
cally, as discussed in chapter 13 of Evans and Honkapohja (2001). For ex-
ample, agents may omit some variables that help forecast the variables of
interest, or their forecasting model may fail to capture nonlinearities that
are present.

Somewhat more radically, learning may generate “persistent learning
dynamics” (see chap. 14 of Evans and Honkapohja 2001) as a result of
local instability of an REE under learning (as in Bullard 1994) or due to a
learning rule that fails to fully converge to REE parameter values (as in
constant-gain learning rules). The OW paper falls into this last class:
private agents use a learning rule in which parameter estimates never quite
converge to REE values. This “perpetual learning” then turns out to have
major policy implications, even when the deviation from REE might be
thought not too large.

Who Is Learning?

The earliest literature on learning focused on private agents (i.e. house-
holds and firms). In dynamic macroeconomic models private agents, in
order to make optimal decisions, must make forecasts of relevant future
variables. Clearly the expectations of households and firms do matter
enormously for the actual evolution of the economy. The RE revolution
made the crucial advance of defining and analyzing what it means for ex-
pectations to be consistent with the economic structure and optimizing
agents. However, this has had the potential disadvantage of demoting
private expectations as an independent force. Consequently it was natural
that the initial focus of the learning literature was on private agent learn-
ing. The OW paper follows the primary strand of the literature in this re-
spect.

However, policymakers also need to form expectations and make fore-
casts, and they too are not endowed with full knowledge of the economic
structure or fully rational forecast functions. Some recent research has be-
gun to tackle this issue. Most notably, Thomas Sargent’s (1999) book on
the disinflation in the 1990s emphasized learning by policymakers about a
(misspecified) Phillips curve trade-off. Sargent’s model incorporates a tan-
talizing combination of misspecification, learning, and optimal policy for-
mulation.

Obviously it is possible to allow for separate learning by private agents
and policymakers. In fact, Sargent (1999) actually allows for this in some
cases, although much of his analysis, and that of Cho, Williams, and Sar-
gent (2002), focuses on learning by policymakers with RE assumed for
private agents. Simultaneous learning by policymakers is also analyzed in
Honkapohja and Mitra (2002) and discussed in Evans and Honkapohja
(2003c).
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There is an additional asymmetry that should be noted. Both private
agents and policymakers need to make forecasts of future aggregate vari-
ables, but in addition, implementation of optimal policy may require si-
multaneous estimation of structural parameters. This issue is considered in
Evans and Honkapohja (2003a, 2003c).

Constant-Gain Learning

As already emphasized, the use of constant-gain (or “perpetual”) learn-
ing plays a central role in OW. In general, constant-gain learning can lead
to a number of phenomena. First, the work of Sargent (1999), Cho, Wil-
liams, and Sargent (2002), Williams (2002), and Bullard and Cho (2002)
emphasizes the possibility of “escapes”—that is, occasional big devia-
tions from a unique REE. This is a surprising finding: for significant peri-
ods of time learning dynamics can drive the economy away from the REE,
but in a predictable direction.

When there are multiple REE, escapes can take a different form. The
most widely examined case is the case of multiple distinct REE steady
states. Here escapes take the form of periodic shifts between the different
steady states as a result of large random shocks interacting with the learn-
ing dynamics. This phenomenon is seen in chapter 14 of Evans and
Honkapohja (2001), the hyperinflation model of Marcet and Nicolini
(2003c), the exchange rate model of Kasa (2004) and the liquidity trap
model of Evans and Honkapohja (2003b).

Finally, it turns out that, even in a quite standard model with a unique
REE and without the more exotic effects just described, constant-gain
learning has significant implications for optimal policy. This is the impor-
tant new finding that is demonstrated in the current paper by OW.

Some Further Thoughts on Rationality

In constructing economic models we have three kinds of agents:
(a) private agents, (b) policymakers, and (c) economists (us). In the bad old
days of adaptive expectations, private agents made systematic mistakes,
but we the economists were very smart. We told policymakers what to do,
so they were smart too.

The RE revolution changed all this. Now private agents became smart,
and policymakers (and earlier economists) were mistaken, as shown by the
Lucas critique. As theorists we were again smart (because we understood
how private agents really formed expectations), but as econometricians we
were not quite so smart. This is because as econometricians we had to esti-
mate parameters that were known with certainty by the private agents and
theorists.

The adaptive-learning viewpoint has the enormous advantage over these
earlier approaches that it (potentially) achieves greater cognitive consis-
tency between these three kinds of agents. In particular, private agents are
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modeled as behaving like econometricians—that is, like economists in our
forecasting role. Of course, as theorists we still typically analyze models
with a specified structure that is effectively known only to us, but at least it
can be consistently treated as unknown to private agents, policymakers,
and econometricians. Furthermore, the degree of smartness of each group
is a matter of choice or judgement for us as theorists.

An important aspect of this “bounded rationality” approach is that
many features of RE do carry over to the adaptive-learning approach. For
example, the Lucas critique can apply under bounded rationality, as em-
phasized in Evans and Ramey (2003). The Lucas critique will often arise if
agents attempt to forecast in an optimal way, even if they are not perfectly
rational in the sense of “rational expectations.”

Back to Orphanides and Williams

Returning now to the OW paper, let me make some specific critical com-
ments and suggest some extensions.

1. The inflation shocks experiment. My first point concerns the inflation
shocks scenario shown in OW’s figure 5.3. OW examine a sequence of
unanticipated positive inflation shocks starting with e1 � 2 percent and de-
clining to zero over nine (semiannual) periods. My main point is that this
is more like a structural shift, and that the effects are the same as a decrease
in potential output over four years. This raises several questions that would
need to be explicitly addressed in a full treatment of this issue.

Suppose, for example, that et�1 is partly predictable, as seems appropri-
ate for a structural shift, and that the loss function is

L � E0�∑
�

t�0

[(1 � 
)( yt � yt
∗)2 � 
(�t � �∗)2]�.

Depending on the source of the shock, policymakers may want to lower
their output target yt

∗ (to yt
∗ � –�–1et). Even if policymakers continue to set

yt
∗ � 0, policy should take into account expected et�1 � 0.
This is perhaps a setup in which it would be particularly fruitful also to

incorporate policymaker learning.
2. Bias toward “hawkishness.” OW show that policymakers should be

more hawkish. The intuition for this result is fairly intuitive. A more hawk-
ish (high �) policy helps to keep inflation expectations �e

t�1 “in line” (i.e.,
closer to RE values). This gives policy an additional role, besides stabiliz-
ing y and �, and this additional role means that under perpetual learning
it is optimal for policymakers to be more hawkish than they would be, for
given policymaker preferences, under RE.

This observation leads naturally to the question of how robust this result
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is. In particular, in New Keynesian models ye
t�1 also matters. The structure

in such models is

yt � �ϕ(it � �e
t�1) � ye

t�1 � gt

�t � �yt � ��e
t�1 � ��t�1 � ut .

Will the presence of ye
t�1 in the “IS” curve (the first equation) make the di-

rection of bias for the policymaker ambiguous? The answer is not clear a
priori and would need to be explicitly analyzed.

3. Choice of gain parameter �. The value of � is taken as given and not
explained. This is quite standard in the constant-gain learning literature. In
one respect this is convenient, since it can then be treated as a parameter to
be estimated empirically.

However, one can think about the issue further from a theoretical view-
point. The most typical rationale for introducing constant gain, as indi-
cated above, is that it is a way of allowing for structural shifts. The choice
of � can then be thought of as providing a balance between tracking and
filtering: high values of � allow the estimator to better track structural
change, but with the disadvantage of yielding noisier estimators.

One possibility would then be to explicitly introduce structural shifts
into the model and find the optimal value of �. This type of exercise is done
in chapter 14 of Evans and Honkapohja (2001) and in Evans and Ramey
(2003). In OW this would add complexity and is unlikely to matter. How-
ever, the issue of the optimal choice of gain is likely to become important
in future work.

4. Smarter agents. Using the bounded rationality approach one can al-
ways ask: should the agents be smarter? less smart? This is always a matter
of judgment. There are several possible ways in which the private agents in
OW could be “smarter.” For example, private agents could be modeled as
estimating an AR( p) instead of an AR(1). Indeed, one could consider the
possibility that the agents choose the lag length p in the same way as an ap-
plied econometrician. Similarly, agents might consider forecasting based
on a vector autoregression (VAR), perhaps using one of the standard sta-
tistics to choose the order of the VAR.

It seems likely that the qualitative results would be unaffected, but it
would be of interest to know how the detailed results depend on such spec-
ification issues. It might appear unsatisfactory, compared to the lack of am-
biguity in the RE approach, to be faced with questions about lag length and
model specification. But this is really a strength of the adaptive-learning
framework. Econometricians dealing with forecasting and estimation
problems inevitably face precisely such issues in practice. It seems absurd to
assume that private agents and policymakers have clear-cut answers to
problems that in effect remain research issues for us as econometricians.
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Conclusions

This is an important paper. Theoretically, Orphanides and Williams pro-
vide a new reason for studying adaptive learning, based on optimal policy
when agents follow “perpetual learning” rules. From an applied viewpoint,
the paper suggests another factor that can generate stagflation, and it pro-
vides policy recommendations that are intuitive and plausible. I hope (and
confidently anticipate) that the authors (and others) will do more work
along these lines.
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Discussion Summary

Lars Svensson remarked that the Orphanides-Williams model provides an
important argument for announcing an inflation target: namely, that this
simplifies private-sector learning, stabilizes inflation expectations, and
thereby allows the central bank to respond less aggressively to inflation
than it would have to do otherwise. This should have some bearing on the
Federal Reserve’s decision on an inflation target. He also suggested that, in
addition to the simpler linear policies presented in the paper, the authors
should also compute the optimal, nonlinear policies.

Ricardo Caballero commented on the arbitrariness of the particular
model of learning used in the paper, and suggested that it would be more
convincing to consider forms of learning in which the degree of learning
depended upon the magnitude of observed shocks.

Olivier Blanchard pointed out that the aggressive policy responses to in-
flation are driven by the assumptions about the source of model uncer-
tainty and might be overturned in a setting in which uncertainty about out-
put was more important. In the current U.S. situation, for example, there
was greater uncertainty about growth going forward than about inflation.

Frank Smets asked whether the form of adaptive learning used in the pa-
per provided a rationale for price-level targeting.

Donald Kohn argued that output stabilization had an important role to
play for agents’ ability to learn about permanent income. Moreover, he
suggested considering a situation in which both the central bank and pri-
vate agents were learning, which would allow for private agents’ and policy-
makers’ inflation expectations to be different, a situation that had been
important between 1994 and 2001.

John Berry stressed that how agents interpreted policy outcomes de-
pended importantly on communication between policymakers and the pub-
lic. The wage-price controls of 1972, for example, were judged by the press
as a failure despite the fact that inflation was merely a few tenths of a per-
centage point above the announced target rate of 2.5 percent. Based on this
experience, he asked whether there was an appropriate role for ambiguity
in communications with the public.
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Mark Gertler questioned whether the restrictions placed on agents’ in-
formation sets played an important role in the results, and suggested al-
lowing agents to use lags of both inflation and the output gap in their fore-
casting rules.

Gregory Mankiw pointed out that the particular value of the gain chosen
by the authors was a suspicious free parameter, and he argued that it would
be more convincing to derive the optimal gain from explicit modeling of
the source of uncertainty, which would lead back to rational expectations.

Christopher Sims argued that the results under learning depended criti-
cally on the specific form of the equation that agents are learning about. In
the present case, an important question was whether agents had to learn
about the intercept or the slope of the Phillips curve, and at which rates
they were updating their estimates of either of these parameters.

John Williams responded that their results remained robust even when
agents used several lags of both inflation and the output gap in their infla-
tion forecasts, due to the high degree of inflation persistence generated by
the model. He argued that, while the precise value of the gain used in learn-
ing could be determined inside the model, a constant-gain formula for
learning was both realistic and robust. Adding uncertainty about the fu-
ture output gap was a topic of work in progress, but it should not overturn
the results presented in their paper because of the important role played by
the persistence of inflation in deriving inflation forecasts.

246 Athanasios Orphanides and John C. Williams



II
Critical Perspectives





249

The performance of inflation-targeting regimes has been quite good. In-
flation-targeting countries seem to have significantly reduced both the
rate of inflation and inflation expectations beyond that which would
likely have occurred in the absence of inflation targets. (Mishkin 1999,
595)

[The U.K. data show] that not only has inflation been lower since infla-
tion targeting was introduced, but that, as measured by its standard de-
viation, it has also been more stable than in recent decades. Moreover,
inflation has been less persistent—in the sense that shocks to inflation
die away more quickly—under inflation targeting than for most of the
past century. (King 2002, 2).

[O]ne of the main benefits of inflation targets is that they may help to
“lock in” earlier disinflationary gains, particularly in the face of one-
time inflationary shocks. We saw this effect, for example, following the
exits of the United Kingdom and Sweden from the European Exchange
Rate Mechanism and after Canada’s 1991 imposition of the Goods and
Services Tax. In each case, the re-igniting of inflation seems to have been
avoided by the announcement of inflation targets that helped to anchor
the public’s inflation expectations and to give an explicit plan for and di-
rection to monetary policy. (Bernanke et al. 1999, 288).
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6.1 Introduction

Economists have long sought the ideal framework for monetary policy.
Since the early 1990s, many have come to believe they have finally found
the right approach: inflation targeting. Proponents of this policy cite many
benefits. Inflation targeting solves the dynamic consistency problem that
produces high average inflation. It reduces inflation variability, and if “flex-
ible” it can stabilize output as well (Svensson 1997). Targeting locks in ex-
pectations of low inflation, which reduces the inflationary impact of macro-
economic shocks. For these reasons, many economists advocate inflation
targeting for the Federal Reserve and the European Central Bank.

This paper attempts to measure the effects of inflation targeting on macro-
economic performance. We examine twenty Organization for Economic
Cooperation and Development (OECD) countries, seven that adopted
inflation targeting during the 1990s and thirteen that did not. Not surpris-
ingly, economic performance varies greatly across individual countries,
both targeters and nontargeters. On average, however, there is no evidence
that inflation targeting improves performance as measured by the behav-
ior of inflation, output, or interest rates.

If we examine inflation-targeting countries alone, we see that their per-
formance improved on average between the period before targeting and the
targeting period. For example, inflation fell and became more stable, and
output growth also stabilized. However, countries that did not adopt infla-
tion targeting also experienced improvements around the same times as
targeters. This finding suggests that better performance resulted from
something other than targeting.

For some performance measures, both inflation targeters and nontar-
geters improve over time, but the improvements are larger for targeters. For
example, average inflation fell for both groups between the pretargeting
and targeting periods, but the average for targeters went from above that of
nontargeters to roughly the same. Similar findings have led authors such as
Neumann and von Hagen (2002) to argue that inflation targeting promotes
“convergence”: it helps poorly performing countries catch up with coun-
tries that are already doing well. Our results, however, do not support even
this modest claim of benefits from targeting. For many measures of per-
formance, we find strong evidence of generic regression to the mean. Just
as short people on average have children who are taller than they are, coun-
tries with unusually high and unstable inflation tend to see these problems
diminish, regardless of whether they adopt inflation targeting. Once we
control for this effect, the apparent benefits of targeting disappear.

The rest of this paper comprises eight sections. Section 6.2 describes the
countries and sample periods that we study, and section 6.3 describes our
methodology for measuring the effects of inflation targeting.

250 Laurence Ball and Niamh Sheridan



Sections 6.4 and 6.5 present our results concerning inflation and output
growth. We estimate the effects of inflation targeting on these variables’ av-
erage levels, variability, and persistence. There are occasional hints that
targeting has beneficial effects and occasional hints of adverse effects, but
overall it appears that targeting does not matter.

Section 6.6 turns to the behavior of interest rates and presents two main
findings. First, inflation targeting has no effect on the level of long-term in-
terest rates, contrary to what one would expect if targeting reduces infla-
tion expectations. Second, targeting does not affect the variability of the
short-term interest rates controlled by policymakers. At least by this crude
measure, central banks respond neither more nor less aggressively to eco-
nomic fluctuations under inflation targeting.

Section 6.7 investigates the effects of targeting on several bivariate rela-
tions: the slope of the output-inflation trade-off, the inflationary effect of
supply shocks (specifically, changes in commodity prices), and the effect of
inflation movements on expectations (as measured by OECD inflation
forecasts). Here the results are imprecise, as it is difficult to estimate these
relations over the short periods for which we have observed inflation tar-
geting. However, the results suggest again that targeting has no important
effects.

Section 6.8 compares our results to previous cross-country studies of in-
flation targeting. Finally, section 6.9 interprets our results. To be clear, we
do not present a case against inflation targeting. We do not find that tar-
geting does anything harmful, and we can imagine future circumstances in
which it might be beneficial. Our results suggest, however, that no major
benefits have occurred so far.

6.2 The Sample

This section describes the countries in our sample and the inflation-
targeting and non-targeting periods that we examine.

6.2.1 Targeters and Nontargeters

We examine major developed, moderate-inflation economies. Specifi-
cally, we start with all members of the OECD as of 1990 (thus excluding the
emerging-market economies that have joined since then). We delete coun-
tries that lacked an independent currency before the Euro (Luxembourg)
or have experienced annual inflation over 20 percent since 1984 (Greece,
Iceland, and Turkey). We are left with twenty countries, which are listed in
table 6.1. Previous macroeconomic studies using the same sample of coun-
tries include Layard, Nickell, and Jackman (1991) and Ball (1997).

Seven of the countries in our sample adopted inflation targeting before
1999: Australia, Canada, Finland, Spain, Sweden, the United Kingdom,
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and New Zealand. For each country, we define the beginning of targeting
as the first full quarter in which a specific inflation target or target range
was in effect, and the target had been announced publicly at some earlier
time. This definition of targeting is more stringent than that of previous
authors, such as Bernanke et al. (1999) and Scheater, Stone, and Zelmer
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Table 6.1 Starting dates for inflation targeting and constant inflation targeting periods

Constant 
Inflation inflation 

Country targeting targeting Rationale for choice of starting dates

Australia Q4 1994 Q4 1994 In September 1994, the Governor of the Reserve
Bank of Australia announced that “underlying
inflation of 2 to 3 percent is a reasonable goal for
monetary policy.” See Bernanke et al. (1999,
218–220) for further discussion.

Canada Q1 1992 Q1 1994 The first target range was announced by the Bank
of Canada in February 1991: 2 to 4 percent over
1992 (i.e. December 1991 to December 1992). In
December 1993, a range of 1 to 3 percent was
established for 1994, and the range has remained
constant since then.

Finland Q1 1994 Q1 1994 In February 1993, the Bank of Finland stated its
intention to “stabilize the rate of inflation
permanently at the level of 2% by 1995.” It appears
that they were referring to year-over-year inflation
measured at the start of 1995; thus the period
covered by the first target begins at the start of
1994.

New Zealand Q3 1990 Q1 1993 A target of 3–5 percent over 1990 was announced
in April 1990. A target of 0–2 percent for 1993 was
announced in February 1991. The target range has
remained roughly unchanged since then (but see
footnote 2 in the text).

Spain Q2 1995 Q1 1994 The first target, announced in December 1994, was
for year-over-year inflation of 3.5–4 percent “by
early 1996.”

Sweden Q1 1995 Q1 1995 The Riksbank announced in January 1993 that it
aimed “to limit the annual increase in the
consumer price index from 1995 onwards to 2
percent.” This target applied to inflation over all of
1995, not to year-over-year inflation at the start of
1995 (Svensson 1995).

United Kingdom Q1 1993 Q1 1993 In October 1992, the Bank of England announced
a 2.5 percent target, beginning immediately.

Non-IT countries Q3 1993 Q1 1994 The starting dates were computed as averages of
the starting dates for inflation targeting or constant
inflation targeting countries.

Note: Spain is an inflation targeter but not a constant inflation targeter. Q1 1994 is the start date of the
constant-targeting period for nonconstant targeters.



(2000). These authors often date the start of targeting at the point when
targets were first announced, even if they were implemented with a delay.
In other cases, targeting is said to begin when the central bank retrospec-
tively said it did, even though it was not announced at the time. Our view
is that many of the intended effects of targeting, such as those working
through expectations, depend on agents knowing that they are currently in
a targeting regime.

As an example of our dating, consider Sweden. Sweden announced its
shift to inflation targeting during 1993, so Bernanke et al. (1999) and
Scheater, Stone, and Zelmer (2000) date the regime from then. However,
the first announced target was 2 percent for inflation over the twelve
months to December 1995. We choose the first quarter of this period,
1995:1, as the beginning of the targeting regime. Table 6.1 gives the start-
ing dates of targeting for the other countries along with brief explanations
for our choices. The starting dates range from 1990:3 for New Zealand to
1995: 2 for Spain.

The targeting period lasts through 2001 for all countries except Finland
and Spain, where it lasts through 1998 because of the advent of the Euro.
For each country, we compare the targeting period to two pretargeting
periods, a longer one that begins in 1960 and a shorter one that begins in
1985. The last quarter of the pretargeting period is the last full quarter be-
fore targeting began (either the quarter before the start of the targeting pe-
riod or two quarters before, depending on whether targeting began at the
start of a quarter or in the middle).

Throughout, we compare the seven inflation targeters to the other thir-
teen countries in the sample. Two of these countries have adopted inflation
targeting recently: Switzerland in 1999 and Norway in 2000. We exclude
these countries’ brief targeting periods from our sample and treat Switzer-
land and Norway as nontargeters. Following our approach for targeters,
we compare pretargeting periods starting in 1960 and 1985 to posttarget-
ing periods. For the nontargeters, we define the posttargeting period as
starting at the mean of the start dates for targeters, which is 1993:3. The
posttargeting period ends in 1998 for Euro countries and 2001 for non-
Euro countries besides Norway and Switzerland. Table 6.2 gives details of
our dating.

Of the thirteen nontargeting countries, eight joined the Euro in 1999.
Previously, these countries were part of the European Monetary System
(EMS), so their monetary policies focused on fixing exchange rates and
meeting convergence criteria. Two of the nontargeters, Germany and
Switzerland (one also in the EMS), followed policies based on money-
supply targets. The remaining four countries did not follow any announced
rule—they pursued the policy of “just do it” (Mishkin 1999). In the results
we report, we lump all nontargeting countries together and compare them
to targeters. We have checked, however, whether there are systematic
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differences in performance among the nontargeting groups, and fail to find
any. We have also performed our comparisons of targeters and nontarget-
ers excluding all Euro countries (which leaves five targeters and five nontar-
geters). This produces no noteworthy changes in results.1

6.2.2 Constant Targeting

In addition to studying inflation-targeting periods, we examine periods
in which countries are constant inflation targeters, meaning they have an
unchanging target or target range. In some countries the target is always
constant, but in others the constant-targeting period is preceded by a tran-
sitional period in which the target exceeds its final level. We examine con-
stant-targeting periods because some benefits of targeting might not arise
if the target changes. For example, proponents of targeting argue that it re-
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Table 6.2 Sample periods

Country Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6

Australia 1960:1 1985:1 1994:4 1960:1 1985:1 1994:4
1994:2 1994:2 2001:4 1994:2 1994:2 2001:4

Canada 1960:1 1985:1 1992:1 1960:1 1985:1 1994:1
1991:4 1991:4 2001:4 1993:3 1993:3 2001:4

Finland 1960:1 1985:1 1994:1 1960:1 1985:1 1994:1
1993:4 1993:4 1998:4 1993:4 1993:4 1998:4

New Zealand 1960:1 1985:1 1990:3 1960:1 1985:1 1993:1
1990:1 1990:1 2001:4 1992:4 1992:4 2001:4

Spain 1960:1 1985:1 1995:2 1960:1 1985:1 1994:1
1995:1 1995:1 1998:4 1993:3 1993:3 1998:4

Sweden 1960:1 1985:1 1995:1 1960:1 1985:1 1995:1
1994:4 1994:4 2001:4 1994:4 1994:4 2001:4

United Kingdom 1960:1 1985:1 1993:1 1960:1 1985:1 1993:1
1992:3 1992:3 2001:4 1992:3 1992:3 2001:4

United States, Japan, 1960:1 1985:1 1993:3 1960:1 1985:1 1994:1
Denmark 1993:2 1993:2 2001:4 1993:3 1993:3 2001:4

Austria, Belgium, France, 1960:1 1985:1 1993:3 1960:1 1985:1 1994:1
Germany, Ireland, Italy, 1993:2 1993:2 1998:4 1993:3 1993:3 1998:4
Netherlands, Portugal

Norway 1960:1 1985:1 1993:3 1960:1 1985:1 1994:1
1993:2 1993:2 2000:4 1993:3 1993:3 2000:4

Switzerland 1960:1 1985:1 1993:3 1960:1 1985:1 1994:1
1993:2 1993:2 1999:4 1993:3 1993:3 1999:4

Notes: First number in column indicates start of sample. Second number in column indicates end of
sample.

1. In addition, we tried adding a Euro dummy to all of our cross-country regressions. This
variable is usually insignificant. The only exception is that Euro countries experienced larger
falls in the standard deviation of output growth between the pre- and posttargeting periods.
Including the Euro dummy never changes our findings about the effects of inflation targeting.



duces the persistence of inflation movements, but a changing target causes
permanent changes in inflation.2

Throughout this paper, we compare inflation targeters (IT) to non-
targeters (NIT), and constant-inflation targeters (CIT) to non-constant-
inflation targeters (NCIT). Spain is an inflation targeter, but its target fell
throughout its targeting period; when we split countries into CIT and
NCIT, we put Spain in the second group. For both CIT and NCIT coun-
tries, we examine periods before and after the start of constant targeting.
The start date of the posttargeting period for NCIT countries is the aver-
age start date for constant targeting in CIT countries.

Table 6.2 lists sample periods for each of the twenty countries. We call
the two pre-inflation-targeting periods, those starting in 1960 and 1985,
samples 1 and 2, respectively. Sample 3 is the posttargeting period.
Samples 4 and 5 are pre-constant-targeting periods, and sample 6 is the
post-constant-targeting period. While the distinction between IT and CIT
is important in principle, our findings about economic performance in the
pre- and posttargeting periods are similar in the two cases.

6.3 Methodology

We want to determine how inflation targeting (or constant targeting)
affects dimensions of economic performance such as inflation, output
growth, and interest rates. We examine each aspect of performance in turn,
using a consistent methodology to measure the effects of targeting. Here
we describe the methodology.

Suppose we are interested in how targeting affects a variable X—for ex-
ample, X might be the average level of inflation or the variance of output
growth. We first calculate X for each of our twenty countries in each of our
six sample periods. Then, for each period, we calculate the average value
of X for inflation targeters and nontargeters (or, for samples 4 through
6, constant targeters and nonconstant targeters). These averages show
whether X differs systematically across periods or across targeters and
nontargeters.

As we have mentioned, many measures of economic performance im-
proved on average between the pre-inflation-targeting and posttargeting
periods. In most major economies, the period since the early 1990s has
seen low and stable inflation and stable output growth. If we examine in-
flation-targeting countries alone, there are clear economic improvements
that one might be tempted to attribute to targeting. However, to learn the
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true effects of targeting, we must compare improvements in targeting coun-
tries to improvements in nontargeting countries.

As a first pass at this comparison, we use a standard “differences in differ-
ences” approach. For our sample of twenty countries, we run the regression

(1) Xpost � Xpre � a0 � a1D � e,

where Xpost is a country’s value of X in the posttargeting period, Xpre is the
value in the pretargeting period, and D is a dummy variable equal to 1 if
the country is a targeter. We run several versions of this regression corre-
sponding to different start dates for the pretargeting period (1960 or 1985)
and whether targeting means IT or CIT. The coefficient al is meant to mea-
sure the effect of targeting on the variable X.

This regression can be misleading, however. For some versions of the
variable X, the initial value, Xpre, is substantially different on average for in-
flation targeters and nontargeters. For example, average inflation in the
pretargeting period is higher for targeters. This fact is not surprising: a
switch to targeting was most attractive to countries with poor perfor-
mances under their previous policies. However, a problem arises because
of regression to the mean. Poor performers in the pretargeting period tend
to improve more than good performers simply because initial performance
depends partly on transitory factors. If inflation targeters are poor initial
performers, they will improve more than nontargeters, even if targeting
does not affect performance. The coefficient on the targeting dummy can
be significant, producing a spurious conclusion that targeting matters.

As an analogy, consider the behavior of Major League batting averages.
Suppose a crackpot sports consultant suggests that a hitter will perform
better if he sleeps next to his bat at night. In reality, this idea does not work.
Most .300 hitters merely chuckle at the consultant, but .220 hitters are des-
perate enough to try anything, and start taking their bats to bed. Because
of regression to the mean, the low-average hitters who sleep with their bats
will tend to improve more than the high-average hitters who leave their bats
in their lockers. If the sports consultant regresses the change in a player’s
average on a bat-in-bed dummy, he will find a significant effect. He will
claim incorrectly that the evidence supports his theory.3

For readers who prefer math to baseball, the appendix to this paper for-
malizes our argument. We assume that the variable X depends on a coun-
try effect, a period effect, a country-period effect, and possibly an inflation-
targeting dummy. The presence of the country-period effect generates
regression to the mean. If Xpre is correlated with the targeting dummy, as
happens in practice, then regression (1) produces a biased estimate of the
dummy coefficient.
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during their second years (e.g., Gilovich 1984).



Fortunately, there is a simple way to eliminate this bias: add the initial
value of X to the differences regression. That is, we run

(2) Xpost � Xpre � a0 � a1D � a2Xpre � e.

Including Xpre controls for regression to the mean. The coefficient on the
dummy now shows whether targeting affects a country’s change in perfor-
mance for a given initial performance. If al is significant, then a targeter
with poor initial performance improves more than a nontargeter with
equally poor initial performance. This difference implies a true effect of
targeting.

Once again, the appendix formalizes our argument. Under the assump-
tions we make there, regression (2) produces an unbiased estimate of the
dummy coefficient.

6.4 Inflation

In a recent speech, the next governor of the Bank of England posed the
question “Ten Years of the Inflation Target: What Has It Achieved?” As
quoted at the start of this paper, he suggests that targeting has reduced the
average level, variability, and persistence of U.K. inflation. In contrast, we
find little evidence in cross-country data that targeting has any of these
effects.

6.4.1 Average Inflation

Table 6.3 presents our results concerning the average level of inflation.
Inflation is measured by the annualized percentage change in consumer
prices from the IMF’s International Financial Statistics (IFS). In panel A
of the table, we show average inflation in each of our twenty countries and
six sample periods. For each period, we also show the averages across tar-
geting and nontargeting countries. Panel B reports our estimates of equa-
tions (1) and (2) above.

Not surprisingly, there is considerable cross-country variation in average
inflation. In sample 2, for example (1985 to start of inflation targeting), av-
erage inflation ranges from double digits in New Zealand and Portugal to
less than 2 percent in Japan and the Netherlands. In almost every country,
average inflation is lower in the targeting periods (samples 3 and 6) than in
the pretargeting periods. The cross-country variation is smaller in the tar-
geting periods, as all inflation rates are under 4 percent.

Turning to cross-country averages, we see that the IT group had higher
inflation than the NIT group before targeting was introduced. (Here and
elsewhere, the comparison between the CIT and NCIT groups is similar.)
For the shorter pretargeting sample, average inflation is 5.8 percent for IT
countries and 3.7 percent for NIT. In the targeting period, by contrast, av-
erage inflation is close to 1.9 percent for both groups. On average, targeters
converged to the lower inflation levels of nontargeters.
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This convergence result is echoed in the first part of panel B, where we
regress the change in average inflation on the targeting dummy. For the
shorter pretargeting sample, the coefficient on the dummy is –2.2: average
inflation fell by 2.2 points more in targeters than in nontargeters. This
coefficient is the same as the difference-in-differences of means between
samples 2 and 3. The regression reveals that this inflation-targeting effect
is statistically significant (t � 2.5).
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Table 6.3 Mean inflation rate (annualized)

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6

Panel A
Australia 6.23 5.38 2.62 6.23 5.38 2.62
Canada 5.35 4.37 1.62 5.16 3.83 1.58
New Zealand 8.62 10.23 1.94 8.08 7.48 2.00
Sweden 6.41 5.38 1.01 6.41 5.38 1.01
United Kingdom 7.54 5.50 2.43 7.54 5.50 2.43
Finland 6.90 4.07 1.08 6.90 4.07 1.08
Spain 9.16 5.93 2.49 9.35 6.12 3.06
United States 4.82 3.72 2.47 4.80 3.66 2.47
Japan 5.16 1.63 0.12 5.15 1.68 0.09
Denmark 6.50 3.23 2.21 6.47 3.19 2.23
Austria 4.30 2.72 1.77 4.29 2.72 1.64
Belgium 4.64 2.53 1.65 4.63 2.53 1.55
France 6.11 3.05 1.37 6.08 3.01 1.33
Germany 3.40 2.24 1.65 3.40 2.25 1.59
Ireland 7.85 3.13 2.11 7.82 3.13 2.05
Italy 8.43 5.72 3.29 8.40 5.69 3.18
The Netherlands 4.41 1.58 2.19 4.40 1.64 2.12
Portugal 11.99 10.64 3.54 11.96 10.54 2.94
Norway 6.26 4.93 2.20 6.22 4.81 2.28
Switzerland 3.89 3.26 0.84 3.87 3.22 0.79

Averages
IT 7.17 5.84 1.88
NIT 5.98 3.72 1.95
CIT 6.72 5.27 1.78
NCIT 6.20 3.87 1.95

Equation 1 Equation 2Dependent variable:
Change in mean inflation
between samples (3) – (1) (3) – (2) (6) – (4) (6) – (5) (3) – (1) (3) – (2) (6) – (4) (6) – (5)

Panel B
Constant –4.03 –1.77 –4.25 –1.92 0.42 1.12 0.52 1.01

(0.46) (0.52) (0.47) (0.46) (0.49) (0.32) (0.50) (0.33)
Inflation targeting dummy –1.26 –2.19 –0.68 –1.57 –0.38 –0.55 –0.29 –0.51

(0.78) (0.88) (0.86) (0.84) (0.33) (0.35) (0.33) (0.34)
Initial value –0.74 –0.78 –0.77 –0.76

(0.08) (0.07) (0.07) (0.07)
Adjusted R2 0.08 0.21 –0.02 0.12 0.85 0.90 0.85 0.87

Note: Standard errors are in parentheses.



Inflation targeting is important if it really reduces average inflation by
more than 2 percentage points. However, most of this apparent effect is il-
lusory: it reflects the facts that targeters had high initial inflation and that
there is regression to the mean. Panel B shows that regression to the mean
is strong: when initial inflation is included in the inflation-change equation,
its coefficient is –0.78. Controlling for this effect, the estimated effect of tar-
geting is only –0.55, and its statistical significance is weak (t � 1.57, p-value
� 0.14). Looking ahead, however, we will see that this result is one of our
more positive findings about inflation targeting!

Note how much of the variation in inflation changes is explained by ini-
tial inflation: including this variable raises the R-squares from 0.2 or below
to 0.9. Figure 6.1 illustrates this point by plotting the change in inflation
from sample 2 to sample 3 against the level in sample 2. Figure 6.1 shows a
tight relationship, confirming the strong role of regression to the mean.
The targeting countries tend to have high initial inflation and large de-
creases, but the decrease for a given initial level looks similar for targeters
and nontargeters.

6.4.2 Inflation Variability

Tables 6.4 and 6.5 examine the variability of inflation, using the same
format as the average-inflation table. Table 6.4 presents standard devia-
tions of quarterly inflation, and table 6.5 presents standard deviations of
“trend inflation,” defined as a nine-quarter moving average. We examine
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Fig. 6.1 Regression toward the mean
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Table 6.4 Standard deviation of inflation rate

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6

Panel A
Australia 4.62 3.51 3.01 4.62 3.51 3.01
Canada 3.34 1.75 1.59 3.35 1.93 1.75
New Zealand 5.83 7.42 1.70 5.88 7.21 1.78
Sweden 3.99 3.62 1.57 3.99 3.62 1.57
United Kingdom 5.70 2.80 1.34 5.70 2.80 1.34
Finland 4.51 1.87 1.16 4.51 1.87 1.16
Spain 5.80 2.00 1.38 5.85 2.07 1.64
United States 3.27 1.64 0.94 3.26 1.65 0.96
Japan 5.00 1.76 1.73 4.98 1.76 1.65
Denmark 4.77 2.14 0.68 4.77 2.12 0.70
Austria 2.70 1.36 1.18 2.69 1.34 1.15
Belgium 3.31 1.54 1.20 3.31 1.51 1.23
France 3.77 1.15 0.81 3.78 1.15 0.84
Germany 2.32 2.85 1.02 2.31 2.81 1.05
Ireland 6.52 1.54 1.04 6.50 1.52 1.06
Italy 6.08 1.55 1.60 6.06 1.54 1.64
The Netherlands 3.40 1.71 0.75 3.39 1.72 0.71
Portugal 9.21 3.86 2.50 9.18 3.84 1.52
Norway 3.84 2.52 1.24 3.85 2.57 1.24
Switzerland 2.73 2.61 0.89 2.72 2.57 0.89

Averages
IT 4.83 3.28 1.68
NIT 4.38 2.02 1.20
CIT 4.67 3.49 1.77
NCIT 4.48 2.01 1.16

Equation 1 Equation 2

Dependent variable: 
Change in standard 
deviation of inflation 
between samples (3) – (1) (3) – (2) (6) – (4) (6) – (5) (3) – (1) (3) – (2) (6) – (4) (6) – (5)

Panel B
Constant –3.18 –0.82 –3.31 –0.85 0.50 0.92 0.79 1.01

(0.41) (0.34) (0.43) (0.32) (0.32) (0.24) (0.30) (0.22)
Inflation targeting dummy 0.03 –0.78 0.41 –0.87 0.41 0.31 0.59 0.50

(0.70) (0.58) (0.78) (0.59) (0.23) (0.27) (0.21) (0.26)
Initial value –0.84 –0.86 –0.92 –0.93

(0.07) (0.10) (0.06) (0.09)
Adjusted R2 –0.06 0.04 –0.04 0.06 0.89 0.83 0.92 0.92

Note: Standard errors are in parentheses.

trend inflation because targeters might stabilize this variable even if they
cannot smooth out higher-frequency inflation shocks.4

There is no evidence whatsoever that inflation targeting reduces inflation

4. In analyzing trend inflation, we include a quarter in a sample only if all quarters that con-
tribute to the nine-quarter average are in the sample.
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Table 6.5 Standard deviation of trend inflation rate (9-quarter moving average)

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6

Panel A
Australia 3.80 2.76 1.37 3.80 2.76 1.37
Canada 2.89 0.44 0.53 2.88 0.92 0.53
New Zealand 4.43 3.55 0.83 4.48 4.20 0.92
Sweden 2.63 2.04 0.57 2.63 2.04 0.57
United Kingdom 4.59 1.69 0.34 4.59 1.69 0.34
Finland 3.54 1.26 0.28 3.54 1.26 0.28
Spain 4.66 0.79 0.42 4.65 0.67 0.92
United States 2.81 0.81 0.44 2.81 0.82 0.45
Japan 3.71 1.06 0.68 3.70 1.04 0.70
Denmark 2.85 0.95 0.27 2.87 0.99 0.27
Austria 1.78 0.82 0.49 1.78 0.83 0.41
Belgium 2.72 0.78 0.21 2.71 0.77 0.21
France 3.35 0.32 0.37 3.36 0.35 0.39
Germany 1.67 1.33 0.25 1.67 1.42 0.18
Ireland 5.20 0.41 0.31 5.20 0.43 0.25
Italy 5.35 0.54 1.10 5.34 0.56 1.06
The Netherlands 2.55 1.30 0.14 2.54 1.31 0.13
Portugal 7.21 1.37 0.72 7.19 1.47 0.50
Norway 2.51 1.92 0.33 2.53 1.96 0.33
Switzerland 1.92 1.68 0.41 1.91 1.65 0.39

Averages
IT 3.79 1.79 0.62
NIT 3.36 1.02 0.44
CIT 3.65 2.14 0.67
NCIT 3.45 1.02 0.44

Equation 1 Equation 2

Dependent variable: 
Change in standard
deviation of trend
inflation between samples (3) – (1) (3) – (2) (6) – (4) (6) – (5) (3) – (1) (3) – (2) (6) – (4) (6) – (5)

Panel B
Constant –2.92 –0.58 –3.00 –0.58 0.16 0.30 0.14 0.33

(0.37) (0.20) (0.36) (0.20) (0.18) (0.13) (0.19) (0.13)
Inflation targeting dummy –0.25 –0.58 0.02 –0.90 0.15 0.08 0.21 0.10

(0.62) (0.33) (0.65) (0.36) (0.14) (0.16) (0.15) (0.19)
Initial value –0.92 –0.87 –0.91 –0.89

(0.05) (0.09) (0.05) (0.10)
Adjusted R2 –0.05 0.10 –0.06 0.22 0.95 0.84 0.95 0.85

Note: Standard errors are in parentheses.

variability. The standard deviations of inflation and trend inflation fall for
all groups of countries during the targeting period. At all times, the stan-
dard deviations are lower for nontargeters than for targeters. Equation (1)
suggests that targeters experience larger falls in standard deviations, but
this result disappears when equation (2) controls for regression to the mean.



In fact, table 6.4 suggests that, controlling for regression to the mean,
inflation targeting raises the standard deviation of inflation. This effect
is sometimes statistically significant. Nonetheless, this perverse result is
likely a fluke (given the number of regressions we run, our tests should pro-
duce some Type 1 errors). Our robust finding is that inflation targeting has
no beneficial effects.

6.4.3 Inflation Persistence

Finally, we examine the persistence of inflation movements. For each
country and sample period, we estimate a fourth-order autoregressive
model (AR[4]) for quarterly inflation. Then, for each period, we average
each AR coefficient across targeting and nontargeting countries. Using
these average coefficients, we compute impulse response functions showing
the effects of inflation shocks on future inflation.

Figure 6.2 presents some of our results. We use solid lines for the impulse
response functions in targeting countries and dashed lines for nontar-
geters. For each group, we present results for the long pretargeting periods
(samples 1 and 4) and the targeting periods (samples 3 and 6). We omit re-
sponses for the short pretargeting samples, which always lie between the re-
sponses that we show.

Figure 6.2 shows that inflation persistence has decreased over time—in-
flation has become more “anchored.” In the pretargeting periods, a unit in-
flation shock in quarter t raises inflation at t � 1 by more than 0.4 points,
and this effect dies out slowly. For the targeting period, the effect is around
0.2 at t � 1, and it disappears in a few quarters. Crucially, this pattern holds
for both targeting and nontargeting countries. Once again, there is no evi-
dence that targeting affects inflation behavior.5

6.5 Output Growth

We now ask whether inflation targeting affects output behavior. We ex-
amine the mean and standard deviation of real output growth, using the
same methods we applied to inflation behavior. We use annual output
data, as reliable quarterly data are not available for all countries in our
sample. For each country, we include a year in a given sample period only
if all four quarters of the year belong to the sample under our quarterly
dating.
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5. Note that the impulse responses for targeters in samples 3 and 6 are negative at some lags.
We have checked the statistical significance of the negative responses with Monte Carlo ex-
periments, following Sheridan (2001). The only response that is significantly negative is the
response for CIT countries in period t � 4. We are inclined to dismiss the negative responses
as a fluke, because they are not plausible theoretically.



6.5.1 Average Growth

There is no obvious theoretical reason that inflation targeting should
affect average output growth. (It might if it affected inflation behavior and
inflation affects growth, but see our negative findings about inflation.)
Nonetheless, Mishkin (1999, 597) suggests that a

conservative conclusion is that, once low inflation is achieved, inflation
targeting is not harmful to the real economy. Given the strong economic
growth after disinflation was achieved in many countries that have
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Fig. 6.2 Inflation persistence



adopted inflation targets, New Zealand being one outstanding example,
a case can be made that inflation targeting promotes real economic
growth in addition to controlling inflation.

Here we examine this idea, with inconclusive results.
Table 6.6 presents our results about average growth rates. Average
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Table 6.6 Mean annual growth rates

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6

Panel A
Australia 3.65 3.09 4.59 3.65 3.09 4.59
Canada 4.04 2.52 3.06 3.94 2.30 3.44
New Zealand 3.05 2.72 2.79 2.76 1.68 3.42
Sweden 2.51 1.18 2.82 2.51 1.18 2.82
United Kingdom 2.40 2.69 2.94 2.40 2.69 2.94
Finland 3.15 1.00 4.68 3.15 1.00 4.68
Spain 4.22 2.91 3.25 4.45 3.51 2.94
United States 3.40 2.84 3.39 3.40 2.84 3.39
Japan 5.67 4.12 1.17 5.67 4.12 1.17
Denmark 2.10 1.46 2.81 2.10 1.46 2.81
Austria 3.38 2.87 2.13 3.38 2.87 2.13
Belgium 3.32 2.56 2.54 3.32 2.56 2.54
France 3.64 2.55 2.02 3.64 2.55 2.02
Germany 3.44 4.31 1.62 3.44 4.31 1.62
Ireland 4.17 4.36 8.50 4.17 4.36 8.50
Italy 3.91 2.43 2.01 3.91 2.43 2.01
The Netherlands 3.99 2.90 3.19 3.99 2.90 3.19
Portugal 4.10 4.41 3.08 4.10 4.41 3.08
Norway 3.48 2.50 3.50 3.48 2.50 3.50
Switzerland 2.55 2.01 1.18 2.55 2.01 1.18

Averages
IT 3.29 2.30 3.45
NIT 3.63 3.02 2.86
CIT 3.07 1.99 3.65
NCIT 3.69 3.06 2.86

Equation 1 Equation 2

Dependent variable:
Change in mean annual 
growth rate between 
samples (3) – (1) (3) – (2) (6) – (4) (6) – (5) (3) – (1) (3) – (2) (6) – (4) (6) – (5)

Panel B
Constant –0.77 –0.17 –0.82 –0.19 2.04 1.64 1.78 1.40

(0.47) (0.46) (0.44) (0.43) (1.79) (1.31) (1.83) (1.31)
Inflation targeting dummy 0.93 1.31 1.40 1.85 0.67 0.88 0.97 1.30

(0.80) (0.77) (0.81) (0.78) (0.78) (0.81) (0.84) (0.88)
Initial value –0.77 –0.60 –0.71 –0.52

(0.48) (0.41) (0.48) (0.41)
Adjusted R2 0.02 0.09 0.10 0.20 0.10 0.15 0.15 0.23

Note: Standard errors are in parentheses.
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growth increased in inflation-targeting countries after targeting began, and
it decreased slightly in nontargeting countries. When we control for re-
gression to the mean, our point estimates imply that targeting raises aver-
age growth by a substantial amount: from 0.7 to 1.3 percentage points, de-
pending on the specification. However, all the t-statistics are below 1.5, and
three of four are below 1.2. Thus the point estimates do not mean much.

Our estimates are imprecise because growth rates vary greatly across
individual countries. In our short samples, average growth depends on
economies’ cyclical positions when the samples start and end as well as
growth in potential output. We need to observe inflation targeting over
longer periods to see whether it affects average growth.

6.5.2 Output Variability

Some economists argue that “flexible” inflation targeting stabilizes out-
put as well as inflation. Others, such as Cecchetti and Ehrmann (1999),
suggest that targeting makes output more variable. Once again, we find
that targeting simply does not matter.

Table 6.7 presents results about the standard deviation of annual output
growth. These results mostly echo our findings about the standard devia-
tion of inflation. In the short pretargeting periods and the targeting peri-
ods, output is more stable for nontargeting countries than for targeters. For
both groups, output becomes more stable during the targeting period.
When we control for regression to the mean, our estimates suggest that tar-
geting raises output variability, but this effect is not statistically significant.

6.6 Interest Rates

We next examine the level of long-term interest rates, which should re-
flect inflation expectations, and the variability of short-term rates, which
might indicate the activism of monetary policy.

6.6.1 Average Long-Term Rates

We have seen that inflation targeters and nontargeters have experienced
similar reductions in inflation since the early 1990s. Targeting proponents
argue, however, that targeting locks in low inflation permanently, while ad-
verse events might reignite inflation under “just do it” policies. If the public
believes this argument, then targeting should reduce both expected infla-
tion and inflation uncertainty. As discussed by King (2002), both effects
should reduce long-term interest rates.

We look for this effect in OECD data on ten-year government bond
rates. The data are annual, so we date our sample periods by years, as in our
work on output behavior. The data start in 1970, so we begin samples 1 and
4 in that year rather than 1960.

Table 6.8 presents our results, which are highly reminiscent of our infla-
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Table 6.7 Standard deviation of annual growth rate

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6

Panel A
Australia 2.24 1.91 1.73 2.24 1.91 1.73
Canada 2.50 2.60 1.46 2.53 2.48 1.32
New Zealand 2.82 3.50 2.28 2.85 3.06 1.93
Sweden 2.27 2.10 1.36 2.27 2.10 1.36
United Kingdom 2.17 2.33 0.77 2.17 2.33 0.77
Finland 3.23 3.95 1.09 3.23 3.95 1.09
Spain 3.13 2.08 0.73 3.05 1.66 0.68
United States 2.38 1.51 1.38 2.38 1.51 1.38
Japan 4.00 1.74 1.28 4.00 1.74 1.28
Denmark 2.31 1.50 1.26 2.31 1.50 1.26
Austria 2.23 1.17 0.74 2.23 1.17 0.74
Belgium 2.11 1.13 0.93 2.11 1.13 0.93
France 1.98 1.28 0.88 1.98 1.28 0.88
Germany 2.79 3.84 0.58 2.79 3.84 0.58
Ireland 2.08 1.86 1.92 2.08 1.86 1.92
Italy 2.91 1.01 0.66 2.91 1.01 0.66
The Netherlands 5.53 1.09 0.54 5.53 1.09 0.54
Portugal 3.59 1.98 0.47 3.59 1.98 0.47
Norway 1.85 1.66 1.70 1.85 1.66 1.70
Switzerland 2.77 1.92 0.84 2.77 1.92 0.84

Averages
IT 2.54 2.73 1.45
NIT 2.81 1.67 1.01
CIT 2.55 2.64 1.37
NCIT 2.83 1.67 0.99

Equation 1 Equation 2

Dependent variable: 
Change in standard 
deviation of growth 
rate between samples (3) – (1) (3) – (2) (6) – (4) (6) – (5) (3) – (1) (3) – (2) (6) – (4) (6) – (5)

Panel B
Constant –1.80 –0.65 –1.84 –0.68 1.59 0.95 1.53 1.08

(0.32) (0.24) (0.30) (0.23) (0.38) (0.30) (0.34) (0.28)
Inflation targeting dummy 0.52 –0.64 0.66 –0.60 0.29 0.30 0.32 0.43

(0.54) (0.41) (0.55) (0.43) (0.22) (0.28) (0.21) (0.26)
Initial value –1.20 –0.96 –1.19 –1.06

(0.13) (0.16) (0.11) (0.15)
Adjusted R2 0.00 0.07 0.02 0.05 0.83 0.69 0.86 0.75

Note: Standard errors are in parentheses.

tion and output results. If we define better performance by lower interest
rates, then nontargeters always do better than targeters. Both groups im-
proved during the targeting period; the improvement is somewhat larger
for targeters, but the effect of targeting disappears when we control for re-
gression to the mean.



6.6.2 The Variability of Short-Term Interest Rates

In addition to examining economic outcomes, we would like to know
whether inflation-targeting central banks move their policy instruments
differently from nontargeters. In principle, one can address this issue by es-
timating reaction functions for short-term interest rates (i.e., Taylor rules).
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Table 6.8 Long-term interest rates

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6

Panel A
Australia 10.78 11.83 6.82 10.78 11.83 6.82
Canada 8.72 10.19 7.04 8.72 10.02 6.72
New Zealand 10.70 15.15 7.44 10.65 13.34 7.04
Sweden 9.22 10.99 6.48 9.22 10.99 6.48
United Kingdom 9.86 10.35 6.62 9.86 10.35 6.62
Finland 9.46 10.65 7.13 9.46 10.65 7.13
Spain 11.78 12.24 6.66 11.90 12.77 8.25
United States 7.61 8.43 6.05 7.61 8.43 6.05
Japan 7.01 5.65 2.45 7.01 5.65 2.45
Denmark 12.06 10.17 6.28 12.06 10.17 6.28
Austria 8.12 7.66 6.18 8.12 7.66 6.18
Belgium 8.51 9.05 6.33 8.51 9.05 6.33
France 9.44 9.68 6.26 9.44 9.68 6.26
Germany 7.60 7.32 6.03 7.60 7.32 6.03
Ireland 10.34 10.34 6.90 10.34 10.34 6.90
Italy 10.42 12.45 8.77 10.42 12.45 8.77
The Netherlands 7.43 7.43 6.02 7.43 7.43 6.02
Portugal 15.69 21.23 8.35 15.69 21.23 8.35
Norway 8.56 11.65 6.38 8.56 11.65 6.38
Switzerland 4.67 5.16 3.82 4.67 5.16 3.82
Averages

IT 10.07 11.63 6.88
NIT 9.04 9.71 6.14
CIT 9.78 11.19 6.80
NCIT 9.24 9.93 6.29

Equation 1 Equation 2

Dependent variable: 
Change in mean  
long-term interest rate
between samples (3) – (1) (3) – (2) (6) – (4) (6) – (5) (3) – (1) (3) – (2) (6) – (4) (6) – (5)

Panel B
Constant –2.89 –3.57 –2.95 –3.64 2.57 3.38 2.23 3.23

(0.47) (0.73) (0.44) (0.69) (0.98) (0.67) (0.96) (0.70)
Inflation targeting dummy –0.30 –1.18 –0.03 –0.76 0.33 0.20 0.27 0.12

(0.80) (1.24) (0.80) (1.25) (0.49) (0.45) (0.49) (0.47)
Initial value –0.60 –0.72 –0.56 –0.69

(0.10) (0.06) (0.10) (0.07)
Adjusted R2 –0.05 –0.01 –0.06 –0.03 0.63 0.88 0.61 0.86

Note: Standard errors are in parentheses.



In practice, it appears difficult to get meaningful estimates of these equa-
tions with the short samples at hand. We therefore examine a cruder mea-
sure of policy behavior, the standard deviation of short-term rates. Differ-
ences in policy rules should affect this statistic. For example, if inflation
targeters respond more strongly to inflation movements, then short-term
rates should become more volatile (unless targeting stabilizes inflation, an
effect we fail to find).6

We examine the volatility of short-term rates at the quarterly frequency.
Our data are interbank rates from the IFS (line 60b). We examine only the
shorter of our pretargeting samples, the ones starting in 1985, because con-
sistent data are not available before then. For once, we throw out a few
troublesome outliers. For all countries, we delete the three quarters of the
exchange rate mechanism (ERM) crisis, 1992:3 through 1993:1, when in-
terest rates jumped to very high levels.

The results, given in table 6.9, follow the pattern we have seen again and
again. Interest rate volatility is lower for nontargeters than for targeters
and falls over time for both groups. The decrease appears larger for tar-
geters if we ignore regression to the mean, but not if we control for it.

6.7 Bivariate Results

So far we have examined the univariate behavior of inflation, output,
and interest rates. In principle, we would like to look more deeply at
whether inflation targeting changes the structure of the economy. For our
short samples, however, it is impractical to estimate sophisticated struc-
tural equations. Here we take one step beyond our univariate analysis by
examining several bivariate relations.

6.7.1 Methodology

For each country and sample period, we run three regressions:

(3) �� � a( y � y∗),

(4) �� � K0 � b(�pcom � �US),

(5) � fore � K1 � c�(�1),

where y∗ is the trend level of output (measured by the Hodrick-Prescott fil-
ter with smoothing parameter 100); pcom is an index of commodity prices in
U.S. dollars, from the IFS; �US is U.S. inflation; and � fore is an OECD fore-
cast of inflation. All the data are annual.
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6. Neumann and von Hagen (2002) and Kuttner and Posen (1999) estimate Taylor rules for
inflation targeters. For a critique, see Mishkin’s (2002) discussion of Neumann and von Ha-
gen (2002).



Equation (3) can be interpreted as an accelerationist Phillips curve: it
shows how the output gap affects the change in inflation. Equation (4)
measures the inflationary effect of a change in the relative price of com-
modities, which we interpret as a “supply shock.” The change in the rela-
tive price is the change in the U.S. dollar price minus U.S. inflation. Finally,
equation (5) shows how expected inflation responds to movements in past
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Table 6.9 Standard deviation of short-term interest rates

Sample 2 Sample 3 Sample 5 Sample 6

Panel A
Australia 4.15 1.07 4.15 1.07
Canada 1.87 1.21 2.35 1.20
New Zealand 5.24 2.35 5.85 1.79
Sweden 2.21 1.86 2.21 1.86
United Kingdom 2.10 0.85 2.10 0.85
Finland 2.26 1.10 2.26 1.10
Spain 2.59 1.97 1.99 1.82
United States 1.63 1.04 1.75 0.93
Japan 1.62 0.89 1.64 0.75
Denmark 1.01 1.70 1.03 1.14
Austria 1.94 1.11 1.91 0.78
Belgium 1.62 1.62 1.61 1.05
France 1.05 1.60 1.04 1.38
Germany 2.08 1.20 2.06 0.91
Ireland 2.00 0.77 2.08 0.76
Italy 1.51 1.93 1.59 2.00
The Netherlands 1.68 1.17 1.66 0.92
Portugal 2.77 2.54 2.79 2.38
Norway 1.73 1.27 1.97 1.30
Switzerland 2.55 1.27 2.51 1.10

Averages
IT 2.92 1.49
NIT 1.79 1.39
CIT 3.15 1.31
NCIT 1.83 1.23

Equation 1 Equation 2Dependent variable: Change
in standard deviation of the 
short term interest rate (3) – (2) (6) – (5) (3) – (2) (6) – (5)

Panel B
Constant –0.39 –0.60 1.04 0.96

(0.23) (0.24) (0.28) (0.26)
Inflation targeting dummy –1.04 –1.24 –0.13 –0.11

(0.39) (0.44) (0.28) (0.28)
Initial value –0.80 –0.85

(0.14) (0.12)
Adjusted R2 0.28 0.31 0.76 0.82

Note: Standard errors are in parentheses.



inflation. We measure expectations with OECD forecasts, which are pro-
duced in consistent ways for all countries.7

Previous authors suggest that inflation targeting should affect the coef-
ficients a, b, and c in these equations. For example, Bernanke et al. (1999)
argue that targeting “anchors” inflation expectations, so c should fall. They
also argue that targeting reduces the effects of supply chocks, so b should
fall (see the quote at the start of this paper). The effects on a, the Phillips
curve slope, are debatable. This coefficient might fall if inflation becomes
more anchored. On the other hand, Corbo, Landerretche, and Schmidt-
Hebbel (2002) argue that targeting reduces the cost of disinflation, which
suggests a rise in a.

We are interested in the averages of a, b, and c for targeting and nontar-
geting countries. When we estimate these coefficients for individual coun-
tries, the standard errors vary greatly. Since there is more noise in some
estimated coefficients than in others, a simple average is an inefficient
estimator of the true average coefficient. We therefore compute weighted
averages, with weights inversely proportional to the variances of the coef-
ficient estimates. Similarly, we estimate our differences regression by
weighted least squares, with weights inversely proportional to the standard
deviations of the estimated changes in coefficients. We do not add estimates
of initial coefficients to the right-hand sides of our regressions, because the
measurement error in the coefficients would create bias.8

6.7.2 Results

Table 6.10 presents our bivariate results. For the final time, we find that
economic behavior has changed over time, but the changes are similar for
inflation targeters and nontargeters.

There are two significant changes over time: expectations respond less
to inflation movements, and inflation responds less to commodity prices.
Both results suggest a greater anchoring of inflation. Strikingly, the com-
modity-price coefficients fall by an order of magnitude. For example, the av-
erage coefficient in sample 1 (1960 to the start of IT) is 0.05 for nontargeters.
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7. Some details: We exclude a constant term from equation (3) because y – y∗ has a zero
mean and we want to rule out a deterministic trend in inflation. In equation (4), the change in
relative commodity prices is the same for all countries. We have also estimated equation (4)
with y – y∗ included, which can be interpreted as a Phillips curve augmented with supply
shocks. Our results about the coefficient on the change in commodity prices do not change.
In addition, we obtain similar results when we replace the change in commodity prices with
the change in the relative price of oil. In equation (5), �(–1) is inflation in year –1 as estimated
by the OECD in December of that year, when they make forecasts for the following year.

8. In principle, the optimal estimators of the group means and equation (1) use weights that
depend on both the variances of the coefficient estimates and the variances of true coefficients
across countries in a group. Using the residuals from our cross-country regressions, we have
estimated the variances of true coefficients, and we find they are small. We therefore set these
variances to zero and derive the optimal weights based on the variances of coefficient esti-
mates. These weights are the ones described in the text.



Table 6.10 Multivariate results

Panel A: Phillips-Curve coefficients

Weighted 
averages Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6

IT 0.35 0.10 0.18
NIT 0.27 0.25 0.17
CIT 0.37 0.18 0.14
NCIT 0.27 0.25 0.18

Equation 1 (weighted least squares)Dependent variable: Change
in estimated coefficient 
between samples (3) – (1) (3) – (2) (6) – (4) (6) – (5)

Constant –0.12 –0.07 –0.11 –0.05
(0.07) (0.09) (0.07) (0.07)

Inflation targeting dummy 0.13 0.20 0.00 0.07
(0.12) (0.12) (0.13) (0.11)

Panel B: Effect of commodity-price changes on inflation

Weighted 
averages Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6

IT 0.044 0.036 0.005
NIT 0.054 0.068 0.006
CIT 0.049 0.082 0.014
NCIT 0.053 0.065 0.006

Equation 1 (weighted least squares)Dependent variable: Change
in estimated coefficient 
between samples (3) – (1) (3) – (2) (6) – (4) (6) – (5)

Constant –0.048 –0.050 –0.047 –0.048
(0.010) (0.014) (0.009) (0.013)

Inflation targeting dummy 0.006 –0.012 0.012 –0.027
(0.024) (0.031) (0.024) (0.034)

Panel C: Response of expected inflation to inflation

Weighted 
averages Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6

IT 0.83 0.71 0.43
NIT 0.83 0.71 0.66
CIT 0.82 0.63 0.45
NCIT 0.83 0.71 0.63

Equation 1 (weighted least squares)Dependent variable: Change
in estimated coefficient 
between samples (3) – (1) (3) – (2) (6) – (4) (6) – (5)

Constant –0.23 –0.10 –0.25 –0.12
(0.04) (0.06) (0.04) (0.06)

Inflation targeting dummy –0.15 –0.13 –0.10 –0.05
(0.10) (0.14) (0.11) (0.15)

Note: Standard errors are in parentheses.



This means that a 10 percent rise in the relative price of commodities raises
inflation by 0.5 of a percentage point. For the IT period (sample 3), the co-
efficient is 0.006.

In contrast, there is no evidence that inflation targeting affects the co-
efficients that we consider. In the twelve regressions in table 6.10, the tar-
geting dummy is never significant at the 10 percent level.

6.8 Comparison to Other Studies

The closest study to ours is that of Neumann and von Hagen (2002).
Their paper and ours have the same title. Part of their paper, like this one,
compares the volatility of inflation, output, and interest rates across time
periods and groups of countries. But Neumann and von Hagen’s conclu-
sion differs from ours: “Taken together, the evidence confirms the claim
that IT matters” (144).

Our study differs from Neumann and von Hagen (2002) in many details,
but the crucial difference may be our treatment of regression to the mean.
After the sentence quoted above, they continue: “Adopting this policy has
permitted IT countries to reduce inflation to low levels and curb the volatil-
ity of inflation and interest rates; in so doing, these banks have been able to
approach the stability achieved by the Bundesbank” (Neumann and von
Hagen’s main example of a non–inflation targeter). We, too, find that tar-
geters have caught up with nontargeters along some dimensions, but this
convergence was not caused by targeting.

A number of other studies report evidence that inflation targeting mat-
ters. For example, researchers report that targeting steepens the Phillips
curve (Clifton, Hyginus, and Wong 2001); that it dampens movements in
expected inflation (Sheridan 2001); and that it increases the predictability
of inflation (Corbo, Landerretche, and Schmidt-Hebbel 2002).9 Some of
these results may again reflect regression to the mean rather than a true ef-
fect of targeting. This possibility is suggested by Corbo, Landerretche, and
Schmidt-Hebbel’s (2002, 263) conclusion that “Inflation targeters have con-
sistently reduced inflation forecast errors (based on country VAR mod-
els) toward the low levels prevalent in non-targeting industrial countries.”

It is difficult to compare our results directly to previous work, as the
methodologies are quite different. We believe, however, that our results
cast doubt on earlier findings that inflation targeting affects economic be-
havior. It seems unlikely that targeting would affect the relationships stud-
ied by previous authors and yet, as we find, have no effects on the means or
standard deviations of inflation, output, or interest rates.
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9. See also Johnson (2002) and the literature review in Neumann and von Hagen (2002).



6.9 Conclusion

We find no evidence that inflation targeting improves a country’s eco-
nomic performance. How should one interpret this result?

One possibility is that targeting and nontargeting countries pursue sim-
ilar interest rate policies. Research suggests that the policies needed to im-
plement inflation targeting are similar to the Taylor rules that fit the United
States and other nontargeters (e.g., Svensson 1997; Ball 1999). Indeed, ob-
servers have suggested that the United States is a “covert inflation targeter”
(Mankiw 2001). This view is supported by our finding of similar interest
rate volatility for targeters and nontargeters. If targeting does not change
the behavior of policy instruments, it is not shocking that economic out-
comes do not change either. This result suggests, however, that the formal
and institutional aspects of targeting—the public announcements of tar-
gets, the inflation reports, the enhanced independence of central banks—
are not important. Nothing in the data suggests that covert targeters would
benefit from adopting explicit targets.

Our results do not provide an argument against inflation targeting, for we
have not found that it does any harm. In addition, there may be benefits that
we do not measure. First, aspects of inflation targeting may be desirable for
political rather than economic reasons. Bernanke et al. (1999, 333) argue
that targeting produces more open policy making, making “the role of the
central bank more consistent with the principles of a democratic society.”

Second, inflation targeting might improve economic performance in the
future. The economic environment has been fairly tranquil during the in-
flation-targeting era, and so many central banks have not been tested se-
verely. Perhaps future policymakers will face 1970s-sized supply shocks, or
strong political pressures for inflationary policies. At that point, we may
see that inflation targeters handle these challenges better than policymak-
ers who “just do it.”

Thus, a paper that replicates this study in twenty-five or fifty years may
find ample evidence that targeting improves performance. The evidence is
not there, however, in the data through 2001.

Appendix

Consider the problem of estimating the effect of inflation targeting on X,
some measure of economic performance. For concreteness, we will some-
times refer to X as “average inflation.” We present a simple statistical
model of the determinants of X in different countries and periods. In our
model, regression (1) in the text, the differences estimator, produces a bi-
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ased estimate of the effect of targeting if the targeting dummy is correlated
with the pretargeting level of X. Adding the pretargeting X, as in regression
(2), eliminates the bias.

Let Xit be the value of X in country i and period t. The t subscript takes
on two values, “pre” and “post.” We assume that Xit is given by

(A1) Xit � k � a1Qit � �i � �t � �it,

where �i is a country-specific effect, �t is a period-specific effect, vit is an
error term specific to country i in period t, and Qit is a dummy equal to 1 if
country i targets inflation in period t. For all countries, Qi,pre equals zero
and Qi,post equals Di, the targeting dummy in the text.

In equation (A1), the Qit term captures the possible effect of inflation tar-
geting. We would like to estimate its coefficient, a1. The other terms are a
conventional decomposition of the error term in a panel regression. By
construction, the idiosyncratic shock �it is uncorrelated with �i and �t, and
�i,pre and �i,post are uncorrelated with each other.

Differencing equation (A1) over time yields

(A2) Xi,post � Xi,pre � (�post � �pre) � a1Di � (�i,post � �i,pre),

where we use the fact that Q i,post – Q i,pre � Di. Thus, in cross-country data,
the change in X depends on a constant (�post – �pre), the targeting dummy,
and a composite error term. We can interpret regression (1), the differences
estimator in the text, as an ordinary least squares (OLS) estimator of equa-
tion (A2).

Suppose that countries with higher initial inflation, Xi,pre, are more likely
to adopt inflation targeting. The error �i,pre is one component of Xi,pre, so a
higher �i,pre makes targeting more likely: �i,pre is positively correlated with
the dummy Di. The error in (A2) includes –�i,pre, so the dummy is negatively
correlated with the error. This correlation implies that the OLS estimate of
the dummy coefficient, al, is biased downward. Consequently, regression
(1) is likely to find that targeting reduces inflation even if there is no true
effect.

Now consider what happens when we add the initial level of X to our re-
gression. We can rewrite equation (A2) as

(A3) Xi,post � Xi,pre � (�post � �pre) � a1Di � a2Xi,pre � (�i,post � �i,pre),

where the true value of a2 is zero. We interpret regression (2) in the text as
an OLS estimator of this equation. We now sketch a proof that the estimate
of al is unbiased even if Xi,pre affects the likelihood of targeting.

Rather than viewing �i,pre as part of the error term in (A3), let us interpret
it as a variable that is left out when we regress the change in Xi on the con-
stant, Di, and Xi,pre. If �i,pre were measured and included in the regression,
then OLS would be unbiased, because all right-side variables would be un-
correlated with the remaining error �i,post. We can therefore use standard re-
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sults to determine the biases that arise when �i,pre is left out (Maddala 1989,
122). Specifically, the bias in the OLS estimate of al is proportional to the
expected coefficient on Di in an auxiliary regression of �i,pre on a constant,
Di and Xi,pre. One can show that this expected coefficient is zero, implying
zero bias. Intuitively, �i,pre is correlated with Di, but this correlation works
through the effect of �i,pre on Xi,pre. When one controls for Xi,pre in the auxil-
iary regression, there is no relation between �i,pre and Di.
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Comment Mark Gertler

Introduction

This is an interesting and provocative paper. I enjoyed reading it. The au-
thors make two main arguments:

1. The existing evidence in favor of inflation targeting is open to identi-
fication problems.

2. After taking into account this identification problem, the evidence
suggests that inflation targeting has been irrelevant.

On the first point I completely agree. On the second point, however, I dis-
agree. I do not think the authors’ empirical framework is sharp enough to
disentangle the effects.

The essence of the authors’ argument is that the endogeneity of inflation
targeting makes the existing evidence difficult to interpret. I will argue that
this same endogeneity problem potentially clouds the interpretation of
their empirical tests. In particular, to the extent that there is not much ex-
ogenous variation in the choice to adopt inflation targeting, it may be very
difficult to identify the effects, particularly in a small sample.

A second major issue involves the classification scheme. The authors di-
vide the countries into targeters and nontargeters. I will argue that many of
the nontargeters (if not just about all), however, adopted monetary policies
that were very similar in practice to formal inflation targeting. This lack of
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sharpness in the classification scheme further complicates the task of dis-
entangling the contribution of inflation targeting.

Below I elaborate on each of these points.

The Empirical Framework

The authors begin with a data set that consists of various economic in-
dicators for most of the OECD countries over the period 1960 to the pres-
ent. They then consider the following two econometric specifications:

(1) Xpost � Xpre � a0 � a1D � u

(2) Xpost � Xpre � a0 � a1D � a2Xpre � �,

where Xpost is variable X (say, inflation) in the second part of the sample and
Xpre is the variable in the first part. In addition, D is a dummy that takes on
a value of unity if the country adopted a formal inflation target in the sec-
ond part of the sample (no countries adopted in the first part). Finally, u
and � are error terms.

Equation (1) is the specification that much of the existing literature has
considered. Under this specification, estimates of the coefficient al are typ-
ically significant for the kinds of variables considered. For example, if X is
inflation, al is typically negative and statistically significant. The tempta-
tion in the literature has been to conclude that countries that adopted for-
mal inflation targets experienced a significantly larger drop than countries
that did not: that is, inflation targeting has made a difference.

As the authors correctly point out, however, this interpretation is prob-
lematic if (as one might think) the decision to adopt inflation targeting is
endogenous. It is possible, for example, that high inflation in the early part
of the sample induced countries to adopt inflation targeting. Indeed, coun-
tries that adopted inflation targeting did tend to have higher-than-average
inflation in the first part of the sample. This potential endogeneity leaves
open the possibility that inflation targeting did not have a true causal effect
on a inflation. Rather, the drop in inflation could simply have been the re-
sult of what the authors call “regression to the mean” factors, with infla-
tion targeting being merely a veil.

A sharper way to see the problem is as one of specification bias. It could
be the case that estimate of al is negative because the inflation-targeting
dummy is negatively correlated with the error term u and not because D is
truly causal. This negative correlation arises if (a) high inflation induces in-
flation targeting and (b) the drop in inflation merely reflects regression-to-
the-mean factors, as the authors suggest.

The authors propose to correct for the specification bias by adding Xpre

to the right-hand side, as in equation (2). When they do so, they find that
coefficient a2 is significantly negative but that al now does not significantly
differ from zero. That is, after controlling for initial inflation, the inflation-
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targeting dummy no longer has any explanatory power. The authors inter-
pret this result as suggesting that inflation targeting does not matter.

I think the evidence is not sharp enough to draw any firm conclusion.
The alternative interpretation is also consistent with the evidence: coun-
tries that experienced high inflation early on subsequently adopted infla-
tion targeting as a consequence. Inflation targeting, in turn, facilitated the
disinflation. Under this scenario (where the decision to adopt inflation tar-
geting is completely endogenous), the impact of inflation targeting is em-
bedded in the reduced-form coefficient a2. The causal variable remains Xpre.
However, inflation targeting is part of the propagation mechanism, which
accounts for how countries with early high inflation experienced a larger
drop in inflation in the second part of the sample.

Here one can make an analogy with the identified vector autoregression
(VAR) literature. We know from this work that just because nonmonetary
shocks account for most of the variation in output, one cannot conclude
that monetary policy is not important. It could be that the response of the
economy to these nonmonetary shocks is quite sensitive to the endogenous
response of monetary policy. Similarly, the endogenous response of infla-
tion targeting to high inflation within the OECD countries might have
shaped the dynamic response of inflation. Given the nature of the evidence
the authors present, it is difficult to sort out these competing explanations.

To the extent that there is some exogenous variation in decisions to
adopt inflation targeting, the authors’ empirical framework could in prin-
ciple identify the effects of inflation targeting. Over the cross section of
countries the authors consider, however, the correlation between initial in-
flation and the decision to adopt targeting appears very strong. That is, ini-
tial inflation seems to be a good indicator of whether a country adopts.
Even if there is some residual exogenous variation in the adoption deci-
sion, however, it is not clear that the sample size is sufficiently large to iden-
tify the impact of this variation. That is, multicollinearity is likely an issue.

The Classification Scheme

The other key issue, as I noted earlier, is that the authors’ classification
scheme may not be sufficiently sharp. In principle, one can only assess the
effects of inflation targeting by having a clear alternative monetary policy
regime as a benchmark. That is, to draw conclusions about inflation tar-
geting, one must ask what it is being compared to.

In this regard, it is not clear that the non-inflation-targeting countries in
the sample followed monetary policies that were clearly distinct from those
of the inflation-targeting countries. Many of the nontargeters belong to
the European Monetary Union, which has adopted a hybrid of inflation
targeting that involves explicit objectives for both inflation and money
growth. In addition, while some nontargeting central banks, such as the
Federal Reserve, may not have formal numerical objectives for inflation, it
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could be argued that they implicitly targeted inflation by managing inter-
est rates in a way that is indistinguishable from what a formal inflation-
targeting central bank might choose. Accordingly, given the fuzziness of
the classification scheme, it is perhaps not surprising that it is difficult to
disentangle any impact of inflation targeting. More formally, measurement
error in Dt provides an additional reason why estimates of al may be in-
significant, even if inflation targeting really does matter.

It is useful to take a closer look at the classification. In table 6C.1, I di-
vide the countries into the targeting and nontargeting groups. Within each
group I divide the countries into the Euro and non-Euro members.

The sample consists of seven targeters and thirteen nontargeters. How-
ever, more than half of the nontargeters (eight) belong to the European
Monetary Union (EMU), as do two of the targeters. Because EMU has fol-
lowed a policy that is very close in spirit to inflation targeting, it is not clear
that it is desirable to have these countries in the control group.

What about the non-Euro nontargeters? As I alluded to earlier, there is
evidence to suggest that the United States under Volcker and Greenspan
has acted like an implicit inflation targeter. Denmark has been on the verge
of joining the EMU and has thus pursued a monetary policy that has been
very close in spirit. Switzerland in fact follows a system of inflation and
monetary targeting that is similar in practice to that of the EMU. It is not
clear that Japan should be in the group, either: this country has had a drop
in inflation that has been arguably too large. Since this country has experi-
enced deflation, inflation targeting would have produced a more modest
drop in inflation than what occurred. Including Japan thus seems to muck
up the empirical predictions.

This leaves Norway. A (perhaps unfair) characterization of the authors’
econometric framework is that they are trying to achieve identification by
exploiting the differences between Norway and Sweden. In figures 6C.1
and 6C.2, I plot consumer price inflation and the call money rate for Swe-
den and Norway over the period 1972 to the present. In each case, the two

Does Inflation Targeting Matter? 279

Table 6C.1 Countries in classification scheme

Inflation targeters Nontargeters

Non-euro Euro Non-euro Euro

Australia Finland United States Austria
Canada Spain Japan Belgium
New Zealand Denmark France
Sweden Norway Germany
United Kingdom Switzerland Ireland

Italy
The Netherlands
Portugal



series move closely together: in this respect, Norway looks a lot like Swe-
den, although the classification puts them in different groups. What is go-
ing on? Even though Norway is not officially a targeter, it appears to have
tied its monetary policy to a country that does inflation target (i.e., Swe-
den). It has done so by stabilizing its currency relative to the Swedish cur-
rency. In doing so, it may have reaped the benefits from inflation targeting,
even though it is not officially categorized as an inflation targeter. The au-
thors’ classification scheme is not robust to this possibility.
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Fig. 6C.1 Inflation

Fig. 6C.2 Call money rate



Concluding Remarks

In sum, I do not think the authors have made the case that inflation tar-
geting has been irrelevant (although they have certainly made the case that
the evidence that it has mattered is also not definitive).

I do agree, however, that the adoption of formal inflation targets would
have made little difference to the performance of the U.S. economy over the
past twenty years. As I noted earlier, the conventional wisdom is that the
Federal Reserve has behaved as an implicit inflation targeter. By establish-
ing reputations for being focused on inflation stability, Volcker and Green-
span effectively achieved all the benefits that one might have otherwise
obtained from having formal inflation targets. I think proponents of infla-
tion targeting have this view. The case made for adopting formal targets
in the United States is not that this system would improved past perfor-
mance, but rather that it will help future performance by preserving the
gains in credibility for Greenspan’s successor. This makes sense to me. But
is there clear evidence of this potential benefit in the data? Here the authors
have some grounds for splashing a bit of rain on the parade. In the end,
though, we can all agree: time will tell.

Discussion Summary

Ed Nelson pointed out that the paper’s focus on averages across inflation-
targeting and non-inflation-targeting countries entailed a loss of informa-
tion, and that in particular the countries classified as non–inflation tar-
geters had followed very different policies.

Stephen Cecchetti argued that cross-country comparisons of inflation
and output variability did not answer the question of whether inflation tar-
geting had helped to move the efficient policy frontier inward toward the
origin. Instead, the results presented in the paper suggested that inflation-
targeting countries located themselves at a different point on their output-
inflation variability frontier from non-inflation-targeting countries.

Gregory Mankiw conjectured that the primary effect of inflation target-
ing had been to change the conversation between the central bank and the
public. If so, it would be difficult for any cross-country study to draw a clear
distinction between inflation targeters and non–inflation targeters, as
countries without an explicit inflation target might focus in their public
statements on the same issues as inflation targeters.

Donald Kohn pointed out that adoption of an inflation target had often
occurred in combination with an increase in the central bank’s indepen-
dence, making it difficult to distinguish between the effects of one or the
other.
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Martin Feldstein suggested that the coefficient estimates on the lagged
performance measure would be biased upward if the equation residual was
serially correlated, thus inflating the explanatory power of the lagged de-
pendent variable.

Michael Bordo argued that the regime change in the 1980s and 1990s was
an increased emphasis on inflation control, which was not confined to in-
flation-targeting countries, and that beyond this regime change, inflation
targeting was a second-order issue.

Jose De Gregorio expressed the view that the effect of commodity price
changes on domestic inflation depended more on the exchange rate regime
in place than on the presence or absence of an inflation target, creating an
endogeneity problem for the study. He also pointed out that several infla-
tion-targeting countries disinflated before adopting an inflation target.

Frederic Mishkin emphasized the lack of proper identification of the
effects of inflation targeting in the paper. He also argued that the classifi-
cation of countries into inflation targeters and non–inflation targeters
compounded the identification problem. If, by analogy, one wanted to as-
sess the success of monetary targeting in Germany, it would be inappro-
priate to treat those countries whose exchange rate to the deutsche mark
had been fixed for decades as independent observations.

Christopher Sims pointed out that the reduction in the point estimates of
the coefficients on the inflation-targeting dummy in the dynamic specifica-
tions may be deceptive, and that the quantitative implications may be very
similar to those of the inflation-targeting dummies in the static equations.

Laurence Ball replied that there was no evidence that the adoption of an
inflation target helped countries with initially high inflation rates to disin-
flate. On the question of the proper classification of countries, the authors
had tried many different classifications without being able to find a signif-
icant effect of inflation targeting.
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7.1 The Two Faces of Inflation Targeting

Economists should recognize that they have a history of proposing
simple “nominal anchor” prescriptions for monetary policy that have
eventually proved not to be very useful. If economists satisfy a demand for
spurious technocratic solutions to the political and institutional patholo-
gies that generate destructive episodes of deflation or inflation, they can
do harm by diverting attention from the sources of the problem. Such
nostrums can also be harmful, usually with a delay, by failing to work and
thereby undermining the credibility of monetary policy. A cynical view
might be that inflation targeting has become attractive less because of ad-
vances in our discipline than because of the demand for a replacement for
the gold standard, monetarism, and exchange rate anchors.

There is some reason to hope, though, that inflation targeting is a “bet-
ter nostrum.” This anchor is something that people do in fact care about,
rather than an “intermediate target.” It is therefore likely to remain credi-
ble that the central bank is committed to its inflation target even though pe-
riods when its policies are having difficulties. This anchor is widely recog-
nized not to be directly and immediately under the central bank’s control.
Inflation targeting therefore requires that the central bank explain how its
current actions relate to its view of the future course of the economy and
that it be explicit about how precisely it can control inflation.

But there are in fact bounds, set by fiscal policy broadly conceived, on
the central bank’s control over inflation. It may lose control of a deflation.
Benhabib, Schmitt-Grohé, and Uribe (2001; hereafter BSU) show that an
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interest rate rule that satisfies the “Taylor principle,” because of the zero
lower bound on nominal rates, can lead inevitably to a deflationary spiral.1

They did not emphasize that the result depends on a decidedly peculiar-
looking fiscal policy. Peculiar though it is, we see historical examples of
something close to such a policy. To understand how such a policy can
arise, it may help to step outside the framework of models that treat the
central bank and the treasury as a unified entity with a single budget con-
straint.

The central bank may be faced with a fiscal policy that fails to make pri-
mary surpluses respond to the level of debt and thereby undoes any effort
by the bank to restrict the volume of outstanding nominal liabilities. Loyo
(2000) shows how a failure of fiscal backing for monetary policy can leave
interest rate increases powerless to restrain inflation, and he applies his
model to interpreting Brazilian experience. Even when what are usually
thought of as appropriate fiscal policies prevail, there are generally com-
petitive equilibria in which spiraling inflation leads to the disappearance of
real balances. Such equilibria can be suppressed by “backup” policies that
put a floor on the value of money, via either taxation or reserve holdings.
But it is not automatic that such backup policies are credible.

As a theoretical possibility, moreover, the lack of a credible fiscal policy
may open the door to equilibria in which accelerating inflation leads to de-
monetization of the economy, even when policies are also consistent with
stable equilibria. This theoretical possibility may influence central bank
thinking, even though it has rarely if ever been observed.

7.2 Deflationary Traps via “Ricardian” Fiscal Policy

In this section and the next we consider two models, both highly simpli-
fied, that display in stark form the nature of fiscal bounds on the ability to
control the price level. There is no claim here of originality. The basic idea
of the deflationary model is in the work of BSU, and the interest rate rule
model is a variant of one worked out in Sims (2000). And these models in
turn draw on early work on the fiscal theory. The point of displaying these
models here is to provide some reminders of the ways control over the price
level can fail and of how the failures depend on fiscal policy.

The first model we consider is not an inflation-targeting model in any
sense. The BSU models it parallels consider interest rate policy rules that
have, in much of the literature, been taken to guarantee a determinate price
level. The BSU models therefore can be interpreted as showing that mak-
ing interest rates respond to inflation in a way that would widely be thought
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of as guaranteeing that inflation stays close to target can instead leave the
economy open to a deflationary spiral. The model we present here strips
away nonneutralities, and even bonds and interest rates, to show that the
type of fiscal policy BSU consider will produce their sort of result even
without an interest rate rule. The pathology they display is likely to be pos-
sible whenever policy in effect provides a tax backing for money, as if mon-
etary liabilities were interest bearing.

The model has many identical agents, choosing time paths for their con-
sumption C and money holdings M. They receive an endowment income
of Y each period and pay lump sum taxes �. They have time-separable log-
arithmic utility functions in C. They value money because increased real
balances reduce transactions costs.

Agents:

(1) max
{Ct,Mt}

E��
�

0
e�t log Ctdt� s.t.

(2) C(1 � �V ) � �
M

P

˙
� � Y � �

(3) V � �
P

M

C
�.

Government:

(4) policy: � � �	0 � 	1�
M

P
�

(5) government budget constraint: �
M

P

˙
� � �� .

The first-order conditions of the representative agent are

(6) ∂C: �
C

1
� � 
(1 � 2�V )

(7) ∂M: �
P



����





̇
� � �

P

P

˙
� � �� � �

P



� �V 2.

In continuous-time rational-expectations models like this one it is par-
ticularly important to keep track of what the model defines as being able to
“jump” and what it constrains not to jump. Often this is done by listing
variables that can jump and that cannot, but not every model is properly
characterized this way. It is quite possible for certain functions of variables
in the model to be constrained not to jump, whereas all the arguments of
the functions individually are not so constrained. In this paper we use the
convention that all equations representing constraints hold not only for all
t � 0 but also in a neighborhood of t � 0. First-order conditions, on the
other hand, apply only for t � 0. Thus if a constraint equation contains a
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single dotted variable (e.g., the Ṁ in equations [2] or [5]), the dotted vari-
able, because its derivative must exist in a neighborhood of t � 0, is implied
to have time paths continuous at t � 0.2 An equation that is a constraint
and contains multiple dotted variables does not constrain each individual
dotted variable to have an absolutely continuous path. In a linear equation,
it will be only the linear combination whose derivative appears in the con-
straint that is constrained to be absolutely continuous. On the other hand,
a variable like P in this model, which appears “dotted” only as the highest-
order derivative in first-order conditions, is constrained only to have a right
derivative, with a possible discontinuity in its level at t � 0.

Some algebraic manipulation allows us to derive from the first-order
conditions and the model constraints the following differential equation
in V:

(8) �
V

V̇(

(

1

1

�

�

4

2

�

�

V

V

)

)
�� �V 2�1 � �

	

Y
0

�� � �
	

Y
0V
� � 	1 � �,

which, because its derivation uses first-order conditions, holds only for
positive t, so that V is allowed to be discontinuous at t � 0.

If we assume Y to be constant and impose the fairly reasonable condi-
tions that 	0 � Y and 	1 
 �, but 	1 – � small, then this equation in V has
two steady states, a smaller one that is approximately (	1 – �)Y/	0 and a
larger one. The smaller is stable and the larger is unstable.

In this model the definition of V and the social resource constraint
C(1 � 2�V ) � Y together imply a monotone increasing relation between
PY/M and V for positive V. Thus we can conclude that every initial value
of P below some critical value is consistent with equilibrium, each implying
a different initial V, and all these possible initial Vs imply the same limit-
ing behavior—convergence of V to the lower steady-state value. At this
lower steady state for V, if 	1 
 � and 	1 – � is small, we have that

(9) �
M

M

˙
� � �

P

P

˙
� � ��

to first-order accuracy in 	1 – �. Thus we have the same kind of behavior
found by BSU: indeterminacy of the price level and convergence, from a
wide range of initial values, to the same equilibrium of steady deflation.

It is not difficult to understand why this policy results in indetermi-
nacy—the policy authority has committed to back the real value of money
balances with taxes regardless of how large this real value might be. The pol-
icy therefore implies no nominal “anchor.” Prices can fall to arbitrarily low
levels, boosting real balances to arbitrarily high levels, and even though no
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one has a transactions use for the additional real balances, the tax backing
and resulting deflation make holding the real balances attractive.

Above the upper steady state, the price level explodes rapidly upward
and velocity also rises rapidly. In fact, velocity converges to infinity in finite
time. There is no violation of transversality or of feasibility conditions in
these explosive equilibria.

In this model, simple, apparently realistic policies will eliminate the in-
determinacy. For example, if the government replaces its “tax-backed
money” rule (4) with a commitment to hold M constant, the differential
equation in V (8) is replaced by

(10) V̇ � .

This equation has a unique, unstable steady state. Initial conditions with V
� ��/�� imply V converging to zero, but this entails here that M/P → �.
Since agents in this equilibrium have bounded consumption paths, their
accumulation of arbitrarily large real money balances violates transversal-
ity, so these deflationary paths are not equilibria.

With either constant-M or Ricardian policy, the inflationary paths that
start with V above its steady-state value are equilibria. They can be elimi-
nated by an apparently simple policy, a commitment to back a minimal
value for money with taxation. It is well known, though, that there have in
fact been historical episodes of hyperinflation in which, far from using
taxes to put a floor on the value of money, fiscal authorities have persisted
in running primary deficits as inflation has accelerated to extreme levels.
Furthermore, as we will discuss at more length below, some institutional
frameworks aimed at ensuring “independence” of the central bank under-
mine the credibility of any claim to provide a tax-backed floor to the value
of money.

With the Ricardian policy, real money balances grow very large on the
paths toward the lower steady state and, in the case where 	1 � �, grow
without bound in equilibrium. The growth does not violate individual op-
timizing behavior, however, because the foreseen steady rise in taxes makes
individuals see themselves as dependent on the deflationary real return on
their money balances to maintain intertemporal budget balance. The usual
argument that arbitrarily high real wealth with bounded consumption vi-
olates transversality fails because the real-balance wealth is offset by the
discounted present value of future taxes.

Since in this abstract model the consequences of backing money with a
Ricardian fiscal rule are undesirable, and since better policies are easily
available, one might ask why we need pay any attention to these results. The
Ricardian policy looks crazy because the model assumes homogeneous,
freely marketable, nominal government debt or money. This makes it easy

(�V 2 � �)V(1 � 2�V )
���

1 � 4�V
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for the government to dilute the claims of existing asset holders by new bor-
rowing, without obviously targeting a narrow and organized constituency.
It also makes it easy for asset holders, were the real current market value of
their holdings of government liabilities to grow while their future tax lia-
bilities apparently did not, to try to turn their increased wealth into current
purchases.

In Japan today, and probably also the United States in the 1930s, defla-
tion has its strongest effect in increasing nonmarketable, heterogeneous
government liabilities. Tomita (2002) explains the variety of ways in which
Japan’s explicit debt is less easily marketed, more concentrated in the hands
of banks and government agencies, and less homogeneous than govern-
ment debt in the United States or Europe. And it is widely understood that
both in the United States in the 1930s and in present-day Japan, the exis-
tence of large institutions with negative net worth that grows more negative
with declining prices creates implicit, nonmarketable government liabili-
ties, via potential claims to bailouts, as prices decline. When price declines
create perceptions of claims on future tax revenues via bailouts as fast as
or faster than they increase the value of marketable nominal securities in
the hands of the public, they can fail to produce any strong positive wealth
effects.

Another route by which deflationary equilibria might arise is via central
bank balance sheet illusion.3 We have seen in the United States just a few
years ago a discussion of the consequences for the Federal Reserve balance
sheet of the vanishing of the U.S. public debt. In simple macroeconomic
models, the balance sheets of the central bank and the treasury are consol-
idated, so that the public debt has vanished when only debt held by the cen-
tral bank remains. But in the recent policy discussions it was assumed that
the Fed might need to turn to holding private securities as backing for
monetary reserves. That is, it was assumed that the treasury would con-
tinue to tax to run surpluses to retire the debt held by the Fed. This is ex-
actly the assumption of BSU’s Ricardian fiscal policy, although BSU re-
quire further that as deflation proceeds the treasury will continually
replenish the central bank balance sheet by further purchases of private as-
sets as the real value of high-powered money increases.

In the case of the U.S. Federal Reserve, it may seem unreasonable that
the treasury should see debt held by the Federal Reserve as a liability re-
quiring tax backing or that the Federal Reserve should ever perceive a need
to ask for treasury replenishment of its balance sheet. The Federal Reserve
has a nearly perfectly hedged balance sheet, with most of its assets nomi-
nal U.S. government bonds and its liabilities mostly high-powered money.
Even if it did somehow develop substantial negative net worth, why would
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this be a problem? Its high-powered money liabilities carry no explicit
promise that they are redeemable, so there are no creditors whose demands
could make negative net worth a problem.

But there are other structures for central bank balance sheets. The most
common direction of deviation is toward holding large amounts of reserves
in the form of securities that are not denominated in domestic currency and
hence leave the central bank less than perfectly hedged. A good example is
the European System of Central Banks, which holds most of its assets in
non-Euro securities. This clearly introduces balance sheet risk and the pos-
sibility of the bank’s arriving at a situation of negative net worth. While it
is true that there is no explicit promise to redeem high-powered money, we
shall see that for a bank that must rely on reserves rather than fiscal re-
sources, any attempt to commit to stabilizing the price level or inflation will
make net worth a concern. This fact may both limit the bank’s ability to
dampen fluctuations in inflation and contribute to inappropriate Ricar-
dian policy behavior in a deflationary environment.

7.3 Stabilizing Inflation, with Reserves or Tax Backing

Here we return to modeling both bonds and money, so that we can dis-
cuss policy in terms of an interest rate rule, as has recently been standard
practice. We also introduce a foreign currency–denominated asset, so that
we can consider a central bank with reserves only and no access to a
backup taxing power.

In Sims (2000) I considered a model like this one, but with a central bank
that tries to control the price level. That model made the point, which is
perhaps nearly obvious, that when the central bank tries to enforce an up-
per bound on the price level, it must either limit its goals when its net worth
is negative (or might become negative) or else have access to fiscal backing
that would restore net worth whenever necessary. The outstanding high-
powered money, while carrying no explicit promise of redemption, ac-
quires an implicit redemption value when there is a commitment to a
bound on the price level. A central bank that relies on the value of its re-
serves to back its money issue cannot guarantee a value for the currency
stock outstanding that exceeds the value of its reserves. If it tries to do so,
it is likely to face a run. A bank that uses an interest rate rule that aims at
control of the price level does not avoid the problem. To implement its in-
terest rate rule, the bank will have to stand ready to supply bonds for high-
powered money. Disturbances to the economy—for example, to the real
interest rate—can require time paths for reserves that are not feasible with-
out replenishment of the balance sheet by fiscal actions. The likelihood of
this happening is greater the more seriously underwater is the central bank
balance sheet and the more tightly the bank attempts to control the price
level.
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Here we consider a policy authority that uses interest rate rules. Because
in this model there is no tax backing of non-interest-bearing money, the
model does not have the indeterminacy and deflationary equilibria of the
BSU model. Nonetheless it retains the “inflationary demonetization” equi-
libria, which can be avoided only with tax backing or reserves.

We suppose an economy with a representative agent maximizing

(11) �
�

0
e��t log Ctdt

with respect to the time paths of C, FP, B, and M, subject to the constraint

(12) C [1 � �(�)] � ḞP � �
Ṁ

P

� Ḃ
� � Y � �FP � �

r

P

B
� � �.

Here C is consumption, v � PC/M is velocity of money, FP is private hold-
ings of the real asset, B is nominal government debt, M is money (non-
interest-bearing currency), Y is an exogenous endowment stream, and � is
transfer payments from the government. The real and nominal interest
rates are, respectively, � and r.

The first-order conditions for the private agent are

(13) ∂B: �
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(16) ∂C: C�1 � 
(1 � � � ���).

These equations can be reduced to
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As usual, the equations derived from first-order conditions hold only for
t � 0, while the constraint (12) holds continuously. The only variable forced
to be continuous at t � 0 by this single private constraint is the artificial
construct “cumulative real asset purchases by the private sector, valued at
acquisition cost”—that is,

�
t

�T�ḞP(t) � �
Ṁt

P

�

t

Ḃt
��dt.

Ċ
�
C

Ṗ
�
P

Ṗ
�
P
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So instantaneous, discontinuous portfolio adjustments, swapping among
M, B, and FP , are not ruled out. Instantaneous changes in wealth can oc-
cur, but only via jumps in P that revalue bond and money holdings. In-
stantaneous jumps in wealth via purchases or sales of assets are not pos-
sible, because they would have to draw on savings or dissavings, and
consumption and income flow at finite rates.

The consolidated government budget constraint is

(20) ḞG � �FG � r �
B

P
� � �

Ṁ

P

� Ḃ
� � �,

where FG is government holdings of the reserve asset. Substituting equation
(20) in the private budget constraint gives us the social resource constraint

(21) C � (1 � �) � Ḟ � �F � Y,

where F � FP � FG is total holdings of the reserve asset, by both private in-
dividuals and the government.

Assuming the central bank is the only government holder of the reserve
asset and that government bonds are not held by the central bank, we get
as the central bank’s budge constraint

(22) ḞG � �FG � �
M

P

˙
� � �B .

It is natural to assume that in normal times, when seigniorage �FB � Ṁ /P
is positive, the bank will transfer sufficient revenues to the treasury or the
public that its reserves remain aligned with outstanding money balances.
When seigniorage revenue becomes negative, we assume that �B is set to
zero. It may seem that it would be better policy to prevent net worth from
deteriorating by allowing �B to go negative, but here we are trying to model
a central bank whose “independence” entails not being dependent on the
legislature for funding bailouts when net worth goes negative.

Now suppose that the monetary authority adopts an interest rate rule
that reacts to inflation, setting

(23) ṙ � �0 � �1 �
P

Ṗ
� � �2r.

Note that this policy rule makes r react to inflation with a delay, although
the delay will be small if �2 is large. This equation does not imply that
r and P must have continuous time paths. It allows discontinuous jumps
�r in r so long as they are matched by corresponding jumps � log P/�1 in
log P.

Using equation (17) to eliminate Ṗ /P in equation (23), we arrive at

(24) ṙ � �0 � (�1 � �2 )r � �1�.

If �1 
 �2, the unique stable solution to this equation is
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Note that despite the interest rate smoothing policy, r must move immedi-
ately in response to jumps in � that are expected to have any persistence.
This entails v jumping in response to shifts in �. Here P jumps up when �
does, but d log P/d� is less than –d log C/d�. M must therefore decrease to
allow the equilibrium jump in velocity. The interest rate–setting bank must
therefore be concerned with having reserves on hand to meet sudden shifts
in real rates.

The differential equation (24) in r has unstable solutions in addition to
the stable ones. The solutions that explode downward are unsustainable.
They force r, and hence v, to zero in finite time. But this can occur only via
M/P going to infinity, and in this setup, with tax backing only for bonds,
the upward explosion in M/P violates transversality: agents will try to
spend the high real balances, cutting off the deflation.

The solutions that make Ṗ /P explode upward have no such internal cut-
off mechanism, however. Although they imply that the economy con-
verges to a barter equilibrium, no market mechanism along the path to this
outcome provides incentives to stop the explosion. If such paths do not oc-
cur, it has to be because of a backstop commitment, based on taxation or
reserves.

A bank backed by a fiscal authority that can credibly increase its pri-
mary surplus to provide resources to redeem money at some fixed-ceiling
price level can cut off the explosive paths. Of course, as we have already
pointed out, fiscal authorities have historically continued to run primary
deficits during high inflations, so that no such backstop commitment was
credible. (Where such a commitment were credible, the model implies that
the inflation would never get underway.)

A bank relying on reserves can set a fixed ceiling to the price level at any
point where its reserves are adequate to redeem the entire stock of money.
But if it follows the policy rule in equation (23), there is no guarantee that
it can always be in this positive net worth position. It earns a return � on its
reserves, while the value of its liabilities M/P either remains constant or
grows at the rate of deflation. As long as there are no surprise jumps in the
price level (or, what is equivalent in this abstract model, the exchange rate
between reserve assets and domestic currency), the return on non-interest-
bearing money will be less than that on nominal bonds, and the bonds earn
the same real return as reserves. Therefore a bank that has reserves whose
value matches its liabilities always earns positive expected seigniorage if it
is undertaking no open-market operations.
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However, if rising inflation requires rapid shrinkage of nominal money
balances in order to implement the policy rule, seigniorage can turn nega-
tive. Along an unstable path, in which inflation accelerates and interest
rates rise, the bank will of course be undertaking contractionary open-
market operations. Whether these force it into negative seigniorage de-
pends on the nature of the demand for money. If money is “essential,” in
the sense that as velocity increases the public is willing to pay ever-
increasing opportunity costs to avoid further small decreases in real bal-
ances, then large rises in the interest rate can be accomplished with small
rates of contraction in money balances, and seigniorage may remain ro-
bustly positive. If instead demand for real balances falls rapidly when in-
terest rates reach high levels, then increasingly high rates of contraction in
M may be required for given amounts of increase in r. This can result in
large negative values of seigniorage and hence in disappearance of reserves
while nonzero money balances remain outstanding.

To illustrate these points, we consider a version of the model in which the
transactions technology has the specific form

(27) �(�) � �
1 �

��

	�
� .

This gives equation (18) the specific form

(28) r � �
(1 �

��

	

2

�)2
� .

This implies that if 	 is positive, there is an upper bound on the nominal
interest rate, beyond which demand for real balances is totally extin-
guished. Also, with 	 
 0 there is an upper bound on the fraction of income
that can be absorbed by transactions costs. With 	 � 0 nominal interest
rates are unbounded above and transactions costs can absorb a fraction of
income arbitrarily close to 1.

We consider a scenario in which the economy begins in a steady state
with zero inflation, real and nominal interest rates both constant at 2 per-
cent per year. The policy rule has �0 � .02, �1 � 1.2, and �2 � 1. We con-
sider an unanticipated drop in the real interest rate � to a new level, 1.8 per-
cent per year. A new stable equilibrium requires that the nominal interest
rate drop to 0.8 percent, with a corresponding drop of 1 percent in the price
level. The result will be a new equilibrium that again has a constant inter-
est rate but now has steady deflation at 1 percent per year, lower velocity,
higher real balances, and slightly higher consumption.

Suppose that instead the price level does not drop far enough, so that the
nominal interest rate falls only to 1 percent. Because the price level is above
the level consistent with a stable solution of the system, it sets the economy
on a path of rising nominal interest rates. Consider the case where � � .02,
	 � .3. This implies that in noninflationary steady state transactions costs
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consume 2 percent of income and that there is an upper bound on the nom-
inal interest rate, beyond which demand for money disappears, at 22 per-
cent. The time paths for interest rates, velocity, the log of nominal money
balances, and the log of the price level, are shown in panels A through D of
figure 7.1.

Whether or not a central bank reliant on reserves can extinguish this ex-
plosive path depends on its initial net worth position and its policy on dis-
tributing or accumulating seigniorage revenue. Assuming it accumulates
all of its seigniorage revenue results in time paths for FGP/M as shown in
figure 7.2. If its initial net worth is negative but it has assets worth 90 per-
cent of its outstanding real balances at the initial date, then accumulating
its seigniorage in the initial period allows it to achieve positive net worth,
at which point it could cut off the inflation by announcing it will redeem
money for the reserve asset at a fixed rate of exchange. But if its initial net
worth is much below this, it never achieves positive net worth, and indeed
its reserves hit zero before the date at which real balances disappear. Obvi-
ously this makes it impossible for the bank to continue implementing its
interest rate policy rule with open-market operations. The likely outcome
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would be an immediate jump to the barter equilibrium, and if this were
foreseen, the jump would occur at the initial date.

That such scenarios are possible legitimizes attention to its balance sheet
by a central bank that does not have reliable fiscal backing. The radical ap-
proach to central bank independence in the setup of the European Central
Bank (ECB)—cutting all explicit connections with fiscal authorities and
ruling out the holding of government debt as assets—has resulted in both
an unhedged balance sheet and the absence of any explicit institutional
structure for the ECB to use in case it were to need balance sheet replen-
ishment. The Bank of Japan appears to be concerned that it would lose its
recent gains in independence from the Ministry of Finance were it to arrive
at a need for balance sheet replenishment. Records of monetary policy dis-
cussions in the United States in the 1930s show that there was concern
about the “soundness” of assets being discounted by the Federal Reserve.

But in a deflationary environment, when the interest rate has hit its zero
lower bound, the effective policy measures available to a central bank all
carry balance sheet risk. This is obviously true of purchases of illiquid
bank loans or of long-term government bonds whose current value will fall
if deflation ends and interest rates rise. Even the “foolproof way” of Svens-
son (2001), which prescribes massive purchases of foreign currency–
denominated bonds, because of the inherent volatility of exchange rates,
creates substantial balance sheet risk for the central bank.
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Our conclusion is that a central bank can lose control of the price level
during a liquidity trap episode because of timidity induced by balance
sheet worries. These balance sheet worries are justified, if there truly is no
fiscal backing for the bank, because of the opposite possibility, that a bank
with negative net worth and no fiscal backing can lose control of the price
level in an explosive inflation.

In our discussion of this model to this point, we have not paid any atten-
tion to fiscal policy. This can be justified only by assuming a passive fiscal
policy that keeps real debt under control regardless of the path of inflation.
Suppose instead, as in the scenario Loyo considers, the fiscal author-
ity does not make the primary surplus respond to the level of the real debt.
As an extreme case, suppose it sets the primary surplus to be constant.
Then in this, as in many previous models of this type, going back at least
to Sargent and Wallace (1981), there is no equilibrium with active mone-
tary policy (	1/	2 
 1).

Some economists believe that there is an asymmetry here, that when
these incompatible monetary and fiscal policies are asserted, a firmly com-
mitted monetary authority can always prevail over any attempt by the fis-
cal authority to commit to an incompatible policy. But this is not true. It
cannot even be discussed coherently in a conventional macro model with a
unified budget constraint for the central bank and the treasury. If we in-
troduce separate budget constraints for the central bank and the treasury,
so that each can be imagined to possibly go bankrupt independently, we see
that there is no formal asymmetry. If anything, the asymmetry is the other
way. Central banks have died while the legislature that created them sur-
vived, but are there any examples of the reverse? And the lack of central,
rational direction of the fiscal policy process in democratic countries prob-
ably makes it easier, not harder, for the fiscal authority to commit to a pol-
icy in the face of a threat (from the CB) that it could lead to disaster.

7.4 Pros and Cons of Inflation Targeting

It is plausible that the CB wants to bring inflation or deflation under con-
trol, even when it has recently been having trouble doing so. This may be
less true of more artificial targets like M growth or the exchange rate. The
credibility of a commitment to inflation targeting may therefore be some-
what more stable. Because monetary policy can affect inflation only with a
substantial delay, inflation-targeting central banks in practice produce ex-
plicit projections, generally quarterly, for a time horizon of about two years
into the future. This entails their explaining, at least to some extent, how
current policy actions are related to future objectives. This allows greater
public understanding of policy, and thereby greater credibility. The delay
means that there are generally many ways to get inflation into the target
range over the policy horizon. This creates room for other objectives to
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affect policy choices, thereby further improving the alignment between the
public rationale for policy choices and the actual interests of the polity.

Since there are conditions under which an inflation-targeting commit-
ment, as a central bank policy, has a high probability of proving unsus-
tainable, it should not be recommended in those conditions. It can easily
lead to disaster, or to an apparent initial success that magnifies a later dis-
aster, when the necessary fiscal backup to monetary policy is not available.
It would not be a good idea in Argentina today, and it may yet prove to have
been a mistake, or at least unsustainable, in Brazil. It can worsen the situ-
ation for a central bank that is at the zero bound on its policy rate and thus
has no tools to influence inflation. A projection for a desirable path for in-
flation (or deflation) that cannot be backed up with an explanation of how
current central bank actions are expected to lead to the desired path will
undermine central bank credibility. Inflation targeting is therefore not in it-
self a policy prescription for the Bank of Japan.

7.5 How to Improve It

The main virtue of an influence-targeting regime is that it leads to in-
creased transparency as to the objectives of the central bank and as to how
the bank believes its current actions contribute to achieving those objec-
tives. These aspects of the regime ought to be pursued even where (the
United States?) the inflation target itself meets resistance. In fact, I would
argue that if here, in contrast to other countries, the “inflation-targeting”
label is a hindrance to getting the Federal Reserve Board to be more ex-
plicit about its projections of the path of the economy and about how its
actions are expected to affect that path, it would be a good idea to abandon
the campaign for inflation targeting.

We could extend the virtues of inflation targeting by accompanying in-
flation-report projections of inflation, output, and so on with projected
time paths of the policy rate. We could improve central bank models so that
they become capable of providing realistic probability bands on projec-
tions and can be invoked in explaining central bank policy choices to the
public.

It would be a good idea to make explicit the conditional nature of the
commitment to an inflation target. It is already well accepted that some
kinds of “shocks” can push the economy away from the inflation target
temporarily. When these occur, an inflation-targeting bank explains the
source of the shock and explains its plans to bring inflation back into the
target range over time. This enhances credibility, compared to taking dras-
tic policy actions to get quickly back into the target range at the cost of a
potential backlash from the political system.

Fiscal policy ought to be treated as a potential source of shocks. Ideally,
where fiscal policy that undermines central bank control of inflation is a
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real possibility, this be should be accounted for, discussed in inflation re-
ports, and reflected in central bank projections. Such proposals meet stiff
resistance. They can be seen as threatening the current conventions of
central bank “independence,” which depend on keeping a firm distinction
between fiscal policy, where political considerations are considered in-
evitable, and monetary policy, which is seen as a technical matter, ideally
completely insulated from politics. (Recently Fed Staff, in conversation,
cited the danger that Fed projections of fiscal variables would become
public as a reason to maintain the five-year secrecy rule for Fed Green Book
and model forecasts.)

Where there is little prospect of fiscal policy becoming a constraint on
monetary policy, or of fiscal policy becoming the only instrument available
for controlling the price level, detailed fiscal projections would not be im-
portant. But where there is such a prospect, the central bank is likely to be
the leading candidate for an institution that can analyze the policy options
for controlling inflation. As the designated steward of the inflation rate it
could make a contribution by conducting and disseminating such analysis,
even when it has reached the point where its own policy levers are not effec-
tive.

7.6 Conclusion

Inflation targeting is in most countries an improvement in the monetary
policy regime. But the improvement comes from its being a step toward
goal and model transparency. Inflation targeting is a dubious recommen-
dation in precisely those economies where advice from economists about
controlling inflation is most needed. If we separate the transparency as-
pects of inflation targeting from its nominal-anchor-nostrum aspect, we
may come up with a more widely applicable policy recommendation. The
central bank should probably everywhere be charged with making projec-
tions of inflation, laying out policy actions that could stabilize inflation,
and either taking those actions or explaining why it cannot and who could.
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Comment Stephanie Schmitt-Grohé

When I was invited to discuss Christopher Sims’s contribution to the In-
flation Targeting Conference, one of the reasons I looked very much for-
ward to preparing the discussion—besides the fact that a Sims paper is typ-
ically a very rewarding read—was that I hoped to finally learn what exactly
inflation targeting is and what exactly an inflation-targeting central bank is
supposed to do. However, I soon realized that this would not happen. I
have come to the conclusion that inflation targeting is a nebulous monetary
policy prescription. This concept is not as clearly defined as I had hoped
for, and it certainly cannot easily be tied to very precise instructions for the
central bank on how to behave. Chris Sims, though, I should note, is more
willing to come forward with a definition of inflation targeting than others
who write on the topic. His definition of inflation targeting is “simply any
commitment by the central bank to control the time path of the inflation
rate or the price level, at least in the long run.” In my opinion, this defini-
tion could be one of any monetary policy rather than that of inflation tar-
geting in particular. This is because undoubtedly, any central bank strives
to control the time path of inflation or the price level. With this in mind,
one can then interpret the limits of inflation targeting that are presented in
the Sims paper as limits that any monetary policymaker, and not just an in-
flation targeter, will face. Thus, the concerns raised in the Sims paper will
apply very generally, making them only the more relevant.

The Sims paper analyzes two economies in which there are limits to in-
flation targeting. In one case inflation targeting may open the door to un-
intended deflation, and in the other case inflation targeting may open the
door to a speculative inflation. The logical next question the paper asks is
how those speculative in- and deflations can be avoided. Contrary to the
existing related literature, the Sims analysis treats the central bank and the
fiscal authority as independent entities, each with its own budget con-
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straint. The main contribution of the paper is to show that a central bank
that lacks fiscal backing from the treasury may be more limited in its abil-
ity to achieve its goals regarding inflation than a central bank that enjoys
the full financial support of the fiscal authority.

The Sims paper effectively communicates through insightful discussions
that central bank independence may interfere with a central bank’s ability
to fight off self-fulfilling in- and deflations. The most formal presentation
of this idea is given for an economy that tries to control inflation through
an inertial interest rate feedback rule (see section 7.3). First, in this section
it is shown that, contrary to the intentions of the central bank, the interest
rate feedback rule may allow for speculative inflations. Then the paper
shows that the usual remedy against speculative inflations, namely frac-
tional reserve backing, may not work if the central bank does not have ac-
cess to revenues created by the taxing power of the fiscal authority.

In what follows, I present a short review of the existing literature on lim-
its to price-level or inflation control and on how to rule out speculative in-
and deflations. I then ask whether those strategies will also work under the
assumption of central bank independence. I show that for the economy
studied in greatest detail in the Sims paper, the one of section 7.3, it is pos-
sible to rule out speculative inflations despite the fact that the central bank
is independent. What is needed, should the economy embark on a specu-
lative inflation, is a commitment by the central bank to switch to a mone-
tary policy that first builds central bank net worth and then pegs the price
level.

Can the Central Bank Alone Control the Path of Inflation?

Given fiscal policy, one can in general distinguish three cases. In the first
case, the inflation path targeted by the central bank is necessarily unsus-
tainable under all conceivable ways of conducting monetary policy; that is,
it creates too little seigniorage revenue to make fiscal policy sustainable. In
the second case, the inflation path targeted by the central bank can in prin-
ciple be supported as an equilibrium outcome. But some monetary policies
will imply that the inflation path is not attained and instead the economy
must converge either to a self-fulfilling inflation or to a self-fulfilling defla-
tion with probability one. For example, Loyo (1999) argues that the com-
bination of an active interest rate feedback rule and a non-Ricardian fiscal
policy led Brazil to hyperinflation in the mid-1980s. In the third scenario,
it could also be the case that some monetary policies will imply that the tar-
geted inflation path is only one of several price paths that are consistent
with the monetary fiscal regime. Here again there are two cases. Besides the
target rate of inflation, equilibria exist with self-fulfilling inflations and de-
flations. For examples see the work of Brock (1974, 1975), Obstfeld and
Rogoff (1983), Woodford (1994, 2003), and Benhabib, Schmitt-Grohé, and
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Uribe (2001b). The second possibility is that besides the target path of in-
flation there exist other bounded equilibria. Those can be of two types. One
type is perfect-foresight equilibria converging to the steady state. Typically,
not just a single one of those exists, but a continuum. To name but a few,
examples are contained in the work of Woodford (1994); Leeper (1991);
Clarida, Galí, and Gertler (2000); and Benhabib, Schmitt-Grohé, and
Uribe (2001a). Another class of bounded equilibria that may exist is equi-
libria converging to a cycle, as shown in Benhabib, Schmitt-Grohé, and
Uribe (2001a, b, 2003), or chaotic equilibria (Benhabib, Schmitt-Grohé,
and Uribe, 2002b). Finally, it could be the case that the monetary policy
will imply that the targeted path of inflation is the only equilibrium out-
come. This scenario is the one that is desired, but as the above discussion
demonstrates, this will not always be the case.

What Monetary Strategies Have Been Proposed to 
Rule Out Speculative Inflations or Deflations?

In the existing literature two strategies have been proposed to rule out
self-fulfilling inflations. One strategy is to impose restrictions on prefer-
ences that imply that money is essential in the sense that utility would con-
verge to negative infinity when real balances approach zero. This route has
been studied (and criticized as economically unreasonable) in Brock (1974,
1975), Gray (1984), and Obstfeld and Rogoff (1983). The model analyzed
in the Sims paper does not make this assumption. Rather, it makes the
more plausible assumption that once liquidity becomes too expensive
agents are willing to regress to barter and not use money at all. The second
strategy, which is typically regarded as more compelling, for it does not rely
on questionable assumptions about the nature of preferences, is to switch
to a price-level peg (see Wallace [1981] and Obstfeld and Rogoff [1983]). It
is the effectiveness of this second strategy that the Sims paper studies in de-
tail in the case that the central bank lacks financial backing from the fiscal
authority.

Similarly, the existing literature contains routes on how to rule out self-
fulfilling deflations relying on preference specifications and on monetary
policy switches. One possible route is the adoption of a price-level peg. For
this strategy to work, the central bank must be willing to purchase, for ex-
ample, foreign exchange at a fixed price with money. Svensson (2001) has
labeled this strategy of avoiding unintended deflations the “foolproof way”
and has recommended it as a promising strategy for Japan to escape its de-
flationary trap. An alternative route to escaping the liquidity trap has been
proposed by Benhabib, Schmitt-Grohé, and Uribe (2002a). They show that
the switch to a positive money growth rate peg, if accompanied by the right
fiscal policy, will prevent an economy from falling into a deflationary
spiral.

Limits to Inflation Targeting 301



Would Those Antispeculative Strategies Also Work When 
the Central Bank Is Independent of the Fiscal Authority?

The Svensson (2001) foolproof way of avoiding a self-fulfilling liquidity
trap requires that the central bank stand ready to buy (in principle, unlim-
ited quantities of) assets in exchange for currency. From a balance sheet
point of view, this strategy should provide few problems. It requires the
central bank to buy financial assets with money. Since the central bank has
access to unlimited amounts of money, this strategy is clearly feasible even
in the absence of resource transfers from the fiscal authority. In the Sims
paper, it is argued that this strategy may not be adopted because the cen-
tral bank does not want to make its balance sheet longer. The reason given
why a central bank may object to making its balance sheet longer is that it
would make it more prone to variations in net worth stemming from vari-
ations in the real value of central bank assets. The Sims paper cites in par-
ticular the exchange rate risk associated with purchases of foreign cur-
rency–denominated bonds.

However, if the foolproof way of avoiding speculative deflations is effec-
tive, it means that prices will never start falling to begin with and the central
bank will never have to actually implement the price-level peg. In this case
the balance sheet considerations should play no role. Second, suppose an
economy is already in a liquidity trap and contemplates the implementation
of a price-level peg to prevent further declines in prices. In the self-fulfilling
deflation, prices and nominal balances are declining at about the same rate
(ignoring growth for the moment). But if a price-level peg is implemented,
then real balances should fall (because inflation will increase from a nega-
tive quantity to zero), and with the price level pegged this means that nom-
inal money balances must fall, leading to outflows of central bank reserves
rather than inflows. That is, the balance sheet of the central bank will be-
come shorter and not longer. (This is the famous balance-of-payments cri-
sis argument.) The central bank may even set the price-level peg at exactly
that level that will imply that nominal money balances are unchanged. To
be able to achieve this, it will have to announce that the price level is pegged
at a higher level than the price level in place immediately before the switch
to the price-level peg. In this case, central bank independence will again not
stand in the way of the quest for price stability.

Benhabib, Schmitt-Grohé, and Uribe (2002a) show that the central bank
can rule out self-fulfilling deflations by switching policy to a (positive)
money growth rate peg. As will become clear from the discussion in the
next section, this strategy can be successful even if the net worth of the cen-
tral bank is initially negative and the central bank is independent.

The central argument in the Sims paper is that a price-level peg may not
rule out self-fulfilling inflations under central bank independence. Specif-
ically, it is argued that a self-fulfilling inflation may not be averted if the
central bank has negative net worth. However, this result hinges critically
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on the particular specification of monetary policy in the Sims analysis,
where it is assumed that the central bank follows an inertial interest rate
feedback rule. In the example studied in section 7.3 of the Sims paper, when
the economy demonetizes—that is, when real balances converge to zero—
nominal balances are actually declining. So it is a case of a self-fulfilling in-
flation with shrinking nominal balances. In most existing historical ex-
amples of economies in which accelerating inflation led to demonetization
of the economy, the opposite was observed. The accelerating inflation oc-
curs in an environment in which nominal money balances are increasing,
albeit at a slower rate than prices.

This feature of the Sims analysis is important. For only if Ṁ � 0 is net
worth of the central bank shrinking along the hyperinflationary path. To see
this, let w(t) denote the ratio of central bank assets to central bank liabili-
ties—that is, in the notation of the Sims paper w(t) � P(t)FG (t)/M(t). It fol-
lows that ẇ/w � � � ḞG /FG – Ṁ/M. Using the central bank’s budget con-
straint, equation (22) in the Sims paper, and assuming that the central bank
makes no transfers to the fiscal authority, �B � 0, it follows that ẇ/w � (� �
�) � Ṁ/M(1/w – 1). Suppose that initially the central bank’s net worth is
negative, so that 0 � w � 1. Then, in a self-fulfilling inflation, the balance
sheet of the central bank is deteriorating only if nominal money balances
are falling.1 This seems to suggest that in cases in which in a self-fulfilling
hyperinflation nominal money balances are increasing central bank inde-
pendence may not be an obstacle to ruling out self-fulfilling hyperinflations.

In the section that follows, I present an example of a self-fulfilling hy-
perinflation in which along the hyperinflationary path nominal money
balances are increasing and argue that in this case one can rule out those
inflationary paths through fractional reserve backing even in the case that
the central bank is independent. The reason is that if nominal money bal-
ances are increasing on the way to a speculative inflation, the central bank
accumulates real resources. At some point it must then be the case that the
net worth of the central bank becomes nonnegative. That is, we must have
that at some point PFG/M � 1. At that exact instance, the central bank
could switch to a pure price-level peg. This price-level peg will be sustain-
able because the central bank could, if need be, redeem the entire stock of
money for reserves.

An Example of Ruling Out Speculative Inflations 
under Central Bank Independence

The Household

The household’s problem is almost the same as the one described in sec-
tion 7.3 of the Sims paper. The main difference is that it is assumed that
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time is discrete, whereas in the Sims paper time is continuous. Without loss
of generality, one can assume that households can only hold two types of
asset—money and foreign bonds—rather than three, as is assumed in the
Sims paper. Under this assumption the household’s budget constraint can
be written as2

max ∑
�

t�0

�t ln ct

subject to
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t

t
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The household takes Pt , �t , yt , and �t as exogenously given. The initial con-
ditions of the household are M–1 and (1 � �–1)F

P
–1.

The Lagrangian of the household’s maximization problem can then be
written as
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The first-order conditions are equations (1), (2), and (3) holding with
equality and
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The Fiscal Authority

We assume that the fiscal authority does not issue bonds and simply re-
bates any seigniorage income it receives from the central bank to private
households—that is,
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(7) �t � �t
B.

This assumption about the nature of fiscal policy is consistent with the
treatment of fiscal policy in the Sims paper. The Sims paper, however, is less
specific and simply states that “a passive fiscal policy keeps real debt under
control regardless of the path of inflation.”3

The Monetary Authority

At the end of period t, the central bank has real assets in the amount of F t
G.

Following the Sims paper, I assume that its period-by-period budget con-
straint is given by

(8) Ft
G � (1 � �t�1)F

G
t�1 � �

Mt �

Pt

Mt�1
� � �t

B.

Central bank independence is interpreted in the Sims paper to mean that
�t

B must be nonnegative; that is, the central bank cannot get backing for its
liabilities in the form of transfers from the fiscal authority.4 For simplicity,
I will assume further that

(9) �t
B � 0.

Equilibrium

A perfect-foresight equilibrium is a set of sequences {ct, �t, Mt, Pt, F t
G,

F t
P, 
t, �t, �t

B} given exogenous {yt , �t} and the initial values of M–1, (1 �
�–1)F–1

G , and (1 � �–1)F
P
–1 satisfying equations (1)–(9), with equation (3)

holding with equality, and one additional equation describing monetary
policy.

To characterize the equilibrium dynamics, use equation (4) to eliminate

t from equation (5) to obtain
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Using equation (2) this expression can be rewritten as

(10) 1 � � t
2��(�t) � � �

�

�

t�

t

1

� �
M

M

t�

t

1

� .
1 � �(�t) � �t��(�t)

���
1 � �(�t�1) � �t�1��(�t�1)

1 � �(�t) � �t��(�t)
���
1 � �(�t�1) � �t�1��(�t�1)
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Consider now the case that the central bank follows a money growth rate
peg by setting M(0) and then letting Mt evolve according to the rule

(11) Mt�1 � �Mt ; � 
 1,

where � denotes the gross growth rate of the money supply. For this mon-
etary policy specification, equation (10) is a first-order difference equation
in one endogenous variable, �t. The steady state of that equation solves

1 � �∗2��(�∗) � ���1,

where �∗ denotes the steady-state value of consumption velocity. For the
particular functional form of �(�) assumed in the Sims paper—that is, �(�)
� ��/(1 � 	�)—we have

�∗ � .

The existence of a steady state in which velocity is positive requires that
�/	2 
 1 – ��–1. One can show that if a steady state exists, it is unique. Next
I wish to show that for any �(0) 
 �∗, equation (10) implies that as long as
the money growth rate peg is in place �t�1 
 �t. To see this, rewrite equation
(10) as

[1 � �(�t�1) � �t�1��(�t�1)]�t�1 ��
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t
2��(�t)]
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Let G(�t) � [1 � �(�t) � �t��(�t)]�t and F(�t) � �/{�[1 – �t
2��(�t)]}[1 � �(�t) �

�t��(�t)]�t. Note that both G(�) and F(�) are increasing in �. Clearly, at � �
�∗, G(�) � F(�). However, for � 
 �∗, F(�) 
 G(�) because �/(�[1–�t

2��{�t}]

 1. Thus, in order for �t to satisfy equilibrium condition (10) in the case
that �0 
 �∗, it must be the case that �t is increasing over time. If this explo-
sive path for v can be supported as an equilibrium outcome, then specula-
tive inflations are possible in this economy. For simplicity, we assume that
�(1 � �t) � 1 for all t. It follows from equation (4) that 
t � 
0 for all t � 0.
By equation (4) the time path for consumption is then given by ct � 1/
0 /
(1 � �[�t] � �t��[�t]) for all t. From this relation and the definition of veloc-
ity it follows that P0 � �0M0
0(1 � �[�0] � �0��[�0]). Iterating equation (1)
forward and using equation (1) one obtains a present discounted value 
constraint of the form Σ�
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–1 and Rt�1 
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1/(1 – �t

2��[�t]). Using the definition of velocity to eliminate Mt/Pt and 
equation (4), we can rearrange this expression to get Σ�

t�0 qt( yt � �t – [1 �
�{�t}]/[1 � �{�t} � �t��{�t}]/
0 – 1/[1 � �{�t} � �t��{�t}]/
0/�t[Rt�1 – 1]/Rt�1)
� M–1/�0 /M0 /(1 � �[�0] � �0��[�0]/y0 � (1 � �)FP

–1. � 0. Given a time path
for vt, this expression uniquely determines 
0. Finally, note that because
nominal money balances are not shrinking (� � 1) over time, central bank
net wealth is increasing; that is, Pt�1 FG

t�1/Mt�1 
 Pt Ft
G/Mt.

�1 � ����1�
���
��� � 	�1 � ����1�
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The arguments just presented establish that a self-fulfilling inflation can
be supported as an equilibrium outcome. The consequence of this result is
that the central bank would not have control over inflation. This is because
any �0 � �∗ constitutes a perfect-foresight equilibrium. The existence of
self-fulfilling inflations in economies in which monetary policy takes the
form of a money growth rate peg is a well-known result; see, for example,
Brock (1974, 1975), Obstfeld and Rogoff (1983), and Woodford (1994).
Equally well known are ways to rule such speculative inflations out. In par-
ticular, Wallace (1981) and Obstfeld and Rogoff have suggested using frac-
tional backing as a way to rule out speculative inflations. Under a policy of
fractional backing the central bank commits to adopt a price-level target
at some price level P�should the price level pass a certain threshold. For this
threat to be credible it must be the case that, at the moment the price-level
target is implemented, the central bank has sufficient reserves on hand to
exchange the entire money stock in circulation at the preannounced price;
that is, we need that P�F G

t–1 � Mt–1, where t is the first period in which the
price-level peg is in place. In standard analysis the fiscal and monetary au-
thority are treated as a unit with a single consolidated budget constraint.
In this case, the solvency requirement of the central bank is of no concern,
for the central bank is implicitly guaranteed support from the fiscal au-
thority (in the form of tax revenue) to redeem money for real assets should
there be a need.

Our concern here is how we can rule a self-fulfilling inflation in this
model even if the central bank is independent. Suppose that the central
bank announces that it will follow a money growth rate peg with � 
 1 and
that should �0 
 �∗, then the money growth rate peg would only stay in
place until Pt F t

G � Mt. Let T denote the first period in which Pt F t
G � Mt;

then the central bank will keep the money growth rate peg until period T,
and from period T � 1 on, it will follow a price-level peg of the form Pt �
PT for all t 
 T. Then we know from equation (5) that 1 – �2

T ��(�T) � �,
which implies that �T � �∗. At the same time, with �0 
 �∗ equilibrium con-
dition (31) can only be satisfied if �T 
 �T–1 
 �T–2 
 . . . 
 �0 
 �∗. But both
of those conditions can never be satisfied at the same time. Therefore, �0 

�∗ cannot be supported as a perfect-foresight equilibrium. It follows that
fractional backing is capable of ruling out a self-fulfilling inflation even in
the case in which the central bank starts out with negative net worth and
never receives an injection of resources from the fiscal authority.

Finally, suppose that a central bank wishes to follow an interest rate
feedback rule like the one studied in the Sims paper. One possible strategy
to rule out self-fulfilling inflations in this case is to commit to switching to
a money growth rate peg should central bank net worth fall too low, and in
addition threaten to switch monetary policy yet again to a price-level tar-
get once the net worth of the central bank is sufficiently large.

The reason why fractional reserve backing does not work in the econ-
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omy presented in section 7.3 of the Sims paper is that under the interest rate
policy, net worth of the central bank may be falling along the self-fulfilling
hyperinflation (see figure 7.2 of the Sims paper). Specifically, the analysis
of the Sims paper shows that if a central bank starts with sufficiently nega-
tive net worth, it will never be able to reach solvency when the economy
falls into a speculative inflation, and hence the central bank will never be
able to announce a credible price-level peg. However, under a positive
money growth rate peg, even under a self-fulfilling inflation, nominal
money balances increase over time, and therefore the net worth of the cen-
tral bank, Pt F t

G/Mt, improves with time.
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Discussion Summary

Frederic Mishkin suggested that risks to financial stability imposed as im-
portant limits on monetary policy as did fiscal stability. In recent work with
Guillermo Calvo, the authors argued that in emerging economies problems
related to financial and fiscal policies were of a larger order of magnitude
compared to problems related to monetary policy. Another example was
the recent experience of Brazil, where depreciation in response to political
uncertainty forced the inflation target to be raised. He agreed with Sims on
the important role that the central bank’s balance sheet had to play, and
pointed out that the Bank of Japan had explained in this regard its reluc-
tance to pursue more expansionary monetary policies.

Masaaki Shirakawa pointed out that in the current situation in Japan,
with nominal interest rates even at long maturities near zero, the distinc-
tion between bonds and money becomes blurred, meaning that distinction
between monetary policy and fiscal policy is also becoming blurred. At the
moment, the amount of Japan government bonds held by the Bank of
Japan was about 60 percent of the monetary base, which according to con-
ventional measures could raise questions about the soundness of the Bank
of Japan’s balance sheet. The Bank of Japan had already engaged in sub-
stantial quantitative easing, expanding the size of its balance sheet from 15
percent of GDP four years ago to about 26 percent now. A related question
was whether the Bank of Japan should take on different forms of risk by
purchasing assets other than JGBs. For the Bank of Japan to engage in
some form of fiscal policy, it would probably need some kind of commit-
ment from the government to guarantee its solvency, if the general public
questioned the ability of a central bank whose capital position is impaired
to pursue adequate monetary policy.

Bennett McCallum questioned the view that transparency was the main
advantage of inflation targeting, and argued that from the mid-1970s until
the start of EMU the Bundesbank had been both the most successful cen-
tral bank in terms of inflation control and one of the least transparent.

Christopher Sims responded that central banks usually faced legal re-
strictions on trading money for real assets, which pointed to the need for
monetary-fiscal coordination in preventing deflationary spirals. This
pointed to further need to rethink the boundaries between fiscal and mon-
etary policy, and the proper role of central bank independence.
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8.1 Introduction

In what sense can monetary policy as currently practiced by the Federal
Reserve (Fed) be characterized as inflation targeting? And what, if any, fea-
tures of an inflation-targeting policy regime should the Fed adopt more
formally? These are the questions implicit in the title of this paper. U.S.
macroeconomic performance has improved greatly since the early 1980s.
The 1980s and 1990s saw two of the longest expansions in U.S. history and
two of the mildest contractions in 1990–01 and 2001. The paper argues that
this success can be attributed in large part to inflation-targeting policy pro-
cedures that the Fed has adopted gradually and implicitly over the last two
decades. Much of the paper is devoted to explaining the origins of the Fed’s
implicit commitment to inflation targeting. Understanding the historical
record suggests that some form of inflation targeting is likely to remain at
the core of Fed monetary policy indefinitely.

Explicit inflation targeting is characterized by the announcement of an
official target for the inflation rate and by an acknowledgment that low in-
flation is a priority for monetary policy. Inflation targeting also involves en-
hanced transparency of the procedures and objectives of monetary policy,

8
Inflation Targeting in 
the United States?

Marvin Goodfriend

Marvin Goodfriend is senior vice president and policy advisor at the Federal Reserve Bank
of Richmond.

This chapter benefited from seminars at the Federal Reserve Board and the Federal Re-
serve Bank of Richmond, and from discussions with B. Bernanke, A. Broaddus, R. Fergu-
son, B. Hetzel, R. King, D. Kohn, J. Lacker, B. McCallum, A. Meltzer, R. Mishkin, A. Or-
phanides, D. Small, S. Williamson, and A. Wolman. The views expressed are the author’s
alone and not necessarily those of the Federal Reserve Bank of Richmond or the Federal Re-
serve System.



and increased accountability of the central bank for attaining those objec-
tives.1

To a large extent the explicit adoption of inflation targeting would
merely continue the approach to monetary policy developed under Chair-
men Volcker and Greenspan. Nevertheless, it seems worthwhile to con-
sider whether more explicit inflation-targeting procedures could help the
Fed sustain good monetary policy in the future.2 Detailed, explicit, and
transparent inflation-targeting procedures have been adopted by numer-
ous central banks abroad to build and secure credibility for low inflation.3

The main objection to some sort of explicit, public commitment to infla-
tion targeting is the concern that inflation targeting would focus the Fed
too narrowly on inflation at the expense of output and employment. More-
over, the Fed has achieved price stability and arrived at monetary policy
procedures that resemble inflation targeting by “just doing it.” So one
might argue that the Fed has little need to adopt inflation targeting for-
mally. Admittedly, the priority for low inflation is “in the water” at the Fed
these days, but on the other hand “bottling” it for the future might not be
a bad idea.

The Fed has been extraordinarily fortunate in having two remarkable
chairmen since the late 1970s who skillfully helped to turn monetary pol-
icy from a source of instability into a major stabilizing force for the macro-
economy. It is well to remember how uniquely qualified they were to lead
the Fed. Each had decades of professional experience observing the busi-
ness cycle before becoming chairman—Volcker at the New York Fed and
Greenspan as a private business economist in New York. Each had an ex-
tensive knowledge of financial markets and market participants from
having worked in New York (see, e.g., Martin 2000 and Woodward 2000).
Each had prior experience in Washington—Volcker at the Treasury and
Greenspan at the Council of Economic Advisors. And both were trained
economists. Moreover, both men personally experienced and understood
as professionals the disruptive consequences of inflation. It will be difficult
to find a successor to lead the Fed with all these qualifications who can nav-
igate the appointments process successfully (see e.g., Stevenson 2002).
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A second, more fundamental reason to consider the adoption of explicit
inflation targeting is simply that in a democracy a central bank should be
fully accountable for the monetary policy that it pursues (see Blinder
1996). Adopting inflation-targeting procedures explicitly would improve
the transparency of the policy process and the ability of Congress to hold
the Fed accountable for monetary policy. For both of these reasons it is im-
portant to distill the essence of the implicit inflation-targeting procedures
developed under Volcker and Greenspan and to consider how inflation tar-
geting could be institutionalized to help the Fed sustain its improved per-
formance after Chairman Greenspan retires.

The paper addresses these objectives in four parts. Section 8.2 describes
the origins of the case for price stability in the United States by reviewing
postwar monetary policy as practiced by the Fed and enumerating the
problems created by failing to make price stability a priority. In particular,
section 8.2 discusses the inflationary go/stop era and the Volcker disinfla-
tion, and describes the ways in which monetary policy as conducted in the
Greenspan era can be characterized as implicit inflation targeting. Section
8.3 considers arguments for and against making low long-run inflation a
priority, and whether a quantitative inflation target is a good idea. Section
8.4 considers inflation targeting in the short run, including complications
involved in managing departures of inflation from its long-run target, the
feasibility and desirability of strictly targeting a constant inflation objec-
tive in the short run, and the relationship of inflation targeting to counter-
cyclical stabilization policy. Finally, section 8.5 suggests how to make the
Fed’s inflation-targeting procedures explicit in order to secure the commit-
ment to low inflation, enhance transparency, and improve the Fed’s ac-
countability for attaining its monetary policy objectives. A brief summary
concludes the paper.

8.2 Origins of the Case for Price Stability in the United States

In order to appreciate fully the rationale for inflation targeting as im-
plicitly practiced in the United States today and why inflation targeting will
likely remain at the core of Fed monetary policy in the future, one must un-
derstand the origins of the case for price stability in the United States.
These are found in three distinct subperiods of postwar U.S. monetary his-
tory: the period of inflationary go/stop policy from the late 1950s to the late
1970s, the Volcker disinflation from 1979 to 1987, and the subsequent
achievement of credibility for low inflation under Greenspan. The go/stop
period illustrates the consequences of failing to make low inflation a pri-
ority for monetary policy. The Volcker period illustrates the difficulty in
restoring credibility for low inflation after it has been compromised. And
the Greenspan era illustrates how and why the Fed has come to target low
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inflation implicitly in recent years. Each subperiod is discussed in turn
below.4

8.2.1 Inflationary Go/Stop Monetary Policy

The inflationary tendency evident during the period of go/stop mone-
tary policy derived initially from a desire not to repeat the disastrous de-
flation of the 1930s. The disruptive potential of inflation was consistently
underestimated, and each increase in inflation was tolerated in the belief
that it would soon die down. Moreover, go/stop policy reflected the Fed’s
inclination to be responsive to the shifting balance of concerns between in-
flation and unemployment. In the “go” phase of the policy cycle inflation
became a major concern only after it clearly moved above its previous
trend; hence, the Fed did not tighten policy early enough to preempt infla-
tionary outbursts before they became a problem. By the time the public be-
came concerned about rising inflation, pricing decisions already embodied
higher inflation expectations. At that point the Fed would need a recession
to bring inflation and inflation expectations back down, and an aggressive
increase in short-term interest rates would initiate the “stop” phase of the
policy cycle. At best, there was only a relatively narrow window of public
support for the Fed to raise interest rates. That window opened when ris-
ing inflation was widely judged to be a problem and closed after tighter
monetary policy caused the unemployment rate to begin to rise. Thus, the
Fed found it difficult to reverse rising inflation, and the trend rate of infla-
tion tended to ratchet up with each go/stop policy cycle (see, e.g., Romer
and Romer 1989).

Another reason for the rising inflation trend was that deliberately ex-
pansionary monetary policy in the go phase of the policy cycle came to be
anticipated by workers and firms. Workers learned to take advantage of
tight labor markets to make higher wage demands, and firms took advan-
tage of tight product markets to pass along higher costs in higher prices.
Increasingly aggressive wage and price behavior tended to neutralize the
favorable effects of stimulative monetary policy. The Fed persisted in try-
ing to pursue what it regarded as a reasonable balance between inflation
and unemployment objectives. But in practice it became ever more expan-
sionary on average in the pursuit of low unemployment, which produced
correspondingly higher inflation and inflation expectations. As a result,
lenders demanded ever-higher inflation premia in bond rates. In the ab-
sence of an anchor for inflation, inflation expectations and bond rates
moved higher and fluctuated widely, which destabilized the economy and
complicated countercyclical stabilization policy enormously.

In retrospect, the central problem for most of the postwar period up to
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the Volcker disinflation beginning in 1979 was that the Fed tended to jus-
tify its periodic inflation-fighting actions against an implicit objective for
low unemployment. In doing so, the Fed made monetary policy a source of
instability and wound up worsening both inflation and unemployment.
Eventually the Fed recognized that it would be better to justify its actions
to stimulate employment against a commitment to low inflation.

8.2.2 The Volcker Disinflation: 1979–87

The case for price stability as we know it today was strengthened by the
extraordinary difficulties encountered in dealing with inflation during the
period of the Volcker disinflation from 1979 to 1987. In particular, the Fed
experienced the adverse consequences of a near total collapse of credibil-
ity for low inflation, and learned how difficult it is to pursue interest rate
policy to restore credibility for low inflation once that credibility has been
thoroughly compromised. Although the challenges confronting the Fed
during the Volcker disinflation were far larger than those today, their na-
ture is similar and still relevant. This section considers, in turn, four fea-
tures of this tumultuous period: the breakdown of mutual understanding
between the Fed and the public, the loss of flexibility to use interest rate
policy to stabilize the output gap, the nature of the cost of restoring low in-
flation, and the inflation scare problem.

The Breakdown of Mutual Understanding between the Fed and the Public

By the time that Volcker became Fed chairman in 1979, the sharp in-
crease in the level and volatility of inflation and inflation expectations born
of the previous decade’s go/stop monetary policy made it exceptionally
difficult for the Fed to contribute constructively to macroeconomic stabi-
lization. The Fed continued to make monetary policy by managing short-
term nominal interest rates. But the effect of interest rate policy on the
economy is determined by its effect on real interest rates—nominal rates
minus inflation expectations. Stabilization policy became more difficult, in
part, because relatively large adjustments in the real rate were necessary to
stabilize the economy. Moreover, the Fed found it increasingly difficult to
judge the public’s inflation expectations and to gauge how its own policy
actions might influence those expectations. Hence, the Fed could not judge
how a given nominal interest rate policy action would translate into an ad-
justment in real interest rates. In short, there was a breakdown of mutual
understanding between the Fed and the public: the public could no longer
discern the Fed’s policy intentions, and the Fed could not predict how the
economy would respond to its policy actions. Consequently, the opportu-
nity for policy mistakes was greatly enlarged, and macroeconomic stabi-
lization policy became increasingly difficult.

As a result, the Volcker Fed came to appreciate what the Fed had taken
for granted previously—that monetary policy must be conducted so as to
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preserve a mutual understanding between the public and the Fed. In par-
ticular, the Volcker Fed realized that price stability must be the cornerstone
of that mutual understanding. In large part the subsequent disinflation can
be seen as an effort to rebuild that mutual understanding in order to reha-
bilitate countercyclical stabilization policy.

Loss of Flexibility to Use Interest Rate Policy to 
Stabilize Output Relative to Potential

When the Fed’s credibility for low inflation is in question, the Fed loses
the flexibility to use interest rate policy to stabilize output relative to its po-
tential. Obviously, when the Fed needs an output gap to restrain inflation
and stabilize inflation expectations, it cannot also use interest rate policy to
narrow that output gap. The behavior of interest rate policy in the brief re-
cession of 1980 makes this point well.

The Volcker Fed raised the nominal federal funds rate target sharply
from around 11 percent in September of 1979 to around 17 percent in April
1980 in its initial effort to bring down inflation. About half of that 6 per-
centage point increase occurred in the fall of 1979. January 1980 later
turned out to be a National Bureau of Economic Research (NBER) busi-
ness cycle peak, and evidence of a weakening economy caused the Fed to
pause in its aggressive tightening between late 1979 and March 1980. But
with the federal funds rate held steady, the thirty-year (long) bond rate
jumped by around 2 percentage points between December and February
despite the weakening in the economy. A number of factors contributed to
the unprecedented increase in inflation expectations evident in the sharp
rise in the bond rate: the ongoing increase in oil prices, the unprecedented
rise in the price of gold, and the Soviet invasion of Afghanistan. In addi-
tion, the Fed’s hesitation to tighten further probably created doubts about
its willingness to bear the output costs necessary to reduce inflation. In any
case, faced with this evidence of a further increase in inflation expectations,
the Fed was forced to react with an enormous 3 percentage point increase
in the nominal funds rate in March. The short recession that occurred in
the first half of 1980 probably resulted from this aggressive policy tighten-
ing in conjunction with the imposition of credit controls in March (see
Schreft 1990).

Thus, interest rate policy helped to precipitate the 1980 recession as it
would precipitate the 1981–82 recession, and for the same reasons. The dif-
ference is that in 1980 the Fed cut the federal funds rate sharply by around
8 percentage points between April and July to act against the downturn,
and the recession ended quickly with around 8 percent real gross domes-
tic product (GDP) growth in the fourth quarter (4Q) of 1980. However, in-
flation remained high in 1980. The lesson of 1980 was that the Fed could
not restore credibility for low inflation if it continued to utilize interest rate
policy to stabilize the output gap.
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The Cost of Restoring Credibility for Low Inflation

The Volcker disinflation made particularly clear why it is so costly to re-
store credibility for low inflation once it has been compromised. Consider
the striking disinflation that occurred in 1981. In early 1981 the Fed main-
tained the nominal federal funds rate at 19 percent. As measured by per-
sonal consumption expenditures (PCE) inflation, which was around 10
percent in Q1 1981, real short-term interest rates were then a very high 9
percent. Not surprisingly, the aggressive policy tightening began to take
hold by midyear. The NBER business cycle peak was reached in July, and
real GDP growth fell at a 6 percent annual rate in Q4 1981 and at a 5 per-
cent annual rate in Q1 1982. The Fed brought the nominal federal funds
rate down from 19 percent in the summer to the 14 percent range at the end
of the year, where it remained until the summer of 1982, when it was re-
duced further to around 10 percent.

The 5 percentage point funds rate reduction through the end of 1981 was
large in nominal terms. But PCE inflation also fell by about 5 percentage
points by early 1982 to the 5 percent range. To the extent that short-term
inflation expectations followed the decline in actual inflation during 1981,
the Fed maintained an extraordinarily high 9 percent real funds rate dur-
ing the recession! Amazingly, the Volcker Fed maintained a 9 percent real
short rate even as the recession worsened and the unemployment rate rose
from around 7 percent in July 1981 toward a peak of nearly 10 percent at
the recession trough in November 1982.

Why did interest rate policy remain so extraordinarily tight even after
the sharp break in inflation in 1981? One reason is that the behavior of long
bond rates suggested that the Fed’s credibility for low inflation continued
to deteriorate. In fact, the long bond rate actually rose by about 3 percent-
age points from January 1981 to more than 14 percent in October, even as
the economy weakened. And although the rate showed some tendency to
decline thereafter, it remained in the 13 to 14 percent range until it began
to come down more persistently in the summer of 1982. Only after this ev-
idence emerged in the bond market, that the Fed was finally beginning to
acquire credibility for low inflation, did the Fed ease policy decisively in
August 1982. This policy easing paved the way for an end to the recession.
Inflation stabilized at around 4 percent. And real GDP grew by a spectac-
ular 6.7 percent in 1983 and 4.5 percent in 1984.

The Volcker Fed disinflation of 1981 is an extreme illustration of the
point mentioned in section 8.2.2 that, in practice, the Fed needs a recession
to restore credibility for low inflation after it has been compromised. The
reason is this: if a disinflation is fully credible, then wage and price inflation
can slow immediately without much effect on real interest rates or output
(see Ball 1994). If, however, as in 1981, a disinflation is not immediately
credible, then wage and price inflation continue as before. If the Fed per-
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sists in tightening monetary policy anyway, real interest rates rise, aggre-
gate demand moves below potential output, employment falls, and the out-
put gap thus created causes wage and price inflation to slow gradually.
Postwar U.S. monetary history makes it abundantly clear that disinflation
is costly in practice because credibility for low inflation is hard to acquire
after it has been lost. Moreover, the Fed’s commitment to low inflation is
only as credible as the public’s support for it. And that support usually re-
mains in question until a disinflation is nearly complete.

The Inflation Scare Problem

The Fed’s credibility problems during the Volcker era showed up as “in-
flation scares,” sharply rising long-term bond rates reflecting rising long-
term inflation expectations.5 Inflation scares presented the Fed with a
costly dilemma because ignoring them would encourage even more doubt
about the central bank’s commitment to low inflation. Yet raising real
short rates to restore credibility for low inflation risked precipitating a re-
cession. There were four striking examples of inflation scares in the bond
rate during the Volcker era. As discussed above, the Fed’s response to the
first two scares in 1980 and 1981 precipitated recessions in those years.

The third inflation scare occurred in 1983–84. By then, inflation was
running at around 4 percent, and, for the most part, it held in that range
during this episode. Nonetheless, an inflation scare in the bond market
raised the long rate from the 10 percent range in the summer of 1983 to its
peak the following summer in the 13 percent range—only about 1 per-
centage point short of its 1981 peak even though inflation was over 6 per-
centage points lower in 1983 than in early 1981! The Fed reacted by mov-
ing the nominal funds rate up from the 8 percent range to the 11 percent
range. Inflation remained low, so the tightening took the real short-term
interest rate up by about 3 percentage points to around 7 percent briefly in
mid-1984 before the inflation scare subsided and the bond rate began to
come down. In this case, the high real short rate needed to contain the scare
succeeded in bringing real GDP growth down to a sustainable 2 to 3 per-
cent range in the second half of 1984. This episode was important because
it demonstrated that a well-timed and well-calibrated series of preemptive
interest rate policy actions could defuse an inflation scare without creating
a recession. The 6 percentage point drop in the bond rate from its June
1984 peak to the 7 percent range in early 1986 indicates that the Fed ac-
quired enormous additional credibility for low inflation during this period,
in large part no doubt due to the aggressive inflation-fighting actions taken
in 1983–84.
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Remarkably, even after the Volcker Fed had demonstrated its determi-
nation to act against inflation for almost a decade, there was yet another
inflation scare when the bond rate rose by 2 percentage points from March
to October 1987. Surprisingly, the Fed reacted little to this scare. In part,
this may have reflected real growth weaker than in 1983–84. The scare may
have occurred in part because Volcker was near the end of his term as
chairman and there was doubt about whether the Fed under Volcker’s suc-
cessor would continue to place a high priority on low inflation. In any case,
the 1987 scare is particularly striking evidence of the fragility of the credi-
bility of the Fed’s commitment to low inflation, possibly connected to the
transition from one Fed chairman to another.

8.2.3 The Greenspan Era: 1987 to the Present

When Alan Greenspan succeeded Paul Volcker as Fed chairman in the
summer of 1987 the inflation scare needed immediate attention. However,
the October 1987 stock market crash forced the Fed to ease monetary pol-
icy and put off raising interest rates until the spring of 1988. Judging by the
behavior of the long bond rate, which did not return to its early 1987 levels
until 1992, it took the Greenspan Fed about five years to overcome the
1987 inflation scare.

The discussion of the Greenspan era below is in four parts. It begins by
emphasizing the difficulty of reversing even a relatively minor loss of cred-
ibility for low inflation. It then describes the preemptive interest rate pol-
icy actions in 1994 that achieved virtual price stability and the benefits,
thereafter, of having achieved full credibility for low inflation. One can see
in the behavior of the Greenspan Fed the emergence of an implicit infla-
tion-targeting policy regime. The section concludes by pointing out five as-
pects of inflation targeting practiced implicitly by the Greenspan Fed.

Reversing a Minor Loss of Credibility for Low Inflation

As a result of the 1987 inflation scare and the policy easing that followed
the October 1987 crash, PCE inflation rose by over 2 percentage points
from around 3 percent in 1986 to around 5.5 percent in 1990. In response,
the Fed raised the funds rate by over 3 percentage points to a peak of nearly
10 percent from the spring of 1988 to the spring of 1989 in an effort to re-
verse the rise in inflation and inflation expectations. As a result of those
policy actions and the Gulf War recession, inflation began to recede in
1991. However, the unemployment rate rose by about 1 percentage point
during the 1990–91 recession and rose further to nearly 8 percent in June
1992 during the “jobless recovery” that followed. Here is another instance
where, having been insufficiently preemptive in containing inflation (in
1987 and 1988), monetary policy was obliged to be more restrictive than
otherwise. With its credibility for low inflation compromised earlier, the
Greenspan Fed lowered the federal funds rate tentatively and haltingly
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from a peak around 8 percent at the start of the recession in mid-1990 to 3
percent in the fall of 1992. By September 1992, the bond rate had returned
to the 7 percent range, inflation had come down to around 3 percent, and
the real federal funds rate was therefore near zero.

The zero real short rate was in place for eighteen months from Septem-
ber 1992 to February 1994. During that time the unemployment rate came
down to 6.6 percent, the bond rate fell to the 6 percent range, and the in-
flation rate fell slightly. It appeared that the Fed had acquired an additional
degree of credibility for low inflation. To secure that credibility, however,
the Fed would need to preempt rising inflation by raising real short rates as
the economy strengthened further in 1994. At a minimum, the Fed would
have to move real short rates up from zero to a range historically consistent
with sustainable growth without inflation. In part, preemptive policy was
motivated by yet another inflation scare in the bond market. The more than
2 percentage point increase in the bond rate from late 1993 to November
1994 indicated that the Fed’s credibility for low inflation still was not se-
cure.

Preemptive Interest Rate Policy in 1994

The series of policy actions that lifted the real funds rate by 3 percentage
points from February 1994 to February 1995 marked the Greenspan Fed’s
first preemptive actions against inflation. Like the Volcker Fed’s 1983–84
actions, the Greenspan Fed’s 1994 preemptive policy held the line on infla-
tion without creating unemployment. After falling to the mid–5 percent
range during 1994, the unemployment rate moved up only slightly in April
1995 and then began to fall again. The 1994 tightening proved once more
that well-timed preemptive interest rate policy actions are nothing to be
feared. By January 1996 the bond rate was down to around 6 percent, and
there was widespread talk of the “death of inflation” (see Bootle 1996).

The successful preemptive policy action in 1994 brought the economy to
virtual price stability. Inflation and inflation expectations were anchored
more firmly than ever before. Inflation has remained low ever since, and
long bond rates have remained in the 5 to 6 percent range with little evi-
dence of inflation scares. Remarkably, price stability was maintained even
though the economy grew in the 4 percent range annually from 1996
through 1999, and the unemployment rate briefly fell below 4 percent for a
while. Unquestionably, rising productivity growth during the period
helped to hold down inflation, but the fact that the economy achieved this
growth without much of an increase in inflation or an inflation scare fur-
ther reinforced the Greenspan Fed’s credibility for low inflation.6
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Benefits of Full Credibility for Low Inflation

Three closely related benefits of full credibility for low inflation have
been apparent in the second half of the Greenspan era. First, credibility
helped the economy to operate well beyond the levels that might have cre-
ated inflation and inflation scares in the past. Second, when in 1999 and
2000 the Fed set out to slow the growth of real aggregate demand to a more
sustainable rate, it raised real short rates to the 5 percent range, somewhat
below the range of real short rates it had targeted in previous periods of
policy restraint. As in 1994, less real rate restraint was necessary in 2000
because the Fed did not have to restore low inflation or its credibility for
low inflation after they had been compromised. Having attained price sta-
bility, the Fed did not need a recession to bring inflation and inflation ex-
pectations down. The Fed’s objective in 2000 was only to bring aggregate
demand back into line with potential output so that the expansion would
not end with an outbreak of inflation, an inflation scare, or an unsustain-
able real boom and bust.

Third, when the expansion did end in an unsustainable boom and bust,
the fact that inflation and inflation expectations were well anchored en-
abled the Greenspan Fed to cut the nominal federal funds rate aggressively
from 6.5 percent to 1.75 percent in 2001 to cushion the fall in aggregate de-
mand and employment.7 Amazingly, the Fed was able to cut the real fed-
eral funds rate by 4 or 5 percentage points to around zero without a hint of
an inflation scare. Since the Fed did not need a recession in 2001, it had the
flexibility to cut the real funds rate aggressively to prevent one.

8.2.4 Implicit Inflation Targeting Practiced by the Greenspan Fed

When one considers the Greenspan era as a whole, it would appear that
the Greenspan Fed adopted, gradually and implicitly, an approach to
monetary policy that can be characterized as inflation targeting. To begin,
the Greenspan Fed must have appreciated something like the case for
price stability described above as it developed in the years of go/stop pol-
icy and during the Volcker disinflation. Moreover, Chairman Greenspan
testified in 1989 in favor of a qualitative zero-inflation objective for the
Fed, defined as a situation in which “the expected rate of change of the
general level of prices ceases to be a factor in individual and business de-
cisionmaking” (see Greenspan 1990, 6). Thus, it is reasonable to think
that the Greenspan Fed set out to achieve low enough inflation to make
that definition of price stability a reality. This is the first sense in which it
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is plausible to think that the Greenspan Fed has adopted an implicit form
of inflation targeting.

However, the Greenspan Fed clearly has not focused singlemindedly on
achieving low inflation. Had it done so, it surely could have restored low in-
flation and the credibility for low inflation lost in 1987–88 sooner than it
did. However, given the initial credibility problems, attempting to act
against inflation too aggressively could have come at too great a cost in lost
employment and output. It was plausible to think that the relatively small
slippage in inflation and credibility for low inflation that occurred in the
late 1980s could be contained eventually without an aggressive monetary
tightening. Such reasoning probably contributed to the decision to pursue
a mildly restrictive interest rate policy to build back credibility for low in-
flation gradually. In other words, the Greenspan Fed displayed great pa-
tience in overcoming the effects on inflation and Fed credibility of the un-
fortunate initial conditions (the 1987 inflation scare and stock market
crash) that it started with.

Moreover, the Greenspan Fed did not proceed to push the inflation rate
down deliberately to price stability after 1992 in a way that might have been
costly in terms of employment and output. Instead, preemptive policy was
utilized in 1994 to reinforce the transition to price stability. The Fed held
real short rates near zero for a year and a half until the economy showed
strength in 1994 and then acted to preempt what might have been a cycli-
cal increase in inflation. Holding the line on inflation proved to be a virtu-
ally costless way of moving the economy to price stability and fully secur-
ing the Fed’s credibility for low inflation.

The manner in which the Greenspan Fed moved to restore credibility for
low inflation before 1992 and pushed to price stability after 1992 demon-
strates a second sense in which it may be said to have targeted inflation im-
plicitly. It is clear that the Greenspan Fed practiced a form of flexible in-
flation targeting in its pursuit of price stability.

Arguably, it is plausible to think that the Fed has finally achieved price
stability in the sense that a measure of inflation favored by the Fed, core
PCE inflation, has remained in the 1 to 2 percent range since the mid-1990s
(see Federal Open Market Committee 1996, 11). It is difficult to imagine
circumstances that would cause the Greenspan Fed to deliberately target
core PCE inflation above 2 percent in either the long run or the short run.
This is the third sense in which it may be said that the Greenspan Fed has
adopted an implicit form of inflation targeting. Likewise, it is hard to imag-
ine any circumstances in which the Greenspan Fed would deliberately tar-
get core PCE inflation below 1 percent. There is no reason to take the in-
flation rate lower than that, given the risk of deflation and the problems
associated with the zero bound on nominal interest rates. This is the fourth
sense in which it may be said that the Greenspan Fed has adopted an im-
plicit form of inflation targeting.
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Finally, it is clear that the Greenspan Fed practices inflation targeting in
large part to enhance the flexibility of interest rate policy to stabilize the
output gap over the business cycle. For instance, the discussion above ex-
plained how the Greenspan Fed exploited its full credibility for low infla-
tion to lower short-term interest rates flexibly to cushion the 2001 reces-
sion. In this sense, inflation targeting as practiced by the Greenspan Fed
involves a fifth characteristic: constrained countercyclical stabilization pol-
icy. In other words, the Greenspan Fed appears willing to pursue aggres-
sive countercyclical interest rate policy as long as inflation and inflation ex-
pectations remain anchored in or near the long-run target range.

8.3 Should Low Long-Run Inflation Be a Priority?

Since the record shows that the Greenspan Fed has pursued inflation
targeting implicitly, we now ask what features of those implicit inflation-
targeting procedures should be made explicit. We use the case for inflation
targeting developed in section 8.2 to help answer that question. In this sec-
tion we consider only whether the Fed should make low long-run inflation
a priority. We begin with arguments supporting a priority for price stabil-
ity. Then we consider opposing arguments and counterarguments. Finally
we consider the case for a quantitative long-run inflation target.

8.3.1 Arguments Supporting a Long-Run Priority for Price Stability

A priority for low long-run inflation derives not so much from a belief in
its intrinsic value relative to other goals such as full employment and eco-
nomic growth, but from theory and evidence suggesting that monetary
policy encourages employment and growth in the long run mostly by con-
trolling inflation (see, e.g., Feldstein 1997 and Federal Reserve Bank of
Kansas City 1996). Moreover, the U.S. monetary policy record outlined in
section 8.2 suggests that the flexibility to pursue short-run stabilization
policy has been enhanced by a credible commitment to low inflation. Ar-
guably, that credibility would be strengthened if the Fed announced pub-
licly a priority for low long-run inflation.8

Further, in 1994 the Fed began to announce its current federal funds rate
target publicly for the first time. The Fed became more forthcoming about
its policy instrument in part because Congress and the public expressed an
interest in greater transparency in monetary policy. For instance, all twelve
reserve bank presidents were invited to explain their views on monetary pol-
icy before the Senate banking committee in March 1993 and again before
the House banking committee in October of that year. This increased trans-
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parency of the Fed’s policy instrument, the federal funds rate, has enhanced
the understanding of monetary policy and facilitated a public debate about
Fed policy. A healthy debate about whether the Fed’s policy actions are ap-
propriate to achieve its objectives is to be expected. But the current situation
is one in which the Fed has not clarified its priority for low inflation as well
as it might. Thus, a debate about Fed policy actions in the current institu-
tional environment can become a debate about the Fed’s policy objectives.

The combination of instrument transparency with ambiguity about the
priority for low inflation creates problems for monetary policy. For in-
stance, the visibility of the Fed’s aggressive preemptive tightening against
inflation in 1994 attracted much criticism in part because the priority the
Fed placed on low inflation had not been clarified, understood, and ac-
cepted by Congress and the public. The criticism from Congress and else-
where at the time was seen by many as a threat to price stability and prob-
ably contributed to the severity of the inflation scare that raised the long
bond rate by over 2 percentage points in 1994. Especially now that price
stability has been achieved and the transition costs are behind us, the Fed’s
commitment to long-run price stability could be clarified to minimize the
risk that a debate about Fed policy actions could create inflation scares in
the future.9

8.3.2 Opposing Arguments and Counterarguments

The most fundamental argument against making low long-run inflation
a priority is that it might unduly constrain interest rate policy from stabi-
lizing output relative to its potential in the short run. The concern is that,
in practice, the Fed might become more timid in using interest rate policy
flexibly to stabilize real economic activity over the business cycle for fear of
the inflationary consequences. That being said, the policy record outlined
above shows that the Fed’s power to stabilize the output gap over the busi-
ness cycle was considerably enhanced as inflation and inflation expecta-
tions became more firmly anchored. Nevertheless, the above argument
must be taken seriously.

The second argument against formally adopting a priority for low long-
run inflation is that there is little to be gained, since the Fed has achieved
and maintained low inflation by “just doing it.” The Greenspan Fed ap-
pears to have acquired near-full credibility for low inflation without a for-
mal priority for low inflation. And there is every reason to think that the
Greenspan Fed can continue to pursue inflation targeting implicitly and
successfully. This argument seems to take it for granted that the Fed needs
no institutional help in carrying on after Chairman Greenspan retires.
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The third argument admits that a legislative mandate for low long-run
inflation would be helpful but stresses that it would be awkward, inappro-
priate, and potentially counterproductive for the Fed to announce a pri-
ority for low long-run inflation unilaterally. To be sure, the Fed is an inde-
pendent central bank in the sense that its interest rate policy actions are
not subject to further evaluation by other authorities. And Congress did
not object to the Volcker disinflation and the Greenspan Fed transition to
price stability. Yet the Fed is supposed to take direction on its goals from
Congress. The current understanding between the Fed and Congress
would appear to amount to a “don’t ask, don’t tell” equilibrium: Congress
doesn’t ask the Fed whether it places a priority on low long-run inflation,
and the Fed does not say whether it has such a priority.10 Both the Fed and
Congress appear to be satisfied with “don’t ask, don’t tell,” so apparently
the status quo is satisfactory.

The problem with this argument is that waiting for Congress to endorse
formally a priority for low long-run inflation poses some risks. Currently,
a large fraction of the public has had firsthand experience with inflation
and naturally supports the view that it must be contained. But as the Fed
succeeds over time in maintaining low inflation, that collective memory
will fade, and Congress will be less likely to mandate a priority for price sta-
bility than it may be today. If the Greenspan Fed, in its capacity as the
repository of central-banking expertise in the United States, believes that
monetary policy would benefit from a legislatively mandated priority for
low long-run inflation, then it could ask Congress for one. The time is right
to do so. Because price stability has been achieved, transition costs are no
longer an obstacle. More important, the public has great confidence in the
Greenspan Fed, and future Feds will have less personal experience with
and appreciation of the reasons why monetary policy would benefit from
such a mandate. Institutionalizing that knowledge and experience in a
mandate will go a long way toward insuring that future generations do not
repeat the inflationary mistakes of the past.

8.3.3 The Case for a Quantitative Long-Run Inflation Target

The above discussion made the case that low long-run inflation should
be a priority for monetary policy. In principle, that priority could be spec-
ified in either a qualitative or a quantitative way. If a priority for low infla-
tion is largely about anchoring inflation expectations, then arguably much
of the benefit could be derived by specifying the priority in qualitative lan-
guage using Chairman Greenspan’s definition of price stability. For in-
stance, such a commitment could be stated as a priority for maintaining
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monetary conditions in which “the expected rate of change of the general
level of prices ceases to be a factor in individual and business decision
making.” The discussion above suggests that explicitly adopting even a
qualitative priority for low long-run inflation would be a major step for-
ward for monetary policy.

There are a number of reasons, however, why a priority for low long-run
inflation could be stated usefully in quantitative terms. The Fed could
choose the measure of inflation to target from any number of candidate
measures that have been exceptionally stable since the mid-1990s. More-
over, Fed staff routinely use for internal policy simulations a quantitative
working definition of low inflation that constitutes price stability. Ar-
guably, that working definition is the FOMC’s de facto quantitative long-
run inflation target, and it would serve naturally as a quantitative long-run
inflation target for external purposes as well. It makes sense to put a quan-
titative lower bound on inflation to protect against deflation and the prob-
lem of the zero bound on nominal interest rates. Announcing an explicit
lower bound on inflation would make the public more confident that the
Fed will not allow the United States to fall into a Japanese-style deflation,
zero-bound trap. That, in turn, would protect against potentially destabi-
lizing deflation scares, to which the Fed would have to respond by pushing
the nominal funds rate closer to zero. If it makes sense for the Fed to an-
nounce an explicit lower bound on its long-run inflation target to protect
against deflation, then it also makes sense to announce an explicit upper
bound to emphasize that the Fed intends to hold the line on inflation as
well. Finally, a quantitative long-run inflation target would serve as a bet-
ter benchmark against which to judge departures from price stability in the
short run.

A target range would have advantages over a point inflation target. A
target range would give the Fed a “safe harbor” within which it would not
have to explain or respond to movements in inflation very much. Only
when inflation moved outside the range would the Fed be expected to ex-
plain how policy would return inflation to the range. Without a range, the
Fed might find it difficult to switch rhetorically from relatively little con-
cern about inflation to greater concern when inflation moved up or down
on a sustained basis. Specifying a quantitative range would not tie the Fed’s
hands in practice. What it would do is put the burden of proof on the Fed
to explain how it intends to return inflation to its target. And that would be
a valuable disciplining device.

A range of 1 to 2 percent for core PCE inflation monthly over twelve or
twenty-four months earlier would be a reasonable quantitative long-run
target. The Fed is apparently comfortable using the core PCE price index
to measure inflation (see Federal Open Market Committee 1996, 11). Core
PCE inflation has ranged between 1 and 2 percent since 1997. Given this
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observed stability, a 1 percentage point range should provide enough lee-
way for routine short-run fluctuations of inflation. Finally, core PCE infla-
tion would provide a more stable measure than overall PCE inflation
against which to judge departures from price stability in the short run.

The main reasons for the Fed not to adopt a quantitative inflation target
are fourfold. First, the Fed may not be quite sure yet what measure of in-
flation and target range to adopt. Second, as discussed above, there is no
pressing need to adopt a quantitative inflation target. Finally, the Fed’s
credibility for low inflation may actually be jeopardized if, for whatever
reason, it cannot keep inflation within its long-run quantitative target
range. Fourth, adopting a quantitative inflation target may generate pres-
sure to adopt a quantitative target for the unemployment rate, which would
create problems for monetary policy of the sort encountered during the go/
stop period reviewed in section 8.2.1.

8.4 Inflation Targeting in the Short Run

This section considers inflation targeting in the short run. It begins by
outlining complications that the Fed must confront in managing depar-
tures of inflation from the long-run target range. It then suggests strongly
that it is both feasible and desirable for the Fed to keep inflation within its
long-run inflation target even in the short run. The section closes by point-
ing out that strict inflation targeting is compatible with stabilizing output
at its potential over the business cycle in a reasonable benchmark macro-
model.

This discussion does not deny that inflation could be pushed outside of
the target range in the short run. The analysis asserts only that it is likely to
take an exceptional event to destabilize inflation when the Fed purpose-
fully pursues price stability. Undoubtedly, bad luck or bad judgment could
create excessively inflationary or deflationary conditions. If that were to
happen, then presumably the Fed would return inflation to the target range
flexibility, much as the Greenspan Fed restored credibility for low inflation
in the late 1980s and early 1990s.

8.4.1 Managing Departures of Inflation from the Long-Run Target

If inflation moves outside its long-run target range, for whatever reason,
the Fed must choose a path for its interest rate policy instrument that bal-
ances the speed with which inflation is returned to target against the cost
in lost output relative to potential. The Fed must decide how fast to rebuild
credibility for its long-run inflation objective. As a formal matter, the deci-
sion would depend on the following factors: (a) the mechanism by which
interest rate policy is assumed to be transmitted to aggregate demand in the
macromodel used by the Fed; (b) the specification of the relationships
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among aggregate demand, the output gap, and the inflation-generating
process in that macromodel; (c) the relative weights placed on the output
gap and inflation stabilization in the Fed’s (implicit) loss function, or (d)
the length of time that the Fed arbitrarily allows for returning its condi-
tional inflation forecast to the long-run target; and (e) any conditional in-
formation on current shocks and adjustments to the model or the loss
function weights due to special circumstances or evolving economic con-
ditions. In sum, the policy response would depend on all information avail-
able to the Fed affecting the conditional inflation forecast and the output-
gap forecast (see Svensson 1999 and Galí 2001).

The complexity of the elements listed above shows how difficult it is for
the Fed to manage inflation once it moves outside its long-run target range.
Arguably, the inflation-generating process is the weakest part of the
macromodel. Among other things the cost, in terms of lost output relative
to potential, of returning inflation to its long-run range depends on the
credibility of the Fed’s commitment to do so. The historical record dis-
cussed in section 8.2 suggests that such credibility is sensitive to the Fed’s
actions themselves in the context of other aspects of the political economy
in a way that is difficult to model. In any particular case the Fed must judge
the extent to which drawing out the return of inflation to its long-run tar-
get might be counterproductive by reducing the credibility of its intention
to bring inflation all the way back down. That consideration must be bal-
anced against attempting to bring inflation down before the credibility for
doing so has been built up. An error in either direction would increase the
output cost of restoring price stability.

Another problem arises because the Fed may tend to overstate the extent
to which inflation has an inherent tendency to persist after it has been
shocked. U.S. inflation has exhibited a high degree of persistence in the
past (see Fuhrer and Moore 1995 and Goodfriend and King 2001, 75–81).
The Fed tolerated outbursts of inflation in the go phase of the policy cycle
and showed only a limited inclination to risk recession to reverse those out-
bursts but a willingness to allow “opportunistic” shocks to reduce infla-
tion. Thus, both positive and negative inflation shocks tended to be prop-
agated through time.11 Firms would quickly build a shock to inflation into
inflation expectations and incorporate those expectations into their own
price-setting behavior. By underestimating its own role in creating inflation
persistence in the past, the Fed may be too quick to accommodate and
propagate deviations of inflation from its long-run target in the present (see
Cecchetti 1995 and Cogley and Sargent 2001).

It is optimal for the monetary authority to vary its short-run inflation
target deliberately in response to some shocks in some macromodels. How-
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ever, that optimal variation depends sensitively on the details of the macro-
model and on the size and type of shocks hitting the economy. Given our
uncertainty about the structure of the economy, the difficulty in promptly
and accurately identifying the shocks hitting the economy, and the com-
plications discussed above, attempting to fine-tune the inflation target in
the short run is more likely to be counterproductive than not (see Or-
phanides and Williams 2002 and Schmitt-Grohé and Uribe 2002). In any
case, the historical record suggests that the Fed’s ability to deliberately and
systematically manipulate inflation in response to shocks is very limited.
Moreover, such attempted manipulation would open the door to inflation
scares. For all these reasons the presumption must be that it is inadvisable
for the Fed to attempt to vary the short-run inflation target deliberately
over time.

8.4.2 Precluding Inflation from Moving Outside the Long-Run Range

As a practical matter, the Fed can adhere closely to its long-run inflation
target only if interest rate policy can preclude shocks from moving inflation
outside the long-run target range. Is it plausible that the Fed can do so? The
answer would appear to be yes, especially for a core inflation index that ex-
cludes highly flexible commodity and food prices. As mentioned above, ev-
idence from the mid-1990s to the present suggests that inflation will remain
stable over the business cycle when the Fed makes price stability a priority.

Theory suggests why the Fed has been able to stabilize inflation so well
and is likely to continue to do so in the future. Credibility for stable prices
is self-enforcing to a great extent. Forward-looking, sticky-price firms are
less likely to pass cost shocks through to prices if firms expect the Fed to
take policy actions promptly to conform aggregate demand to potential
output in order to relieve the cost pressures (see Taylor 2000). Moreover,
credible price stability gives the Fed greater leeway to cut short-term inter-
est rates in response to a financial market crisis or to stabilize the output
gap without creating inflation or an inflation scare in bond markets. Thus,
the Fed was able to cut the federal funds rate target by 75 basis points in
1998–99 in aftermath of the Russian debt default, and then by 475 basis
points when the economy turned down in 2001, without much effect on in-
flation or inflation expectations in either case. Because the Fed is known to
have such leeway to act aggressively and preemptively against recessions,
firms are less likely to pass deflationary cost shocks through to prices as
well.

8.4.3 Strict Inflation Targeting and Countercyclical Stabilization Policy

According to the argument above, strictly targeting core inflation within
its long-run range has much to recommend it. The strength of that argu-
ment derived in part from the fact that doing otherwise would require the
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Fed to take a stand on theoretical and empirical inflation dynamics, about
which there is much uncertainty. This section supplements the case by
pointing out that strict inflation targeting is entirely consistent with stabi-
lizing output at its potential over the business cycle in a reasonable bench-
mark macromodel. In other words, strict inflation targeting can be re-
garded as the anchor for constrained countercyclical stabilization policy
along the lines of the description in section 8.2.4 of inflation targeting as
practiced by the Greenspan Fed. From this perspective, even those who
care mainly about output and employment can support strict inflation tar-
geting.

This point is clear with respect to a shock to aggregate demand. For in-
stance, a positive shock that moves aggregate demand above potential out-
put would increase labor demand and put upward pressure on wages. That
cost pressure would be passed to sticky (core) prices in the absence of a
tightening of monetary policy. However, by raising short-term interest
rates, the Fed could bring aggregate demand back into line with potential
output, move employment back down, eliminate the upward pressure on
wages, and hold the line on inflation. In other words, interest rate policy
can stabilize simultaneously both inflation and the output gap in the face
of a shock to aggregate demand.

What about a shock to aggregate supply, such as a temporary increase in
the price of oil? The question is: can the interest rate policy actions that sta-
bilize core inflation against an oil price shock also be construed as stabiliz-
ing output relative to its potential? The higher price of oil would raise the
cost of production for sticky-price firms, and again that cost pressure could
be passed to sticky (core) prices in the absence of a tightening of monetary
policy. To stabilize sticky (core) price inflation the Fed would have to raise
real short rates and depress aggregate demand enough to reduce employ-
ment and wages in order to offset the effect of higher oil prices on produc-
tion costs. In effect, price stability could be maintained by making aggre-
gate demand conform to the temporary reduction in potential output.
From this perspective, the answer to the question above could be yes.

In fact, in a benchmark macromodel with sticky prices and effectively
flexible wages, interest rate policy that stabilizes sticky (core) prices au-
tomatically makes output conform to its time-varying potential.12 The
reason is twofold: (a) strict inflation targeting neutralizes fluctuations in
employment and output that would otherwise occur due to sticky prices,
and (b) effective wage flexibility assures that output fluctuates with its po-
tential defined as the outcome of an imperfectly competitive real business
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cycle  model with a constant markup and perfectly flexible wages and
prices.

Of course, there is some question about the extent to which actual wages
are effectively flexible. Nominal wages exhibit about the same temporary
rigidity as nominal prices (see Taylor 1999). To the extent that nominal
wages are temporarily rigid, the Fed might have to push employment and
output below potential as defined above in order to relieve cost pressures
and stabilize core inflation against an oil price shock. Pushing employment
down further would reduce labor costs by raising the marginal physical
product of labor. In this case, however, the Fed would face a short-run
trade-off between inflation and output relative to its potential.

That being said, there are two reasons why such a trade-off may be of rel-
atively little concern in practice. First, an inflation target of 1 to 2 percent
with trend productivity growth of around 2 percent would yield average
nominal wage growth in the 3 to 4 percent range. Such high nominal wage
growth should keep the economy safely away from situations in which sig-
nificant downward nominal wage rigidity, as opposed to slower nominal
wage growth, is required to stabilize inflation and the output gap. Second,
wages may be effectively flexible in the context of the long-term implicit
and explicit contracts that characterize most employment relationships. It
would be inefficient for either firms or workers to allow temporary nomi-
nal wage rigidity to upset the terms of otherwise efficient long-term em-
ployment relationships. In particular, one might expect future wage ad-
justments to undo any effects of temporary nominal wage stickiness, so
that wages would be effectively flexible. Such behavior would neutralize the
allocative consequences of sticky nominal wages (see Barro 1977 and Hall
1999).

8.5 How to Make Inflation Targeting Explicit in the United States

At the core of the case for inflation targeting is the idea that monetary
policy encourages economic growth and stabilizes output at its potential
over the business cycle in large part by anchoring inflation and inflation ex-
pectations. The need to influence expectations puts a premium on a cen-
tral bank’s credibility, commitment to goals, and perceived independence
and competence to achieve its objectives. Currently, these foundations are
secure in the United States because the public has confidence in the
Greenspan Fed. If price stability is to be sustained, however, the operating
procedures of the Greenspan Fed must be credibly transferred to its suc-
cessor. Over the long run, the Fed’s credibility must be based on an under-
standing of how inflation targeting works rather than being based in the
leadership of the Fed. Making the Fed’s inflation-targeting procedures ex-
plicit would help to achieve these ends by securing the Fed’s commitment
to low inflation and improving the transparency and accountability of the
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Fed for attaining its monetary policy objectives (see Broaddus 2001 and
Ferguson 2002).

Based on the discussion above, it seems fair to say that, consistent with
theory and U.S. experience, and in line with practices that have been
adopted abroad, low inflation is a priority for Fed monetary policy in the
following sense: in the long run there are no circumstances in which sus-
tained inflation should ever be much higher or lower than it is today. A
public acknowledgment by the Fed of this would be a useful starting point
for making the Fed’s inflation-targeting procedures explicit. The priority
for long-run price stability would simply reflect best-practice monetary
policy as the Fed, other central banks, and the economics profession have
come to understand it. Hence, the Fed could assert that priority on its own
initiative without direction from Congress. In fact, the Fed has an obliga-
tion to inform Congress to that effect without any expectation of a re-
sponse in order to help the oversight committees understand better how to
evaluate monetary policy. The Fed Chairman could add that as a practical
matter there is little reason for the Fed deliberately to allow inflation to de-
viate from price stability in the short run either, since price stability best fa-
cilitates maximum sustainable employment, growth, and output stabiliza-
tion relative to potential.

A unilateral acknowledgement of this sort would be worthwhile in its
own right. Openly clarifying the priority for price stability would reinforce
the Fed’s commitment to low inflation and enhance the credibility of that
commitment. It would balance the recently increased transparency of the
Fed’s interest rate instrument with greater transparency of its low-inflation
goal. And it would act to defuse further the idea that secrecy has any role
to play in monetary policy (see Goodfriend 1986). In this regard, the Fed
could go further and publicly acknowledge its quantitative working defini-
tion of long-run price stability. If a 1 to 2 percent range for core PCE infla-
tion is it, then the Fed could acknowledge that it intends to keep core PCE
inflation in or near that range indefinitely.

An acknowledgement of either a quantitative or a qualitative priority for
low long-run inflation would open the door for the oversight committees
in Congress to recognize a priority for low long-run inflation. By accepting
that priority, the oversight committees could then hold the Fed account-
able for maintaining low inflation. Presumably, the Fed would welcome be-
ing held accountable by Congress because that would secure further its
commitment to low inflation. Congress, of course, might be concerned that
holding the Fed accountable for low long-run inflation would skew Fed pol-
icy in the short run toward price stability at the expense of stabilizing out-
put relative to its potential. The reality, though, is that it is not feasible to
hold the Fed accountable for employment or output objectives because in
the long run these are determined independently of monetary policy. This is
the lesson of the inflationary go/stop period discussed in section 8.2.1.
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There is a chicken-and-egg problem here. Without a mechanism by which
the Fed’s reasoning about short-run policy can be assessed more fully, Con-
gress may be reluctant to recognize a priority for low long-run inflation.
And without some assurance that Congress accepts a priority for low long-
run inflation, the Fed may be reluctant to be more transparent about how it
strikes a balance between inflation and output in the short run.

This conundrum suggests the following possibility: in exchange for a
congressional acceptance of a priority for low long-run inflation, the Fed
could consider participating in a public monetary policy forum where the
FOMC (through its chairman and other representatives) would subject its
current assessment of the economy and thinking about recent policy ac-
tions to questions from invited academic and business economists who are
expert in monetary policy. The discussion would be disciplined by a con-
gressional directive to utilize monetary policy flexibly to stabilize output at
its potential over the business cycle subject to inflation remaining in or near
its long-run target range.

The policy forum could be held publicly for one full day, twice a year, a
month before the Fed’s regular monetary policy reports to Congress in or-
der to unearth key policy issues and better inform the congressional over-
sight hearings. Invited participants would be drawn from the community
of professional Fed watchers, economic forecasters, and academic mone-
tary economists. The forum could be arranged and participants invited by
the Fed itself or by a private nonprofit sponsor. It would be held indepen-
dently of Congress, although representatives from Congress would be wel-
come to attend. By enabling Congress to observe a professional exchange
of views on monetary policy, the forum would give Congress more insight
into the thinking of the FOMC.

To achieve balance in the questions and comments, the invited partici-
pants should be grouped according to whether they think that policy is too
easy, about right, or too tight, and equal time should be given to all points
of view. The opportunity for the FOMC to address comments and ques-
tions from all perspectives would enable the Fed to build public under-
standing as well as confidence in its own policy position. The Fed’s think-
ing on the economy and current policy could be summarized in an
“Inflation Report” prepared and distributed in advance of the forum. The
forum would provide the Fed with regular opportunities to respond to pro-
fessional comments on its assessments of the economy without appearing
defensive or self-congratulatory. The forum would also provide the Fed
with a convenient and efficient means of acquiring regular professional ad-
vice and council on monetary policy. Finally, the forum would help to ed-
ucate economists, the press, and the financial markets so that eventually
the public’s confidence in monetary policy could be based on a deeper un-
derstanding of how inflation targeting works to optimize the economy’s
performance.
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8.6 Conclusion

The paper began by tracing the origins of the case for inflation targeting
in postwar U.S. monetary history from the inflationary go/stop period,
through the Volcker disinflation, to the period of price stability in the
Greenspan era. This historical review made clear why the Fed has made
price stability a priority as never before in its history and why low inflation
will remain a priority indefinitely. In particular, the historical review served
three purposes. First, it showed why price stability improves monetary pol-
icy. Second, it showed how the Greenspan Fed practices inflation target-
ing implicitly. Third, it showed why the Fed should continue to utilize the
inflation-targeting procedures developed and employed implicitly by the
Greenspan Fed after Chairman Greenspan retires.

In the second half of the paper consideration was given to whether the
Fed’s implicit inflation-targeting procedures should be made explicit, how
tightly inflation should be targeted in the short run, and how the Fed’s in-
flation targeting procedures could be made explicit. The main findings were
these: (a) low long-run inflation should be an explicit priority for monetary
policy; (b) as a practical matter it is not desirable for the Fed to vary its in-
flation target in the short run; and (c) strict inflation targeting can be effi-
cient constrained countercyclical stabilization policy. The Fed should pub-
licly acknowledge its implicit priority for low long-run inflation so that
Congress could publicly accept that priority and agree to hold the Fed ac-
countable for attaining it. In return, representatives of the FOMC should
consider participating in a monetary policy forum to better inform the con-
gressional oversight committees and the public about current monetary
policy.

References

Atkeson, A., and L. E. Ohanian. 2001. Are Phillips curves useful for forecasting in-
flation? Federal Reserve Bank of Minneapolis Quarterly Review 25:2–11.

Ball, L. 1994. Credible disinflation with staggered price-setting. American Eco-
nomic Review 84:282–89.

Barro, R. 1977. Long-term contracting, sticky prices, and monetary policy. Journal
of Monetary Economics 3 (July): 305–16.

Bernanke, B. S., and M. Gertler. 1999. Monetary policy and asset price volatility.
In New challenges for monetary policy: A symposium, 77–128. Kansas City, Mo.:
Federal Reserve Bank of Kansas City.

Bernanke, B. S., and F. S. Mishkin. 1997. Inflation targeting: A new framework for
monetary policy? Journal of Economic Perspectives 11:97–116.

Bernanke, B. S., T. Laubach, F. S. Mishkin, and A. S. Posen. 1999. Inflation target-
ing: Lessons from the international experience. Princeton, N.J.: Princeton Uni-
versity Press.

334 Marvin Goodfriend



Blejer, M. L., A. Ize, A. Leone, and S. Werlang. 2000. Inflation targeting in practice:
Strategic and operational issues and application to emerging market economies.
Washington, D.C.: International Monetary Fund.

Blinder, Alan S. 1996. Central banking in a democracy. Federal Reserve Bank of
Richmond Economic Quarterly 82:1–14.

Bootle, R. 1996. The death of inflation. London: Nicholas Brealey Publishing.
Broaddus, J. Alfred, Jr. 2001. Transparency in the practice of monetary policy. Fed-

eral Reserve Bank of Richmond Economic Quarterly 87:1–9.
Cecchetti, Stephen G. 1995. Inflation indicators and inflation policy. In NBER

macroeconomics annual 1995, ed. B. Bernanke and J. Rotemberg, 189–219. Cam-
bridge: MIT Press.

Cogley, T., and T. J. Sargent. 2001. The evolution of postwar U.S. inflation dynam-
ics. In NBER macroeconomics annual 2001, ed. B. Bernanke and K. Rogoff, 331–
73. Cambridge: MIT Press.

Federal Open Market Committee. 1995. Transcript, January 31–February 1:39–59.
———. 1996. Transcript, July 2–3.
Federal Reserve Bank of Kansas City. 1996. Achieving Price Stability: A Sympo-

sium. 29–31 August, Federal Reserve Bank of Kansas City.
Feldstein, M. 1997. The costs and benefits of going from low inflation to price sta-

bility. In Reducing inflation: Motivation and strategy, ed. C. Romer and D. Romer,
123–66. Chicago: University of Chicago Press.

Ferguson, R. 2002. Why central banks should talk. Remarks at Graduate Institute
of International Studies. 8 January, Geneva, Switzerland.

Fuhrer, J., and G. Moore. 1995. Inflation persistence. Quarterly Journal of Eco-
nomics 110:127–59.

Galí, J. 2001. Targeting inflation in an economy with staggered price setting. Paper
presented at Ten Years of Inflation Targeting: Design, Performance, Challenges.
30 November–1 December, Santiago, Chile, Central Bank of Chile.

Goodfriend, M. 1986. Monetary mystique: Secrecy and central banking. Journal of
Monetary Economics 17:63–92.

———. 1993. Interest rate policy and the inflation scare problem: 1979–1992. Fed-
eral Reserve Bank of Richmond Economic Quarterly 79:1–24.

———. 1997. Monetary policy comes of age: A 20th century odyssey. Federal Re-
serve Bank of Richmond Economic Quarterly 83:1–22.

———. 2002a. Monetary policy in the new neoclassical synthesis: A primer. Inter-
national Finance 5:165–92.

———. 2002b. The phases of U.S. monetary policy: 1987 to 2001. Federal Reserve
Bank of Richmond Economic Quarterly 88:1–17.

———. 2003. Interest rate policy should not react directly to asset prices. In Asset
price bubbles: Implications for monetary, regulatory, and international policies, ed.
W. C. Hunter, G. G. Kaufman, and M. Pomerleano, 445–57. Cambridge: MIT
Press.

Goodfriend, M., and R. G. King. 1997. The new neoclassical synthesis and the role
of monetary policy. In NBER macroeconomic annual 1997, ed. B. S. Bernanke
and J. J. Rotemberg, 231–83. Cambridge: MIT Press.

———. 2001. The case for price stability. In Why price stability?, ed. A. G. Herrero,
V. Gaspar, L. Hoogduin, J. Morgan, and B. Winnkler, 53–94. Frankfurt, Ger-
many: European Central Bank.

Greenspan, A. 1990. Statement before the U.S. Congress, House of Representa-
tives, Subcommittee on Domestic Monetary Policy of the Committee on Bank-
ing, Finance and Urban Affairs. Zero Inflation hearing. 101 Cong. 1 Sess. Wash-
ington, D.C.: Government Printing Office.

Inflation Targeting in the United States? 335



Gurkaynak, R. S., B. Sack, and E. Swanson. 2003. The excess sensitivity of long-
term interest rates: Evidence and implications for macroeconomic models. Fi-
nance and Economics Discussion Series no. 2003-50. Washington, D.C.: Federal
Reserve Board, February.

Haldane, A. G. ed. 1995. Targeting inflation. London: Bank of England.
Hall, R. E. 1999. Labor market frictions and employment fluctuations. In Hand-

book of macroeconomics, ed. J. B. Taylor and M. Woodford, 1137–70. Amster-
dam: Elsevier Science.

Ireland, P. 1996a. Long-term interest rates and inflation: A Fisherian approach.
Federal Reserve Bank of Richmond Economic Quarterly 82:21–36.

———. 1996b. The role of countercyclical monetary policy. Journal of Political
Economy 104:704–24.

King, M. 1997. The inflation target five years on. Lecture delivered at the London
School of Economics. 29 October.

Kohn, D. 2000. Report to the non-executive directors of the court of the Bank of En-
gland on monetary policy processes and the work of monetary analysis. Washing-
ton, D.C.: Board of Governors of the Federal Reserve System. Manuscript.

Leiderman, L., and L. E. O. Svensson, eds. 1995. Inflation targets. London: Centre
for Economic Policy Research.

Loayza, N., and R. Soto, eds. 2002. Inflation targeting: Design, performance, chal-
lenges. Santiago, Chile: Central Bank of Chile.

Martin, J. 2000. Greenspan: The man behind money. Cambridge, Mass.: Perseus
Publishing.

McCallum, B. 1997. Inflation targeting in Canada, New Zealand, Sweden, the
United Kingdom, and in general. In Towards more effective monetary policy, ed.
I. Kuroda, 211–41. New York: St. Martin’s Press.

———. 2000. The United States deserves a monetary standard. Washington, D.C.:
Shadow Open Market Committee. Manuscript.

Meyer, L. H. 2001. Inflation targets and inflation targeting. Federal Reserve Bank
of St. Louis Review 83:1–13.

Neumann, M. J. M., and J. von Hagen. 2002. Does inflation targeting matter? Cen-
ter for European Integration Studies Working Paper no. B 01. Bonn, Germany:
Center for European Integration Studies.

Orphanides, A., and J. C. Williams. 2002. Imperfect knowledge, inflation expecta-
tions, and monetary policy. Washington, D.C.: Board of Governors of the Fed-
eral Reserve System. Manuscript, May.

Romer, C. D., and D. H. Romer. 1989. Does monetary policy matter? A new test in
the spirit of Friedman and Schwartz. In NBER macroeconomics annual 1989, ed.
O. J. Blanchard and S. Fisher, 121–69. Cambridge: MIT Press.

Saxton, J. 1997. A response to criticisms of price stability. Washington, D.C.: Joint
Economic Committee. Manuscript.

———. 2002. Inflation targeting goals for the Federal Reserve. Joint Economic
Committee. Manuscript.

Schmitt-Grohé, S., and M. Uribe. 2002. Optimal fiscal and monetary policy under
sticky prices. NBER Working Paper no. 9220. Cambridge, Mass.: National Bu-
reau of Economic Research.

Schmitt-Hebbel, K., and M. Tapia. 2002. Monetary policy implementation and re-
sults in twenty inflation-targeting countries. Central Bank of Chile Working Pa-
per no. 166. Santiago, Chile: Central Bank of Chile.

Schreft, S. L. 1990. Credit controls: 1980. Federal Reserve Bank of Richmond Eco-
nomic Review 76:25–55.

Sterne, G. 1999. The use of explicit targets for monetary policy: Practical experi-

336 Marvin Goodfriend



ences of 91 economies in the 1990s. Bank of England Quarterly Bulletin 39:272–
81.

Stevenson, R. W. 2002. Oh so quietly: Fed ponders what follows Greenspan. New
York Times, October 3, sec. C1 and C6.

Svensson, L. E. O. 1999. Inflation targeting as a monetary policy rule. Journal of
Monetary Economics 43:607–54.

———. 2001. Independent review of the operation of monetary policy in New
Zealand: Report to the minister of finance. Stockholm University, Institute for
International Economic Studies. Manuscript.

Taylor, J. B. 2000. Low inflation, pass through, and the pricing power of firms. Eu-
ropean Economic Review 44:1389–1408.

———. 1999. Staggered price and wage setting in macroeconomics. In Handbook
of Macroeconomics, ed. J. B. Taylor and M. Woodford, 1009–50. Amsterdam: El-
sevier Science B. V.

Woodford, M. 2001. Inflation stabilization and welfare. NBER Working Paper no.
8071. Cambridge, Mass.: National Bureau of Economic Research.

Woodward, B. 2000. Maestro: Greenspan’s fed and the American boom. New York:
Simon & Schuster.

Comment Donald L. Kohn

Introduction

Marvin Goodfriend answers the question in his title with a “yes” and, in
the process, has provided us with an excellent foundation for a discussion
of inflation targeting in the United States. I completely agree with the fun-
damental premise that low inflation is an indispensable long-run focus of
the central bank. Low and stable rates of inflation allow economies to func-
tion more effectively, and having inflation expectations anchored facili-
tates countercyclical monetary policy and improves the trade-off between
output and inflation that policymakers face. For the most part, in a regime
of flexible exchange rates, the trend of prices over the long run should be
under the control of the central bank, and exercising that control to
achieve something approximating price stability over time is the way the
central bank can best contribute to the long-run prosperity of its economy.

Marvin builds his case in the first part of his paper by recounting the ex-
perience of the United States over the last thirty years or so. I have no quar-
rel with the overall arc of his story.1 The rise of inflation from the mid-1960s
through the 1970s was highly damaging to the performance of the U.S.
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economy and could have been stopped and reversed much earlier than it
was by a determined monetary policy better focused on price stability. The
restoration of price stability has taken time and entailed considerable cost
to output in the 1979–82 period and, perhaps, some constraint on policy
flexibility thereafter. A number of factors have contributed to the reestab-
lishment of price stability, but surely an essential ingredient has been the at-
tention that the Federal Reserve has paid to long-run trends in inflation and
inflation expectations since 1979. We are better off now that price stability
has been restored and economic agents expect inflation to stay low and
stable. Moreover, this stability has been accomplished in the context of a
highly successful policy strategy that, by anticipating emerging imbalances
and actively leaning against shocks to the financial sector and the real econ-
omy, has contributed to two extraordinarily long expansions since 1980.

Marvin argues that to extend this successful policy record the United
States should adopt an explicit, numerical target range for inflation and the
Federal Reserve should strive to keep inflation in or near that range.2 How-
ever, in my opinion, adopting such an inflation target would not be an effec-
tive means for locking in past policy practices. I do not believe that infla-
tion targeting, in any meaningful sense of that term, describes what the
Federal Reserve has been doing over the last twenty years, or even in recent
years, when Marvin claims that policy has evolved into “implicit” inflation
targeting. Instead, the success of U.S. monetary policy has in large part de-
rived from its ability to adapt to changing conditions—a flexibility that
likely has benefited from the absence of an inflation target. Nonetheless,
the U.S. economy has enjoyed most of the benefits ascribed to inflation tar-
geting in terms of anchoring inflation expectations as well as inflation it-
self. It is the focus on long-term price stability that has fostered these ben-
efits, and I believe that this focus will not be at risk with a change in
personnel at the Federal Reserve. Considering these points, I am skeptical
that for the United States the potential benefits of changing to a regime of
inflation targeting would outweigh its possible costs. Let me develop my ar-
gument.

The Federal Reserve Has Not Been Practicing Inflation Targeting.

One difficulty in assessing whether the United States has been practicing
inflation targeting is in defining the term. For more than twenty years, the
Federal Reserve has conducted policy with one eye on fostering long-run
price stability over time. The law specifies price stability as one of the Fed-
eral Reserve’s long-term objectives; its importance to economic perfor-
mance has been supported by theory and experience, and hence achieving
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this objective has been a key influence, together with promoting maximum
sustainable output, on monetary policy actions. The Federal Reserve has
stated publicly many times that it considers long-run price stability both its
unique responsibility and the way it can contribute to maximum growth
and employment over time.3

Although some might view this policy approach as inflation targeting,
this would be a very weak definition. I believe that inflation targeting, as
commonly understood and recommended, involves more substance and
constraint than this allegiance to achieving price stability over the long run.

As Marvin’s discussion suggests, there are two key elements in inflation
targeting. First is the announcement of an explicit, numerical, inflation
target. The numerical goal is important because putting a number on the
objective gives it weight and importance and a focus for accountability—
it becomes an explicit yardstick against which to measure performance.

The second element is a priority for price stability in monetary policy.
Such a priority usually implies a presumption that the central bank should
act to keep inflation at the target (or in the range) within some time hori-
zon—that is, that the central bank would not deliberately allow inflation
to deviate from the target and would return it to the target promptly if
shocks pushed it away.

I recognize that flexible inflation-targeting frameworks can be derived
from structures that minimize the variability of output around potential as
well as inflation around its target. But inflation targeting is not usually
framed that way in practice. In inflation-targeting countries, either the cen-
tral bank law or the agreement between the central bank and the govern-
ment usually is stated so that inflation is expected to be held at the target. To
be sure, inflation targeting has not meant that countries have ignored out-
put fluctuations. In many circumstances, especially in response to demand
shocks, no conflict exists between stabilizing inflation around its objective
and stabilizing output around potential. And some deviations from target,
of course, are inevitable and permitted; indeed, inflation targeting has be-
come more flexible over time in many countries. But in practice, the pre-
sumption still is that the numerical goal will be hit consistently, with the bur-
den of proof on any deviations—and that presumption must be part of the
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mind-set of the policymaker; in most inflation-targeting countries the peri-
odic reports of the central banks are called inflation reports, not inflation
and output variability reports. The attitude of policymakers is understand-
able. Inflation targeting is usually accompanied by elements of accounta-
bility linked directly to the inflation target—and to that target alone—and
that shapes much of the transparency associated with this framework.

The Federal Reserve is not an inflation targeter in the obvious sense that
it has not had an announced inflation target. Nonetheless, it is interesting
to ask whether the Federal Reserve has been an “implicit inflation tar-
geter,” as Marvin and others have asserted. That is, has Federal Reserve
policy been consistent with the second aspect of the definition above—a
priority for placing inflation at its “implicit” target and keeping it there? In
my judgment, it has not. This is clearest for policy between 1983 and the
mid-1990s, as Marvin acknowledges. Over this period, inflation remained
above most definitions of price stability, and the Federal Reserve was not
actively seeking to reduce it. This can be seen by the FOMC’s forecasts for
inflation reported in the semiannual Monetary Policy Report to the Con-
gress, shown in figure 8C.1. Inflation forecasts for the subsequent year were
mostly at or above those for the current year, even though inflation was
running well in excess of any reasonable notion of price stability. An infla-
tion-targeting central bank presumably would have been setting policy so
that inflation forecasts were moving toward the “implicit” price stability
target. The Federal Reserve leaned against potential upticks in inflation,
but it had no commitment to achieving price stability in a particular time
frame; the priority seemed to be on realizing “maximum sustainable
growth” as long as inflation was not rising from moderate levels.

Since the mid-1990s, inflation has been low and stable as measured by
the core PCE chain price index—within the range that Marvin has desig-
nated as price stability. However, the level and stability of core PCE infla-
tion since 1997 are as much a consequence of unexpected developments 
as of deliberate policy choices. Importantly, the speedup in productivity
growth, even after it was detected, seemed to have greater disinflationary
force than anticipated; the broad-based strength of the dollar and the
weakness in global commodity prices that accompanied the East Asian cri-
sis that began in 1997 put substantial downward pressure on prices in the
United States, and, more recently, the recession and resulting output gap
have provided another unexpected source of disinflation. Notably, as can
be seen in figure 8C.1, in 1997, 1998, and 1999, the FOMC was projecting
an increase in inflation the following year from levels already to the high
side of Marvin’s implicit target.4 And in 2000 and 2001, the FOMC’s pro-
jections of total PCE inflation for the year ahead exceeded the 2 percent
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Fig. 8C.1 FOMC forecasts from Monetary Policy Report
Notes: Measures shown are the midpoint of the range of the central tendency projections re-
ported in the Monetary Policy Report in July of each year. The solid line shows the forecast
for inflation in that calendar year; the dashed line shows the forecast made at that time for in-
flation in the subsequent calendar year. The inflation variable is based on the GNP deflator
from 1983 to 1988, the CPI from 1989 to 1999, and the PCE chain-type price index after 1999.

upper end of Marvin’s range (see fig. 8C.1). Still, the FOMC took no ac-
tion to bring inflation down; tightening from mid-1999 through mid-2000
was seen as necessary to forestall a sustained acceleration in prices. It was
not until July 2002 that the FOMC projected inflation to remain within the
range Marvin takes to be its implicit target.5

In addition, at a few key junctures in the past five years, the Federal Re-
serve exercised a more flexible monetary policy than inflation targeting
probably would have suggested or allowed. The first occurred in reaction
to the “seizing up” of financial markets that followed the Russian debt de-
fault in the late summer of 1998. Although forecasts were marked down at
this time, the easing was faster and larger than would have been suggested
by Taylor-type rules based on our past pattern of behavior and incorpo-
rating an implicit inflation target. In effect, to protect against the potential
for a really bad outcome for markets and economic activity, the policy-
makers raised the most likely outcome for inflation—or at least skewed the
risks toward the possibility that inflation would pick up. Similarly, in 2001,

5. Of course, the FOMC might have had higher (implicit) targets than Marvin is suggest-
ing, but a policy regime in which one cannot discern the implicit inflation target over several
years is probably not inflation targeting.



easing was unusually aggressive, even before September 11, as the extent of
the demand shock gradually revealed itself. To be sure, when one looks
back, the outcomes in both instances in terms of stable inflation were not
any different from what inflation targeting would have sought. At issue,
however, is whether the FOMC would have responded so aggressively to
these shocks if it had been constrained by an inflation target. It is a matter
of how the central bank is likely to weigh the risks and rewards of various
courses of action—where it takes its chances. My sense is that, given the
stress on hitting inflation objectives, the pressures of an inflation target
would have constrained flexibility that in the end turned out to be useful.

Marvin argues that such flexibility is not critical. His argument is that,
in an RBC model with flexible wages, policymakers face no trade-off be-
tween stabilizing inflation and the output gap, which obviously bolsters the
case for inflation targeting. Unfortunately, though, in thinking about ap-
propriate policy frameworks, we have to leave the comfort of his model for
the real world. I think it would be naïve to assume that circumstances
would not arise in which the central bank faced short-term choices be-
tween inflation stability and economic or financial stability.

The U.S. Economy Has Realized the Benefits of Inflation Targeting for
Anchoring Inflation and Inflation Expectations without Its Constraints.

Inflation targeting would benefit the United States if it would help tie
down inflation expectations or reduce errors in private-sector inflation
forecasts. The former would give the central bank more scope to lean
against economic imbalances and result in a more favorable trade-off be-
tween changes in inflation and in the output gap than otherwise. Better
forecasts would produce more efficient allocation of resources as private
agents made decisions about spending and saving, and it would reduce ar-
bitrary redistributions of wealth from inflation surprises.

In general, however, the empirical evidence does not support a conclu-
sion that shifting to inflation targeting would produce such benefits for the
United States.6 In some countries, the adoption of inflation targeting (and
the granting of central bank independence, which often occurs at the same
time) has helped to reduce inflation expectations. But the countries that
have taken this step are often those with a history of high and variable in-
flation, and it has tended to bring their inflation experience more closely
into line with other countries. Since the late 1970s, inflation and inflation
expectations have come down in inflation-targeting and non-inflation-
targeting countries alike. Studies do not tend to show that inflation-
targeting countries have gained an advantage relative to other countries in
anchoring inflation expectations and reducing sacrifice ratios or in reduc-
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targeting and nontargeting economies.



ing the variance of inflation-forecast errors. Apparently, credibility and
predictability flow primarily from achieving low inflation, not from the
presence of an announced target. As a consequence, inflation expectations
seem to be as well anchored and as accurate in the United States as they are
in inflation-targeting countries, despite the absence of a numerical inflation
target or specification of “price stability” here.

To investigate further whether inflation targeting helps tie down longer-
term inflation expectations, I took a closer look at the sensitivity of some
measures of such expectations to economic developments in the United
States and several other countries. One such proxy is the survey by Consen-
sus Economics, which records the forecasts of economists and other market
commentators over various horizons. To measure how firmly long-term in-
flation expectations are held, I looked at the extent to which long-term fore-
casts react to changes in short-term forecasts. The three columns of table
8C.1 give the variation in short- and long-term forecasts and the ratio of the
two. Column (2) clearly shows that long-term forecasts have varied no
more—and perhaps slightly less—in the United States than in inflation-
targeting countries, and column (3) indicates that they are also no more sen-
sitive to variations in short-term forecasts in the United States. Apparently,
long-term inflation expectations are as well anchored against short-term in-
flation variations in the United States as in inflation-targeting countries;
variations in short-term inflation forecasts do not appear to pass through to
long-term forecasts in any of these countries, whatever the policy regime.

Figure 8C.2 shows another proxy for changes in inflation expectations—
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Table 8C.1 Variation in inflation expectations (in hundredths of percentage points)

Average absolute ��e

Current year 5 to 10 years ahead Ratio (2)/(1)
(1) (2) (3)

United States
1990–1995 45 10 0.22
1996–2002 39 9 0.24

United Kingdom
1990–1995 98 20 0.21
1996–2002 21 15 0.70

Canada
1990–1995 88 23 0.26
1996–2002 47 15 0.32

Germany
1990–1995 33 10 0.31
1996–2002 36 13 0.35

Sweden
1990–1995 n.a. n.a. n.a.
1996–2002 51 15 0.29

Notes: Table reports semiannual survey measures of inflation expectations from Consensus
economics; n.a. � not available.
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movements in long-term forward rates derived from the government secu-
rities yield curve. These are of particular interest since they are related to
the “inflation scares” identified by Marvin, which he defined by sizable in-
creases in long-term interest rates. However, long-term rates are influenced
to some extent by anticipated near-term movements in short-term rates,
which may not be related to longer-term inflation expectations, and so the
use of a long-term forward rate in this context is preferred. Even so, these
rates, like those used by Marvin, can vary with changes in longer-term ex-
pected real rates, resulting for example from changes in the longer-term
prospects for fiscal policy or the trend rate of growth in productivity. Thus,
these measures are, at best, a rough proxy of inflation expectations.7

Since 1990, long-term forward rates in the United States have risen sub-
stantially on two occasions—in 1994 and in 1999. Marvin identifies the
former as an inflation scare but, for unexplained reasons, not the latter, al-
though the change in the forward rate is no smaller in the second case. In
1994, forward rates rose in all the countries shown. However, inflation tar-
geting was just beginning in Sweden and the United Kingdom and was not
well established or, arguably, credible.

In 1999, forward rates also rose in the United States in response to strong
economic growth and high levels of resource utilization. But they increased
as much in Canada and Sweden, both inflation targeters. The exception is
the United Kingdom, whose forward rates have been quite stable in recent
years. The behavior of forward rates in 2001 is also instructive. The Federal
Reserve eased aggressively—more so than other central banks and more
so than might have been expected based on its past pattern of actions.
Nonetheless, forward rates behaved similarly in all the countries shown.
Judging from this proxy, even without an explicit inflation target, the Fed-
eral Reserve could strongly counter a perceived demand shock without sig-
nificant adverse consequences for expectations.

An Inflation-Targeting Framework Is Not Necessary 
to Lock In Low Inflation in the Future.

So far I have argued that inflation targeting would not simply replicate
existing policy practices, it would not buy credibility or clarity about future
inflation prospects, and it would likely reduce the flexibility that has so im-
portantly contributed to the success of U.S. monetary policy. One could
still argue that inflation targeting might be worthwhile, though, if its added
constraints on central-bank actions were needed to forestall a tendency to
backslide toward higher inflation in the future. However, a number of fea-
tures in the policy environment in the United States already provide con-
siderable protection against such a development.
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First, the importance of long-run price stability and its appropriateness
as an essential long-run goal of monetary policy are widely recognized and
acknowledged. Certainly, this objective for the central bank and the limits
of its ability to affect long-term trends in income and employment are
agreed on within the academic and central-banking communities.

More important, the key role of price stability is also recognized and
supported by the public and its elected representatives. Price stability has
been a legislated long-term goal of the Federal Reserve since 1977; notably,
it was retained in 1978 when the Humphrey-Hawkins Act was passed, de-
spite that legislation’s overall emphasis on high employment. The contrast
between the economic difficulties of the 1970s and the successes of the
1980s and 1990s has probably contributed to public understanding and
support for low inflation. Even when politicians call for easier monetary
policy, they usually frame their recommendation in the context that such a
policy would still be consistent with keeping inflation low.

Second, the Federal Reserve Act has established an institutional struc-
ture for making monetary policy that militates against forgetting or ignor-
ing the lessons of theory and experience or the requirements of the law. Pol-
icy is made by a large and diverse committee within a central bank that has
substantial insulation from short-term political pressures. In addition, ow-
ing to the length of governors’ terms and the nature of the Reserve Bank
presidents’ positions, there has been considerable continuity in the makeup
of the FOMC over the years, which has been echoed on the staff level as
well. To be sure, the FOMC has tended to operate by consensus under the
leadership of the chairman, who exerts a strong influence on the nature of
the consensus. But it is a committee, and deference to a new chairman is
not likely to be as strong as it has become for the existing chairman, given
his record of extraordinary judgment and success over the years. Indeed, a
leader whose recommendations seem to be leading to higher inflation
would be likely to lose influence rapidly.

Marvin foreshadows and supports his argument that inflation targeting
is needed to sustain good inflation performance across leadership shifts by
raising the possibility that the “inflation scare” of 1987 was linked to the
change in chairmen that year and emphasizing how long the subsequent
rise in inflation and inflation expectations took to unwind. Inflation and
inflation expectations did rise in 1987, reversing a decline in 1986. Oil and
import prices escalated rapidly, likely triggering memories of similar cir-
cumstances in the 1970s, and import prices were expected to continue to
increase for some time as the dollar corrected its earlier overvaluation. In
addition, strong demand was boosting capital and labor utilization rates
(see Council of Economic Advisors 1988, 26–28). Consequently, a number
of reasons existed for a rise in inflation expectations that were not linked to
the leadership change. Moreover, as Marvin notes, inflation expectations
had increased a few years earlier and were to do so again in 1989 and 1994,
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when leadership change was not in the wind. The rise in underlying infla-
tion and inflation expectations was far smaller and less persistent in the late
1980s than Marvin implies. He cites a jump of more than 2 percentage
points from 1986 to 1990 in total PCE inflation, but this increase was
greatly influenced by movements in oil prices, which fell in 1986 and spiked
higher in 1990 because of the invasion of Kuwait. The acceleration in core
PCE inflation, the measure Marvin recommends be targeted, was one-
fourth as much—from 3.93 to 4.39 percent—from 1986 to 1990. The ten-
year CPI forecasts of Blue Chip respondents rose from 4 percent in 1986 to
4.5 percent in 1987 but by the beginning of 1990 had reversed that uptick.

Of course, erosion of the weight that the Federal Reserve has placed on
long-term price stability is not impossible and would have adverse conse-
quences for inflation and economic performance. Inflation targeting with
an explicit political mandate to give long-term price stability priority
would make erosion much less likely. But it is not very likely in any event,
and I would be hesitant to incur the constraints of inflation targeting until
they seemed more necessary.

Even If I Favored Inflation Targeting, I Still Would Have Serious
Reservations about the Way Marvin Seems to Propose It Be Implemented.

Marvin notes several levels on which the Federal Reserve could “make
inflation targeting explicit,” differing by their specificity and whether they
would hold in the short run as well as in the long run. They range from de-
claring that inflation in the long run should never vary much on a sustained
basis from recent levels to announcing a specific numerical target range for
core PCE inflation of 1 to 2 percent and setting policy so that realized in-
flation would be expected to remain in that range almost always.

To implement explicit targeting, he argues that the Federal Reserve
could obtain “congressional acceptance” of a priority for low long-term
inflation by offering in exchange to participate in policy forums that would
allow outside commentators to voice their opinions and interact with Fed-
eral Reserve officials. However, this trade is not likely to have great appeal
to congressional skeptics, since they already have the authority to get tes-
timony and analysis from outside observers and critics of monetary policy.
Indeed, such hearings used to be a regular feature in the weeks leading up
to semiannual monetary policy hearings.

More fundamental is the issue of “congressional acceptance.” Marvin
does not specify what he means by this, which is problematic because it
could encompass a variety of interactions between the central bank and
the legislature. In my view, because the Federal Reserve, appropriately, has
limited “goal independence,” it has little scope for announcing a numeri-
cal inflation target that would tend to constrain its actions without explicit
authorization and direction from new legislation.

The place of an independent central bank in a democratic society is
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finely balanced. In exchange for insulation from political pressures, the
central bank agrees to strive for the objectives it has been given by the
elected representatives. The Federal Reserve has already exercised consid-
erable discretion in interpreting its “dual mandate” of price stability and
maximum employment in ways it has made clear in its testimonies and re-
ports. In the absence of legislation, going appreciably further in the direc-
tion of prioritizing price stability, as would be implied by a numerical tar-
get that was expected to be achieved most of the time, would be potentially
damaging to the democratic balance and would risk a backlash. Congress
has had several opportunities over the past fifteen years to consider bills
proposed by legislators to make price stability the primary goal of the Fed-
eral Reserve, and it has not passed them or even given them serious con-
sideration. This statement does not necessarily imply that Congress would
oppose such a step if it were asked again—especially if the Federal Reserve
were strongly behind the proposal. But it does reinforce the view that it
should be asked, and actions to adopt and give priority to numerical infla-
tion targets should await explicit legislative authorization. Moreover, act-
ing without specific authorization would abrogate one of the important
advantages of inflation targeting as practiced in most countries—it re-
quires the elected representatives to discuss and reach a conclusion on just
what they can and should expect from the central bank.

This point does not mean that there are no steps the Federal Reserve
might consider taking within its current mandate to clarify its views on
price stability. One such step might be similar to the first level in Marvin’s
list—discussing in a general way how recent inflation rates relate to the
central bank’s view of price stability. A more specific approach would be to
announce a numerical range of a particular index that might be expected
to prevail over the long run, but with no change in the Federal Reserve’s rel-
ative priorities on price stability and growth (see, e.g., Meyer 2001). To
avoid the constraints of inflation targeting, the Federal Reserve would need
to be clear that the range did not constitute a firm or presumptive target for
inflation over the short or intermediate term and that the range could
change in response to shifting assessments of the costs and benefits of par-
ticular inflation rates, to improvements in measurement techniques, and to
readings from other price indexes that seemed to be conveying different in-
formation about underlying price trends.

However, I have some concerns about even such a “soft” inflation target.
Placing any number on an inflation objective—however much it would be
surrounded with caveats—has the potential to constrain policy in some
circumstances in which it would not be desirable to do so. That is, the quan-
tification itself might tend to create a presumption that deviations from the
long-run goal would need to be resisted more than would be consistent
with the policy flexibility exercised over the past twenty years. And I would
be hesitant to proceed down this path without some kind of explicit con-
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gressional acceptance. Congress might in fact perceive that the weight on
its legislated goals had been changed, without its approval. If, partly as a
consequence, it demanded that the Federal Reserve also quantify “maxi-
mum employment” or “maximum sustainable growth” and give weight to
those specifications, policy could be adversely affected. As we have seen so
graphically in the last several years, assessments of the level and growth of
potential GDP must be revised frequently, and of course these variables are
not under the control of the central bank. As I noted earlier, markets seem
no less certain of the path for inflation in the United States than in many of
those countries with numerical inflation targets, and so the gains from put-
ting numbers on “price stability” are likely to be limited.
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Discussion Summary

Laurence Meyer suggested as a framework for thinking about Good-
friend’s and Kohn’s positions a two-by-two matrix with implicit versus ex-
plicit numerical inflation target in the columns, and dual versus hierarchi-
cal mandate as rows. The common interpretation of inflation targeting
would thus be the bottom right element—an explicit inflation target with
a hierarchical mandate. Meyer had instead suggested in the past the upper
right element—an explicit inflation target with a dual mandate that would
preserve the flexibility to respond to output fluctuations as well. Kohn
seemed to suggest that this was impossible to do. 

Lars Svensson proposed that, even without announcing an inflation tar-
get, the Federal Reserve could publish inflation reports with inflation fore-
casts up to three years ahead, which would allow the public to infer what
rate of inflation it was aiming for.

Frederic Mishkin disagreed with the view that the Federal Reserve’s re-
sponse to events in 1998 and 2001 would have been different had there been
an explicit inflation target. He suggested that in situations of this kind the
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Fed should mention in its statements deflationary risks instead of using
language related to economic weakness. His main concern was to ensure
that a nominal anchor was in place by the time that the current chairman
left office, but a unilateral announcement by the Federal Reserve of an in-
flation target risked an undesirable reaction of Congress.

Mervyn King emphasized the responsibility of central banks to commu-
nicate to the wider public the importance of price stability as an objective
for monetary policy, and the constraints that this objective imposes on the
conduct of monetary policy. An argument for an inflation target was that
it made explicit these constraints.

Stephen Cecchetti suggested that policy making by committee such as
the FOMC would be improved by having agreed-upon objectives. Once
the objectives had been agreed upon, they should be communicated to the
public for both transparency and accountability. It was incumbent on
those who took exception to inflation targeting to produce alternative ob-
jectives.

John Berry questioned whether, given the approval in Congress of the
Fed’s conduct, there was any support in Congress for changing the Federal
Reserve’s objectives. Neither were recent administrations involving them-
selves in a debate about the objectives for monetary policy. He also sug-
gested that there was little support for an announced numerical target for
inflation within the FOMC.

Martin Feldstein pointed out that both Paul Volcker and Alan Green-
span had mentioned in public speeches practical definitions of price stabil-
ity, and that the inflation expectations derived from long-term interest
rates suggested that market participants believed the Fed was committed
to price stability in the long run.

Athanasios Orphanides expressed concern about the degree of flexibility
inherent in the Fed’s current operating regime. He pointed out that Arthur
Burns had been a chairman with as excellent qualifications as the chairmen
after him, and yet mistakes were made that led to the great inflation. It was
therefore important to search for refinements to the current procedures
that would prevent a repetition of past policy mistakes, and inflation tar-
geting might be such a refinement.

Laurence Ball proposed to combine inflation targeting with the concern
for flexibility expressed in Kohn’s comments by having an extended list of
caveats, such as financial crises, similar to the current practice of the Re-
serve Bank of New Zealand, such that deviations from an inflation target
are admissible when specific events occur.

Bennett McCallum suggested exploring the possibility of explicit, but
not quantitative, targets, such as the definition of price stability used by
Alan Greenspan. Performance with respect to such a definition could be
measured by looking at long-term inflation expectations.

Ben Bernanke agreed with Meyer’s suggestion that a dual mandate was
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the only sensible choice, albeit one that put a large weight on inflation con-
trol. He expressed concern with the lack of communication between the
Fed and the public, and he suggested that the Fed could use its resources
to provide more information to the public about its outlook for the econ-
omy.

In response to Kohn’s comments, Marvin Goodfriend argued that his
proposed policy forum would provide the Fed with flexibility in the short
run through improved transparency and public understanding of its policy.
In response to Meyer, Goodfriend said that he did favor making the long-
run inflation target explicit and encouraging the Fed to target inflation
within the long-run range in the short run. But Goodfriend also favored al-
lowing the Fed to take employment into account in the short run if infla-
tion is inside the long-run target range, and even if the Fed is trying to work
inflation back inside the range after a shock.

Donald Kohn emphasized that the large number of FOMC members
complicated communication with the public enormously. In response to
Ball’s suggestions, he expressed the view that caveats had a tendency of be-
ing ignored, so that the announced numerical target could well assume
more importance, and be perceived as more unqualified, than was in-
tended.
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9.1 Introduction

In the second half of the 1990s, several transition countries abandoned
fixed exchange rate regimes and instead introduced inflation targeting as
framework for the conduct of monetary policy. In this paper, we will ana-
lyze the experience of three countries that moved to an inflation-targeting
regime: the Czech Republic, Hungary, and Poland.

It is worth studying inflation targeting in these transition countries for
two reasons. First, the transition countries are becoming an important part
of Europe, and designing the right monetary policy regime for their tran-
sition into successful European economies is valuable in its own right. Sec-
ond, these countries have three unique features that make the study of in-
flation targeting in these countries particularly interesting: (a) they are new
democracies that are in the process of developing new governmental insti-
tutions; (b) their economies are undergoing radical restructuring as part
of the transition from socialism to capitalism; and (c) they are very likely
to enter the European Union (EU) and Economic and Monetary Union
(EMU) in the near future. These three unique features are emphasized in
our discussion of their inflation-targeting regimes.

In the next section of the paper we discuss the reasons why these coun-
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tries moved to a more flexible exchange rate regime and introduced infla-
tion targeting. In the third section, we examine in more detail the intro-
duction of inflation targeting in the three countries, and in the fourth sec-
tion, we evaluate the preliminary experience with inflation targeting. In the
fifth section, we discuss a number of specific issues for inflation targeting
in transition economies: what inflation measure to target, whether to tar-
get a point or a range, what should be the time horizon for the inflation tar-
get, who should set the inflation target, what should be the response to
faster-than-targeted disinflation, how monetary policy should respond to
deviations of inflation from the target, how much the floor of the inflation
target should be emphasized relative to the ceiling, and what role the ex-
change rate should play in an inflation-targeting regime. In the sixth sec-
tion, we discuss the future prospects of inflation targeting in transition
economies in connection with the planned adoption of the euro, focusing
on inflation targeting within the fluctuation band of exchange rate mecha-
nism 2 (ERM2) regime and on the potential conflict between the inflation
target and the exchange rate target. The final section contains concluding
remarks.

9.2 From Peg to Float

In economic history books, the 1990s will be probably remembered as a
decade when fixed exchange rate regimes lost much of their attraction as
nominal anchors for the conduct of monetary policy. As a result of devas-
tating financial crises, many emerging-market countries were forced to
abandon fixed exchange rate regimes and replace them with more flexible
exchange rate arrangements. Some countries—albeit a significant minor-
ity—even opted to introduce more flexible exchange rate regimes in an or-
derly way, without being forced to exit the peg as a result of financial crisis
or market pressure on their currency.

This trend from more fixed to more flexible exchange rate regimes was
also observed in the transition economies of Central and Eastern Europe.
In the early years of transition, in the aftermath of price liberalization and
exchange rate devaluation, many transition economies have used the ex-
change rate peg as a nominal anchor to achieve a rapid stabilization of
price level. However, as with other emerging-market economies, transition
economies too have suffered the standard problem of exchange rate–based
stabilization programs: while inflation did decline significantly, it did not
decline enough to prevent a large real appreciation that ultimately created
a balance-of-payment problem and forced the abandonment of the fixed
exchange rate. While some countries opted for a hard version of a fixed ex-
change rate—a currency board arrangement—others introduced man-
aged float: first the Czech Republic in 1997, then the Slovak Republic and
Poland in 1998. Hungary did not move to a fully floating currency regime,
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but in May 2001 it introduced an exchange rate band, allowing the cur-
rency to move up and down within this band by 15 percent.

When abandoning the exchange rate pegs, the authorities of these coun-
tries had to decide what nominal anchor to use instead of the fixed ex-
change rate. While the Slovak Republic did not accompany the move to a
floating exchange rate by an explicit introduction of new monetary policy
framework, the other three countries opted for inflation targeting. Why did
the authorities in these countries opt for inflation targeting, and why did
they reject alternative policy frameworks? We can learn why by examining
the problems of other monetary policy regimes.

One alternative would be to use monetary aggregates as an intermediate
target and nominal anchor. However, targeting monetary aggregates does
not have much attraction in transition economies.1 The traditional problem
of instability of money demand, and therefore the unstable relationship be-
tween the growth of money supply and inflation, could be a particularly se-
rious obstacle to targeting monetary aggregates in transition economies.
Economic transition is characterized by a sequence of price shocks, includ-
ing corrections in administered prices and tax reforms, that make the rela-
tionship between money supply and price level very difficult to predict. The
instability of money demand and money-price relationship is further exac-
erbated by far-reaching changes in the financial sector, including deep in-
stitutional changes, the emergence of new types of financial assets and play-
ers, and so on. Therefore, relying solely on targeting money supply growth
could be a quite ineffective approach to conducting monetary policy.

Transition economies could have also applied a discretionary, “just-do-
it” approach to monetary policy, as the Federal Reserve in the United
States is doing, in which there is no explicit nominal anchor.2 Given the
difficulty of establishing a more stable relationship between some interme-
diate target and price level, some may think that a less formal approach to
monetary policy would be advisable. However, while this approach may
work in countries whose central bank has well-established anti-inflationary
credibility, and where inflation is low, it is doubtful that it would work well
in transition economies. Particularly in the Czech Republic where inflation
was relatively high and rising after the fixed exchange rate regime was
abandoned, the just-do-it approach to monetary policy was not seen as be-
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1. Indeed, it is not at all clear that monetary targeting is a viable strategy, even in industri-
alized countries, because the relationship between monetary aggregates and goal variables
such as inflation and nominal spending is typically quite weak. For example, see Estrella and
Mishkin (1997).

2. For a description of the just-do-it approach in the United States, see Bernanke et al.
(1999). Some transition economies are pursuing a managed float (Romania, the Slovak Re-
public, Slovenia) or free float (Albania) without a formal inflation-targeting framework in
place, although Albania is now introducing full-fledged inflation targeting. It is interesting to
compare the development of inflation in these countries that have similarly flexible exchange
rate regimes but no formal inflation-targeting regime in place (see section 9.4.3).



ing potentially effective in bringing inflation expectations and actual in-
flation down. Without anti-inflation credibility, the just-do-it approach
would not sufficiently anchor inflation expectations and persuade eco-
nomic agents that monetary policy would be actually conducted to control
inflation.

A third option would be to replace a fixed exchange rate regime with a
harder variant of exchange rate peg—that is, by introducing a currency
board, or even unilaterally euroizing. This option has the advantage that it
provides a nominal anchor that helps keep inflation under control by tying
the prices of domestically produced tradable goods to those in the anchor
country, and making inflation expectations converge to those prevailing in
the anchor country. In addition, it provides an automatic adjustment mech-
anism that helps mitigate the time-inconsistency problem of monetary pol-
icy. Hard pegs also have the advantages of simplicity and clarity, which
make them easily understood by the public. However, the hard peg option
has the disadvantage that it leaves little scope for the country to conduct its
own monetary policy in order to react to domestic or foreign shocks.

For transition countries that wanted to retain some control over domes-
tic monetary policy and so opted to keep a flexible exchange rate, the prob-
lems with monetary targeting and the just-do-it approach led them to
adopt a fourth option, inflation targeting. Inflation targeting has several
advantages over a hard peg, monetary targeting, and the just-do-it ap-
proach. In contrast to a hard peg, inflation targeting enables monetary pol-
icy to focus on domestic considerations and to respond to shocks of both
domestic and foreign origin. Inflation targeting also has the advantage that
stability in the relationship between money and inflation is not critical to
its success because it does not depend on such a relationship. Inflation tar-
geting, like a hard peg, also has the key advantage that it is easily under-
stood by the public and thus highly transparent. In contrast, monetary tar-
gets, although visible, are less likely to be well understood by the public,
especially as the relationship between monetary aggregates and inflation
becomes less stable and reliable. Because an explicit numerical target for
inflation increases the accountability of the central bank relative to a dis-
cretionary regime, inflation targeting also has the potential to reduce the
likelihood that the central bank will fall into the time-inconsistency trap.
Moreover, since the source of time inconsistency is often found in (covert
or open) political pressures on the central bank to engage in expansionary
monetary policy, inflation targeting has the advantage of focusing the po-
litical debate on what a central bank can do on a sustainable basis—that
is, control inflation—rather than on what it cannot do through monetary
policy—for example, raise output growth, lower unemployment, or in-
crease external competitiveness.

How well were the transition economies prepared for the introduction of
inflation targeting? In the literature, a relatively long list of requirements
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has been identified that countries should meet if inflation targeting regime
is to operate successfully.3 These requirements include (a) a strong fiscal
position, (b) a well-understood transmission mechanism between mone-
tary policy instruments and inflation, (c) a well-developed financial sys-
tem, (d) central-bank independence and a clear mandate for price stability,
(e) a reasonably well-developed ability to forecast inflation, (f) absence of
other nominal anchors than inflation, and (g) transparent and accountable
monetary policy.

It is not possible to say whether a country meets these requirements or
not: it is more a question of the degree to which these preconditions are
met. On the whole, it could be argued that the three transition countries
that adopted inflation targeting, the Czech Republic, Hungary, and
Poland, met these requirements to a sufficient degree to make inflation tar-
geting feasible and useful.4

All three countries have an independent central bank with a clear man-
date to pursue price stability. In some cases, this independence and price
stability mandate has been strengthened just before the introduction of in-
flation targeting. There has also been significant progress in making mon-
etary policy decisions more transparent and central banks more account-
able, although this is still to some extent a work in progress in some
countries. Financial markets in the three analyzed economies are relatively
well developed, allowing for a reasonably effective transmission mecha-
nism between monetary policy instruments and inflation.

With respect to fiscal position, partly as a result of explicit recognition
of hidden transformation-related costs, fiscal deficits have widened signif-
icantly, particularly in the Czech Republic and Hungary (see table 9.1).
However, these deficits have not yet posed a direct problem to inflation tar-
geting in the sense of fiscal dominance of monetary policy, because they
have been financed by nonmonetary means at relatively favorable terms.5
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3. See Debelle (1997) and Schaechter, Stone, and Zelmer (2000).
4. For a discussion of whether Hungary is ready for inflation targeting, see Siklos and Ábel

(2002).
5. Note that one can argue that a strong fiscal position is a requirement for successful con-

duct of monetary policy under any policy framework, not just inflation targeting. See Eichen-
green (1999) and Mishkin and Savastano (2001).

Table 9.1 Inflation-targeting countries: General government balance (in % of GDP,
excluding privatization revenues)

Country 1998 1999 2000 2001

Czech Republic –2.4 –2.0 –4.2 –5.2
Hungary –4.8 –3.4 –3.3 –4.7
Poland –3.2 –3.7 –3.2 –6.0

Source: European Bank for Reconstruction and Development (2002).



The main reason why large fiscal deficits in accession countries do not trig-
ger adverse market reaction is that they are widely considered to be tem-
porary. In part this reflects the recognition of implicit public-sector liabili-
ties from the past. Moreover, as a result of EU/EMU accession, these
countries will adopt an institutional framework (the Stability and Growth
Pact, or SGP) that will require them to pursue disciplined fiscal policies.
Still, before the constraint of the SGP begins to operate, large fiscal deficits
can complicate monetary policy conduct in indirect ways, as we will see in
our later discussion of these three countries’ experience with inflation tar-
geting.

As for the absence of multiple nominal anchors, this condition is clearly
met in the Czech Republic and Poland. These countries have in place a
regime of managed floating, and inflation is the only nominal anchor in the
economy. In Hungary, the situation is more complicated because of the
presence of the exchange rate band. Theoretically, this could be incompat-
ible with the requirement of the single nominal anchor if the band is too
narrow. We should note that the existence of the exchange rate fluctuation
band is not only an issue of concern to Hungary today; it will be of concern
to all transition countries that join the ERM2 system, when they will have
to put in place the same fluctuation band. We will discuss the issue of fluc-
tuation band and inflation targeting in the section on monetary policy
within the ERM2 system.

Perhaps the most serious objection raised against the adoption of infla-
tion targeting in transition economies is the limited ability to forecast in-
flation accurately. This is partly the result of the relatively frequent occur-
rence of shocks to which transition economies are exposed, including price
deregulation and catching up with the more advanced economies, and also
the result of relatively large degree of openness of these economies. Actual
inflation is relatively unstable relative to the long-term inflation trend
(Orlowski 2000). Under such circumstances, there are natural limits to
central banks’ ability to forecast inflation that cannot be quickly and sub-
stantially improved by more sophisticated forecasting models. However,
inflation-targeting central banks are nevertheless making progress in im-
proving their inflation-forecasting capacity. One approach is to use alter-
native and less formal methods of gauging future inflation. For example, in
1999 the Czech National Bank introduced a survey of inflation forecasts by
market participants to measure inflation expectations.

9.3 Introduction of Inflation Targeting in Individual Countries

We will now turn in more detail to the introduction of inflation targeting
in individual countries. We will briefly examine economic developments
preceding the introduction of inflation targeting, and the main operational
characteristics of the inflation-targeting regimes in the three countries.
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9.3.1 The Czech Republic

The Czech Republic was the first transition economy to introduce an in-
flation-targeting regime, which it did after abandoning the fixed exchange
rate regime following currency turbulence in May 1997.6

A fixed exchange rate regime played an important role in the macro-
economic stabilization package introduced in 1991. Several months after
liberalization of prices and devaluation of currency in 1991, the rate of in-
flation came down quickly, although not quite to levels prevailing in
advanced economies. Inflation remained stuck at around 10 percent, and
wages and other nominal variables soon adjusted to this level. Higher do-
mestic inflation and the fixed nominal exchange rate produced a real ap-
preciation, which was not fully validated by higher productivity growth,
and after some time, erosion of competitiveness became a concern. The
economy began to overheat, political constraints prevented a sufficiently
vigorous and flexible use of fiscal policy to mitigate imbalances in the non-
public sector, and tightening of monetary policy alone could not cope with
these rapidly growing imbalances. The mix of tighter monetary policy and
continued loose fiscal policy may have only made things worse: it con-
tributed to higher interest rates, which attracted more short-term foreign
capital, further fueling the growth of liquidity, keeping inflation high, and
widening the current account deficit.

Ultimately, as the external deficit continued to widen despite the visible
deceleration of economic growth later in 1996, the situation became un-
sustainable. It became increasingly obvious that the policy adjustment that
was feasible under the existing political constraints would fall short of
what was needed to reverse the unsustainable deterioration of current ac-
count position. Uncertainties in financial markets, triggered initially by
speculative attacks on the Thai baht, only accelerated the flight of foreign
investors from koruna assets, which forced the authorities to stop defend-
ing a fixed exchange rate. On May 26, 1997, the government and the Czech
National Bank (CNB) decided to allow the koruna to float freely.7

Like many other emerging-market countries, the Czech Republic did not
exit the peg at a time of strong external position, doing so only when it was
forced to do so by market pressure. However, unlike other central banks
that were ultimately forced to abandon the defense of a fixed parity, the
CNB did not wait too long after the pressure on the koruna intensified.
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6. For an early analysis of inflation targeting in the Czech Republic see Hrnčíř and
Šmidková (1999) and Mahadeva and Šmidková (2000).

7. For a discussion of the Czech exchange rate crisis see Begg (1998). It is noteworthy that,
unlike the case of many other emerging-market countries that were forced to abandon the cur-
rency peg, the Czech koruna depreciated only moderately, and it subsequently strengthened
again. One reason for this limited depreciation was the relatively low degree of dollarization
and currency mismatches in the Czech economy and thus the limited effect of the exit from
the peg on companies’ and banks’ balance sheets.



Even though it first tried to fend off the pressure by raising interest rates, it
did not waste a large amount of foreign reserves in foreign exchange mar-
ket intervention. In the week before the decision to float, the CNB’s foreign
reserves declined by about $2.5 billion, to $10 billion. Given the unsatis-
factory experience with interventions as a tool to prevent the exit from a
pegged exchange rate regime, this was a correct decision.

Possible inflationary effects of currency depreciation after the exit from
the peg, together with the absence of an alternative nominal anchor to
guide inflation expectations, created a risk that inflation would increase
significantly in the coming months. Therefore, the CNB began to work on
a new monetary policy framework, and in the meantime it tried to guide
inflation expectations by its public pronouncements. After the koruna
(CZK) was allowed to float, the CNB issued a public statement that it ex-
pected the average koruna exchange rate to stabilize within months at
roughly CZK 17 to 19.50 per 1 deutsche mark (DM) (Czech National Bank
1997). Furthermore, the CNB made it clear that in the future, monetary
policy would be unambiguously focused on domestic price-level stability
and reduction of potential inflationary effects of the koruna’s exchange
rate movements (Czech National Bank 1997). The first sentence may seem
to have been somewhat at odds with the managed float. The reason for an-
nouncing a band in which the CNB expected the CZK/DM exchange rate
to settle was to prevent overshooting at a time when there was no other
nominal anchor to tie down exchange rate and inflation expectations, and
to limit to the extent possible any pass-through of currency depreciation to
domestic inflation.

However, the CNB felt that this approach to monetary policy conduct
was not satisfactory and could not continue for much longer. Therefore, on
December 21, the CNB Bank Board decided that in the future, monetary
programs would be formulated on basis of inflation targeting. The stated
purpose of inflation targeting was to provide a nominal anchor in the form
of an inflation target, to use monetary policy tools directly to achieve the
inflation target, and to regularly inform the public about the conduct of
monetary policy.8

In deciding what measure of inflation to target, the CNB faced a trade-
off between transparency and the ability to control inflation, an issue that
we will look at in detail later. The CNB opted for a compromise that it con-
sidered most appropriate for an economy in transition. For the purpose of
inflation targeting, it introduced a new concept, so-called net inflation. Net
inflation measures changes in the consumer price index (CPI), excluding
the movement in regulated prices, and is further adjusted for the impact on
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8. The path to inflation targeting for the CNB has many similarities to the path followed by
the Bank of England and the Riksbank after the collapse of their exchange rate pegs in 1992.
See Bernanke et al. (1999).



the remaining items of changes in indirect taxes or subsidy elimination.9

Unlike many other inflation-targeting countries, the Czech Republic did
not exclude from net inflation changes in the prices of energy and agricul-
tural products. Such an exclusion would have narrowed the targeted price
index too much and would have made it too detached from the headline in-
flation. Instead, the CNB subsequently introduced so-called exceptions to
deal with this problem (see below).

In choosing whether to target a range or a single numerical value of in-
flation, the CNB opted for a range. Initially, in 1998 and 1999, it was tar-
geting a band 1 percentage point wide, but from 2000, it widened the band
to 2 percentage points. The CNB’s decision about the width of the band
was guided mainly by its assessment of the accuracy with which it thought
it could hit net inflation targets, as well as the past volatility of net inflation.

At the end of 1998, the CNB made some modifications to its inflation-
targeting strategy. First, the CNB introduced the “exceptions” that could
justify missing an inflation target. Exceptions refer to exceptional and un-
predictable factors that cause actual inflation to deviate from the inflation
target and for which the CNB cannot bear responsibility. These factors in-
clude the following: significant differences between actual and predicted
world prices of commodities; significant differences between actual and
predicted exchange rate that do not reflect developments of domestic eco-
nomic fundamentals and monetary policy; significant changes of condi-
tions in agriculture that affect agriculture producer prices; and natural dis-
asters and other extraordinary events that produce demand-led and
cost-pushed price shocks (Czech National Bank 1999, 57).

Second, the CNB decided to take a more active role in affecting inflation
expectations. It realized that a much more rapid than originally expected
decline in inflation in the second half of 1998, together with large degree of
rigidity in nominal variables, could produce undesirable developments in
real variables—most importantly, real wages. The CNB therefore initiated
an informative meeting with the representatives of trade unions and em-
ployees in order to explain what inflation it expected in 1999 and, in this
way, to help reduce inflation expectations.10

In December 1999, the CNB approved Long-Term Monetary Strategy,
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9. At the end of 1997, the CPI consisted of 754 items, 91 items had regulated price, and net
inflation measured the movements of 663 items, which in terms of weights in the consumer
basket represented about four-fifths of the total basket.

10. Trade unions agreed that it would not be desirable to aim for higher than zero growth
in real wages in 1999. The catch was that trade unions’ economic experts projected that infla-
tion in 1999 would reach 10 percent, and trade unions therefore demanded a 10 percent in-
crease in nominal wages, which in their view would be consistent with zero growth in real
wages. As inflation in 1999 remained close to 2 percent, 10 percent nominal wage growth re-
sulted in a large increase in real wages. At the end of 1999, when the CNB was again discussing
with the representatives of trade unions inflation prospects for 2000, they seemed to have
learned from their mistake and expressed more trust in CNB’s inflation forecast for 2000.



which specified the long-term inflation target for 2005. The objective was
to make the inflation-targeting strategy more forward looking. Impor-
tantly, the CNB made an effort to involve the public and the government in
discussion of the long-term monetary policy target. No doubt this out-
reach effort reflected the criticism by some politicians that the process of
disinflation was too fast and too costly in 1998 and 1999. The CNB did not
wish to announce the quantified long-term target corresponding to price
stability and the speed with which this ultimate objective was to be
achieved without acquiring the support of the government. The CNB
seems to have acknowledged implicitly that the decision on the speed of
disinflation is ultimately a political one and that it had to be taken by a
body with political mandate.

Another modification of the inflation-targeting framework took place
in April 2001. At that time, the CNB decided that the main reasons for fa-
voring net inflation targeting rather than headline inflation targeting had
disappeared, and it decided that from 2002 on, it would target headline in-
flation measured by the CPI.11 The CNB explained that headline inflation
covers more comprehensively price developments in the economy and that
it is more relevant for decisions of economic agents. For these reasons, by
targeting headline inflation, monetary policy should also be better able to
affect inflation expectations. Headline inflation targets for the period
2002–2005 were derived from the trajectory of net inflation specified in the
December 1999 Long-Term Monetary Strategy. The CNB realized that tar-
geting headline inflation has its risks as well, the most important one being
the uncertainty regarding the development of regulated prices and effects
of changes in administered prices. For example, the need to achieve a
stronger adjustment of fiscal imbalances could require a larger-than-
expected increase in administered prices, with consequently larger impact
on headline inflation. Another complication could arise from the harmo-
nization of indirect taxes with the EU ahead of the EU entry. But these un-
expected effects of changes in regulated prices or administrative measures
on headline inflation were included in the exceptions that allowed actual
inflation to deviate from the inflation target without necessitating a mone-
tary policy response. After the April 2001 modification, the list of the ex-
ceptions included the following:

• Major deviations in world prices of raw materials, energy-producing
materials, and other commodities

• Major deviations of the koruna’s exchange rate that are not connected
with domestic economic fundamentals and domestic monetary policy

• Major changes in the conditions for agricultural production having an
impact on agriculture producer prices
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11. However, already in 2000, when it announced the net inflation target for end-2001, the
CNB also began publishing its projection of headline inflation.



• Natural disasters and other extraordinary events having cost and de-
mand impacts on prices

• Changes in regulated prices whose effects on headline inflation would
exceed 1–1.5 percentage points

• Step changes in indirect taxes

The CNB has also announced that the list of exceptions could be further
widened in the future to include one-time price shocks resulting from the
adoption of EU standards.

9.3.2 Poland

After the Czech Republic, Poland was the second transition country to
introduce inflation targeting. Its approach to inflation targeting differs in
some important aspects from that of the Czech Republic.

As a part of Poland’s big-bang approach to macroeconomic stabiliza-
tion, the zloty was pegged to a basket of currencies in 1990. But inflation
did not decline sufficiently rapidly, and fixed nominal exchange rate re-
sulted in rapid real appreciation and erosion of competitiveness. There-
fore, a preannounced crawling peg was introduced in October 1991. Capi-
tal account liberalization led in 1994 and 1995 to large capital inflows,
which forced the authorities to widen the crawling exchange rate band in
May 1995 to �7 percent. Upward pressure on the currency continued, and
in December 1995 the central rate was revalued by 6.4 percent in order to
be aligned with the prevailing market rate. In early 1998, the National
Bank of Poland (NBP) began to widen the band again: to ±10 percent in
February 1998, to ±12.5 percent in October 1998, and finally to ±15 per-
cent in March 1999. At the same time, the rate of crawl was reduced from
an initial 1.8 percent per month in 1991 to 0.3 percent per month. The
main reason for the gradual widening of the band was the effort of the NBP
to be better able to accommodate large capital inflows.

Poland’s transition to an inflation-targeting regime began during 1998.
As in Hungary, the introduction of inflation targeting was preceded by the
amendment of the Act on the NBP. This Act specified that the primary ob-
jective of the NBP is to maintain a stable price level and simultaneously
support economic policy of the government, provided that this does not
constrain the execution of the primary target. The Act also established the
Monetary Policy Council (MPC) of the NBP, which replaced the NBP
Management Board as the decision-making body. In April 1998, the MPC
updated the Assumptions of Monetary Policy for 1998, prepared originally
by NBP Management Board in September 1997, and confirmed that the
1998 NBP inflation target of 9.5 percent remained unchanged.12 In June
1998, the MPC defined target for monetary policy in 1999, which was to re-
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duce inflation to 8–8.5 percent and began to work on Assumptions of Mon-
etary Policy for 1999, as well as on Medium-Term Monetary Policy Strategy
for 1999–2003. These documents were approved in September 1998, and at
the same time the NBP officially announced the introduction of inflation
targeting. The NBP also announced at that time the medium-term inflation
target for 2003: reduction of inflation to less than 4 percent. The NBP also
indicated that from that time on, annual inflation targets would be an-
nounced in Assumptions of Monetary Policy.

It should be noted that at the time of announcement to implement infla-
tion targeting, Poland still maintained an exchange rate band, which at the
time of announcement was widened from �10 percent to �12.5 percent,
and later to �15 percent. Only in April 2000 did Poland abandon the ex-
change rate band and switch to a managed float.

Poland has decided to target the broad CPI. The NBP explained that the
CPI has been used extensively in Poland since the beginning of transition,
and that it is deeply rooted in public perceptions as the measure of infla-
tion. The CPI provides accurate information about changes in price levels
of consumer goods and services. Application of some measure of core in-
flation would require eliminating from the targeted index some prices of
goods and services that strongly affect public perception of inflation de-
velopments. However, the NBP has started preparatory work for calculat-
ing the core inflation index, and it did not exclude the possibility that it
would start targeting core inflation in the future.13

Like the Czech Republic, Poland has chosen to target a band rather than
a point. Initially, it chose a quite narrow target range, just one-half of a per-
centage point, which was subsequently widened to 1.2 points. The NBP ex-
plains that before the introduction of inflation targeting, monetary targets
in Poland were defined as fixed points, and a wider band could possibly sig-
nal to the public a weaker commitment to reducing inflation. It could be ar-
gued that under such circumstances a fixed point could be better than a nar-
row band, as both are unlikely to be hit, and the damage of missing a point
could be less serious than the damage of missing a band. However, the NBP
did not exclude the possibility that it may widen the band in the future.

Unlike the Czech National Bank, the NBP did not explicitly define ex-
ceptions that would allow missing the inflation target without requiring the
monetary policy response. However, the NBP subsequently analyzed in
depth the process of inflation in Poland and the role of monetary and non-
monetary factors (National Bank of Poland 2001, appendix 2). Specifi-
cally, the NBP calculates and analyzes different measures of the core infla-
tion. It explains that even though core inflation rates do not replace the
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13. See National Bank of Poland (1998). It is noteworthy that the NBP intends to calculate
the core inflation itself. Usually, central banks targeting a measure of underlying inflation do
not calculate this index. In order to avoid a conflict of interest, they let other agencies, mainly
statistical offices, calculate and publish underlying inflation.



headline consumer price index, they provide input for research and anal-
ysis and for decisions on monetary policy.

9.3.3 Hungary

The introduction of inflation targeting in the Czech Republic could be
characterized as a “big bang” approach. There was a clear break with the
past fixed exchange rate regime, and after a few months of technical prepa-
ration, a full-fledged inflation-targeting regime was put in place. In con-
trast, Hungary’s introduction of inflation targeting could be characterized
as “gradualist,” even more so than for Poland.14

Like other transition economies, Hungary adopted early in its transition
an exchange rate peg of the forint against the basket of currencies. How-
ever, the peg was adjusted downward quite often to maintain external com-
petitiveness. The fluctuation band was gradually widened from �0.5 per-
cent to �2.25 percent, to reduce speculative pressures ahead of the
predictable adjustments of the parity. But this mechanism did not prevent
large short-term capital inflows in late 1994, and in March 1995, after a de-
valuation of 8.3 percent, the regime of ad hoc adjustment was replaced
with a crawling band. The monthly rate of crawl was initially set at 1.9 per-
cent but was gradually reduced to 0.4 percent after October 1999. This
regime succeeded in bringing inflation down from about 30 percent in 1995
to below 10 percent in 1999.

Even at the time when the Czech Republic and Poland were abandoning
fixed exchange rate regimes, the Hungarian authorities continued to view
this narrow fluctuation band as a useful nominal anchor. The band helped
reduce inflation and anchor inflation expectations, while at the same time
avoiding excessive real appreciation and erosion of competitiveness. How-
ever, like other emerging-market countries with a fixed exchange rate, Hun-
gary too was ultimately forced to deal with the problems caused by large
capital inflows. For some time, Hungary was able to avoid pressure on the
narrow exchange rate band because of the presence of controls on short-
term capital flows. These controls were effective in introducing a wedge be-
tween onshore and offshore interest rates, providing some degree of inde-
pendence to monetary policy. But it was clear that as capital controls were
relaxed in line with progression to EU accession a narrow-band regime
would become more difficult to sustain.

The problems with the narrow exchange rate band began to intensify in
the course of 2000. Inflation, which declined significantly in the period
1995–99, began to creep up again. While this increase in inflation was ini-
tially triggered by external shocks, like higher world oil prices, domestic fac-
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reforms more generally, unlike the “big bang” or “shock therapy” approach applied in the
Czech Republic and Poland.



tors began to play a role as well, including the exchange rate regime. The
constraints of the narrow band and increasing capital inflows in 2000 began
to make it more difficult for the central bank to simultaneously pursue dis-
inflation and nominal exchange rate stability. Early in 2000, the central
bank acted to reduce the pressure on the exchange rate band by cutting in-
terest rates, and it also threatened to introduce capital controls. This strat-
egy worked, and the exchange rate depreciated. However, in a situation of
strong economic growth, robust domestic demand, and tight labor markets,
reducing interest rates did not help much in fighting inflation, which re-
mained relatively high. Periodically, speculative pressures for appreciation
and widening of the band appeared, forcing the central bank to cut interest
rates and/or intervene in foreign exchange market. It opted to do mainly the
latter, and it sterilized the liquidity created as a result of these interventions.

However, as the sterilization costs were increasing, it was becoming clear
that the narrow exchange rate band had outlived its usefulness and that
Hungary needed to introduce more exchange rate flexibility if it was to suc-
ceed in reducing inflation further.15 In May 2001, the authorities finally de-
cided to widen the fluctuation band around the forint parity against the
euro to �15 percent.16 The crawling regime was maintained, with the rate
of crawl reduced to 0.2 percent monthly, and remaining controls on short-
term capital flows were phased out. In October 2001, the crawling peg was
completely abolished.

While a wider exchange rate band should allow the government to attach
more priority to fighting inflation, as we will discuss below, a conflict be-
tween the inflation target and exchange rate target could still arise and
complicate the conduct of monetary policy. However, the change in the
monetary policy regime has been somewhat confused. At the time when
the authorities decided to widen the fluctuation band, they did not imme-
diately announce a shift to a new monetary policy regime. Even though the
new exchange rate band was too wide to serve as a useful nominal anchor,
the authorities were moving to inflation targeting only gradually. But on
July 13, 2001, the new Act on the National Bank of Hungary (NBH) was
enacted by Parliament, which defined the achievement and maintenance of
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15. In 2000, inflation ended at 10.1 percent (December to December), much more than the
government had projected earlier. In 1999, the government projected that average annual in-
flation would be 6–7 percent in year 2000. In early 2001, inflation increased further, close to
11 percent. Hungary’s ambition to join the EU and adopt the euro as soon as possible had
probably contributed to the increasing emphasis on further progress with disinflation that
could be accomplished only with a higher degree of nominal exchange rate flexibility, and on
the willingness to accept the consequences of a stronger currency for the competitiveness and
external balance.

16. Israel also adopted an inflation-targeting regime with a narrow exchange rate band in
1991. Like Hungary, it also found it necessary to widen the exchange rate band, doing so in
1995. Over time, the Israelis have further downplayed the exchange rate in their inflation-
targeting regime. For a discussion of Israeli inflation targeting and the role of the exchange
rate, see Leiderman and Bufman (2000) and Bernanke et al. (1999).



price stability as the prime objective of the NBH. The Act also sought to
reinforce NBH independence, in accordance with the EU requirement.

In its August 2001 Quarterly Inflation report, the NBH explained that
for the next couple of years it would be using the inflation-targeting system
to achieve a gradual reduction of inflation to a level corresponding to price
stability (National Bank of Hungary 2001, 35–36). The NBH objective is
to meet the Maastricht criterion on inflation in 2004–2005, so that it can
adopt the euro in 2006–2007. Specifically, the NBH states that it will seek
to bring inflation down to around 2 percent. In agreement with the govern-
ment, the NBH set an inflation target of 7 percent for December 2001, 4.5
percent for 2002, and 3.5 percent for 2003 and 2004. In recognition of the
fact that the NBH cannot instantly offset unexpected inflationary shocks, it
has also established a �1 percent tolerance band around the announced
disinflation path.

The primary instrument that the NBH uses to attain its inflation targets
is changes in its benchmark interest rates. The NBH has particularly em-
phasized the important role of changes in exchange rate on inflation. It ar-
gues that in Hungary, the exchange rate channel is the central bank’s fastest
and most powerful means of influencing domestic prices. (However, we
will see later in section 9.5 that this reasoning may be dangerous.) While the
exchange rate will not have the same prominent role as during the narrow-
band regime, and the NBH will be less able to control its short-term move-
ments, it will continue to play an important role. The NBH has indicated
that it will try to influence the exchange rate in order to achieve the desired
inflation outcome. In order to achieve the changes in exchange rate, it will
use mainly changes in interest rates, while direct intervention in the foreign
exchange market will be used only exceptionally, to deal with emergency
situations. The NBH recognizes that in the short term, the actual exchange
rate could deviate from an exchange rate path that would be consistent with
the disinflation path. All in all, exchange rate movements seem to play a
much more important role in Hungary than in other inflation-targeting
countries. Such explicit emphasis on the role of exchange rate movements
in achieving inflation targets as seen in Hungary is quite unique.

The NBH estimates that it takes up to one and a half years for changes
in interest rates to have a full impact on inflation. It argues that if it tried to
keep inflation in line with the targeted path over the short-term horizon,
the result could be excessive volatility of output (and arguably also exces-
sive instrument volatility). Therefore, it will confine policy responses only
to deviation of forecasted inflation from targeted inflation over the horizon
of one to one and a half years.

The transparency of this new system should be enhanced by the publi-
cation of NBH’s inflation projections every quarter for the following six
quarters. Moreover, the NBH will also publish the considerations that were
behind its monetary policy decisions, and its analysis of the achievement
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of inflation target. The Quarterly Report on Inflation also contains the pro-
jection of inflation using a fan chart.

Unlike the CNB, the NBH began to target headline inflation immedi-
ately. But there is no discussion in NBH official documents about the rea-
sons for choosing to target headline inflation rather than adjusted or under-
lying inflation. The NBH also did not specify any exceptions that would
justify a deviation of actual inflation from its inflation target, although there
is some discussion in its inflation reports about the possible extent of price
deregulation and its effects on headline inflation. When announcing the in-
troduction of inflation targeting, the NBH was also silent about the possible
conflict between the exchange rate band and the inflation target.

Overall, the impression is that the NBH has focused less on operational
aspects of the inflation-targeting regime than has the CNB or even the
NBP. Perhaps this reflects the fact that NBH officials still attach impor-
tance to the nominal exchange rate band as an important anchor of the
economy. They seem to believe that moving the exchange rate within the
band will help them to achieve a long-term inflation target that will allow
them to qualify for euro adoption. In a sense, this strategy could be under-
stood: why invest heavily in a detailed design for a policy framework that
will be removed in a few years anyway after Hungary adopts the euro? The
Czech Republic and Poland introduced inflation targeting much earlier,
and they may also be less eager to adopt the euro as soon as possible. This
means that inflation targeting could be in place for a longer time and that
a well-designed inflation-targeting framework may be more necessary.

9.4 Preliminary Experience with Inflation Targeting

In view of the relatively short period during which inflation targeting has
been implemented in the transition economies, it is too early to make a de-
finitive judgment about the experience of the operation of this new policy
framework. Nevertheless, some preliminary observations can be made.
There are two ways in which we can evaluate the experience with inflation
targeting in transition economies.

First, we can look at how successful inflation-targeting central banks were
in achieving inflation rates close to their inflation targets. Here the answer is
“not all that successful.” Initially, the CNB significantly undershot its infla-
tion target several times, while the NBP first overshot it and subsequently
undershot it. The NBH hit its targets in 2001 and 2002, but its short experi-
ence with inflation targeting does not tell us much yet. But even this short-
term experience makes one thing clear: namely, the problems of simulta-
neously targeting inflation and exchange rate in a world of free capital flows.

Second, we can examine the success of inflation targeting in reducing in-
flation. Looking only at these countries’ success in hitting their inflation
targets could be too narrow a perspective for assessing the performance of
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inflation targeting. All central banks in inflation-targeting transition
economies have emphasized that the main purpose of the inflation-
targeting framework is to allow these countries to bring inflation down to
a level that would qualify them for euro adoption. When we evaluate infla-
tion targeting from this perspective, the preliminary experience with this
regime should be judged more positively: all three countries are proceed-
ing well with disinflation, and there is a good chance that in a few years
they will be able to reach price stability, as defined for the purpose of euro
adoption. However, the process of disinflation is not a smooth one, and
there are quite large variations in inflation.

Let us now look in more detail at the record of implementation of in-
flation targeting in the three analyzed countries. First we will discuss the
speed of disinflation implied by announced inflation targets, and then we
will examine how successful the inflation-targeting countries were in hit-
ting these targets.

9.4.1 Inflation Targets and the Speed of Disinflation

In many advanced economies that pursue inflation targeting, this regime
has been introduced only after price stability has been reached (Bernanke et
al. 1999). But this was not the case in the transition economies, where, at the
time of introduction of inflation targeting, inflation was still running well
above the level considered consistent with price stability. Therefore, the au-
thorities in these countries had to make two decisions: (a) to quantify an in-
flation target that would be compatible with the long-term objective of price
stability, and (b) to decide on the time horizon within which this ultimate
objective was to be met—that is, to decide on the speed of disinflation.

There is extensive literature discussing how to quantify price stability. In
the literature, we can find several arguments why central banks should not
quantify price stability as inflation at zero or near zero (in the range of 0–1
percent). One reason relates to downward nominal wage rigidity. If the in-
flation rate were to approach zero under the condition of downward wage
rigidity, it would be difficult to achieve real wage adjustment in response to
changed market conditions, such as a negative demand shock. The result
could be higher-than-desirable real wages, higher unemployment, and
lower economic growth.17 A second reason relates to the impossibility of
reducing nominal interest rates below zero, which means that if inflation is
close to zero, real interest rates cannot be pushed below zero when this
might be necessary in order to stimulate economic activity.18 Furthermore,
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17. This mechanism is described in Akerlof, Dickens, and Perry (1996), but it is highly con-
troversial because the evidence that low inflation leads to a rise in unemployment is very
mixed. In addition, as pointed out in Groshen and Schweitzer (1996, 1999), inflation can not
only put “grease” in the labor markets as Akerlof, Dickens, and Perry argue, but also put in
“sand” that makes the labor markets less efficient.

18. This argument has been made in Summers (1991).



a zero inflation target may lead to periods of deflation, which could pro-
mote financial instability and make it harder to conduct monetary policy
because interest rates would no longer provide a useful guide to the stance
of monetary policy (Mishkin and Schmidt-Hebbel 2002).

In the literature, one can observe a convergence of views that an inflation
rate of 1–3 percent corresponds to price stability (see table 9.2). If we look
at how central banks quantify price stability in practice, we see that there
is not much difference between the theoretical conclusions and what the
central banks actually do. This is the case for all economies—developed,
developing, and transition.

However, some have raised the question of whether the specific condi-
tions of transition economies would not justify targeting somewhat higher
inflation than in developed economies. High-growth countries typically ex-
perience real exchange rate appreciation by an amount proportional to the
relative difference of traded to nontraded sector productivity growth rela-
tive to the rest of the world (the Harrod-Balassa-Samuelson effect). If it is
appropriate for these countries to aim at traded goods inflation similar to
that of industrialized countries in the long run, then trend real apprecia-
tion requires a domestic nontraded goods inflation that is somewhat
higher, and so the inflation rate should be slightly higher than would be de-
sirable for average-growth countries. Škreb (1998) notes that in the transi-
tion economies it is particularly difficult to measure precisely the improve-
ments in the quality of goods. As a result, actual inflation could be much
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Table 9.2 Inflation targets

Country Targeted inflation (%) Period

Czech Republic 1–3 (2–4)a 2005
Australia 2–3 Average during a business cycle
Brazilb 2–6 2001
Chile 2–4 2001
Poland � 4 2003
Hungary Around 2004–2005
Mexico 3 2003
Izrael 3–4 2001
New Zealand 0–3 From 1996
Canada 1–3 From 1995
Euro area � 2 From 1999
United Kingdom 2.5 From 1996

Source: Schaechder, Stone, and Zelmer (2000); web sites of Banco de México (http://www
.banxico.org.mx/ ), National Bank of Hungary (http://www.mnb.hu/ ), and European Central
Bank (http://www.ecb.int/ ).
a1–3 percent is for net inflation, 2–4 percent for headline inflation.
bFor 2002, the target was subsequently set at 2.5–4.5 percent, but as a result of the debt crisis
and sharp currency depreciation, inflation in 2002 reached 12.5 percent. In response to higher
inflation, the central bank also raised its 2003 and 2004 targets.



lower than measured inflation. Because of these measurement problems, as
well as other reasons, Škreb argues that in transition economies inflation
in the range of 4–5 percent would correspond to price stability.

Other authors argue, however, that during the convergence with the de-
veloped economies, transition economies should be expected to experience
a rapid growth of labor productivity from implementation of economic re-
forms, which should produce lower inflation (Deppler 1998). Clinton (2000)
argues that rapid productivity growth in transition economies weakens the
traditional arguments in favor of a notably higher-than-zero inflation rate.
Given the rapid growth of labor productivity, a decline in nominal wages
would rarely be needed.19 Similarly, given the high real return on capital and
high trend toward economic growth, it is not very likely that a situation
would arise in which a central bank would have to stimulate an economy in
recession with the help of negative real interest rates.

What can be said about the speed of disinflation? Theoretically, disinfla-
tion could be too quick, resulting in excessively large (although arguably
temporary) loss of output and higher unemployment, or it could be too
slow; inflation expectations could become more entrenched at a high level,
and this would make it more costly to reduce inflation later.20 Therefore, it
could be argued that there exists an optimal speed of disinflation that
would minimize the sacrifice ratio (the ratio of loss of output to disinfla-
tion).21 However, the determination of this optimal speed of disinflation is
less a matter of exact science and more a matter of judgment.

In the literature, a number of factors have been identified that affect the
sacrifice ratio—that is, the output effect of disinflation. These include the
structure of the economy, the degree and the means of indexation of wages
and other nominal variables, past history of inflation and stabilization,
credibility of monetary policy, the degree of openness of the economy, and
so on. Furthermore, as has been shown in the case of other countries,
change in inflation is positively correlated with the level of economic activ-
ity (Stock and Watson 1999). Given the fact that economic reasoning does
not provide a hard conclusion about the optimal speed of disinflation, and
in view of the important consequences of the decision about the speed of
disinflation for the economy and for different population groups, societies
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19. One problem with this argument is that the rapid productivity growth applies econo-
mywide, but there could still be firms or industries where productivity growth would be small
or negative and where decline in nominal wages would be called for if inflation was close to
zero.

20. It could be argued that lower inflation usually means higher output growth, and there-
fore the sooner lower inflation is reached, the sooner will the economy achieve a higher out-
put growth. But there are also counterarguments. For example, due to a loss of marketable
skills, persons that could be seen as temporarily unemployed during the period of rapid dis-
inflation could become permanently unemployed, which results in an additional loss of out-
put.

21. For a discussion of the costs of disinflation see Ball (1994). The author comes to the con-
clusion that fast disinflation reduces the sacrifice ratio.



pay particular attention to the mechanism through which this decision is
reached. By its nature, the decision about the speed of disinflation is not a
purely technocratic decision that could be put solely in the hands of pro-
fessional economists or central bankers. Because different speeds of disin-
flation will have different consequences for different population groups,
this decision is by nature a political one, and thus an argument can be made
for entrusting it to a political body that has the political legitimacy to make
such political choices. This has implications for the debate on the optimal
degree of central bank independence that is discussed in section 9.5.

However, for transition countries in Central and Eastern Europe, the
desire to adopt the euro at some point in the future is of more practical rel-
evance for monetary policy than the theoretical arguments about the ap-
propriate quantification of price stability and the optimal speed of disin-
flation. Eventual euro adoption will depend on the ability to meet the
Maastricht criteria, including low inflation, and the decision to adopt the
euro at a certain date will thus implicitly contain a decision on how quickly
and how far disinflation will have to go.

All three countries that we examine will have to adopt the euro at some
point after entering the EU, even though they may choose a different speed
with which to do so. But notwithstanding this possible different speed, all
three countries are committed to a relatively fast disinflation. Table 9.3
summarizes the speed of disinflation implied by the level of inflation at the
time of the introduction of inflation targets and by the long-term inflation
objective.

As we can see, the ultimate objective is defined in each country in a differ-
ent way: as a range in the Czech Republic (both upper and lower band are
specified); as a maximum ceiling in Poland (only an upper band is specified),
and as a “soft” point target in Hungary (no lower and upper bound are spec-
ified, but inflation should meet the Maastricht criterion). This also means
that one single inflation rate could meet all these constraints at the same time.

Even though the Czech Republic did not reveal a firm intention to choose
the fastest possible strategy to adopt the euro, the CNB still opted for a rel-
atively quick disinflation so that it would be able to meet the Maastricht cri-
terion and eventually move quickly to adopt the euro if it chooses to. Figure
9.1 shows the CNB’s actual and targeted inflation. When the inflation-
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Table 9.3 The speed of disinflation

End-1997 Introduction of Inflation at Direction Ultimate Year to be
Country inflation inflation targeting that time of inflation objective achieved

Czech Republic 10.0 December 97 10.0 Rising 2–4 2005
Hungary 18.4 August 01 8.7 Falling Around 2 2004–5
Poland 13.2 June 98 12.2 Falling � 4 2003

Note: All inflation figures refer to CPI.



F
ig

. 9
.1

C
ze

ch
 R

ep
ub

lic
, a

nn
ua

l i
nfl

at
io

n 
an

d 
in

fla
ti

on
 ta

rg
et

s,
 y

ea
r-

ov
er

-y
ea

r
S

ou
rc

e:
C

ze
ch

 S
ta

ti
st

ic
al

 O
ffi

ce
.



targeting framework was adopted in December 1997, inflation was 10 per-
cent, and it continued to rise, to about 13 percent in early 1998 (in CPI
terms; net inflation approached 8 percent). The CNB decided that at the end
of 1998 net inflation should decline to 5.5–6.5 percent and, at the end of
year 2000, to 3.5–5.5 percent. In December 1999, the CNB quantified its
long-term objective of price stability: net inflation in the range of 1–3 per-
cent in 2005, which was subsequently complemented by setting the 2005
CPI target in the range of 2–4 percent. Given the inflation target for the year
2000 in the range of 3.5–5.5 percent, this implied an average annual reduc-
tion in net inflation by 0.5 percentage points. The CNB explained that this
long-term target would basically imply a continuation of the existing pace
of disinflation. However, in December 2002, CPI inflation fell to 0.6 per-
cent, which already brought it well below the long-term target range.

In Poland, the NBP first set a short-term inflation target in June 1998 for
end-1999 in the range of 8–8.5 percent (see figure 9.2). At the time of the
announcement of the inflation target, inflation was above 12 percent and
declining. In September 1999, the NBP also announced the medium-term
target of CPI inflation of less than 4 percent at the end of 2003. Subse-
quently, inflation continued to fall faster that expected, and in March 1999,
when it fell to around 6 percent, the NBP modified the end-1999 CPI tar-
get to 6.6–7.8 percent. In September 1999, in Monetary Guidelines for the
Year 2000, the NBP set end-2000 inflation target in the range of 5.4–6.8
percent. However, the process of disinflation in Poland was interrupted, as
inflation increased from 5.6 percent in February 1999 to 11.6 percent in
July 2000. Therefore, the 2001 inflation target was set higher than in 2000,
6–8 percent, but the targeted inflation range for end-2002 was reduced to
4–6 percent. As inflation at the end of 2001 fell to 3.6 percent, meeting this
target would have required another mild pickup in inflation. Instead, in-
flation in 2002 fell rapidly and in December 2002 reached 0.8 percent, re-
sulting in another significant undershooting of the target. During 2003, in-
flation in Poland remained below the NBP long-term objective.

Hungary launched official inflation targeting only in mid-2001.22 At that
time, inflation was already declining: from a peak of 10.8 percent in May
2001, it fell to 8.7 percent in August when details of the new inflation-
targeting regime were published in the Quarterly Inflation Report (see fig-
ure 9.3). For 2001, the inflation target was set in the range of 6–8 percent.
For 2002, the inflation target was set at 3.5–5.5 percent, and for 2003 the
target was set at 2.5–4.5 percent.23 The NBH’s long-term objective is that
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22. The NBH was publishing inflation objectives based on government budgetary projec-
tions for 1998, 1999, and 2000 (12–13 percent, 9 percent, and 6–7 percent respectively), but
these were not formal inflation targets and there was no formal requirement for the NBH to
meet them (see Siklos and Ábel 2002).

23. The long-term inflation target and the 2002 target were announced in the August 2001
Inflation Report, while the 2003 target was announced in the press on December 2001, when
the government agreed with the NBH’s proposal.
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Hungary meet the Maastricht criterion on inflation in 2004–2005, which
should be possible with inflation even slightly higher than the 2 percent
that the NBH seeks to achieve in the long term. Unlike the Czech Repub-
lic and Poland, Hungary also specified its long-term inflation target quali-
tatively, in terms of meeting the Maastricht criterion for inflation, thus un-
derscoring its preference to adopt the euro sooner rather than later. As
inflation in late 2003 approached 6 percent, meeting the long-term infla-
tion target would require bringing inflation below present level, in contrast
to the Czech Republic and Poland, where inflation is likely to pick up some-
what from present unsustainable low levels.

9.4.2 Hitting and Missing Inflation Targets

In the previous section, we examined experience with inflation targeting
from the perspective of disinflation. In this section, we look at how suc-
cessful the three countries were in meeting their inflation targets. In this re-
spect, we should keep in mind that countries can be quite successful, in the
longer term, in bringing inflation down, but if a successful disinflation is
accompanied by a significant instability of inflation (as evidenced by re-
peated large undershooting or overshooting of inflation targets), this can
be costly for the economy as well.

There is not yet much we can read from the history of inflation targeting
in Hungary because it is so recent (see figure 9.3). The 2001 target was an-
nounced only in August 2001, and it therefore was more of a short-term in-
flation forecast than an actual inflation target. Therefore, the fact that Hun-
gary met this target and the 2002 target does not tell much about the
operation of its inflation-targeting framework. The inflation target for 2002
implied a fairly rapid disinflation, alongside the trend started in mid-2001.
In 2001 and 2002, disinflation was helped by the appreciation of the forint.
However, since the forint has reached the upper end of the fluctuation band
and the government seems to resist the revaluation of parity, there is no room
for further nominal appreciation that would assist in further disinflation.

Table 9.4 and figures 9.1 and 9.2, which show the history of inflation tar-
geting in the Czech Republic and Poland, tell a very different story. In the
Czech Republic, the CNB significantly undershot its inflation targets, par-
ticularly in 1998 and 1999, and less in 2000. Net inflation fell to 1.7 percent
at the end of 1998 and to 1.5 percent at the end of 1999, well below the
CNB’s targets. Only in 2001, in the fourth year of inflation targeting, did
the CNB succeed in achieving its inflation target, but it undershot its tar-
get again in 2002.

As we can see in figure 9.2, in Poland there was an opposite problem, as
the NBP significantly overshot its targets in 1999 and 2000. In the course
of 1998, inflation in Poland was falling rapidly, and at the end of the year it
fell to 8.6 percent, less than the 9.5 percent projected. A more-rapid-than-
expected decline in inflation prompted the NBP to reduce early in 1999 its
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target for end-1999, from 8–8.5 percent to 6.4–7.8 percent, a step that in
retrospect may seem to have been somewhat premature. If the NBP had
maintained its original target, 8–8.5 percent, it would have missed it by
only a very small margin. But in the course of 1999, inflation began to in-
crease again, and the 1999 target was missed by a significant margin, as was
the 2000 target. Very tight monetary policy and slowing economic activity
helped to bring inflation down sharply in 2001, and subsequently the 2001
and 2002 targets were undershot quite sizably.

These repeated large deviations of actual inflation from the inflation tar-
get would seem to suggest that inflation targeting was not very successful
in the Czech Republic and Poland. But before we make any definitive judg-
ments about the success or failure of inflation targeting in these two coun-
tries, it is important to understand the reasons for such significant devia-
tions of actual from targeted inflation. We have to examine more closely
both the domestic and the external economic circumstances that prevailed
during this period and that affected actual inflation.

At the time when the CNB launched inflation targeting, inflation was ris-
ing quite rapidly, but at the same time the economy was already slipping
into a prolonged recession. The 1998 and 2000 inflation targets were spec-
ified at the time when the CNB (and other public and private forecasters)
expected much stronger economic growth than actually materialized.24

However, with the onset of a major banking crisis in 1997–98, economic ac-
tivity fell and contributed to a much faster disinflation than was envisaged
by the CNB’s inflation targets.25 Moreover, the 1997–98 financial crises and
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Table 9.4 Targeted and actual inflation in the Czech Republic and Poland

Czech Republic Poland 
(net inflation) (headline inflation)

Target Actual Target Actual

1998 5.5–6.5 1.7 n.a. 8.6
1999 4–5 1.5 6.4–7.8 (8–8.5)a 9.8
2000 3.5–5.5 3 5.4–6.8 8.5
2001 2–4 2.4 6–8 3.6
2002 2.75–4.75b 0.5 4–6 0.8

Source: Czech National Bank, National bank of Poland, various documents.
Note: n.a. � not applicable.
aInitial target in parentheses.
bHeadline inflation.

24. For example, the May 1998 World Economic Outlook projected real GDP growth in
1998 of 2.2 percent. This forecast was quite accurate, but with an opposite sign. Actual
growth was –2.2 percent.

25. Of course, the hotly debated question was whether and to what extent the CNB’s exces-
sively tight monetary itself contributed to slower-than-projected growth.



weak global economic activity contributed to falling commodity prices,
including energy prices.26 The CNB calculations suggest that these exter-
nal factors had a sizeable effect on net inflation: in 1998, these factors re-
duced net inflation by 2–3 percentage points (Čapek 1999, 9). In the absence
of these shocks, net inflation at the end of 1998 would probably have been
close to the bottom of the target range. There were also other structural
shocks that contributed to lower-than-projected inflation. Among the
more important was the continuing unexpected decline in foodstuff prices
in 1998 and 1999. Ex post, the decline in foodstuff prices was ascribed to
the struggle of the retail distributors for market share in the Czech market.
Weak domestic demand, together with strong koruna and strong compet-
itive pressure in the domestic economy resulting from penetration on the
Czech market of foreign distributors, continued to keep inflation low even
after the effects of external price shocks began to disappear. In addition,
the decision not to exclude energy prices and to exclude adjustment of
regulated prices from the targeted price index did not achieve its objective
of encouraging the government to pursue a “courageous policy of price
deregulation,” as the CNB initially hoped.

When inflation targeting was introduced, Poland was facing very differ-
ent economic circumstances from those of the Czech Republic. First, the
implications of global developments for domestic inflation were better
known to the NBP at that time and could be incorporated into the inflation
target. As in the Czech Republic, inflation in Poland declined significantly
during 1998 and 1999, but this decline was less dramatic and did not last as
long. Already in the second half of 1999, inflation in Poland had begun to
exceed by an increasingly wider margin inflation in the Czech Republic.
Relatively rapid growth of domestic demand, increase in import prices,
and the monopolistic structure of some industries together resulted in the
reversal of disinflation in Poland in the course of 1999. Fiscal policy was
also much more expansionary than the NBP had expected, and this ex-
pansionary stance further fueled domestic demand.

The NBP responded to these developments with a significant tightening
of monetary policy, and it continued to keep monetary conditions very
tight even when inflation began to fall sharply later in 2000 and in 2001.
This (to some excessively) tight monetary policy also brought economic
growth nearly to a halt by the end of 2001, and contributed to increased
tension between the NBP and the government, which even led by the end
of 2001 to threats of reduction of NBP independence. It appears that the
NBP tried to use a tight monetary policy stance as an instrument to force
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26. In U.S. dollar terms, oil prices fell by 31.2 percent, while nonfuel commodity prices fell
by 14.7 percent in 1998. See International Monetary Fund (1999). It should be noted that this
effect of financial crises contributed to an unexpected fall in inflation worldwide. The May
1997 IMF World Economic Outlook projected that in 1998 consumer prices in advanced
economies would increase by 2.5 percent, while the actual increase was only 1.5 percent.



the government to strengthen structural fiscal balance, even at the cost of
significant undershooting of its inflation target.

Judging by its success in meeting its inflation target, the NBP has not
been very successful thus far. In the first two years, inflation targets were
overshot, and in the third and fourth years there was significant under-
shooting. Recent years saw a significant instability of inflation, which fell
rapidly from 17.8 percent in the beginning of 1997 to 5.6 percent in Febru-
ary 1999, then rose to 11.6 percent in July 2000, and fell again to 0.8 per-
cent in December 2002. In Poland, external factors may have been of less
importance in explaining the failure to meet inflation targets than in the
Czech Republic, while the conduct of macroeconomic policy probably
mattered more. First, unexpected fiscal expansion, combined with easy
monetary policy, contributed to the acceleration of inflation and over-
shooting of inflation targets; subsequently, sharp tightening of monetary
policy, in the absence of further easing of fiscal policy, reduced inflation
sharply down and produced a significant undershooting of the target.

9.4.3 Comparison of Inflation and Output Performance of 
Inflation Targeters with Other Transition Countries

We have seen that hitting inflation targets has not been an easy exercise.
However, this may have been unavoidable given the shocks the inflation
targeters were subjected to. To assess the success of inflation targeting in
transition countries, we have to ask how well the inflation targeters have
done relative to the nontargeters.

There are two alternative monetary policy regimes to inflation targeting
that transition countries have chosen:

1. Exchange rate peg: a crawling peg for Hungary until August 2001, a
standard peg for Latvia (peg to SDR), and a hard peg of the currency
board type for Bulgaria, Estonia, and Latvia

2. Float without an inflation target: Slovakia, Slovenia, and Romania27

Figures 9.4 and 9.5 compare inflation rates (year over year) in the Czech
Republic and Poland with those of the other transition countries. A rele-
vant starting date for comparing the different monetary regimes is Decem-
ber 1998 (marked in the figures), which corresponds to the first date that in-
flation targets were to be met in the Czech Republic. As we can see in figure
9.4, which has a comparison with the non-inflation-targeting floaters, the
Czech Republic and Poland experienced lower levels of inflation for most
of the 1999–2002 period than did the non-inflation-targeting floaters. On
the other hand, figure 9.5, which has a comparison with the exchange rate
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27. The currency regimes of these countries are characterized as managed floats. In June
2001, Romania’s currency regime was reclassified from a managed float to a crawling band be-
cause the central bank intervenes to prevent currency appreciation.
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peggers, does not display a clear dominance of inflation targeting over peg-
ging. Hungary, with its soft peg, and Bulgaria, with its currency board,
have typically had higher inflation rates than the Czech Republic and
Poland; but Lithuania, with its currency board, and Latvia, with its stan-
dard peg, have experienced lower inflation rates. Estonia has had inflation
rates comparable to those in the Czech Republic, but up until the last half
of 2002 had lower inflation than Poland.

Clearly a low level of inflation is only one measure of success of mone-
tary regimes—equally important is the variability of inflation and output.
Table 9.5 provides the standard deviation of both inflation and output for
the period 1999–2002. Here we see that the Czech Republic and Poland are
in the middle of the pack on both criteria. The Czech Republic and Poland
have higher standard deviations of inflation than the hard-pegging Baltic
countries, while they have lower variability than Hungary, a soft pegger,
Bulgaria, a hard pegger, and Slovakia and Romania, non-inflation-
targeting floaters. Slovenia, a non-inflation-targeting floater, has equal in-
flation variability to the Czech Republic but has lower variability than
Poland.

Although we should not make too much of the data in figures 9.4 and 9.5
and table 9.5 because they cover such a short period and because these
countries have been subjected to different shocks, it is worth noting that in
terms of inflation control, inflation targeting does not clearly dominate the
other monetary policy regimes chosen by transition countries.

We reach a similar conclusion in terms of output variability as seen by
the standard deviations of output growth reported in table 9.5.28 The Czech
Republic and Poland have had lower standard deviations than the hard
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Table 9.5 Inflation and output growth volatility: 1998–2002

Country Inflation volatility Output volatility

Czech Republic 3.49 2.00
Poland 3.6 1.82
Hungary 3.08 0.72
Estonia 3.08 3.07
Latvia 1.34 2.52
Lithuania 2.18 3.5
Bulgaria 49.7 3.97
Slovakia 3.88 1.39
Slovenia 1.34 0.82
Romania 18.37 4.83

28. The mixed results reported here on the performance of inflation-targeting regimes rela-
tive to other monetary policy regimes is not very surprising. As argued by Calvo and Mish-
kin (2003), the choice of monetary policy regime is likely to be less important to the macro-
economic performance of emerging-market and transition countries than deeper institu-
tions.



peggers, Bulgaria and the Baltic states, but have had higher standard devi-
ations than Slovakia and Slovenia, non-inflation-targeting floaters. Hun-
gary, a soft pegger for most of the period, had the lowest standard devia-
tion of output growth of all the countries in the table. However, even less
should be made of these comparisons, because real shocks have differed
dramatically across the transition countries. For example, as we can see in
figure 9.6, the Baltic countries, which have a higher proportion of their
trade with Russia as a result of their having been part of the former Soviet
Union, suffered very dramatic output declines in 1999 in the aftermath of
the Russian financial crisis in the fall of 1998. The contraction of the Rus-
sian economy at that time had a far smaller impact on transition countries
that were less integrated with Russia and whose trade was mostly with
Western Europe.

9.5 Lessons and Problems of Inflation Targeting in Transition Economies

Even though the experience of the implementation of inflation target-
ing in transition economies is relatively short, it has nevertheless brought
out several specific issues, which deserve discussion. First, how should the
standard operational aspects of inflation targeting be specified—that is,
what price index should be targeted? Should the inflation target be a point
or a range? And what should the horizon for the target be? Second, given
the fact that transition economies began inflation targeting in a situation
of higher inflation than the long-term objective, how should the speed of
disinflation be determined, and in a closely related question, how should
the government be involved in setting inflation targets? Third, how should
monetary policy respond to the deviation of the actual inflation from the
targeted disinflation path, and how much should the floor of an inflation
target be emphasized relative to the ceiling? Fourth, how should the ex-
change rate be incorporated into the inflation-targeting framework?

9.5.1 Operational Aspects of Inflation Targeting

What Measure of Inflation to Target?

In deciding what measure of inflation to target, central banks face a
trade-off between transparency and the ability to control inflation. The ad-
vantage of a broadly defined headline inflation (i.e., the consumer price in-
dex) is that it is better understood by the public. However, the problem is
that headline movements could reflect factors other than monetary policy
measures. A more narrowly defined measure of inflation that excludes pos-
sible effects of transitory shocks could be better controlled by a central
bank, but at the same time it could be more difficult for the public to assess
the conduct of monetary policy on the basis of such measure. Given the
emphasis on central banks’ accountability and transparency in a regime of
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inflation targeting, this could potentially be a serious handicap, particu-
larly for a central bank that still has to earn its credibility.

The CNB opted for a compromise that it considered most appropriate
for an economy in transition. For the purpose of inflation targeting, it in-
troduced a new concept, so-called net inflation, which excluded regulated
prices (see section 9.3.1). Specific conditions of economic transition have
played an important role in selecting net inflation as the targeted measure
of inflation. Unlike in industrial countries, many prices were still regulated
in the Czech Republic in late 1997. The CNB knew that substantial
changes in these regulated prices, including rents, would be needed before
they reached a market-clearing level. As a result, a given monetary policy
stance could produce different future paths of headline inflation, depend-
ing on the pace of price deregulation or the size of adjustment of admin-
istered prices. At the same time, this approach was supposed to avoid a
situation in which the government would be hesitant to pursue a faster
adjustment of regulated prices out of concern that the inflationary effects
of such policy would force the CNB to tighten monetary policy, with ad-
verse effects on economic growth, thus exacerbating the political cost of
deregulation. Indeed, the former acting governor of the CNB, Pavel
Kysilka, stated that “by targeting net inflation, we have provided a room
to the government to pursue a courageous policy of price deregulation”
(Kysilka 1998, 10–12). Obviously, a high share of regulated prices in total
CPI does not make it easier for the central bank to deal with this trade-off
between transparency and ability to control inflation.29

Subsequently, the pace of price deregulation and increase in adminis-
tered prices was less than the CNB had hoped, and so use of the net infla-
tion construct did not produce the desirable outcome the CNB expected.
In addition, the net inflation construct turned out to be more volatile than
headline inflation, helping to contribute to larger misses of the target.
When it decided to target net inflation, the CNB did not exclude the possi-
bility that in the future it could modify the measure of targeted inflation.
The problems with the net inflation measure thus led the CNB to abandon
it in April 2001, and it subsequently moved to targeting headline inflation
as has been discussed in section 9.3.1.

Target a Point or a Range?

As in other aspects of design of the operational framework, there is a
trade-off involved in deciding about the width of the band. A wider band
increases the chance that monetary policy will be successful in keeping tar-
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29. The Czech economy is very open, with imports representing about 50 percent of GDP,
and changes in import prices of oil and gas have a large impact on domestic prices. However,
at the time of the introduction of inflation targeting, the CNB had considered isolating the
effects of price deregulation as more important than isolating the effects of terms-of-trade
shocks or exchange rate effects.



geted inflation inside. But a too-large band could reduce the ability of in-
flation targeting to anchor inflation expectations, and it could be of less
help in establishing the antiinflationary credibility. Some argue that a band
that is narrow enough to anchor inflationary expectations is likely to be fre-
quently missed, and that it is preferable to target a point and explain the
deviations of actual inflation from that point target (Bernanke et al. 1999;
Mishkin 2001).

In a sense, one can argue that a higher degree of uncertainty in project-
ing inflation and a correspondingly higher probability that even a target
range would be missed makes the issue of point versus range less of an is-
sue than in more advanced inflation-targeting economies. By setting a
range, the central bank may indicate what is its estimate of uncertainty of
reaching the inflation target. This is how the CNB has explained its deci-
sion regarding the width of the targeted range. Missing a target range then
carries a larger risk of credibility loss than missing a target point. Target-
ing a reasonably narrow band (that is, narrow enough so that it provides a
sufficient nominal anchor) does not make much sense when the probabil-
ity that it would be missed is not significantly less than the probability of
missing a point.

Time Horizon of Inflation Targeting

Monetary policy affects the economy and particularly inflation with
long lags. In industrialized countries, lags from monetary policy to infla-
tion are typically estimated to be on the order of two years. Shorter time
horizons, such as one year, can be highly problematic. The first problem
with too short a horizon is that it can lead to a controllability problem: too-
frequent misses of the inflation target, even when monetary policy is being
conducted optimally. The second problem is that it can lead to instrument
instability, in which policy instruments are moved around too much in or-
der to try to get inflation to hit its targets over the shorter horizon. A third
problem is that too short a horizon implies that not enough weight is put
on output fluctuations in the central bank’s loss function.30

The experience with inflation targeting in New Zealand documented in
Bernanke et al. (1999) illustrates these problems. In 1995, the Reserve Bank
of New Zealand overshot its one-year-horizon inflation target range, mak-
ing the governor subject to dismissal under the central-banking law. It was
recognized in the Reserve Bank that the overshoot was likely to be short-
lived and inflation was likely to fall, indicating that monetary policy had
not been overly expansionary. Fortunately, this view was accepted outside
the Bank, and the governor, Don Brash, whose performance was excellent,
retained his job. Attempting to hit the annual target did, however, have the
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unfortunate consequence of producing excessive swings in the monetary
policy instruments, especially the exchange rate. In a small, open economy,
like New Zealand, exchange rate movements have a faster impact on infla-
tion than interest rates. Thus, trying to achieve annual inflation targets re-
quired heavier reliance on manipulating exchange rates, which led to its
having large swings. By trying to hit the short-horizon target, the Reserve
Bank also may have induced greater output fluctuations. For example, the
Reserve Bank pursued overly tight monetary policy at the end of 1996 with
the overnight cash rate going to 10 percent because of fears that inflation
would rise above the target range in 1997, and this led to an undesirable de-
cline in output. The Reserve Bank has recognized the problems it had with
a too-short target horizon and now emphasizes a horizon of six to eight
quarters in their discussions of monetary policy (Sherwin 1999; Drew and
Orr 1999). Furthermore, the Policy Target Agreement between the central
bank and the government has recently been amended to be more flexible in
order to support the longer policy horizon (Reserve Bank of New Zealand
2000).

The solution to avoiding too short a horizon for the inflation target is to
set inflation targets for periods two years ahead (or longer). This automat-
ically implies that the central bank will have multiyear inflation targets.
The target for the current calendar year will have been set two years previ-
ously, while there will also be a target for the following year. With multiyear
targets, the target from one year to the next could vary over time. The in-
flation target would vary in response to shocks to the economy, especially
to supply shocks, which might need to be accommodated in order to keep
output fluctuations from becoming excessive. Also, putting a weight on
output fluctuations in a central bank’s objectives, as is sensible, means that
the approach of the inflation target to the long-run goal needs to be grad-
ual (Svennson 1997). This also suggests the need for multiyear targets in
which the inflation target, even one for two years ahead, may differ from
the long-run target if shocks to the economy have driven inflation away
from the long-run goal.

Initially, the horizons for inflation targets in the transition countries
studied here were short, being on the order of a year, and this may have
contributed to the controllability problem and the frequent target misses.
Possibly in response to these problems, the CNB was the first to specify a
long-term inflation target for a horizon of five years, and the NBH and the
NBP have also specified medium-term inflation targets (see table 9.2).

9.5.2 Who Should Set the Inflation Target and 
Decide the Speed of Disinflation?

In the 1990s, there was a significant shift worldwide toward more inde-
pendent central banks, partly in response to a better understanding of eco-
nomic costs of political interference with monetary policy and high infla-
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tion. While not all central banks were given complete freedom to set mon-
etary policy targets, most of them gained instrument independence—that
is, the freedom to conduct monetary policy without external interference
to meet the objective. Among economists, there seems now to be a consen-
sus that central banks should have instrument independence—that is, in-
dependence to conduct monetary policy so as to meet the inflation target
or other monetary policy objective. There also seems to be a consensus that
central banks should not have goal independence—independence to set
inflation targets or other monetary policy objectives (Fischer 1994).

From the early stages of economic transition, central banks in all three
countries have received a significant degree of de jure independence, not
only in the conduct of monetary policy (instrument independence) but also
in setting the objectives of monetary policy (goal independence).

In the Czech Republic, the independence of the central bank was an-
chored in the Constitution, which stated that the government might inter-
vene in the CNB’s affairs only for reasons clearly outlined in the Act on
CNB. The Act on CNB (No. 6/1993 of Collection of Laws) specified that
the primary objective of the CNB is to ensure the stability of the Czech na-
tional currency (Article 2) and that the CNB Board should set monetary
policy and the instruments for the implementation of these policies (Ar-
ticle 5). Moreover, the Act explicitly states that in providing for its primary
objective the CNB shall be independent of any instructions given by the
government. The governor, vice-governors, and members of the Board are
appointed and recalled by the president (Article 6). The Act was subse-
quently amended in 2002, and the main objective of the CNB was changed
to maintaining price stability, with the standard qualification that without
prejudice to its primary objective the CNB shall support economic policies
of the government leading to sustainable economic growth. The amended
Act also states that “when providing for the primary objective of the CNB
and when carrying out their activities, neither the CNB nor the CNB
Board shall seek or take instructions from the President of the republics,
from Parliament, from the Government, from administrative authorities
or from any other body” (Article 9). The appointment of the governor and
other CNB officials remains fully the responsibility of the president.

In Hungary, the Act on NBH was passed in October 1991 and reinstated
the independence of the NBH. It has been amended several times since.
The latest version, from June 2001 (Act LVIII of 2001), states that the pri-
mary objective of the NBH shall be to achieve and maintain price stability
(Article 3) and that the NBH shall define and implement monetary policy
in the interest of maintaining the stability of the national currency (Article
4). Article 6 states that “within the framework provided for by this Act, the
NBH shall independently define its monetary policy and the instruments
for implementing such policy.” Article 38 stipulates that the government
may not instruct the NBH in relation to its scope of tasks as set forth in the
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Act. The president of the NBH is appointed for a period of six years by the
president of the Republic at the proposal of the prime minister. The presi-
dent of the Republic also appoints vice presidents and other members of
the Monetary Council.

The legal position of the NBP is similar. The Act on the NBP of August
29, 1997, stipulates that the basic objective of the NBP shall be to maintain
price stability, again with the addition that the NBP shall at the same time
support government economic policies, insofar as this does not constrain
pursuit of the basic objective (Article 3). The president of the NBP shall be
appointed by the Sejm, at the request of the president of the Republic, for
a period of six years. The vice presidents and other members of the NBP
Management Board are appointed by the president of the Republic at the
request of the president of the NBP. The nine members of the Monetary
Policy Council (MPC) are appointed in equal numbers by the president of
the Republics, the Sejm, and the Senate (Article 13). The responsibility of
the MPC is to draw annual monetary policy guidelines and submit them to
the Sejm for information (Article 12). Article 21 stipulates that in dis-
charging its responsibilities the NBP shall collaborate with the appropriate
bodies of the central government in developing and implementing national
economic policy and strive to ensure proper performance of monetary pol-
icy guidelines. It should submit monetary policy guidelines to the bodies of
the central government and report on the performance of monetary policy.

However, de jure independence does not always imply a de facto inde-
pendence. While the NBP is not explicitly forbidden by the Act on NBP to
seek instructions from the government and other bodies in pursuing its re-
sponsibilities, de facto, it decides alone on inflation targets. On the other
hand, the NBH is de jure independent and forbidden to seek instruction,
but in practice, the governor of the NBH seeks government endorsement
for the NBH’s monetary policy objectives.

The effort to make central banks legally independent reflected the belief
of reformist governments and parliaments that politics should not inter-
fere with the conduct of monetary policy. To a large extent, central-bank
legislature in these countries was modeled after the German Bundesbank,
which itself—for historical reasons—enjoyed a high degree of independ-
ence. In the early years of transition, no one really questioned the high
degree of central-bank independence in the transition countries, as gov-
ernments had to deal with the more urgent tasks of liberalization, privati-
zation, and so on. However, the high degree of central-bank independence
eventually became a source of tension.

These tensions appeared first in the Czech Republic. As we have dis-
cussed, in the early years of inflation targeting the CNB repeatedly under-
shot its inflation target, while economic growth turned negative. In many
countries, this would probably have been sufficient to create tensions be-
tween central bank and government. In the Czech Republic, these tensions
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were further aggravated by political developments. To a large extent as a re-
sult of the poor state of the economy in the aftermath of the currency tur-
bulence of 1997, the main pro-reform party split and new elections were
called for mid-1998. In the meantime, a caretaker government was formed
and the CNB governor became a caretaker prime minister. When a new
government was formed after the election, he returned to the CNB. In-
evitably, this drew the CNB further into politics, exactly the opposite of
what the high degree of de jure independence was supposed to achieve.

The party that lost the election in 1998 criticized the CNB and the gov-
ernor for mishandling monetary policy, contributing to economic decline,
and thus affecting the outcome of the elections. The CNB was considered
to be too independent and unwilling to coordinate monetary policy with
the economic policy of the government. The speed of disinflation was con-
sidered as excessive, hurting economic growth. This criticism eventually re-
sulted in legislative effort to curb the CNB’s independence. When the CNB
and the new government introduced jointly to Parliament an amendment
to the CNB Act to bring it in line with EU standards, members of the party
that lost the 1998 election submitted their own amendment that aimed at
significantly reducing the CNB’s independence. They proposed for Parlia-
ment to supervise and approve the operational budget, salaries of Board
members to be cut, monetary policy decisions to be made in consultation
with the government, and political parties to have more say in appointing
the governor and Board members.

This proposal was strongly criticized by domestic and foreign financial
analysts, by the International Monetary Fund, and—most importantly—
by the EU and European Central Bank. Central-bank independence is a
requirement for both EU and EMU membership, and this argument ulti-
mately carried the most weight because of the planned accession of the
Czech Republic into the EU/EMU. In the end, the CNB retained its inde-
pendence, and with the appointment of new governor in 2000 the relation-
ship with the government improved as well.

Similar tensions between the central bank and the government emerged
in Poland during 2000 and 2001. As economic growth began to falter while
interest rates remained high, the NBP was blamed by some politicians for
having set its monetary policy excessively tight and for contributing to sub-
par growth performance. Tensions between the government and the NBP
accelerated in October 2001, after the new government took office. Con-
tributing to the tensions was the fact that the president of the NBP, Leszek
Balcerowicz, was himself a former politician and main author of the cold-
turkey stabilization program that was criticized by the center-left politi-
cians who formed the government after the October 2001 elections.

The prime minister and other members of the cabinet have repeatedly at-
tacked the MPC for keeping interest rates too high. The pressure to reduce
the NBP’s independence rose, and some members of Parliament from the
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two governing parties drew legal proposals to broaden the NBP’s objec-
tives to include economic growth and employment, and to increase the
number of members of the MPC. Even though the government did not for-
mally back these proposals, being well aware that this would complicate
the EU/EMU accession, it did not mind using them as a tool to put pres-
sure on the NBP to ease monetary policy. Because accession to EU/EMU
is an important objective for Poland, it is not likely that these initiatives will
succeed.

The Polish experience also illustrates the peril of central-bank effort to
use monetary policy as a tool to force the government to pursue a more dis-
ciplined fiscal policy. The NBP tried to use tight monetary policy to pres-
sure the government to improve structural fiscal balance, and kept interest
rates very high even as inflation was falling below its target and growth
came nearly to a halt. But instead of achieving this objective, the NBP only
antagonized the government and put its independence under risk.

Even Hungary was not spared tensions between the central bank and the
government. Recently, the government put forward a bill that proposed to
set up a Supervisory Committee within the NBH. This committee would
comprise delegates of political parties and two persons appointed by the
minister of finance. Such a committee already existed in the past but was
abolished. The NBH argued that such a step would infringe on NBH’s op-
erational independence and would go against the EU requirements on cen-
tral-bank independence. Members of the government have also pressured
the NBH to reduce interest rates in order to support growth. They argued
that the NBH should not focus too much on inflation.

In Hungary, the reasons for this pressure on the central bank were
mainly political and personal. The new NBH president who was appointed
in 2001 was a former minister of finance, and from this position he had
been exercising pressure on his predecessor. However, the previous NBH
president is in close contact with the present prime minister and has used
this relationship to put pressure on his successor. More recently, the con-
flict between the inflation target and exchange rate target has further in-
creased these tensions.

Why do we see these tensions in all three inflation-targeting countries?
There are several reasons. First, at the beginning of transition, central
banks were given a large degree of both operational and goal independ-
ence. In a situation where inflation is still higher than the long-term objec-
tive of price stability, this means that central banks are given the freedom
to decide on the speed of disinflation. As central bankers tend to be more
ambitious with respect to the speed of disinflation than politicians, this
creates the potential for tensions. These tensions tend to come into the
open once economic growth falters, particularly if this poor growth per-
formance is perceived as contributing to a loss of popularity of the gov-
erning party or parties. In our view, this experience suggests the superior-
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ity of closer involvement with political authorities in setting monetary pol-
icy objectives. Particularly in the difficult period of economic transition, a
goal of independence of central banks may complicate rather than facili-
tate the conduct of monetary policy.

Second, the fact that politicians became central-bank governors, or that
central-bank governors stepped into politics, had the unwanted conse-
quence of drawing central banks more into the political arena. Finally, de-
spite significant progress in economic and political reforms, the rule of law
still remains less firmly established even in the most advanced transition
economies, making politically motivated attacks on central banks more
likely.

Public disputes between the central bank and the government of the
kind that we have seen in the Czech Republic, Poland, and Hungary are not
desirable. They undermine the credibility of the inflation-targeting frame-
work and could increase the costs of future disinflation. As we have already
noted, the decision about the speed of disinflation has a different impact
on different groups in the society, and there is thus a strong case for such a
decision to be made by a politically responsible body like the government.
Clearly, it would better serve the credibility of monetary policy if the speed
of disinflation were the result of a joint decision by a central bank and the
government, although this is obviously not a practice in all inflation-
targeting countries.31 Such a joint decision would have several advantages.
Most important, it would be more credible. When a government decides
(perhaps jointly with a central bank) on the speed of disinflation, it is ex-
plicitly or implicitly committing itself to policies supporting this disinfla-
tion objective. The speed of disinflation (co)decided by government would
be seen by markets as a political decision that takes into account possible
short-term trade-offs, and it would reduce the probability that policies sup-
porting the achievement of targeted disinflation would be challenged on
grounds that they do not reflect the preferences of the society and that they
are unduly costly.

Even in situations where the ultimate responsibility for deciding on the
speed of disinflation would rest with the government, the central bank
could still provide important input into this decision by voicing (possibly
publicly) its own views about the desirable speed of disinflation. Of course,
there is a risk that the government would choose too slow a disinflation.
However, it is not clear whether this would impose higher costs on the
economy than a unilateral decision by a central bank to pursue a more
rapid disinflation that would subsequently be challenged by the govern-
ment as being too ambitious. Furthermore, a unilateral decision by the
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central bank to pursue rapid disinflation is likely to weaken support for the
central bank, as has occurred in the Czech Republic and Poland. This in-
creases the risk of loss of independence and interferes with the ability of the
central bank to control inflation in a longer-run context.

The question of who should set inflation targets has a specific aspect in
transition economies that are expected soon to adopt the euro. One can ar-
gue that when the political decision to adopt the euro is made, it effectively
specifies both the disinflation path and the ultimate inflation target. The in-
flation target is determined by the need to meet the Maastricht criterion
concerning maximum permissible inflation, and the speed with which this
inflation is to be achieved is determined by the timing of the euro adoption.
To the extent that there is a firm political commitment to adopt the euro at
a certain date, it becomes to a large extent irrelevant whether the inflation
target is set by a central bank or a government. The government does not
have much room to be more lenient on inflation than the central bank, be-
cause of the possibly large economic and mainly political costs of not meet-
ing the Maastricht criteria.

9.5.3 How Should a Bank Respond to Deviations of Inflation from 
the Target, and How Much Should the Floor of an Inflation 
Target Be Emphasized Relative to the Ceiling?

The implementation of inflation targeting in the Czech Republic and
Poland has brought out an interesting problem that arises in other infla-
tion-targeting economies as well: how should a bank respond to a signifi-
cant deviation of inflation from the inflation target? If the inflation rate
overshoots the ceiling of the target range, then the logic of inflation target-
ing clearly requires the central bank to bring the inflation rate back into the
target range. However, should an inflation-targeting central bank try to
lock in a lower-than-targeted inflation once actual inflation falls below the
targeted path if inflation is not yet at the long-run goal? Another way of
asking this question is to ask whether a central bank should emphasize the
floor of the inflation target as much as the ceiling and thus work as hard to
avoid undershoots of the target as overshoots.

As we have noted, the CNB significantly undershot its inflation target in
1998 and 1999, and less so in 2000. Similarly, at the end of 2001, inflation in
Poland fell well below the NBP end-2001 target. What should central banks
do in such situations? Should they be upset at the undershoot and indicate
that this was a serious mistake? Alternatively, would it be appropriate for
them to lock in the unexpectedly rapid disinflation of previous two years
and focus monetary policy on maintaining price stability from then on?

A case could be made for acting opportunistically and using faster-than-
expected disinflation to lock in this windfall benefit of lower inflation (Hal-
dane 1999). This is what Poland has tried to do by adjusting its original
end-1999 inflation target after actual inflation early in 1999 began to fall
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faster than projected. It would seem that when inflation has been reduced
to less than the central bank target but still remains above the level of in-
flation corresponding to price stability, it would make no sense to let infla-
tion go up again only to be forced to reduce it again later. Disinflation, even
at a moderate pace, could be costly, and if a country can avoid the need to
disinflate in the future, this should spare the economy some loss of output.
Whether past faster-than-planned disinflation was a result of luck or mis-
takenly tight monetary policy may seem not to matter—bygones are by-
gones, past costs, if any, have been incurred, and let’s just avoid any future
costs of disinflation.32

In practice, central banks have treated the floors of inflation-target
ranges in different ways (Clifton 1999). Some treat them as seriously as up-
per sides of a band and have eased monetary policy to bring inflation back
up inside the band (e.g., New Zealand in 1991), while others preferred to
consolidate the unexpected rapid disinflation (Israel in 1998).

The recent experience of Poland has shown the risks of trying to lock
into inflation that is lower than originally targeted. There are several prob-
lems with opportunistic disinflation and with treating the bottom of the
band leniently. First, there is a possibility that opportunistic disinflation
will not find much sympathy with politicians. Particularly if the disinflation
that is faster than originally intended coincides with a significant weaken-
ing of economic activity, there will be calls for a relaxation of monetary
policy, even if this should mean a return to somewhat higher inflation. The
NBP has exacerbated this problem because its inflation target is now stated
to be less than 4 percent, suggesting that they are not particularly disturbed
by undershooting the inflation target. This may have contributed substan-
tially to the poor relations between the NBP and the government and the
decrease in public support for the NBP. The CNB was well aware of the
danger from its undershoots of the inflation target and did not even suggest
that it could lock in the lower-than-targeted inflation.

Second, if rapid disinflation is a result of temporary external shocks like
large declines in the price of commodities, it would be a mistake to assume
that monetary policy could lock in such disinflation forever without large
future costs. Once these shocks are over, prices of commodities usually do
not stay low but rise again as global demand recovers. Monetary policy
that would try to prevent an accelerated pace of disinflation in times of de-
clining commodity prices or other positive supply shocks would probably
be too expansive. In the same vein, monetary policy would risk being too
restrictive if it tried to avoid any acceleration of inflation as positive supply
shocks are reversed.33 Like many other inflation-targeting central banks,
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the CNB has explicitly recognized that monetary policy should not at-
tempt to offset temporary supply shocks that knock disinflation from its
projected path.

Third, an opportunistic approach to disinflation could undermine the
credibility of an inflation-targeting framework. By setting medium-term
inflation targets, central banks attempt to establish a predictable environ-
ment that would allow economic agents to plan for the future. Even though
there could and will be deviations from the target, credible inflation tar-
geting would lead the agents to expect that a central bank would do its best
to return actual inflation to the targeted path. Attempts at opportunistic
disinflation could increase the uncertainty, because they would make mon-
etary policy less predictable. For example, economic agents could expect
that central banks would adjust an inflation target upward in case of a neg-
ative shock as well.

However, a situation may arise where the path of disinflation has been
set incorrectly. For example, competitive pressures in the economy due to
liberalization, privatization, and a more open trade would produce a faster
disinflation for a given monetary policy stance than originally expected.
These favorable supply shocks would be likely to cause inflation to under-
shoot without leading to a decline in output. In this case, maintaining the
original disinflation target would require an overly expansionary monetary
policy, and it would seem to be more appropriate to accept in such a case a
disinflation that is faster than originally intended. This would also likely be
politically feasible because the undershoot of the inflation target would not
be accompanied by output losses.

9.5.4 Inflation Targets and the Exchange Rate

In the recent literature on inflation targeting, particularly on inflation
targeting in emerging-market countries, increased attention has been paid
to the open-economy aspect of inflation targeting (Mishkin 2000; Mishkin
and Savastano 2001; Eichengreen 2001). It has been recognized that the
large degree of openness of some emerging-market economies, in combi-
nation with specific characteristics of their financial systems, creates addi-
tional challenges for the implementation of inflation targeting. Exchange
rate movements directly affect domestic inflation, both as a result of exter-
nal shocks and as a result of monetary policy measures. The open-
economy aspect of inflation targeting plays a prominent role in inflation-
targeting transition economies as well.

In the initial stage of transition, all three inflation-targeting countries
analyzed in this paper used a fixed exchange rate as a nominal anchor to
import price stability and bring domestic inflation quickly down. The cur-
rency peg–based stabilization was quite effective, because it allowed them
to bring down inflation relatively quickly. The initial monetary overhang
was eliminated by a one-time increase in price level rather than by a sus-
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tained growth in prices, and thus its elimination did not become embedded
in inflation expectations.

However, first Poland, then the Czech Republic, and finally Hungary
abandoned the currency peg and moved to more flexible exchange rate
arrangements. This has fundamentally changed the operation of monetary
policy and the operation of the monetary transmission mechanism.

The importance of the exchange rate channel of monetary policy de-
pends directly on the degree of openness of the economy to trade flows and
on the degree of integration into international capital markets. The Czech
Republic and Hungary are very open economies with respect to trade
flows: the share of exports plus imports in gross domestic product (GDP)
exceeds 100 percent. Poland is a more closed economy: the share of exports
plus imports reaches “only” about 50 percent. Therefore, exchange rate
movements in the Czech Republic and Hungary will have a more impor-
tant effect on domestic prices and inflation, and thus on inflation targeting.
At the same time, all three countries are very open to international capital
flows, because in preparation for EU membership they have largely com-
pleted capital account liberalization.

There are several reasons why exchange rate movements are important
for inflation targeting in transition countries (Svensson 2000). First, ex-
change rate movements provide an additional transmission channel of
monetary policy. While in a closed economy aggregate demand and expec-
tation channels dominate, in open economy the exchange rate channel may
be the most important one, particularly in the short run. The exchange rate
transmission channel operates both directly and indirectly. Changes in
nominal exchange rate directly affect the domestic prices of imported final
goods and thus the targeted CPI index.34 Indirectly, the exchange rate chan-
nel operates by affecting domestic demand. Changes in real exchange rate
affect domestic and foreign demand for domestic goods, thus enhancing
the standard aggregate-demand channel. Second, the exchange rate is one
channel through which foreign disturbances could be transmitted into the
domestic economy. Third, transition countries also have a particular con-
cern with their exchange rates because they want to become part of the EU
and the euro zone. Thus they must eventually fix their exchange rates to the
euro as part of their planned entry into the EMU and so naturally care
more about the exchange rate at which they will convert their currency into
the euro upon accession.

Finally, it should be noted that emerging-market countries and transi-
tion economies are usually more vulnerable to large exchange rate move-
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ments. The reason is the underdeveloped capital market in domestic cur-
rency and the need to borrow in dollars or other foreign currency, except
for very short-term borrowing. This results in open foreign exchange posi-
tions of banks and/or corporations and thus increased vulnerability of
their balance sheets to large exchange rate movements. While large appre-
ciation can make domestic producers uncompetitive (both in foreign and
domestic markets), large depreciation could cause substantial damage to
firms or banks with large open foreign exchange positions and precipitate
a financial crisis of the type described in Mishkin (1996, 1999).

While it is generally recognized that in such open economies as the
Czech Republic and Hungary the exchange rate represents both an impor-
tant channel of monetary transmission and an important channel of trans-
mission of external disturbances, it is less obvious what the implications
are for the treatment of the exchange rate in the regime of inflation target-
ing. We can distinguish two approaches to the exchange rate: an active and
a passive approach. In an active approach, the central bank cares about the
exchange rate over and above its effects on inflation and actively tries to in-
fluence the level of the exchange rate. In a passive approach, a central bank
cares about the exchange rate only to the extent that it affects aggregate
demand and the inflation rate, and it does not try to directly manipulate
the exchange rate, only reacting to changes in exchange rate that would
threaten its inflation target.35

As we have noted, the Czech Republic and Hungary are particularly
open economies, and the exchange rate will therefore have an important
effect on inflation and other variables. Poland is less open, and exchange
rate movements seem to play a less important role in monetary policy de-
liberations. It seems that the NBH is pursuing this active approach, to
judge from its statements on the role of the exchange rate in affecting in-
flation outcomes. As Orlowski (2000) argues, in Hungary, the central bank
has focused its monetary policy on exchange rate stability, and for this rea-
son changes in the exchange rates have a strong effect on inflation. Such a
strong effect was not observed in the Czech Republic and Poland. This may
explain the relatively larger emphasis put by the NBH on the exchange rate
channel of monetary policy.

The problem is that too much reliance on the exchange rate channel of
monetary transmission carries the risk that a central bank would focus ex-
cessively on a short-term horizon. In open economies, the exchange rate
channel not only is important but operates very fast, because changes in
exchange rate directly affect domestic prices of imported final goods, and
with longer but still potentially quite short lag prices of domestic goods
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containing imported inputs. This rapid transmission may induce the infla-
tion-targeting central bank into too much of a focus on a short-term hori-
zon and into an effort to keep actual inflation in line with the inflation tar-
get by orchestrating exchange rate changes. However, excessive use of the
exchange rate channel could have undesirable consequences. It could cause
a problem of instrument instability and result in excessive variability of
real exchange rate,—and thus in an increased degree of uncertainty in the
economy and higher variability of output.36 In addition, it runs the risk of
transforming the exchange rate into a nominal anchor that takes prece-
dence over the inflation target. For example, as documented in Bernanke et
al. (1999), Israel’s intermediate target of an exchange rate around a crawl-
ing peg did slow the Bank of Israel’s effort to win support for disinflation
and lowering of the inflation targets in the early years of its inflation-
targeting regime. In addition, an active focus on the exchange rate may in-
duce the wrong policy response when a country is faced with real shocks
such as a terms-of-trade shock. Two graphic examples of these problems
are illustrated by the experiences of New Zealand and Chile in the late
1990s.

The short horizon for the inflation target in New Zealand led the Reserve
Bank to focus on the exchange rate as an indicator of the monetary policy
stance because of the direct impact of exchange rate movements on infla-
tion. By early 1997, the Reserve Bank institutionalized this focus by adopt-
ing as its primary indicator of monetary policy a Monetary Conditions In-
dex (MCI) similar to that developed by the Bank of Canada. The idea
behind the MCI, which is a weighted average of the exchange rate and a
short-term interest rate, is that both interest rates and exchange rates on
average have offsetting impacts on inflation. When the exchange rate falls,
this usually leads to higher inflation in the future, and so interest rates need
to rise to offset the upward pressure on inflation. However, the offsetting
effects of interest rates and exchange rates on inflation depend on the na-
ture of the shocks to the exchange rates. If the exchange rate depreciation
comes from portfolio considerations, then it does lead to higher inflation
and needs to be offset by an interest rate rise. However, if the reason for the
exchange rate depreciation is a real shock, such as a negative terms-of-
trade shock, which decreases the demand for a country’s exports, then the
situation is entirely different. The negative terms-of-trade shock reduces
aggregate demand and is thus likely to be deflationary. The correct interest
rate response is then a decline in interest rates, not a rise as the MCI sug-
gests.

With the negative terms-of-trade shock in 1997, the adoption of the MCI
in 1997 led to exactly the wrong monetary policy response to the East
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Asian crisis. With depreciation setting in after the crisis began in July 1997
after the devaluation of the Thai baht, the MCI began a sharp decline, in-
dicating that the Reserve Bank needed to raise interest rates, which it did
by over 200 basis points. The result was very tight monetary policy, with the
overnight cash rate exceeding 9 percent by June of 1998. Because the de-
preciation was due to a substantial, negative terms-of-trade shock that de-
creased aggregate demand, the tightening of monetary policy, not surpris-
ingly, led to a severe recession and an undershoot of the inflation target
range, with actual deflation occurring in 1999.37 The Reserve Bank of New
Zealand did eventually realize its mistake and reversed course, sharply
lowering interest rates beginning in July 1998 after the economy had en-
tered a recession, but by then it was too late. It also recognized the prob-
lems with using an MCI as an indicator of monetary policy and abandoned
it in 1999. Now the Reserve Bank operates monetary policy in a more con-
ventional way, using the overnight cash rate as its policy instrument, with
far less emphasis on the exchange rate in its monetary policy decisions.

Chile’s inflation-targeting regime also included a focus on limiting ex-
change rate fluctuations by having an exchange rate band with a crawling
peg that was (loosely) tied to lagged domestic inflation. This focus on the
exchange rate induced a serious policy mistake in 1998 because the central
bank was afraid it might lose credibility in the face of the financial turmoil
if it allowed the exchange rate to depreciate after what had taken place in
financial markets after the East Asian crisis and the Russian meltdown.
Thus, instead of easing monetary policy in the face of the negative terms-
of-trade shock, the central bank raised interest rates sharply and even nar-
rowed its exchange rate band. In hindsight, these decisions were a mistake:
the inflation target was undershot and the economy entered a recession for
the first time in the 1990s.38 With this outcome, the central bank came un-
der strong criticism for the first time since it had adopted its inflation-
targeting regime in 1990, which weakened support for the independence of
the central bank and its inflation-targeting regime. During 1999, the cen-
tral bank did reverse course, easing monetary policy by lowering interest
rates and allowing the peso to decline.

The contrast between the experience of New Zealand and Chile during
this period with that of Australia, another small open economy with an in-
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37. The terms-of-trade shock, however, was not the only negative shock the New Zealand
economy faced during that period. Its farm sector experienced a severe drought, which also
hurt the economy. Thus, a mistake in monetary policy was not the only source of the reces-
sion. Bad luck played a role too. See Drew and Orr (1999) and Brash (2000).

38. Because, given its location in Latin America, Chile’s central bank did have to worry
more about loss of credibility and also because Chile encountered a sudden stop of capital in-
flows at the time, the ability of the Chilean central bank to pursue countercyclical policy was
more limited than that of the Australian central bank. However, although lowering interest
rates in 1998 may not have been as attractive an option, the sharp rise in the policy interest
rate in 1998 was clearly a policy mistake.



flation-targeting regime, is striking. Prior to adoption of their inflation-
targeting regime in 1994, the Reserve Bank of Australia had adopted a pol-
icy of allowing the exchange rate to fluctuate without interference, partic-
ularly if the source of the exchange rate change was a real shock, like a
terms-of-trade shock. Thus, when faced with the devaluation in Thailand
in July 1997, the Reserve Bank recognized that it would face a substantial
negative terms-of-trade shock because of the large component of its for-
eign trade conducted with the Asian region and that it should not fight the
depreciation of the Australian dollar that would inevitably result (McFar-
lane 1999; Stevens 1999). Thus, in contrast to New Zealand, it immediately
lowered the overnight cash rate by 50 basis points to 5 percent and kept it
near this level until the end of 1998, when it was lowered again by another
25 basis points.

Indeed, the adoption of the inflation-targeting regime probably helped
the Reserve Bank of Australia to be even more aggressive in its easing in re-
sponse to the East Asian crisis and helps explain why its response was so
rapid. The Reserve Bank was able to make clear that easing was exactly
what inflation targeting called for in order to prevent an undershooting of
the target, so that the easing was unlikely to have an adverse effect on in-
flation expectations. The outcome of the Reserve Bank’s policy actions was
extremely favorable. In contrast to New Zealand and Chile, real output
growth remained strong throughout this period. Furthermore, there were
no negative consequences for inflation despite the substantial depreciation
of the Australian dollar against the U.S. dollar by close to 20 percent: in-
flation remained under control, actually falling during this period to end
up slightly under the target range of 2 to 3 percent.

While it would not be desirable if a central bank tried to actively manip-
ulate the exchange rate, this does not imply that it should not respond to
an exchange rate shock. However, whether it should respond and how it
should respond depend on the nature of the shock. As illustrated above,
the response to a real shock to the exchange rate such as a change in the
terms of trade should be entirely different from the reaction to a portfolio
shock.

The relevant question concerning the transition economies is this: what
types of shock are they likely to face in the period ahead of the EU/EMU
membership? And how vulnerable are they to large exchange rate move-
ments? How much should they be concerned about exchange rate move-
ments for other reasons than the risk that the inflation target will not be
met?

Besides the standard shocks that all open emerging-market economies
could face, transition economies could face specific external shocks related
to the euro adoption: specifically, the convergence play. The convergence
play refers to capital inflows to accession countries stimulated by the ex-
pected behavior of interest rates and exchange rates ahead of the euro
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adoption. Countries that have joined the EMU in the past have experi-
enced a sizable decline in the currency risk premium of their debt—that is,
the premium to compensate the debt holders for the risk that their currency
would lose value. The decline in the currency risk premium resulted in
lower interest rates on their debt instruments in local currency, and thus a
higher price of these instruments. Increased prices allowed holders of these
instruments to realize capital gains. Therefore, investors could reasonably
expect that transition countries that have joined the EU will soon adopt the
euro as well, and from past experience they could expect a reduction in in-
terest rates on debt instruments issued by these countries that would allow
them to reap capital gains. In other words, these investors have incentive to
play on the convergence of interest rates to euro area level and invest in
fixed-income instruments issued by accession countries. The resulting in-
crease in capital inflows and currency appreciation could be viewed as a
pure portfolio shock that would require interest rate reduction. But reduc-
ing interest rates could conflict with the inflation target, because it could
stimulate domestic demand too much and result in faster increase in do-
mestic prices. On the other hand, if monetary policy does not respond, the
large capital inflow could lead to the standard problems of excessive cur-
rency appreciation, balance-of-payments problems, and reversal of capital
flow resulting in currency depreciation and higher inflation.

Complicating the problem even more is the exposure of accession coun-
tries to a second shock—in this case a real shock. It has been well docu-
mented that as transition economies catch up with the more developed EU
countries, they experience rapid productivity growth, which produces real
exchange rate appreciation, either by means of nominal appreciation or by
means of higher inflation. In this case, the appreciation of the domestic
currency should be seen as an equilibrium phenomenon, which is sustain-
able and does not require a monetary policy response. In sum, in the period
ahead of the EU/EMU membership, accession countries could be exposed
to two simultaneous external shocks that would tend to produce exchange
rate appreciation but that would call for a different policy response. In
practice, it could be difficult to disentangle what part of the currency ap-
preciation is the result of the portfolio shock and what part results from the
real shock. Balance-of-payments data on the size and composition of cap-
ital flows, and data on productivity growth, should provide some indica-
tion of the relative importance of these two types of shocks.

The recent experience of the Czech Republic illustrates yet another
problem: currency appreciation caused by a large inflow of foreign direct
investment (FDI) as a result of the sale of state-owned enterprises to for-
eign owners. One can argue that currency appreciation resulting from the
inflow of FDI is the typical real shock that does not call for a monetary pol-
icy response: the currency appreciates, but FDI inflow results in more in-
vestment, better management, and ultimately in higher productivity, which

402 Jiri Jonas and Frederic S. Mishkin



validates the appreciation of the currency. This argument has two prob-
lems. First, while currency appreciation will always happen when there is a
sale of domestic assets to foreigners for foreign currency, it is less sure that
the increase in productivity validating the currency appreciation will fol-
low. For example, a large part of recent sales consisted of utilities where the
potential for increasing the competitiveness in export markets is limited.
Second, there is a time discrepancy between the timing of the currency ap-
preciation (immediate) and the productivity increase (later). And third, ex-
pectation of currency appreciation as a result of sales to foreigners of state-
owned assets could itself induce investors to take positions in the domestic
currency, in order to benefit from the expected appreciation once the pri-
vatization payment materializes. This would produce a currency apprecia-
tion even before the privatization-related capital inflow materializes.

All this complicates significantly the task of the inflation-targeting cen-
tral bank. To the extent that currency appreciation reflects an equilibrium
phenomenon, appreciation of the real equilibrium exchange rate, there
would be little reason for concern. Such appreciation would not threaten
economic growth and external equilibrium, and if inflation is still above the
long-term target, it should help the central bank to bring inflation down.
But how much should a central bank worry if this real appreciation is too
fast and too large? It could result in a widening current account deficit and
subsequent large exchange rate depreciation, with negative effects on in-
flation. And it could cause problems in the corporate sector, because ad-
justment to a fast and large currency appreciation could be more difficult.
The standard prescription for a central bank dealing with large capital in-
flows and currency appreciation is sterilized intervention: buy foreign cur-
rency in the foreign exchange market and neutralize monetary effects of
this intervention by selling bonds. Eventually, this intervention could be
complemented by interest rate cuts, to reduce the incentive for capital in-
flows.

But this prescription may be of little help in the circumstances like those
in the Czech Republic in 2001–2002. Large capital inflows are mainly in the
form of FDI, and not attracted by a large interest rate differential. Reduc-
ing interest rates is not going to slow down FDI inflows. These are interest
rate insensitive. Sterilized intervention would be possible, but this policy
has its own problems. In order to be effective, it would have to be of a very
large amount (on the order of several billion dollars) and it may not even
be effective at all. Sterilizing such intervention could be quite costly for the
central bank.39

For these reasons, the CNB has pursued a pragmatic strategy of gradual
interest rate reduction, combined with occasional foreign exchange mar-
ket intervention of limited magnitude. This intervention has been subse-
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quently sterilized. The CNB recognized that in 2001–2002 currency appre-
ciation reflected mainly the effect of the FDI inflow, and that it was there-
fore a real shock that the monetary policy had no business of neutralizing.
However, the speed of the appreciation could be occasionally too fast, and
at that point, the CNB felt that it could slow down the pace of appreciation
by intervening, so that the corporate sector would have more time to adjust
to the trend appreciation. In late 2002, capital inflows related to the con-
vergence play (the portfolio shock) were not a serious issue for the Czech
Republic, partly because the convergence play and the compression of
yield spreads had already taken place.40 Otherwise, the situation would
have been even more complicated.

Another reason for not having benign neglect of the exchange rate is
emphasized in Mishkin (2000) and Mishkin and Savastano (2001). For
the reasons discussed earlier, transition countries with a lot of foreign-
denominated debt may not be able to afford large depreciations of their
currencies, which can destroy balance sheets and trigger a financial crisis.
Central banks in these countries may thus have to smooth “excessive” ex-
change rate fluctuations, but not attempt to keep the exchange rate from
reaching its market-determined level over longer horizons. The stated ra-
tionale for exchange rate smoothing would be similar to that for interest
rate smoothing, which is practiced by most central banks, even those en-
gaged in inflation targeting: the policy is not aimed at resisting market-
determined movements in the exchange rate, but at mitigating potentially
destabilizing effects of abrupt changes in exchange rates.

The challenges facing the central bank are somewhat different in Hun-
gary. As was noted, Hungary still maintains an exchange rate band of �15
percent. In the literature on inflation targeting, it is often emphasized that
the absence of a second nominal anchor is one of the prerequisites of suc-
cessful inflation targeting. Pursuing two nominal objectives could result in
a situation where one objective will need to be given preference over the
second objective, but without clear guidance as to how such conflict would
be resolved, this could make monetary policy less transparent.41 The ques-
tion arises: to what extent might the existence of the �15 percent exchange
rate band in Hungary be considered as a second nominal anchor whose at-
tainment could eventually conflict with the inflation target? The answer has
turned out to be “a lot.”

In mid-February 2002, the exchange rate of the forint hovered some 12–
13 percent above parity, quickly approaching the upper part of the band.
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Partly as a result of uncertainty related to parliamentary election, the cur-
rency weakened somewhat during the spring and summer, but it began to
appreciate again later in 2002. In January 2003, it approached the upper
end of the band, and speculation about the revaluation of parity resulted
in a sharp acceleration of capital inflow that forced the NBH to respond by
cutting interest rates by 2 percentage points and intervening heavily in the
foreign exchange market. The NBH is reported to have bought more than
5 billion euros, increasing international reserves by 50 percent and base
money by 70 percent.42 Even though the NBH subsequently began to ster-
ilize this huge injection of liquidity, market participants now assume that
maintaining the exchange rate band will have priority over the inflation tar-
get and expect inflation in 2003 to exceed the NBH inflation target.43

This conflict between the inflation target and exchange rate target need
not be a unique problem for Hungary. Other accession countries could face
this problem once they become members of the EU and once they decide
to join the ERM2 mechanism that requires them to limit exchange rate
fluctuations in exactly the same way as Hungary already does today—that
is, to peg the currency against the euro and allow maximum �15 percent
fluctuation around the established parity. Therefore, we now turn to the is-
sue of monetary policy implementation in the period after EU accession
and before EMU accession.

9.6 Monetary Policy within the ERM2 System

Participation in the ERM2 mechanism and subsequent adoption of the
euro are obligatory for all new EU members (no opt-out clause is avail-
able). But the new EU members do not have to join the ERM2 mechanism
immediately after the EU entry. Therefore, after joining the EU, the new
members will have to decide how quickly to join the ERM2 mechanism
and adopt the euro, and whether ERM2 membership would require a mod-
ification of the inflation-targeting framework.

How would monetary policy in the accession countries operate under
the ERM2 regime, and what would be the main nominal anchor of the
economy? Formally, the monetary policy framework after joining the
ERM2 mechanism will be similar to the monetary policy framework in
Hungary today, where the �15 percent fluctuation band is already in place.
But there will also be important differences. First, the adoption of the euro
will be approaching, which could have important implications for capital
flows (convergence play) and fiscal policy implementation (the need to
meet fiscal criteria). Second, breaching the target band (its lower side)
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would have different consequences for Hungary today and for accession
countries operating within the ERM2 regime. Third, unlike Hungary’s
monetary policy today, the monetary policy and exchange rate of an ac-
cession country within the ERM2 regime will be of common interest to all
EMU members, and the European Central Bank (ECB) could intervene to
help the accession country to keep the exchange rate within the band.

The ERM2 fluctuation band will allow rather large exchange rate move-
ments, too large to provide a sufficiently firm nominal anchor. For this rea-
son, the inflation target will likely need to continue to play the role of nom-
inal anchor, as it did in Spain before its entry into EMU (see Bernanke
et al. 1999). Successful operation of inflation targeting after ERM2 entry
should be facilitated by the fact that the process of disinflation is likely to
be largely completed. Low inflation could reduce, though not fully elimi-
nate, the probability that the inflation target would conflict with the com-
mitment to maintaining the currency within the ERM2. Still, the possibil-
ity of a conflict between the inflation target and the ERM2 exchange rate
band cannot be fully excluded. But it is important to be clear about the na-
ture of this risk and how it could be mitigated.

Within the ERM2 framework, two situations could arise where mone-
tary and other policies may be constrained by the fact that the exchange
rate is approaching the lower or upper side of the band. One possibility is
that the exchange rate would approach the upper (appreciated) band, as
was happening in Hungary. In order to prevent breaching the permitted
fluctuation band, interest rates may need to be reduced to moderate the
pressure on the currency. But lower interest rates could interfere with the
inflation target, because they could stimulate domestic demand more than
the central bank considers prudent and could produce higher inflationary
pressures. However, a strongly appreciating currency would also simulta-
neously act as a mechanism to dampen inflationary pressures, so it is not
at all obvious that this conflict with the inflation target would actually be-
come serious.44 If reducing interest rates would not help, and pressures on
the currency to appreciate persisted, another option would be to revalue
the central parity.45 This would reduce the burden of monetary policy and
at the same time introduce a one-time deflationary shock.

A different conflict between the inflation target and exchange rate band
would arise if there was downward pressure on the currency and if the ex-
change rate threatened to break through the lower (more depreciated) end
of the band. Breaching the ERM2 lower target band would force the coun-
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44. The direct effect of the appreciated exchange rate on inflation will be felt sooner than
the indirect effect of reduced interest rates on aggregate demand and demand-induced accel-
eration of inflation.

45. For countries in the ERM2 framework, the ECB would also be expected to help a na-
tional central bank sustain the currency inside the fluctuation band, of course, to the extent
that this does not interfere with the ECB’s price stability objective.



try to start the ERM2 two-year test again, so it could be potentially costly.
Central banks could react to such a situation by tightening monetary pol-
icy and raising interest rates. But this response certainly should not conflict
with the inflation target. On the contrary, it should be in line with the in-
flation-targeting policy if the reason for downward pressure was too re-
laxed a policy. And tighter monetary policy would also help to mitigate in-
flationary pressures that may arise from currency depreciation. Tighter
monetary policy would also be appropriate in the case when the currency
depreciates as a result of a negative portfolio shock. Higher interest rates
should help arrest capital outflow by making domestic currency assets
more attractive. But the situation could be more complicated when the cur-
rency depreciates as a result of negative real shock which at the same time
reduced aggregate demand for domestic output (domestic or foreign de-
mand). Maintaining the currency within the fluctuation band could re-
quire a tighter policy stance than what would be required if monetary pol-
icy were guided only by the inflation target. As a result, actual inflation
would become lower than the inflation target, and monetary policy would
further weaken demand and economic activity that was already affected
adversely by the negative real shock. Under normal circumstances, this
would not be desirable. But temporary lower economic activity may be a
price worth paying in a situation where the alternative would be to violate
the Maastricht criterion of two years of successful operation within the
ERM2 system, thus delaying euro adoption.

To some extent, fiscal policy could be used to reconcile eventual conflict
between the inflation target and the ERM2 band. First, maintaining a fis-
cal policy stance that would clearly indicate authorities’ determination to
meet Maastricht criteria of public debt and fiscal deficit would reduce the
risk of downward pressure on the currency as a result of a negative portfo-
lio shock. It would also allow the maintenance of lower interest rates than
if fiscal policy were more expansionary, and thus reduce short-term capital
inflows. Second, a changing fiscal policy stance could be used as a defense
against large exchange rate movements threatening to breach the ERM2
band. Fiscal policy could be tightened even more than what is required by
Maastricht criteria in case of downward pressure on the currency that
would threaten to break the lower side of the band, or—to the extent that
meeting Maastricht criteria is not threatened—it could be relaxed in case
of upward pressure on the currency. But in this case, using interest rate pol-
icy would be clearly preferable as a first line of defense.

The risk of conflict between the inflation target and exchange rate target
will depend importantly on market expectations of the conversion rate of
the national currency into the euro. If market participants expect that the
current market rate will be also the conversion rate, there will be less risk
of such conflict, as the behavior of market participants should actually
limit the fluctuation of the actual exchange rate. However, widespread
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market expectation that the future conversion rate will differ significantly
from the current exchange rate could result in large and volatile capital
flows and swings in actual exchange rate that could severely complicate the
simultaneous achievement of the inflation target (sufficiently low inflation
to meet the Maastricht criterion) and exchange rate target (keeping the
currency within the fluctuation band).

How should inflation targets be set after the countries have joined the
EU and eventually the ERM2 mechanism? The obvious answer is to set the
inflation target in such way that it will converge to inflation rate estimated
to be consistent with the Maastricht criterion. Table 9.6 shows the annual
inflation rate in three current EU members with the lowest inflation rate in
the period 1995–2001. If we add to the average of inflation in three EU best
performers the 1.5 percentage point margin allowed by the Maastricht
Treaty, we receive the maximum permissible inflation in the accession
countries that would be applied if they were to adopt the euro in that par-
ticular year.

If we take the period 1995–2001 as a benchmark, the inflation rate that
the accession countries would have to reach in order to meet the Maas-
tricht criterion was in the range of 2.1 to 3.7 percent. In 1998 and 1999, in-
flation in the EU countries was particularly low, and it would thus seem
that reaching the Maastricht objective would have been particularly chal-
lenging for accession countries at that time. However, we should note that
to some extent exceptionally low inflation in the EU was a part of global
tendency of falling inflation, which affected the transition economies as
well. To the extent that inflation in the EU and in the transition economies
waiting to adopt the euro moves jointly in response to common external
shocks like falling commodity prices and weak global economic activity,
accompanied by large excess production capacity and weak pricing power
of producers, lower permissible inflation does not make it necessarily more
difficult (i.e., it does not require a tighter monetary policy) to qualify for
euro adoption.

We can also see that the range of maximum permissible inflation of 2.1–
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Table 9.6 Lowest inflation rates in EU countries, 1995–2000

1995 1996 1997 1998 1999 2000 2001

Country A 0.8 0.6 1.2 0.8 0.5 1.7 1.6
Country B 1.5 1.3 1.3 0.9 0.6 1.9 2.5
Country C 1.7 1.4 1.4 0.9 0.6 2.3 2.5
Average inflation 1.3 1.1 1.3 0.9 0.6 2.0 2.2
Maastrict criterion 

inflationa 2.8 2.6 2.8 2.4 2.1 3.5 3.7

Source: United Nations (2002).
aAverage inflation in three countries plus 1.5 percentage points. Average inflation rounded up.



3.7 percent is broadly in line with the long-term inflation targets in the
Czech Republic (2–4 percent), Hungary (around 2 percent), and Poland
(less than 4 percent).

9.7 Conclusion

In this paper, we have discussed the experience with inflation targeting
in the three transition economies—the Czech Republic, Hungary, and
Poland. We have examined the circumstances leading to the switch from
exchange rate pegs to inflation targeting and the modalities of inflation tar-
geting in each of these countries. The short history of inflation targeting in
these three countries does not yet allow us to draw any definitive conclu-
sions about the success or failure of this regime. However, we conclude that
inflation targeting in transition economies could be implemented reason-
ably successfully. While the examined countries have often missed inflation
targets by a large margin, they nevertheless progressed well with disinfla-
tion. Still, increased uncertainty prevailing in transition economies makes
it particularly difficult to predict inflation sufficiently far ahead, as re-
quired by the forward-looking nature of the inflation-targeting approach.
In view of that, and given the possibility that transition countries will be
more frequently hit by shocks that could divert inflation from the targeted
path, misses of inflation targets are more likely there than in the more ad-
vanced economies.

This does not imply that monetary policy targeting other nominal vari-
ables like monetary aggregates would make the task of controlling inflation
easier. Even though inflation targeting in transition economies is more
difficult than in advanced economies, it could still bring significant bene-
fits. It should be clear, though, that too much focus on hitting inflation tar-
gets at any price at all times could produce a significant instability of mon-
etary policy instruments, damaging economic performance. The focus of
inflation-targeting central banks should be on the medium-term horizon to
ensure that disinflation remains on track and that inflation converges to a
level deemed consistent with price stability. Alongside this trajectory, there
will inevitably be misses, possibly sizable ones. Thus, the onus is on central
banks’ ability to clearly communicate to the public what the limits and pos-
sibilities of inflation targeting in transition economies are, and if it hap-
pens, to explain credibly and openly why inflation targets were missed.

A key lesson from the experience of the inflation-targeting transition
countries is that economic performance will improve and support for the
central bank will be higher if central banks emphasize avoiding under-
shoots of the inflation target as much as avoiding overshoots. Undershoots
of the inflation targets have resulted in serious economic downturns that
have eroded support for the central bank in both the Czech Republic and
Poland. Also, economic performance will be enhanced if inflation-

Inflation Targeting in Transition Economies: Experience and Prospects 409



targeting central banks in transition countries do not engage in active ma-
nipulation of the exchange rate. This seems to be less of an issue in the
Czech Republic and Poland, but it is still a live issue in Hungary.

A difficult problem for inflation targeting in transition countries is the
often stormy relationship between the central bank and the government.
This can be alleviated by having a direct government involvement in the
setting of the inflation target and a more active role of the central bank in
communicating with both the government and the public. In addition, hav-
ing technocrats rather than politicians appointed as the head of a central
bank may help in depersonalizing the conduct of monetary policy and in-
crease support for the independence of the central bank.

We have also addressed the future perspective of monetary policy in the
transition economies. We concluded that even after EU accession, infla-
tion targeting can remain the main pillar of monetary strategy in the three
examined accession countries during the time before they adopt the euro.
Inflation targets would be guided toward meeting the Maastricht criterion
for inflation, which would require maintenance of inflation at the level de-
fined in long-term inflation objectives.

In addition, an important advantage of the inflation-targeting regimes in
transition countries is that the central banks in the countries practicing in-
flation targeting have been learning how to set monetary policy instru-
ments to hit their inflation goals. Since these central banks will have a role
in setting monetary policy instruments at the ECB when they adopt the
euro, the monetary policy experience that they have acquired by operating
an inflation-targeting regime will help them play a more active and positive
role in deliberations at the ECB.
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Comment Olivier Blanchard

The paper by Jonas and Mishkin does a very good job of describing the his-
tory, the implementation, and the effects of inflation targeting in Central
Europe. The description is rich and informative, showing the inconsisten-
cies and the adjustments in monetary policy over time, the conflicts be-
tween monetary and fiscal policy, and the difficulty of achieving inflation
targets. The basic conclusion, which is presented with much honesty, is also
convincing: inflation targeting has not worked miracles. But it has led to a
decline in inflation, at an output cost that does not appear excessively high.

The paper, however, does less good a job of discussing the many issues
facing inflation targeters in those countries. It sometimes gives the impres-
sion that what remains to be worked out are details of implementation—
whether, for example, to have a point or a band for the inflation target, or
how to choose the time horizon for inflation targeting. I agree that these are
decisions that policymakers must make. But I also believe that there are
plenty of hard conceptual issues that have not been solved, and these also
need to be tackled, and tackled urgently. This will be the theme of my com-
ments.

Let me start with one remark, however. Many of the criticisms I raise be-
low apply to much of the research on inflation targeting. In this sense, sin-
gling out Jonas and Mishkin is unfair. At the same time, many of the unre-
solved issues are more obvious in countries that are going through large
structural changes, such as Central and Eastern European countries. For
that reason, it would have been reasonable to expect Jonas and Mishkin to
try to tackle some of them. This largely remains to be done.

A Theoretical Detour

At the center of inflation targeting is a proposition that I like to call a
“divine coincidence”: namely, that, under some reasonable conditions, sta-
bilizing inflation is equivalent to stabilizing output around its natural level.

To be more specific, let me work out a Fischer-type simple example that
will serve my needs. Suppose that price and wage setting are given by
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p � w � �y � ep

w � Ep� �y � ew ,

where p, w, and y are the log of the price level, the nominal wage, and the
level of real output, respectively.

The price is an increasing function of the wage, of the level of output,
and of a disturbance ep , which may reflect changes in the relative prices of
other inputs, in the markup, or in technology.

The wage is an increasing function of the expected price level, of the level
of output (equivalently a decreasing function of the level of unemploy-
ment), and of a disturbance ew , which may reflect shifts in bargaining
power, changes in unemployment benefits, and so on.

Suppose that expectations of inflation by wage setters are adaptive and
given by

Ep � p(�1) � �(�1),

where � is the rate of inflation.
Define the natural level of output as the level of output that would pre-

vail if there were no nominal rigidities—if w depended on p rather than Ep .
Call it y∗. Then y∗ is given by

y∗ � � 	
� �

1

�
	 (ep � ew).

Combining all four equations gives the following relation between inflation
and output:

� � �(�1) � (� � �)( y � y∗)

The change in inflation depends on the output gap, the deviation of output
from the natural level.

The important point here is the lack of a disturbance term in the rela-
tion. In contrast to older specifications with “cost shocks” tacked on to the
relation, the relation between inflation and the output gap holds exactly.
The reason why: cost shocks are present, but their effect works through the
natural level of output, and so through the output gap. Put another way, the
output gap is a sufficient statistic for the effect of real activity on inflation.

The model I used to make the point is special in many ways, and so one
may wonder how general this proposition is. The lesson from much of the
recent research is that it is quite general (see, for example, Woodford 2003
for an exhaustive treatment and discussion). It holds in models with stag-
gered price setting and rational expectations: in those models, inflation de-
pends not on past inflation, as here, but on expected inflation and on the
output gap. But, as in the relation above, the relation holds without a dis-
turbance term.
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This absence of a disturbance term has a direct and striking implication.
Stabilizing inflation—that is, achieving � � �(–1) � �� (if it can be
achieved)—also stabilizes the output gap: that is, it leads to a level of out-
put equal to the natural rate yt � yt

∗. This is what I referred to as the divine
coincidence earlier.

This result is, I believe, one of the main reasons for the wide support for
inflation targeting by macroeconomists. Those who care about inflation
volatility like the stated goal of the policy. Those who care about output
stabilization see inflation targeting as a commitment by the central bank to
stabilize output around its natural level, to get the economy out of reces-
sions, and to slow the economy down in booms.

The result, however, comes with three important caveats (and here I am
preparing the way for the return to Central Europe in the next section):

• “Natural” does not mean first best, but the level of output that would
be achieved if we removed nominal rigidities but left all other distortions
in the economy.

It follows that, even if it could, the central bank may not want to achieve
a level of output equal to the natural level of output every period. Obvi-
ously, on average, it has to achieve a level of output equal to the average
natural level of output; if it tried to achieve a consistently higher level, then
we would be in Barro Gordon mode, inflation would increase, and the pol-
icymaker would fail. But it can aim to set output lower than the natural
level in some periods, and higher than the natural level of output in others.

Suppose, for example, that the sector most affected by imperfections is
also the least cyclical. Then there will be less distortions in booms, more
distortions in troughs. It may then make sense to try to achieve a relatively
more contractionary policy in booms, a more expansionary one in troughs.

Or suppose that the shocks that affect output also affect the distance of
the natural rate of output from the first best. To be more concrete, suppose
that increases in the price of oil are associated with increases in distortions
and thus a decline in the natural level of output relative to the first best.
Then it may make sense to allow actual output to decline less than the nat-
ural level of output and thus to allow inflation to increase for some time.
(Whether increases in the price of oil are in fact associated with higher or
lower distortions is, however, far from clear; if as a first approximation the
answer is that distortions are unaffected, then the answer is likely to be to
try to achieve a level of output close to the natural level; in other words,
keep inflation constant, even after an increase in the price of oil.)

A bit of algebra may help here. Assume, in the model developed above,
that the relation of the natural level of output to the first-best level is given
by

y∗ � y f � a � 
,
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where y f is the first-best level, a is a constant, and 
 is a disturbance term,
with mean 0, reflecting the effect of changes in distortions on the natural
rate relative to the first best.

Replacing in the inflation output-gap relation gives

� � �(�1) � (� � �)( y � y f � a) � (� � �)
.

In this case, it is a reasonable guess that optimal monetary policy will be
to stabilize the distance of output from first best: that is, y – y f � a. There-
fore, to the extent that the economy is affected by changes in distortions, to
the extent that 
 varies, it will indeed face a trade-off between stabilizing
inflation and achieving its desired output target.

The important issue is then what lies behind 
 and how much it varies.
Note that 
 has only a vague relation to what is usually thought of as “cost-
push shocks” such as the price of oil. To return to the earlier discussion, a
change in the price of oil that does not affect other distortions has no effect
on 
.

• The assumptions under which the relation between inflation and the
output gap hold exactly may not be satisfied. In that case, there will be a
disturbance term in the relation between inflation and the output gap.

For example, we know that, if there are both nominal wage and price
rigidities, then there is no single rate of inflation, be it price or wage infla-
tion, that will do the job (see, for example, Erceg, Henderson, and Levin
2000). There may be a weighted average of price and wage inflation such
that the relation between inflation so defined and the output gap holds ex-
actly. But if the relation is written as a relation between price inflation and
the output gap, there will be a disturbance term. And so, in that case, there
will be no way to stabilize both inflation and output.

• Achieving the natural level of output may not maximize welfare if it
comes at the cost of large distortions in the composition of output. This is
likely to be the case if shocks and monetary policy affect different parts of
the economy differently.

A parable will make the point. Suppose the West Coast and the East
Coast of the United States are separate economies, both with nominal
rigidities. Suppose an adverse shock affects demand and output on the
West Coast. Suppose monetary policy only affects demand and output on
the East Coast. Clearly it would be unwise in this case to try to achieve the
natural level of output for the United States as a whole. It would come at
the cost of large distortions in the composition of output between the east
and the west. In this case, monetary policy should clearly be aimed at what
it can actually affect—namely, East Coast output. Or in terms of inflation
targeting, monetary policy should aim at stabilizing East Coast inflation,
not U.S. inflation (which, in this case, should be allowed to decline, because
nothing can and should be done to offset the decrease in inflation on the
West Coast).
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Replace the East and West Coasts with investment and consumption, or
with bank-dependent and non-bank-dependent firms, and so on. The les-
son extends straightforwardly. There is nothing that says that stabilizing
aggregate output is best if the effects of monetary policy cannot exactly
offset the effects of shocks on the composition of output, or put another
way, when the cross-sectional effects of the interest rate and the shock are
very different.

Back to Transition Economies

Most of us are aware of the issues I just discussed. Anybody who tries to
derive optimal rules for monetary policy finds himself confronting them.
And, in the most thorough modern treatment of optimal monetary policy
to date, Michael Woodford’s (2003) book, these issues are discussed at
length.

But, when it comes to the policy debate, these issues are largely ignored.
Some researchers or policy advocates implicitly invoke the divine coinci-
dence, and argue that decreasing inflation volatility will lead to output-gap
stabilization. Others tack a disturbance term to the relation between infla-
tion and the output gap, creating a trade-off between inflation stabilization
and output stabilization. But the nature of the disturbance, and its relation
to the shocks affecting the economy, is left unspecified. (Rather mislead-
ingly, this disturbance is often called a cost-push shock. As I have argued,
it may have little to do with what we usually think of as cost-push shocks:
for example, a bad harvest, or an increase in the price of oil).

Ignoring them, however, becomes harder—and almost surely more
wrong—when confronted with economies going through major structural
changes, such as transition countries:

• These economies started the transition with large distortions, and thus
a natural level of output very far from the first-best level of output. Some
of these distortions are gone, some are going, and some are still there. Tran-
sition economies still have very much of a dual structure: An old state or
ex-state sector, composed of large firms, with serious financing and gover-
nance problems and often a doubtful future: and a new private sector,
which is much more competitive, and is, in large part, the source of growth
and also the source of fluctuations.

To the extent, however, that many of the shocks hitting these economies
are the result of policies aiming at removing some of these distortions (for
example, the liberalization of some prices, or the reduction of agricultural
subsidies), this suggests that the distance of the natural rate from the first
best is probably changing over time. In other words, many shocks affect
both actual output and the natural level of output, but they may not affect
very much the first-best level of output. In that environment, it is clearly
not best to stabilize the output gap, and by implication it is not necessarily

Inflation Targeting in Transition Economies: Experience and Prospects 417



best to stabilize inflation. (If this sounds too abstract, think of the very
practical questions addressed in the paper: How should inflation targeting
react to increases in prices due to the liberalization of public-sector prices?
Should it focus on an index of inflation that excludes them? Should it allow
inflation to increase for some time? To answer these questions convinc-
ingly, there is no other way than to take the theoretical detour.)

• The inflation process is intrinsically more complex than in richer, more
stable, economies. Price liberalization and changes in the evolving struc-
ture of labor relations and bargaining are likely to be the source of some of
the price and wage movements. Given that these economies are still young
market economies, price and wage setting and, by implication, nominal
rigidities are probably changing through time. Should central banks ignore
all these complications and just target inflation, or should they instead take
some of these developments into account?

• Given the segmentation of financial markets and the fragility of many
financial intermediaries, the effects of monetary policy are likely to have
more asymmetric effects on the economy than in richer, more stable,
economies. Sectors that rely more on bank credit will obviously be affected
by monetary policy more than the others. Should the central bank ignore
these issues in setting its inflation target?

These are hard questions, and central banks had no choice but to pro-
ceed without knowing all the answers; but we, as researchers, should not
avoid them. To make the discussion more concrete, let me take one ex-
ample that strikes me as very relevant in the context of transition econ-
omies.

Which Inflation Rate to Target?

The paper discusses at some length the issue of what inflation rate the
central bank should target. It argues that the trade-off is between trans-
parency (for which the simpler the index, the better) and controllability (for
which the more controllable, the more the target is likely to be achieved, the
higher the credibility of the central bank is likely to be). These are indeed
relevant factors, but I think there are other and more important issues at
stake.

To see this, let me extend the model of price and wage setting I intro-
duced earlier. Assume that the price level and the nominal wage follow

p � (1 � a)w � aEw � �y � ep

w � (1 � b)p � bEp � �y � ew.

As before, p, w, and y stand for the log of the price level, the log of the wage,
and the log of real output, respectively. There are now potentially both
nominal price and wage rigidities. The price level depends on both the ac-
tual and the expected nominal wage, the level of activity, and a disturbance
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term ep. The wage depends on both the actual and the expected price level,
the level of activity, and a disturbance term ew.

If a is equal to zero, there are no nominal price rigidities; if b is equal to
zero, there are no nominal wage rigidities. If both are different from zero,
both rigidities are present.

Let me assume adaptive expectations. Again, the reason is to make the
algebra more revealing, but nothing important depends on it.

Ew � w(�1) � �w(�1)

Ep � p(�1) � �p(�1)

Price setters expect wage inflation to be the same as last period. Wage set-
ters expect price inflation to be the same as last period.

Define the natural level of output as that level of output that would pre-
vail if there were no nominal rigidities:

y∗ � �	
a �

1

b
	 (ep � ew).

Then we can combine these relations to get

[a�w � b�p] � [a�w(�1) � b�p(�1)] � (� � �)( y � y∗).

This has four implications.

• If all the nominal rigidities are in wage setting (if a � 0) and the cen-
tral bank wants to stabilize the output gap, it should target price inflation.
If instead all the nominal rigidities are in price setting (if b � 0), then it
should target wage inflation.

If, as is likely, there are nominal rigidities in both price and wage setting,
then the central bank should target a combination of price and wage infla-
tion, with weights a/(a � b) on wage inflation and b/(a � b) on price infla-
tion. Targeting either just price inflation or just wage inflation may lead to
a very inefficient policy.

The message is simple: which inflation rate to target depends very much
on the structural characteristics of the economy. Transparency and con-
trollability are relevant; they may not be as important as the considerations
we just discussed.

Lest you thought the issue was of limited empirical relevance, table 9C.1
should disabuse you. It gives the evolution of wage and price inflation in
the Czech Republic and Hungary for the years 1997–2002. In 1998, price
inflation in the Czech Republic was 10.6 percent, wage inflation 5 percent.
In 2000, price inflation was 1.1 percent, wage inflation 7.2 percent. In Hun-
gary, wage inflation in 1999 was 1.8 percent, price inflation 8.4 percent. In
such environments, which inflation rate is targeted is likely to make a large
difference to real outcomes.

• The second point follows from the first. The right policy, namely here
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the right combination of inflation rates to target, requires quite a bit of
knowledge about the structural characteristics of the economy.

In the context of the model, it requires knowledge of the degree of nom-
inal rigidity in prices and in wages, as well as the way price and wage set-
ters form expectations. In general, it is clear that the design of inflation tar-
geting requires much more work on the nature of the inflation process. This
process may be quite different in transition countries.

• If the central bank wants to achieve a level of output close to the nat-
ural level, then the equation above contains a strong message. Once the
right weighted average of inflation has been chosen, there is no reason to
make exceptions for agricultural prices, the adjustment of public-sector
prices, and so on. Maintaining stable inflation will lead output to move, but
this movement will reflect movements in the natural rate.

As the paper shows, this policy implication is at variance with practice
in most of the Central European countries (and many other countries as
well). Many countries exclude a number of prices from the inflation index
they target. It is also at variance with our beliefs (at least my beliefs): can it
really be that stabilizing inflation in the face of a major increase in the price
of oil, or a major depreciation, is really the best policy from the point of
view of output and welfare? This leads to the fourth and final point.

• Maybe the reason we do not feel comfortable with this last conclusion
is that we do not believe that the fluctuations in the natural rate itself are
optimal. If this is the case, then there is really no reason for the central
bank to want to achieve a level of output close to the natural rate all the
time. Maybe it should try to achieve a path of output smoother than the
underlying path of the natural rate.

And, indeed, many of the shocks that have affected Central European
economies have come from changes in distortions, the kinds of shock that,
we saw earlier, may justify intentional deviations from the natural level of
output and thus deviations from the inflation target.

Does this provide a justification for excluding some prices from the in-
dex targeted by the central bank? Simple exclusion may be too rough: the
logic of our argument is that changes in agricultural prices due to bad
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Table 9C.1 Wage and price inflation in the Czech Republic and Hungary

1997 1998 1999 2000 2001 2002

Czech Republic
Wage inflation 7.9 5.0 5.0 7.2 8.1 6.7
Price inflation 8.0 10.6 3.0 1.1 5.3 2.6

Hungary
Wage inflation 19.5 12.3 1.8 21.6 14.8 13.7
Price inflation 18.5 12.6 8.4 9.7 9.0 8.4

Source: OECD Economic Outlook. Compensation per employee, and GDP deflator.



weather should be treated differently from changes in agricultural prices
due to the removal of subsidies, not that agricultural prices should be
simply excluded.

I realize that, even in this example, the answers I have sketched do not
lend themselves to easy policy implementation. But the issues cannot be
avoided, and we should aim to understand them well enough to be able to
translate them into practical advice to central banks. We are not there yet.
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Discussion Summary

Commenting on Blanchard’s discussion, Gregory Mankiw pointed out that
the literature was distinguishing between productivity and cost-push
shocks, with only the former affecting the welfare-optimal level of output.
Whether cost-push shocks posed a problem for central banks depended on
whether they stabilized output around the welfare-optimal level or the level
that would prevail absent nominal rigidities.

Ed Nelson pointed out that in transition economies undergoing many
structural changes, not enough was known about the efficient level of out-
put to distinguish between efficient and inefficient output fluctuations. In
this context, inflation targeting was a practical way of minimizing damage
from inflation to the economy.

Jose De Gregorio emphasized the importance of credibility problems in
transition economies and suggested that achieving credibility was more
important in the short run than other aspects of the implementation of an
inflation target. Moreover, because of structural change in these econ-
omies, producing inflation forecasts two years ahead was problematic,
and instead in practice central banks in these countries announced their
desired inflation rate for the next twelve months.

Jiri Jonas agreed with Blanchard about the importance of the effects of
exchange rate fluctuations on the composition of output. In the case of the
Czech Republic, large inflows of foreign direct investment in response to
the appreciation affected companies and industries very differently, which
resulted in considerable pressure on the central bank to avoid further ap-
preciation.
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In response to Blanchard’s comments, Frederic Mishkin emphasized
that the most pressing issue for monetary policy in transition economies
was to establish a good nominal anchor, which contributed substantially to
economic stability. He suggested that, while inflation forecasting was diffi-
cult in these economies, it was important for central banks to be prepared
to react to, and explain, deviations of inflation from their forecasts.
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10.1 Introduction

Underlying weaknesses in the domestic financial sector and limited integra-
tion with world financial markets make emerging market economies vulner-
able to “sudden stops” of capital inflows. Without much warning, the capi-
tal flows that support a boom may come to a halt, exposing the country
to an external crisis.

Monetary policy in this context has often been seen as an additional
source of problems rather than as a remedy. Countries with a history of in-
flation problems have limited central-bank credibility. The currency pres-
sures of the sudden stop test this credibility, so that either the loss of cred-
ibility or the attempt to regain it in the middle of the crisis exacerbates the
contraction.

However, there is a group of countries for which the problem of high and
unstable inflation is no longer present but the problem of sudden stops
persists. These countries include Chile, Mexico, and many of the Asian
economies. Moreover, looking toward the future, this group is bound to
grow, as hopefully Brazil, Turkey, and countries of Eastern Europe estab-
lish discipline over seigniorage and fiscal policies.

Many of these advanced emerging economies are now in the process of
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designing their monetary policy framework. Given the success of “inflation
targeting” in a wide range of economies, it seems only natural that this
framework be contemplated for these economies as well. In this paper, we
study how inflation targeting should be adapted to countries whose primary
macroeconomic concern is the presence of sudden stops in capital inflows.

The starting point of our analysis is the observation from Caballero and
Krishnamurthy (2002) that, during a sudden stop, monetary policy loses
its potency. The principal constraint on output is a shortage of external re-
sources. The main effect of domestic money, on the other hand, is on
agents’ domestic borrowing capacity. Thus, the knee-jerk reaction of the
central bank to the outflow of capital, of raising domestic interest rates—
dubbed “fear of floating” by Calvo and Reinhart (2002)—within our
model is the natural consequence of a central bank that is concerned with
inflation and output. Raising interest rates reduces the exchange rate de-
preciation, with limited effects on output beyond the impact of the exter-
nal constraint. However, while fear of floating may seem optimal from this
contemporaneous perspective, it is suboptimal ex ante.

The reason for this suboptimality is that the anticipation of the central
bank’s tight monetary policy during the sudden stop has important effects
on the private sector’s incentives to insure against sudden-stop events. In-
suring against these events means taking prior actions that increase the to-
tal dollar assets of the country (decrease the total dollar liabilities of the
country) in the sudden-stop event. Since a contractionary monetary policy
reduces the domestic scarcity value of dollars, it also lowers the returns to
hoarding net dollar assets. Simply put, contracting dollar debt is less costly
in an environment where the peso is expected to be supported in the event
of a crisis. Thus, the anticipation of a tight monetary policy leaves the
economy less insured against the sudden stop.

In this context, expectations shape policy, not in whether inflation is an-
ticipated or unanticipated, but in how the private sector views its rewards
to insuring against sudden stops. For incentive reasons, the optimal mon-
etary rule is to expand during external crises, even if the expansion has a
limited contemporaneous effect on output.

It should be apparent that time inconsistency is a serious issue in this con-
text. A central bank that cannot commit will ignore the insurance aspect of
monetary policy and follow a procyclical, rather than the optimal counter-
cyclical, policy. This bias is made worse by the presence of an expansionary
bias a la Barro and Gordon (1983). The reason is that the central bank only
sees a benefit from expanding during normal times. As a result, it lowers in-
terest rates during these times, leading to higher inflation (as in Barro and
Gordon). When the sudden stop occurs, the central bank has even more
reason to defend the exchange rate as it inherits high inflation.

In our framework, since crises are characterized by dollar shortages,
there is scope for managing international reserves in order to ease these
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shortages. Our model provides a natural motivation for both centralized
holding of reserves and holding reserves in the form of dollars. However,
we show that a central bank that cannot commit will be too aggressive in
injecting dollar reserves during a crisis. Moreover, this distortion interacts
with the monetary policy problem. A more suboptimal monetary policy
will lead to a more severe crisis, and a greater incentive for the central bank
to inject reserves.

Given the time inconsistency of the central bank, what should its man-
date be? That is, how should the central bank’s objectives be modified so
that it internalizes the insurance dimension of the sudden-stop problem?
We propose modifying inflation targeting so that the central bank follows
state-contingent inflation targets, overweights nontradable inflation in the
measure of inflation that is targeted, and explicitly weighs reserves hold-
ings in its objectives.

Since the no-commitment central bank loosens during good times and
tightens during bad times, we suggest that its mandate should make the in-
flation target countercyclical (i.e., low during good times and high during
sudden stops). In practice, the state contingency may be implemented by
making inflation targets contingent on external factors such as commodity
prices, U.S. interest rates or U.S. corporate bond spreads, and the Emerg-
ing Markets Bond Index Plus (EMBI�).

Tradables experience strong inflationary pressures during crises as the
exchange rate depreciates. On other hand, the pass-through to nontrad-
ables is more limited. Thus, targeting a measure of inflation that over-
weights nontradables also will reduce the central bank’s incentive to raise
interest rates during crises.

Finally, since the central bank injects reserves too aggressively during
crises, we suggest that its objectives be modified to place weight on the
stock of reserve holdings. Choosing an appropriate weight for reserves will
help the central bank to internalize the effect of its exchange interventions
on the private sector’s insurance incentives.

Our paper is most directly related to the literature on monetary policy
in economies with financial frictions (e.g., Bernanke and Blinder 1988;
Bernanke, Gertler, and Gilchrist 1999; Christiano, Gust, and Roldos forth-
coming; Diamond and Rajan 2001; Gertler, Gilchrist, and Natalucci 2001;
Holmstrom and Tirole 1998; Kiyotaki and Moore, 2001; and Lorenzoni,
2001). Unlike most of this literature, we are concerned with monetary pol-
icy in emerging markets, so we model the presence of two distinct financial
constraints: one between domestic agents and one between domestic
agents and foreign investors.1

Inflation Targeting and Sudden Stops 425

1. Of the preceding literature, the Diamond and Rajan paper (2001) is the closest to our
analysis in the sense that they also model two distinct constraints: a bank solvency constraint
and an aggregate liquidity constraint, in their case.



The recent emerging-markets literature has identified sudden stops of in-
ternational capital flows as an important part of external crises (see, for ex-
ample, Calvo 1998 and Calvo and Reinhart 2002). Our model shares this
feature. We model the sudden stop as a tightening of international finan-
cial constraints. The importance of international financial constraints for
emerging markets was first identified in the sovereign debt literature (see,
for example, Bulow and Rogoff 1989).

Calvo and Reinhart (2002) offer another perspective on fear of floating.
They argue that, since so much of debt in emerging markets is in dollars, a
central bank will recognize that the output cost of allowing the exchange
rate to depreciate during a crisis is too high, and will therefore raise inter-
est rates. In one sense, the mechanism in our model complements their ex-
planation. An open question in the Calvo and Reinhart model is why firms
take on so much dollar debt (i.e., Calvo and Reinhart take stocks of foreign
debt as exogenous). We show that stabilizing the exchange rate will reduce
the private sector’s incentive to insure against sudden stops, and naturally
leads to increasing liability dollarization (see Caballero and Krishna-
murthy 2003). On the other hand, our central bank stabilizes the exchange
rate because it focuses on inflation costs, as opposed to Calvo and Rein-
hart’s output costs. The emphasis on insurance is central to our analysis
and links us more closely to Dooley (2000), who also emphasizes insurance
effects.

Our monetary policy analysis is conducted in a standard inflation-
targeting framework (e.g., King 1994; Svensson 1999; or Woodford 2002).
Svensson (2000) has extended the inflation-targeting framework to open
economies that fit the usual small-open-economy assumption, in which
countries face no international financial constraint. His analysis is most
applicable to countries such as Australia or Canada, but less so to the
emerging markets that are the focus of this paper.

The next two sections develop a model of monetary policy in an environ-
ment of sudden stops. Section 10.4 then studies optimal monetary policy
in this environment. Section 10.5 focuses on the central bank’s behavior
when it cannot commit to its monetary policy choices. Section 10.6 con-
siders two modifications to the central bank’s objectives that result in the
optimal monetary policy being implemented. Section 10.7 adds interna-
tional reserves to the model. Section 10.8 concludes.

10.2 A Model of Sudden Stops

In this section we sketch a model of sudden stops. This serves as a prelude
to the monetary policy analysis of the next section. The model we outline
is developed more rigorously in Caballero and Krishnamurthy (2002).

Firms have assets at time t of At . These are domestic assets (i.e., they gen-
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erate peso revenues), so that their peso value is At(it), where it is the peso in-
terest rate and At is a decreasing function.2

We assume that firms need dollars for investment. That is, they need dol-
lars in order to import some investment goods that are inputs to produc-
tion. This is justified by noting that at the margin, firms in developing coun-
tries are borrowers in international markets. We are extrapolating this
demand, so that firms always have to borrow from abroad.

Moreover, we assume that firms are financially constrained so that the
aggregate demand for investment goods can be written as D(At, it

d ). As in
most models of financial constraints, the net worth of firms influences their
demand. Firms sell their peso assets, worth At, along with any other peso
funds they are able to borrow, in order to raise dollars for investment
goods. The dollars are borrowed at interest rate of it

d, which is the price in
the demand schedule. D is decreasing in it

d and increasing in At.
The supply of dollars comes from two sources. First, we assume that do-

mestic lenders have a supply of Rt dollars (small). The rest are capital in-
flows, CFt . Thus, in equilibrium,

(1) D(At(it), it
d ) � Rt � CFt .

A supplier of dollars earns a return of

�
εt(

ε
1

t�

�

1|t

it)
�,

where εt is the peso-dollar exchange rate. Supplying one dollar yields εt pe-
sos today. Invested at the peso interest rate of it and converting back into
dollars tomorrow at εt�1|t yields the above expression.

Supplying one dollar is profitable as long as this return exceeds the in-
ternational interest rate (1 � it

∗). Define

it
d � �

εt(

ε
1

t�

�

1|t

it)
� � 1.

For it
d � it

∗ there is an excess return on supplying dollars to domestic firms.
The spread it

d – it
∗ is a liquidity premium.

The usual small-open-economy assumption is that the supply of dollars
is perfectly elastic at the price of it

d � it
∗. In this case, the equilibrium level
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with sudden stops. On the other hand, dollarization of external liabilities can be seen as an en-
dogenous response to the mechanism we discuss in this paper and is described in detail in Ca-
ballero and Krishnamurthy (2003).



of investment is simply D(At, it
∗). Fixing the foreign interest rate, a fall in

the domestic net worth of firms (say, through an increase in it) decreases in-
vestment.

The sudden-stop assumption is that there are times when the country is
quantity constrained in borrowing from international markets. That is,

CFt � Lt ,

where Lt is the maximum quantity of funds that foreign investors will
supply to this country. If this constraint binds, equilibrium is

(2) D(At, it
d ) � Rt � Lt ⇒ it

d � it
∗

Note here that an increase in At has no effect on investment. This is because
investment is determined by the sudden-stop supply of Lt � Rt. Instead the
only effect of At is on it

d.
Defining et as the log exchange rate, we can rewrite the domestic interest

parity condition as

(3) et�1|t � et � it � it
d.

When it
d � it

∗ this is the usual interest parity condition. In that case, fixing
et�1|t, a decrease in the peso interest rate of it, depreciates the exchange rate.
In the sudden-stop case, where it

d � it
∗, the current exchange rate is depre-

ciated relative to the future exchange rate by the size of the liquidity pre-
mium. In this case, a decrease in it has the additional effect of causing the
interest parity condition to shift upward, reinforcing the depreciation in
the exchange rate.

The model we have outlined embeds two principal ideas. First, there are
times when an emerging economy is financially constrained in the interna-
tional market. In this instance, the supply of dollars is inelastic and the lim-
ited supply determines domestic investment and output. The second idea
is that the main effect of monetary policy is on the domestic borrowing ca-
pacity of firms. In particular, decreasing interest rates during a sudden stop
does not attract more capital inflows. It has a potentially very large effect
on the exchange rate but limited contemporaneous effect on output. The
last part of this statement follows from the right-hand side of equation (2),
which is fixed. The earlier part of the statement follows from the left-hand
side of the same expression and the fact that At rises as it falls. Thus id must
rise to ensure equilibrium; by the interest parity condition, this implies that
the exchange rate depreciates to offset not only the reduction in it but also
the rise in it

d.
We denote the sudden-stop state as the V regime. In the V regime, Lt �

Rt fully determines investment. Let us imagine shifting to date t – 1, to a
point in time where private and central bank actions may influence this
stock.

Suppose that at date t – 1 the economy is not in a sudden stop. The supply
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of funds it faces is horizontal at i∗t–1 (H regime). A domestic agent with some
dollars at this date can either lend these funds for domestic investment or
can save them in an international bond. By opting to save, the agent will be
able to lend the dollar at t and earn an excess return of it

d – it
∗. That is, the

fact that it
d � it

∗ will induce domestic agents to “insure” against the sudden
stop (raising Rt).

We have shown elsewhere (see Caballero and Krishnamurthy 2001)
that when domestic financial markets are underdeveloped, there is an
externality—akin to a free-rider problem—whereby the market value of
this benefit, it

d – it
∗, is less than its social value. In this circumstance, the

private sector will underinsure against sudden stops. This underinsurance
may take many forms: for example, borrowing too much, contracting for-
eign currency–denominated debt, choosing short-term debt maturities,
or contracting too few credit lines (see Caballero and Krishnamurthy
2003).

Aside from direct (and costly) regulation of capital inflows and the pri-
vate sector’s insurance decisions, there are two instruments at the central
bank’s disposal to offset the externality. First, it can increase its own hold-
ing of foreign reserves and thereby increase Rt. Our model provides a nat-
ural motivation for both centralized holding of reserves and holding them
in the form of international liquidity. We will return to this mechanism be-
fore concluding the paper. Second, and most important for the purpose of
this paper, the central bank can commit to expanding monetary policy dur-
ing the sudden stop. Since lowering it during the sudden stop raises it

d, this
increases the private sector’s incentive to self-insure. We develop this idea
fully in the next sections.

10.3 Sudden Stops and Monetary Policy

We now extend the preceding model to incorporate monetary policy and
private-sector price setting. Our goal is to study optimal monetary policy
in an environment of sudden stops.

At date t – 1, we assume that the economy is in the H regime. That is, the
external supply of funds it faces is elastic at the interest rate of i∗. At date
t, the economy either remains in the H regime or transits to the V regime.
The probability of remaining in H is q, while that of entering V is 1 – q. Fi-
nally, at date t � 1, the crisis episode passes, and the economy is in the H
regime. We denote the nominal exchange rate at date t � 1 as e�, and fix this
to be independent of all events at the prior dates. At prior dates, the ex-
change rates are et and et–1.

We are mainly interested in what happens at date t. At this date, aggre-
gate demand is given by

(4) ỹ t
d � �b(rt � i∗),
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where ỹ t
d is the output gap and i∗ is the constant foreign interest rate (only

a normalization in this equation). Foreign inflation is equal to zero.
The domestic real interest rate, rt , is defined by

(5) rt � it � �t�1|t

where it is the (peso) nominal interest rate and �t�1|t is the expectation of in-
flation between periods t and t � 1, conditional on information at date t.

On the supply side, we assume that the economy is composed of two
types of price setters. Slow price setters set their prices to grow at a constant
rate of �� over both periods (i.e., from t – 1 to t and from t to t � 1). They
choose this average growth rate to be equal to the expected rate of depreci-
ation of the exchange rate:

(6) �� � Et�1���et �

2

et�1
�� � ��et�1

2

� et
���.

Fast price setters index their prices to the exchange rate. Putting these two
groups together and assigning positive weights of 	 and 1 – 	 to the slow
and fast price setters, respectively, yields an inflation rate between t and 
t � 1 of

	�� � (1 � 	)(et�1 � et ).

The expected change in the exchange rate between any two dates satis-
fies the domestic interest parity condition we derived in equation (3),

(7) et�1|t � et � it � it
d.

Substituting the interest parity condition into the inflation expression
yields

(8) �t�1 � �t�1|t � 	�� � (1 � 	)(it � it
d ).

We now rewrite the aggregate-demand equation to account for the in-
flation term we have derived in equation (8). First note that

rt � i∗ � 	(it � i t
d � ��) � (it

d � i∗).

Substituting this into the aggregate-demand expression yields

(9) ỹ t
d � �b(	ı̃t � ı̃ t

d ),

where

ı̃t � it � it
d � ��, ı̃ t

d � it
d � i∗.

The aggregate-demand equation, (9), is a simple parameterization of the
aggregate demand in the prior section, equation (1). Note that it is de-
creasing in both the domestic (peso) real interest rate and the domestic in-
terest rate on dollar borrowing.
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Equilibrium and policy determine the domestic dollar (it
d ) and peso (it )

rates. Beginning with the former, in the H regime domestic dollar rates
must be equal to international interest rates because the supply of dollars
is perfectly elastic at it

∗. Thus:

ı̃ t
d,H � 0.

In the V regime, the sudden stop implies that i d,V � i∗ (see equation [2]).
We impose the sudden-stop constraint directly as a constraint on output:

ỹt
V � �ay � ad ı̃ d,V

t|t�1 ay � 0.

The first term indicates that output falls below the natural level. The sec-
ond term reflects the private sector’s incentives to insure against the sudden
stop. If the private sector anticipates a high value of ı̃ t

d,V during the sudden
stop, it will be inclined to take precautionary steps. We argued earlier that
in emerging markets the private value of precautioning is typically too
small relative to its social value (see Caballero and Krishnamurthy 2002 for
a model showing this). Thus, in our monetary policy analysis we are con-
cerned with ways in which the central bank can increase the incentive to
take precautions.

Finally, we consider the average depreciation of the exchange rate over
both periods in order to derive an expression for the ��set by the slow price
setters. First note that

et�1|t � et � it � it
d � ı̃ t


 � ��.

Next, from the interest parity condition at date t – 1,

et|t�1 � et�1 � it�1 � i∗.

We need to make an assumption about the central bank’s behavior at date
t – 1. We make the simplest one, and assume that it sets the real domestic
interest rate equal to the international interest rate (recall that foreign in-
flation is normalized to zero): it–1 – �� � i∗. Note that this policy choice is
consistent with attaining a zero output gap if the aggregate-demand rela-
tion in equation (9) also applied at date t– 1.

Substituting the exchange rates back into the expression for �� from
equation (6) gives

�� � �
��
2

� � �
E [ ı̃t




2

] � ��
�,

which implies that

(11) E [ı̃ t

] � 0.

Relation (11) is central to what follows. The rate ı̃ 
 is the deviation be-
tween the average domestic real interest rate (it


 – �� ) and the liquidity-
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adjusted international interest rate (it
d,
). Constraint (11) arises from ra-

tional-expectations price setting by the private sector. It tells us that if the
central bank chooses a low real interest rate in one of the states, in equilib-
rium, the real interest rate in the other state must be high.

We can rewrite the expression for �t�1 more concisely using the tilde no-
tation as

(12) �t�1 � �� � (1 � 	)ı̃ t

.

By symmetry with inflation at t � 1, the inflation rate between date t – 1 and
date t is

�t � 	�� � (1 � 	)(et � et�1).

Since et � e� – (ı̃ 
 � ��) (from interest parity condition and the assumption
et�1 � e� ) and e� – et–1 � 2�� (see the definition of ��), we find that

(13) �t � �� � (1 � 	)ı̃ t



10.4 Optimal Policy

Maximizing social welfare for this economy is achieved by minimizing
the expected value, given information at t – 1, of the loss function, L:

(14) L � �ỹ t
2 � �t

2 � (1 � �)�2
t�1,

where 0 
 � 
 1 is a discount rate.
These terms are fairly standard in the inflation-targeting literature. The

first term is the cost of output fluctuations around potential output, while
the other terms reflect the cost of inflation. The parameter � determines the
relative weight on output gap stabilization.

We now derive the optimal monetary policy when the central bank can
commit to its choices of (ı̃ t

H, ı̃ t
V ) in advance.

The output equation in H follows directly from equation (9), with ı̃ t
d set

to zero:

ỹ t
H � �b	ı̃ t

H.

In V, we solve for the equilibrium ı̃ t
d,V. Analogous to equation (2), in the

V regime, ı̃ t
d,V must be such that yt from equation (9) is consistent with yt

V

from the external financial constraint (10). That is,

�bı̃ t
d,V � b	ı̃ t

V � �ay � ad ı̃ d,V
t|t�1.

Since ı̃ t
d,V � ı̃ d,V

t|t–1 under rational expectations, we see that the relation be-
tween ı̃ t

d,V and ı̃ t
V for anticipated changes in the latter is

(15) ı̃ t
d,V � �(ay � b	ı̃ t

V ), � � �
b �

1

ad

�.
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Note that the external constraint (10) has yt increasing in ı̃ t
d,V. Since ı̃ t

d,V

is decreasing in ı̃ t
V, this means that lowering ı̃ t

V has a beneficial effect on
output in V. The effect is through an “insurance” channel. By anticipating
a lower ı̃ t

V during the sudden stop, the expectation of ı̃ t
d,V rises. That is, the

return to insuring against the sudden stop increases, and this relaxes the
aggregate financial constraint. On the other hand, the usual aggregate-
demand effect of lowering interest rates—the contemporaneous effect of ı̃ t

V

on y—is absent in the V regime. Ex post, since ỹt
V is fixed at date t, the pos-

itive effect on aggregate demand of a reduction in ı̃ t
V is fully offset by the

negative effect of the corresponding rise in ı̃ t
d,V.

When state-contingent monetary policy is fully anticipated, output in
V is

ỹt
V � ��b(ay � 	ad ı̃ t

V ).

We assume throughout that ỹt
V 
 0, so that increasing ỹt

V lowers the objec-
tive in equation (14).3

The objective for the central bank is

min
(ı̃t

H,ı̃t
V,��)

qLH � (1 � q)LV,

where

LV � �(b�)2(ay � 	ad ı̃ t
V )2 � [ �� � (1 � 	)ı̃ t

V ]2 � (1 � �)[ �� � (1 � 	)ı̃ t
V ]2

and

LH � �(b	ı̃t
H )2 � [�� � (1 � 	)ı̃ t

H ]2 � (1 � �)[�� � (1 � 	)ı̃ t
H ]2

subject to the rational expectations constraint that

E [ı̃ t

] � 0.

Let us start with the first-order condition with respect to ��, which is
straightforward:

�
∂
∂
L

��
� � 2(1 � q)[�� � (1 � 	)ı̃ t

V � 2(1 � �)(1 � q)[�� � (1 � 	)ı̃ t
V ] 

� 2q[�� � (1 � 	)ı̃ t
H ] � 2(1 � �)q[�� � (1 � 	)ı̃ t

H ] 

� 2�� � 2(1 � 	)E [ı̃ t

] � 2(1 � �){�� � (1 � 	)E [ı̃ t


]} 

� 2(2 � �)�� � 0 ⇒ ��c � 0,
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3. This means assuming that 

�
	

1
� �

a

a
y

d

� � �ı̃ t
V. 

Although ı̃ t
V is an endogenous variable, it is possible to show that the assumption can al-

ways be met by choosing ay large enough.



where the superscript c stands for the commitment solution. Thus, in the
full commitment case, the central bank chooses policy so as to achieve a
zero average rate of inflation. Since all price setters take into account aver-
age inflation, there is no benefit, only costs, for the central bank to choose
a positive average inflation.

This does not mean that monetary policy is impotent. If we compute the
marginal benefit of increasing ı̃ t

V at neutral interest rates and ��, we find

�
∂
∂
ı̃

L

t
V

� |ı̃t
H

�ı̃t
V

����0 � 2(1 � q)�	aday(b�)2 � 0,

which implies that the central bank will choose ı̃ t
V 
 0 (since we are mini-

mizing the objective).
The exact solution is

(16) ı̃ t
V � �ay .

The central bank sets it
V below it

d,V in order to increase the private sector’s
incentives to insure against the sudden stop. The cost of this policy is that
the exchange rate depreciates in the V regime. To offset the effect of this
policy on average inflation, the central bank chooses ı̃ t

H � 0 (see equation
[11]), so that policy is tighter in the H regime and output is lower.

Note that as a result of its attempt to increase precautioning against the
V regime and hence increase ỹV, the central bank tolerates some instability
in inflation and exchange rates.

10.5 The Central Bank Without Commitment

Let us now study a central bank that cannot commit to the interest rate
choices of date t, prior to this date. Two biases arise from the lack of com-
mitment. First, if the central bank’s preferences are as stated in equation
(14) it will choose interest rates to completely stabilize the exchange rate
(“fear of floating”). Second, if the central bank’s preferences are distorted
so as to always prefer to increase output, as in Barro and Gordon (1983),
then the fear-of-floating problem is made worse. The central bank loosens
in the H state and tightens in the V state, while inducing a positive average
rate of inflation. This is exactly the opposite of the policy dictated in the
commitment solution.

10.5.1 Fear of Floating

Suppose that the central bank chooses interest rates in each state (H or V )
to minimize the loss function in equation (14). Then in H it solves

min
ı̃ t

H
LH � �(b	ı̃ t

H )2 � [�� � (1 � 	)ı̃ t
H]2 � (1 � �)[�� � (1 � 	)ı̃ t

H]2

q�	ad(b�)2

�����
�(b	)2[q(�ad)

2 � 1 � q] � (2 � �)(1 � 	)2
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while in V it solves

min
ı̃ t

V
LV � [�� � (1 � 	)ı̃ t

V ]2 � (1 � �)[�� � (1 � 	)ı̃ t
V ]2.

Compared to the loss function in V of the previous section, the main
change is that there is no output term. This follows from our assumption in
equation (10) that there is no aggregate demand channel whereby lowering
interest rates increases output. The loss function in H is the same as in the
previous section.

It is easy to verify that the solution to these two problems (that is con-
sistent with the rational-expectations requirement that E [ ı̃ t


] � 0 is to set
ı̃ t

H � ı̃ t
V � 0, with ��� 0. Note that at ��� 0, inflation and the exchange rate

are fully stabilized by choosing ı̃ t
H � ı̃ t

V � 0, with �� � 0. In addition, the
output gap in H is equal to zero.

While the policy stabilizes both inflation and the exchange rate, the cost
is that output drops too much in the sudden-stop state, V. The central bank
essentially ignores the insurance channel of monetary policy and focuses
purely on maintaining a stable exchange rate.

10.5.2 Exacerbating the Problem: Barro-Gordon

We now modify the central bank’s objective function to introduce an ex-
pansionary bias a la Barro and Gordon (1983):

(17) L � ��ỹt � �t
2 � (1 � �)�2

t�1.

The ỹt term now reflects the central bank’s preference to always raise out-
put. We drop the squared-output term since it does not change our message.

The choice problem in H is

min
ı̃ t

H
LH � �b	ı̃ t

H � [�� � (1 � 	)ı̃ t
H ]2 � (1 � �)[�� � (1 � 	)ı̃ t

H]2.

This gives the first-order condition

(18) ı̃ t
H � �

2 �

�

�
� �

1 �

1

	
���� � �

2(1

�

�

b	

	)�
��.

Note that a larger value of � (greater preference for increasing output)
leads to a lower interest rate choice. A higher value of �� offsets this ten-
dency.

The choice problem in V remains the same as in the fear-of-floating case
since output, as of date t, is fixed:

min
ı̃ t

V
LV � [�� � (1 � 	)ı̃ t

V ]2 � (1 � �)[�� � (1 � 	)ı̃ t
V ]2.

The first-order condition is

(19) ı̃ t
V � �

2 �

�

�
� �

1 �

��
	

�.
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Since in equilibrium, we must have that E [ı̃ t

] � 0, it follows from equa-

tions (18) and (19) that

�� � ��
2(1

q

�

b	

	)�
� � 0.

Replacing this expression back into equations (18) and (19), we find that 
ı̃ t

H 
 0 and ı̃ t
V � 0:

ı̃ t
H � �(1 � q)��

2(1

q

�

b	

	)2�
� 
 0,

ı̃ t
V � ��

2(1

q

�

b	

	)2�
� � 0.

The central-bank preference for increasing output has a perverse effect
in our model. Since lowering interest rates in H increases output, the cen-
tral bank sets ı̃ H 
 0. As in Barro-Gordon, the anticipation of the low in-
terest rate in H raises the private sector’s inflation expectations and leads
to ��� 0. In V, the central bank sees no output benefit to changing interest
rates since output is predetermined by the sudden-stop supply. However,
since the average rate of inflation is now positive, the central bank is faced
with an exchange rate that depreciates at date t. To counter this, the central
bank raises the interest rate in V. In equilibrium, this leads to a lower ı̃ t

d,V

and an even tighter sudden-stop supply. The crisis is thereby exacerbated.

10.6 Implementing Optimal Policy through Inflation Targets

Given the time inconsistency of the central bank, what should its mandate
be? That is, how should the central bank’s objectives be modified so that it
internalizes the insurance dimension of the sudden-stop problem? In this
section we highlight two possibilities. First, inflation targets can be made
state dependent: stringent (low) in H and loose (high) in V. Second, the cen-
tral bank’s mandate can overweight the inflation of nontradables in the
measure of inflation that it targets. Since output contracts in the V regime,
there is deflation in nontradables. The inflation-targeting central bank
offsets this by lowering interest rates and causing the exchange rate to de-
preciate (leading to inflation in tradables). This incentive increases by plac-
ing a larger weight on nontradables.

10.6.1 State-Contingent Inflation Targets

We continue with the linear-output specification but modify the central
bank’s objective function to introduce a state-contingent inflation penalty
term of �
, for 
 � {H, V}:

(20) L � ��ỹt � (�t � �
)2 � (1 � �)(�t�1 � �
)2.
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A positive � means that inflation is less costly for the central bank, while a
negative � penalizes inflation further.

The choice problem in H is

min
ı̃ t

H
LH � �b	ı̃ t

H � [�� � �H � (1 � 	)ı̃ t
H ]2 � (1 � �)[�� � �H � (1 � 	)ı̃ t

H]2.

This gives the first-order condition

ı̃ t
H � �

2 �

�

�
� �

1 �

1

	
���� � �H � �

(1

�

�

b	

	)�
��.

Note that, everything else being constant, a larger value of �H leads to a
lower interest rate in H.

The choice problem in V is

min
ı̃ t

V
LV � [�� � �V � (1 � 	)ı̃ t

V ]2 � (1 � �)[�� � �V � (1 � 	)ı̃ t
V ]2.

The first order condition is now

ı̃ t
V � �

2 �

�

�
� �

��
1

�

�

�

	

V

�.

As before, since in equilibrium we must have that E [ı̃ t

] � 0, we obtain

�� � ��
2(1

q

�

b	

	)�
� � (1 � q)�V � q�H.

We note that in the commitment solution �� is equal to zero. Imposing
�� � 0 yields a constraint across �
:

�H � ��
2(1

�

�

b	

	)�
� � �

1 �

q

q
��V.

If there is a strong Barro-Gordon inflation bias (high �), then �H can be
made low in order to offset this bias. Similarly, to the extent that the cen-
tral bank has a loose inflation target in V (if �V is high), �H can be set low
so the net result is a �� of zero.

Substituting this � expression back into the first-order conditions for in-
terest rate choices allows us to solve for the optimal interest rate choices

ı̃ t
H � �

2 �

�

�
� �

1 �

1

	
� �

1 �

q

q
��V

and

ı̃ t
V � ��

2 �

�

�
� �

1 �

1

	
��V.

By choosing �V � 0 (and hence �H 
 0), the central bank will follow a state-
contingent policy as dictated in the social optimum, with ı̃ t

H � 0 and ı̃ t
V 
 0.
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In equilibrium, this leads to a higher ı̃ t
d,V and a looser sudden-stop supply.

The crisis is thereby lessened.
Before we conclude this section, note that both the state-contingent in-

flation target and the nontradable-inflation overweight solutions act
through the inflation terms of the central-bank objective. If we were to in-
troduce a contemporaneous output effect of a change in ı̃ V, these recom-
mendations would remain, but there would be an additional channel open:
we could now also achieve the desirable effect by raising the weight of out-
put in the central bank’s objective during V regimes.

10.6.2 Nontradable Inflation Target

Let us now introduce an infinitesimal (in the sense that it does not feed
back into aggregate demand) nontradable good, whose inflation is deter-
mined by a simple Phillips curve:

�t
N � �� � ỹt.

We modify the measure of inflation that the central bank targets to be a
weighted average of �t

N and the tradable inflation of �t that we have been
using so far. The central bank’s objective function is

(21) L � ��ỹt � [��t
N � (1 � �)�t � �
]2

� (1 � �)[��N
t�1 � (1 � �)�t�1 � �
]2.

� is the weight on nontradable inflation. We normalize the t � 1 (noncri-
sis) inflation rate on nontradables to be zero. Finally we set �V � 0 (leaving
�H � 0).

The choice problem in V is

min
ı̃ t

V
LV � [�� � �ỹt

V � (1 � �)(1 � 	)ı̃ t
V ]2

� (1 � �)(1 � �)2[�� � (1 � 	)ı̃ t
V ]2

The first-order condition is

ı̃ t
V � .

The choice problem in H is

min
ı̃ t

H
LH � �b	ı̃ t

H � [�� � �H � �b	ı̃ t
H � (1 � 	)ı̃ t

H ]2

� (1 � �)(1 � �)2��� � �
1

�

�

H

�
� � (1 � 	)ı̃ t

H�2

.

This gives a solution for ı̃ t
H that is linearly increasing in ��, decreasing in �,

and decreasing in �H.

�� [1 � (1 � �)(1 � �)] � �ỹt
V

����
(1 � 	)(1 � �)(2 � �)
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As in the previous section, we can always choose �H so that �� � 0. That
is, when we impose the equilibrium condition that E [ı̃ t


] � 0, we arrive at a
relation for �� in terms of �H. We simply choose �H so that �� equals zero.

Given this �H, ı̃ t
V is proportional to �ỹt

V. Since ỹt
V 
 0, we can implement

ı̃ t
V 
 0 by choosing � � 0. Since E [ı̃ t


] � 0, this means that ı̃ t
H � 0, which is

achieved by setting �H 
 0.
By increasing the weight on nontradables in the measure of inflation that

the central bank targets, the central bank follows a state-contingent policy
as dictated in the social optimum. Again, in equilibrium, this leads to a
higher ı̃ t

d,V and a looser sudden-stop supply.

10.7 Reserves Management

Since crises are characterized by dollar shortages (see equation [2]),
there is scope in the model for managing international reserves in order to
ease these shortages. Our model provides a natural motivation both for
centralized holding of reserves and for holding them in the form of dollars.

We assume that the central bank has a small amount of international re-
serves at date t. These reserves can be injected at date t or saved for use be-
yond date t � 1, when they yield � � 0 utils per unit of reserves. The latter
represents the opportunity cost of using the reserves early, and should be
interpreted more broadly as the value of precautioning.

We contrast how the results of section 10.4 and section 10.5.1 change
upon the introduction of international reserves. The loss function in both
cases is modified to

(22) L � �ỹ t
2 � �t

2 � (1 � �)�2
t�1 � �Rt ,

with Rt the amount of reserves injected.
Recall that in section 10.4 we solve for the interest rate choices that the

central bank commits to in minimizing the loss function, while in section
10.5.1 we solve for the sequentially optimal interest rate choices given this
loss function.

There is no value in injecting reserves in H. Since there is no dollar short-
age, the action has no effect on either prices or output. Reserves will be
hoarded because failing to do so has an opportunity cost �. In the V re-
gime, the action increases dollar supply and relaxes the vertical constraint
(10) to

(23) ỹt
V � Rt

V � ay � ad ı̃ d,V
t|t�1.

One can see from this expression that Rt
V enters exactly as –ay in all the ex-

pressions. In particular,

(24) ỹt
V � �b(Rt

V � ay � 	ad ı̃ t
V ).
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As we discussed earlier, the optimal policy considers the dependence of ỹt
V

on ı̃ t
d,V (which enters through expectations), while the no-commitment case

does not.
The introduction of international reserves-management considerations

does not change any of the main qualitative conclusions with respect to
monetary policy in either the commitment or no-commitment case of sec-
tions 10.4 and 10.5.1, respectively. In particular, it is still the case that �� �
0 in both cases, that ı̃ H � ı̃ V � 0 in the no-commitment case, and that ı̃ H �
0 and ı̃ V 
 0 in the commitment case.4

However, reserve injections are a substitute for (countercyclical) mone-
tary policy. To see this, note that in the commitment solution for ı̃ t

V in equa-
tion (16), ı̃ t

V is decreasing in ay. Since Rt
V enters as –ay in all expressions, the

reserve injection increases the optimal ı̃ t
V.

The most interesting new result comes from the first-order condition
with respect to Rt

V. From equations (22) and (24), the solution for Rt
V in the

commitment case is

(25) Rt
V,c � ��

2�(b

�

�)2
� � ay � 	ad ı̃ t

V.

From equations (22) and (23), the solution for Rt
V in the no-commitment

case is

(26) Rt
V,nc � ��

2�

�

b�
� � ay � 	ad ı̃ t

V

Note that b� � b/(b � ad ) 
 1, so the first term is more negative in the com-
mitment case. Also, since for any equilibrium level of Rt

V, ı̃ t
V,c 
 ı̃ t

V,nc, we
have that Rt

V,nc � Rt
V,c. That is, the central bank with no commitment not

only will use too little monetary policy but also will inject reserves too ag-
gressively.

There are two factors behind this result. First, injecting reserves both in-
creases output and decreases ı̃ t

d,V. Ex post, the central bank considers the
output benefit, but ignores the effect on ı̃ t

d,V. Ex ante, the central bank ac-
counts for the second effect: the lower ı̃ t

d,V decreases the private sector’s in-
centives to insure against the sudden-stop shock. The latter effect makes the
commitment central bank inject less reserves than the no-commitment one.

The second factor has to do with the time inconsistency of monetary
policy. In the no-commitment solution, the central bank has to offset a
larger crisis caused by the inadequate monetary policy. As a result, it over-
injects its reserves.

The latter factor is remedied indirectly by solving the monetary policy
time-inconsistency problem as we have discussed. The former factor, on the
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4. These statements assume that Rt 
 ay , so that there is insufficient international reserves
to eliminate the sudden-stop shock.



other hand, requires further modification to the central bank’s mandate so
that it increases the value it assigns to hoarding reserves during the V regime.

10.8 Final Remarks

We have analyzed monetary policy in an environment of sudden stops.
Sudden stops are times when a country is financially constrained in the in-
ternational financial market. In this context, lowering or raising domestic
interest rates has only small effects on the tightness of this financial con-
straint, but such action does have significant effects on the domestic bor-
rowing capacity of agents. Moreover, the anticipation of such actions is
important in determining precautionary actions that agents take against
sudden stops.

From this viewpoint, we have derived positive and normative results for
monetary policy and reserves management. We have highlighted a new
time-inconsistency problem and its interaction with the conventional sta-
bilization bias. Finally, we have suggested how an inflation-targeting frame-
work can restore incentives, so that central banks behave optimally.

Our model is clearly very stylized. In particular, our assumption that the
country faces a vertical supply of funds during sudden stops is extreme.
But it is important to realize that our main conclusions do not depend on
this extreme. We could consider a more general model in which the supply
of funds was not completely inelastic in the V regime. In this case, the V
regime would have both an aggregate-demand channel and the insurance
channel we have highlighted (i.e., lowering ı̃ t

V leads to a contemporaneous
increase in ỹt

V ). Importantly, relative to the H regime, the output-inflation
trade-off will still turn steeper (although not vertical) during the V regime,
and hence the central bank will be prone to favor inflation over output tar-
gets more than in the H regime. Moreover, as long as the insurance chan-
nel is present, this reaction will remain suboptimal.

Insurance against sudden stops affects many policy decisions in emerg-
ing markets, from reserve management to liquidity ratio requirements. It
seems only natural that optimal monetary policy be analyzed in the same
light, as in this paper. Moreover, it is important to understand the interac-
tion of monetary policy with other insurance policies (as we have with re-
serve policies). We hope that our framework provides a starting point for
such an integrated approach.
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of adverse shifts in the portfolio preferences of international investors
(“sudden stops”). It raises the possibility that inflation targeting may serve
as a form of commitment device for monetary authorities in those econ-
omies—not as a mechanism for committing to price stability per se, as is
usually the case in the inflation-targeting literature, but rather as a means
to commit to responding in a particular way to the sudden stop in capital
inflows. Specifically, the authors argue, adopting inflation targeting can be
viewed as a commitment not to defend the exchange rate in a crisis. If that
commitment is credible, then the ex ante incentive of domestic agents 
to be long in dollars (by forgoing dollar-denominated liabilities as well as
holding dollar assets) is increased, mitigating the severity of the dollar
shortage caused by the crisis. In short, the authors argue that adopting infla-
tion targeting before the crisis may be an antidote to the “fear of floating”
problem stressed by Calvo and Reinhart (2002).

The model used to illustrate this point is highly stylized, which is both
a strength and a weakness—a strength, because it makes the basic eco-
nomic idea extremely clear; a weakness, because it thereby ignores some
complicating aspects of the problem that are likely to be crucial in real
economies. One particularly important omission is any consideration of
what caused the sudden stop in the first place. (The paper assumes that
sudden stops are exogenous, but as ever-more-discriminating interna-
tional capital markets make episodes of pure contagion less likely, that as-
sumption does not seem particularly attractive.) If the source of the cri-
sis is, say, ongoing fiscal instability, then an inflation-targeting regime
may well be infeasible, for reasons of fiscal dominance. Another source
of crisis discussed in the literature is the combination of a poorly super-
vised banking system and a government that is unable to commit to not
bailing out the banking system if it fails (a moral hazard problem). In
such a situation a general bank run can provoke a fiscal crisis and hence
a sudden stop. Monetary policy would have little power to ameliorate this
type of crisis, however, because banks in particular would have no incen-
tive to be long in dollars, knowing that they will be bailed out in any case.
The correct response to this type of problem is some combination of bank
supervision (e.g., limiting exposure to dollar liabilities) and fiscal com-
mitment devices to moderate the government’s moral hazard. The gen-
eral point is that whatever factors create the potential for sudden stops
will also likely affect the feasibility and desirability of the solution pro-
posed here.

Another drawback of the stylized nature of the model is that its empir-
ical plausibility is difficult to assess. For example, an implication of the
model is that when the central bank defends the exchange rate (the time-
consistent solution), we should see deflation in nontradables. (This result
provides the basis for equating inflation targeting in nontradables prices to
a commitment to devaluation.) Because in practice nontradables prices
cannot be insulated from the exchange rate (a depreciation affects wage de-
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mands, the costs of inputs, and inflation expectations), I would guess that
a sudden stop would typically lead to inflation in nontradables as well as
tradables. Some analysis of the data is called for. If a crisis does typically
lead to inflation in nontradables, and if, moreover, the nontradables infla-
tion rate in a crisis is difficult to forecast, then setting a quantitative infla-
tion target in advance for nontradables, as recommended by the authors,
may not be particularly useful. Another empirical issue relates to the abil-
ity of the central bank to hit an inflation target in the time frame relevant
to an international financial crisis; generally we believe that central banks
can control inflation only with a lag of months, not days or weeks. In short,
determining the practical relevance of the policy recommendation of this
paper will require a good deal more empirical analysis and quantification.

My remaining comments concern some issues relating to the micro-
foundations of the model. First, the authors appeal to models of credit-
market imperfections in which collateral is used to mitigate agency costs.
It seems to me that the collateral that would be relevant for borrowing from
abroad would be denominated in dollars, not in pesos; but the authors as-
sume that the assets relevant to the domestic demand for investment goods,
At, are peso assets rather than dollar assets. This assumption would seem
to be of some consequence for the analysis, since only if these assets are in
pesos is the value of domestic collateral affected by devaluation. A related
point concerns the ex ante holdings of dollar assets by domestic investors,
which confers a social benefit (being a form of insurance) in this model. But
dollar holdings by domestics may also be viewed as a form of capital flight;
and in a world of capital-market imperfections, in which domestics are pre-
sumed to have superior local information, the fact that domestics are not
investing in the home market should involve deadweight losses, which are
ignored here.

Second, I also had some concerns about the pricing assumptions in the
model. The authors distinguish two types of producers of domestic goods:
“fast” pricers, who tie their prices to the exchange rate, and “slow” pricers,
who set their prices in advance according to their expectation of the ex-
change rate. I understand the reasons for these assumptions, but I wonder
if they are entirely sensible economically. First, domestic goods and im-
ported investment goods are not perfect substitutes, so it is not evident that
pricing should be such as to keep the expected real exchange rate constant.
Second, because the actual exchange rate may differ radically from the ex-
pected exchange rate in a crisis, it seems unreasonable to assume that even
very “slow” pricers do not reset their prices when a crisis occurs. Allowing
repricing in a crisis would certainly affect some of the results of the model.

To reiterate my main impressions, I found the paper stimulating and use-
ful. More quantitative analysis is needed to translate this stylized model
into concrete recommendations for policy. But at a more qualitative level,
the paper offers another compelling argument for why emerging-market
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countries should abandon exchange rate pegs, which have not served them
well in recent years, in favor of inflation targeting or other monetary poli-
cies that focus on domestic macroeconomic stability.

Discussion Summary

Jose De Gregorio suggested that the conclusions depended importantly
upon the assumption of a model in which there is no effect of exchange
rates on output. He proposed that the result might be quite different if, for
example, an expenditure-switching effect were allowed for.

Mark Gertler pointed out that the main reason for the limited interest
rate effects in the model was the segmentation between the markets for do-
mestic and foreign currency funds—that is, the absence of arbitrage be-
tween these two markets.

Michael Bordo argued that financial development and a measure of fis-
cal stability were necessary preconditions for the successful adoption of a
nominal anchor in emerging economies.

In response to Bernanke’s comments, Ricardo Caballero pointed out that
a major reason for fear of floating was the need to maintain control of in-
flation expectations. He stressed that the paper did not aim to explain par-
ticular historical episodes, but to provide a framework to think about in-
flation targeting in the presence of capital flow volatility. Credible
inflation-targeting regimes are new to emerging-market economics. He em-
phasized that the distribution of inflation between tradable and nontrad-
able goods depended on the response of inflation expectations to a devalu-
ation; during currency crises the pass-through from nominal exchange rates
to domestic prices could be very different from that of other periods. Re-
garding the importance of the domestic interest rate even when most of the
borrowing occurred in foreign currency, he pointed out that during market
segmentation episodes monetary policy affected the domestic dollar rate.
When used correctly, monetary policy alleviated the inefficiency due to
market segmentation by reallocating external resources from times of high
foreign capital inflows to times of low capital inflows. The more general
underlying theme was the sudden segmentation of markets during financial
crises, which was most extreme during collapses of the banking sector. Be-
cause a sudden stop could be interpreted as a crash in the value of an asset—
namely, the value of the country’s collateral—the paper was more broadly
applicable to the question of how monetary policy should respond to asset
market crises. The particular challenge posed by this model was the risk that
monetary policy might be losing its effectiveness during the crisis, and this
risk carried implications for the conduct of policy prior to a crisis.
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