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The explosive growth of the World Wide Web is fueling the need for a new generation of
technologies for managing information flow, data, and knowledge. This developer's
overview and how-to book provides a complete introduction and application guide to the
world of topic maps, a powerful new means of navigating the World Wide Web's vast sea
of information.

With contributed chapters written by today's leading topic map experts, XML Topic Maps
is designed to be a"living document" for managing information across the Web's
interconnected resources. The book begins with a broad introduction and atutorial on
topic maps and XTM technology. The focus then shiftsto strategies for creating and
deploying the technology. Throughout, the latest theoretical perspectives are offered,
alongside discussions of the challenges developers will face as the Web continues to
evolve. Looking forward, the book's concluding chapters provide aroad map to the future
of topic map technology and the Semantic Web in general.

Specific subjects explored in detail include:

Topic mapping and the XTM specification

Using XML Topic Maps to build knowledge repositories
Knowledge Representation, ontological engineering, and topic maps
Transforming an XTM document into a Web page

Creating enterprise Web sites with topic mapsand XSLT

Open source topic map software

XTM, RDF, and topic maps

Semantic networks and knowledge organization

Using topic mapsin education

Topic maps, pedagogy, and future perspectives

Featuring the latest perspectives from today's |eading topic map experts, XML Topic
Maps provides the tools, techniques, and resources necessary to plot the changing course
of information management across the World Wide Web.
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Foreword

In 1962 | wrote a paper, "Augmenting Human Intellect: A Conceptual Framework," in which | laid out
my vision for how humanity can tackle its most complex, urgent problems. | proposed a framework
driven by asimple premise: As problems get harder, we need to get collectively smarter.

As| considered ways to increase our collective intellectual capabilities, | thought about language and
the symbols that humans use to create conceptual models of the world. Our most basic conceptual
structures have been evolving for thousands of years. Alphabets evolved from pictographs, followed
by white space and punctuation. The introduction of the printing press led to conceptual structures
such as paragraphs, page numbers, footnotes, concordance indices, and tables of contents.

| realized that computers offered radical new ways of portraying and manipulating conceptual
structures, and that further evolving these symbols and techniques could greatly augment our
capabilities.

Although one idea proposed in that paper—hypertext—has became pervasive today in ssmple form, |
have been waiting for 40 years for the active exploration of concept mapping. Asaresult, | am

Vi



delighted to see the work being done with Topic Maps, and | wholeheartedly support this book, which
was edited by my friend and colleague Jack Park.

In order to achieve the full potential of Topic Maps, we need tools to integrate these conceptual maps
with our vast repositories of documents and recorded dialog, as well as tools for manipulating and
viewing these structures in different ways. | hope that this book is afirst step in that direction, and that
you, the reader, will help make these possibilities redlity.

—Douglas C. Engelbart

Preface

In aformer life, | built microprocessor-based data acquisition systems, originally for locating and
monitoring wind and solar energy systems. | suppose it isfair to say that | have long been involved in
roaming solution space. Along the way, farmers, on whose land the energy systems were often
situated, discovered that my monitoring tools helped them form better predictions of fruit frost,
irrigation needs, and pesticide needs. My program, which ran on an Apple || computer that had
telephone access to the distributed monitoring stations, printed out large piles of data. Epiphany
happened on the day that a manager of one of those monitoring systems came to me and asked, "What
elseisthis datagood for?' That was the day | entered the field of artificia intelligence, looking for
ways to organize all that data and mine it for new knowledge.

A recent discussion on National Public Radio focused on the nature and future of literature. Listening
to that conversation while navigating the perils of Palo Alto traffic, | heard two comments that | shall
paraphrase, with emphasis placed according to my own whims, as follows: In the past, we turned to
the great works of literature to ponder what islife. Today, we turn to the great works of science to
ponder the same issues.

In some sense, the message | pulled out of that is that we (the really big we) tend to appeal to science
and technology to find comfort and solutions to our daily needs. In that same sense, | found
justification for this book and the vision | had when the book was conceived. Make no mistake here—
| already had plenty of justification for the vision and the book. As is often pontificated by many, we
are engulfed in akind of information overload that threatens to choke off our ability to solve major
problems that face al of humanity.

No, the vision is not an expression of doom and gloom. Rather, it is an expression of my own deep
and optimistic belief that it is through education, through an enriched human intellect, that solutions
will be found, or at least, the solution space will become a more productive environment in which to
operate. The vision expressed hereis well grounded in the need to organize and mine data, al part of
the solution space.

While walking along a corridor at an XML conference in San Jose early in the year 2000, | noticed a
sign that said "Topic Maps," with an arrow pointing to theright. | proceeded immediately to execute a
personal "column right" command, entered aroom, and met Steve Newcomb. The rest all makes sense.
Whilein Paris later that year, | saw the need to take the XTM technology to the public. This book was
then conceived at XML 2000 in Paris, and several authors signed on immediately. This book came
with alarger vision than simply taking X TM to the public. | saw topic maps as an important tool in
solution space. The vision included much more; topic maps are just one of many toolsin that space. |
wanted to start a book series, one that is thematically associated with my view of solution space.
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This book isthe first in that series, flying under the moniker Open Knowledge Systems. By using the
word open, | am saying that the seriesis about making the tools and information required to operate in
solution space completely open and available to all who would participate. Open implies that each
book in the series intends to include an Open Source Softwar e project, one that enables all readersto
immediately "play in the sandbox™ and, hopefully, go beyond by extending the software and
contributing that new experience to solution space.

Each contribution to the Open Knowledge Systems series is intended to be a living document, meaning
that each work will be available at http://www.nexist.org.2! The entire contents of this Web site will
be browsable and supported with an online forum so that topics discussed in the books can be further
discussed online.

[ As this book is going into print, the Web site is going online.

This book is about topic maps, particularly topic maps implemented in the XTM Version 1.0
specification format, as conceived by the XTM Authoring Group, which was started by an
experienced group of individuals along with the vision and guidance of Steve Newcomb and Michel
Biezunski, both contributing authors for this book. Aswith many new technologies, the XTM
specification is, in most regards, not yet complete. In fact, a standard like XTM can never be complete
simply because such standards must coevolve with the environment in which they are applied. In the
same vein, abook such as this cannot be a coherent work simply because much of what is evolving
now is subject to differing opinions, views, and so forth.

There are afew assumptions made by all of the authors who contributed to this book. Mostly, the
assumptions presume some minimal familiarity with Extensible Markup Language (XML), Extensible
Style Language (XSL and XSLT), and Resource Description Framework (RDF). Please keep in mind
that the book presents many Web site references. Web sites occasionally disappear. While the links
presented were tested during the writing phase and again during final manuscript editing, do not be
surprised if some of them fail to remain in service. Since this book will remain aliving document on
the Web, we hope to keep al links up-to-date on the book's Web site.

Because of my view that solution space itself is coevolving along with the participantsin that space, |
have adopted an editorial management style that | suspect should be explained. My style is based on
the understanding that | am combining contributions from many different individuas, each with a
potentialy different worldview and each with a different writing style. The content focus of this book
is, of course, on topic maps, but | believe that it is not necessary to force a coherent worldview on the
different authors—it is my hope that readers and, indeed, solution space will profit by way of
exposure to differing views and opinions. There will, by the very nature of this policy, be controversy.
Indeed, we are exploring the vast universe of discourse on the topic of knowledge, and there exists
plenty of controversy just in that sandbox alone.

Thereis also the possibility of overlap. Some chapters are likely to offer the same or similar (or even
differing) points of view on the same point. Case in point: knowledge representation. This book has
several chapters on that topic: one on ontological engineering, one on knowledge representation, and
one on knowledge organization. Two chapters talk in some detail about semantic networks, and other
chapters discuss how people learn. It's awfully easy to see just how these can overlap, and they do. My
management style has been that which falls out of research in chaos theory: use the least amount of
central management, and let the authors sort it out for themselves. History will tell us whether this
approach works.
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Chapter 1. Let There Be Light

Jack Park

Opening Salvo

We are smart enough to realize we are stupid, and stupid enough to make the problem of becoming
smarter hard.

—Anders Sandberg!!

M From "Amplifying Cognition: Extending Memory and Intelligence," 1997. Accessed online at
http://www.extropy.org/ideas/journal/previous/1997/11-01.html.

| know; that's a heady, arrogant way to open a book. But this book is about heady stuff, and I'll try to
proveit. To do so, | shall cast the information this book presentsin alight far brighter than topic maps,
computers, indeed, the Universe and Everything.2 That's my intent, anyway.

2 with apologies to the late Douglas Adams. See his site at http://www.douglasadams.com!/.

David Weinberger had this to say about the Web:

The world that we've carved for ourselves out of the rock and ice of the earth has always been a social
world, one in which we share interests and presuppositions, and, most of all, alanguage. The sociality
of the world has always been hemmed in by the fact of distance, atype of enforced intimacy that we
take for granted. But there's no matter on the Web and thus no distance. It is a purely social ream; al
we have are one another and what we've written. And what we've written has been written for others.
The Web is a public place that we've built by doing public things.!

B! Erom "our Web," JOHO (Journal of the Hyperlinked Organization), April 20, 2001. Accessed online at
http://www.hyperorg.com/backissues/joho-apr20-01.html#our. A note on this quote: | first spotted it in
the July 2001 issue of Linux Journal, and by way of Google | found it in JOHO.

It is not specifically topic maps that are heady stuff. Not even the new XTM specification. It's the
World Wide Web, in particular, the Semantic Web aspect of it, that's heady stuff, together with all the
stuff we've written.! Topic maps are part of the Semantic Web; of course, topic maps are not the
whole story, but certainly XTM is destined to be an important tool in the vast and growing
armamentarium emerging under the Semantic Web moniker. We have seen the Web grow from being
a space where technical papers were shared to a space where just about everything humans think about
is somehow covered by one or a zillion Web sites. And, in human interaction, we have experienced
information overload. Indeed, information overload appears to be ubiquitous.

I When I wrote this during March 2001, Google said it was searching 1,346,966,000 Web pages.

When | pick up agood technical book, | often hit the book's index first. Why? To see if my favorite
scholar is mentioned, to see if my favorite topic is mentioned, and so forth. Indeed, many people use
an index as akind of filter to determine whether they want to go any further with the book. The big
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picture liesin the term filter. If you want to go somewhere in some territory, you choose to consult a
map first rather than make SWAGs>! and drive all over the place looking for what you want. That's
where topic maps come in. They are maps; only maps, and not the territory itself /! And maps, being
many things, arefilters.

B Scientific wild ass guesses.

] The observation "The map is not the territory" has been attributed to Alfred Korzybski. See
http://www.gestalt.org/alfred.htm for more information.

So, atopic map isjust amap, and not the territory itself. How do | make atopic map more useful ?
What does more useful mean? Now that's a focus question if | ever saw one. It seemsto methat if you
want a map on which to plan the construction of, say, a new building, athough you might start with a
road map used to navigate the town in which you plan the construction, you would proceed with a
topological map, perhaps one commissioned from aloca surveyor. Thus| offer aresponse to the
"What does more useful mean?" question as follows. the map must represent the territory in such a
way that the application the map isintended to serve is best served.”” Y ou retort, " Say what?" to
which | respond that there is, indeed, a semiotic aspect to this discussion—the words need to fit the
problem space | have created. Let me explain.

| have always been a big fan of responses that don't say anything.

This book discusses the application of topic maps in the service of knowledge representation. That's
like uncovering an enormous snake pit.2! First, there is the big question, "What is knowledge?" But
why are we considering that when I'm just trying to justify the claim that a map must represent the
territory in such away asto be useful? | believe | am about to claim that atopic map is, indeed, a
member of the set of objects that intentionally represent knowledge. Heady stuff, that. A semiotic
stance dictates that we make sure that we do, indeed, represent that which needs to be represented.
Representing less would result in ample insufficiency, and representing more would result in
information overload. As my grandfather used to say, "Y ou can't win for losing."

B Have you ever uncovered a snake pit? Trust me, you don't want to go there, but we do it here
metaphorically anyway.

But as programmers we want to make sure we cover everything, which puts us at risk of generating
information overload. How do we cover everything without swamping ourselves with too much
information? Hah! By making our topic maps more useful. Dang! Now we've gone full circle and
must reask the question, "What does more useful mean?' That, my friend, is what topic maps are all
about. Again, let me explain.

) Notice that I still haven't answered the question, "What is knowledge?"

Topic maps are, indeed, automatically more useful—if done right. A topic map can be structured in
such away that information that lies on a user's critical path can be presented directly while peripheral
information can be presented such that cognitive loads on the user are not increased by its presence.
Figuring out how to "do topic mapsright" is the focus of this book.

To animate what follows, let's revisit the map needed for the construction of abuilding located in
some town. Starting with aroad map, we can easily find the location of the building site. But with that
map we cannot see what the terrain looks like in order to design the foundation for the building.
Maybe the site is on a steeply sloping hill. Maybe it is on flat but marshy land. An online road map
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might give us hints by way of various signs, such as color gradients. Imagine that we find the location,
click on it, and—presto!—another map appears. Thistime, it'samap drawn to a much larger scale; we
have "zoomed in" on the location. Click again and we zoom in all the way to the particular plot of land.
At this point, we notice along the margins of the map afew hypertext links. One of them says
"Contour," and we click that. Now we have used what started out as an ordinary road map and
navigated right down to the particular map we need in order to proceed. We found the right tool for
the right job.

But topic maps are not just about navigating territories. We can easily repurpose them for use in the
display or discovery of knowledge. Classrooms all over the world are using concept maps for this
purpose. When concept maps begin to display lots of information in arelational way, they imply a
new question: "Can concept maps be topic maps?* If we happen to implement a concept map engine
on top of the XTM specification, those concept maps are converted to topic maps, which gain the
ability to be shared, merged, and archived in a standard format for future use. Consider the concept
map shown in Figure 1-1, which was constructed by my daughter, Nefer 22!

(19 she was seven years old at the time.

Figure 1-1. A simple taxonomic concept map

She constructed this map by typing sentences into atext editor and feeding those sentencesto a
program | had written that was capable of parsing simple English-like sentences and building a
knowledge base. 2 She wrote the following sentences.

M The scholar's Companion®.
A animal isalivingthing.

A mammal isaanimal.

A bird isaanimal.

A human is amammal.

Nefer isaparticular human.



Of course, | had to coach her on how to type in a sentence: aliving thing had to be represented as
either alivingthing or aliving_thing in my program. XML topic maps take us beyond all that. Her
concept map, cast asan XTM document, contains several topics (the bubbles) and several associations
(the arrows).

As maps or as representations of what we think we know, topic maps are just views into microworlds
of knowledge. Figure 1-1 represents the view of a seven-year-old child. Consider the issue of view
construction. A topic map, when built using the XTM specification, isjust an XML document,
meaning that it is a document comprised of a bunch of named tags, like <topic> or
<association>, and the data that fillsin the space between tags. Here isthe XTM document made
from the diagram created by Nefer's sentences. The construction of this document isillustrated in the
discussion of Nexist, my open source software project in Chapter 10.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">

<I-- Topics -->
<I-- Note: all topics are inferred from the relational statements
that create the associations below -->

<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/"
xmins:xlink="http://www.w3.0rg/1999/x1ink"
id="NeferTree'>

<topic id="livingThing">
<baseName>
<baseNameString>Living Thing</baseNameString>
</baseName>
</topic>

<topic id="animal">
<baseName>
<baseNameString>Animal</baseNameString>
</baseName>
</topic>

<topic id="mammal'>
<baseName>
<baseNameString>Mammal</baseNameString>
</baseName>
</topic>

<topic id="bird">
<baseName>
<baseNameString>Bird</baseNameString>
</baseName>
</topic>

<topic id="human'>
<baseName>
<baseNameString>Human</baseNameString>
</baseName>
</topic>

<topic id="nefer">



<baseName>
<baseNameString>Nefer</baseNameString>
</baseName>
<I-- nefer could have an <occurrence> here -->
</topic>

<I-- Note: topics which represent associations could include
appropriate published subject indicators -->

<topic id=""isA">
<baseName>
<baseNameString>isA Association</baseNameString>
</baseName>
</topic>

<topic id="isAParticular'>
<baseName>
<baseNameString>isAParticular Association</baseNameString>
</baseName>
</topic>

<I-- Associations -->
<I-- "a animal is a livingthing"™ -->

<association id="animallsA">
<instanceOf>
<topicRef xlink:href="#isA"/>
</instance0f>
<member>
<topicRef xlink:href="#animal"/>
</member>
<member>
<topicRef xlink:href="#livingThing"/>
</member>
</association>

<I-- "a mammal is a animal"™ -->

<association id="mammallsA">
<instanceOf>
<topicRef xlink:href="#isA"/>
</instance0f>
<member>
<topicRef xlink:href="#mammal"/>
</member>
<member>
<topicRef xlink:href="#animal"/>
</member>
</association>

<lI-- "a bird is a animal”™ -->

<association id="birdIsA">
<instanceOf>
<topicRef xlink:href="#isA"/>
</instanceOf>



<member>
<topicRef xlink:href="#bird"/>
</member>
<member>
<topicRef xlink:href="#animal'/>
</member>
</association>

<lI-- "a human is a mammal' -->

<association id="humanlsA'>
<instanceOf>
<topicRef xlink:href="#isA"/>
</instance0f>
<member>
<topicRef xlink:href="#human"/>
</member>
<member>
<topicRef xlink:href="#mammal"/>
</member>
</association>

<!-- "npefer is a particular human" -->

<association id="neferlsAParticular'>
<instanceOf>
<topicRef xlink:href="#isAParticular'/>
</instance0Of>
<member>
<topicRef xlink:href="#nefer"/>
</member>
<member>
<topicRef xlink:href="#human"/>
</member>
</association>

</topicMap>

How do you turn an XTM document into a view either on a computer screen or on paper at a printer?
Among the many ways, there exists XSLT technology, which provides atool for turning XML tags
into HTML Web pages.

Combine topic maps with the other technologies that comprise the Semantic Web*2 and | imagine
that lights will come on everywhere. How might that be so? Rather than casting in concrete any
statements about combining topic maps with the Semantic Web, consider that many new and
wonderful ideas are floating around, some of which are captured and discussed in this book. As such,
this book was created to be a part of the evolution of the Semantic Web.

(2] piscussed throughout this book, particularly in Chapters 13 (Topic Maps and Semantic Networks)

and 17 (Topic Maps, Semantic Web, and Education), and at http://www.semanticweb.org.

Resources
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A good place to mention what's out there regarding topic maps s right up front.22 Here is a brief
listing of important Web sites. (Keep in mind that Web site addresses change from time to time.) After
this list of resources, well talk more about what's in this book.

3] This list is not intended to be complete. Resources will be updated periodically at the book's official

Web site: http://www.nexist.org. The Web being what it is, however, you should always be ready to use
a good search engine.

Topic Maps: General

http://www.topicmaps.or g— the original XTM Web site.

http://www.topicmaps.net— a Web site created by Michel Biezunski and Steven Newcomb.

http://easytopicmaps.com— a WikiWiki (Hawaiian for "quick) Web site devoted to topic maps.
Site visitors can add new information or update existing information at this Web site.

http://www.univer smmedia.com— Bernard Vatant's " Semantopic Map" Web site.

http://www.oasis-open.or g/committee/tm-pubsubj/— a Web site of the Published Subject
Indicators committee led by Bernard Vatant.

http://topicmaps.bond.edu.au/— Robert Barta's topic maps Web site.

Professional XML Meta Data— a book by Kal Ahmed, Danny Ayers, Mark Birbeck, Jay Cousins,
David Dodds, Josh Lubell, Milodav Nic, Daniel Rivers-Moore, Andrew Watt, Robert Worden, and
Ann Wrightson, published by Wrox Press (http://www.wrox.com), Birmingham, UK, 2001.14!

4] Many of the authors of this recent book are also founders of the XTM Authoring Group.

Topic Map Software: Commercial

http://www.ontopia.net— a site by participantsin the XTM Authoring Group and creators of the
Ontopia Knowledge Suite; free download available.

http://k42.empoalis.co.uk— asite by participants in the XTM Authoring Group and creators of K42, a
collaborative environment for capturing, expressing, and delivering knowledge; free download
available.

http://www.mondeca.com— a site by participants in the XTM Authoring Group and creators of KIM,
the Knowledge Index Manager.

Topic Map Software: Open Source

http://www.semantext.com— the site for the SemanText project discussed in Chapter 10.

http://tm4].sour cefor ge.net— the site for the TM4J project discussed in Chapter 10.

http://nexist.sour cefor ge.net— the site for the Nexist project discussed in Chapter 10.
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http://www.goose-wor ks.or g— the site for the GooseWorks graph project discussed in Chapter 10.

For other possibilities, check with http://www.google.com or search http://sourceforge.net for "topic
map,” "concept map,” "mind map,” and so on.

What's in Here?

This book covers an enormous range of topical information, and not al that information is expected
(or even intended) to be of great value to everyone who opens these pages.**!
[15] Well, | actually made it this far without answering the question, "What is knowledge?" In some sense,

answering that question is left as an exercise for the reader, but | do touch on aspects of it in the closing
chapter of this book.

It seems to me that topic maps can be viewed from more than one perspective. One perspective, which
users experience, is the external view presented by atopic map. Theinternal structure of the topic map
engine (the program that constructs a selected view) is another perspective. Another is dataitself. This
book discusses all perspectives. However, not all readers are expected to want or need to understand
all perspectives. Let us, then, preview the book in such away that you can get some idea of how to
navigate it to best suit your individua needs.

| would like to think that the correct answer to "What's in here?” is this. whatever you want or need.
But that is not the correct answer. That could never be a correct answer, so this book is intended to be
aliving document, one complete with one or more associated Web sites that keep the subjects
presented here very much alive, evolving, and up-to-date. As aliving document, this book aspires to
eventually cover whatever you need or want within the domain of discourse known as topic maps.
Eventually, we'll do topic maps right!

This book includes chapters arranged a ong three primary themes:

1. Historical and background information
2. Technical issues. how-to information, theory, and projects
3. Forward-thinking visions

Let's explore these themes in more detail.

Historical and Background Chapters

In the beginning, there was the topic map. No, wait! It's not like that. First, there was the invention of
markup languages, followed by SGML and SGML topic maps. Then came XML and XML topic maps
(named XTM). XTM is now aformal specification. First introduced to the world at the XML 2000
conference in Washington, DC, on December 4, 2000, XTM is now the subject of much discussion as
it evolves to meet the changing needs of the Web community. Chapter 2, Introduction to the Topic
Maps Paradigm, by Michel Biezunski lays out the history of XTM, particularly asit relates to the
HyTime Topic Maps of the |SO 13250 standard. Michel, being a partner with Steven Newcomb in the
guest for the platinum ring mentioned below, then describes the architectural elements of XTM itself.
Y ou will have the opportunity to come to grips with such concepts as topic, association, name, and so
forth.
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Beneath the XTM specification is a philosophical point of view. If you want to know what that is
about and, perhaps, come to grips with the difference between a shoe and shoe-ness, then Chapter 3, A
Perspective on the Quest for Global Knowledge Interchange, by Steven Newcomb isindicated. If you
want to grab the platinum ring—global knowledge interchange—then you must look for some

mechanism that not only structures exchanged information but also "puts everybody on the same
n[16

page.

(18] One should not read too much into this notion: given the heterogeneity of human thought and

communication skills, it is generally thought that we will never find the same page for everyone. For the
vast number of interesting use cases we can imagine for topic maps, however, it is likely that topic
maps and the Semantic Web will provide useful augmentation of communication skills.

The need here isaway to find agreement on the semantics of the exchanged information. Otherwise,
humans will likely exchange noise that is not easily processed into knowledge. XTM, the XML topic
maps specification, isin avery important way a part of Steven's quest to make knowledge
interchangeable. In fact, you will discover that there are two different topic map specifications, one an
ISO standard (13250) and one an XML specification (XTM). Fitting alongside these are similar
projects, such as NewsML, 2 which Ann Wrightson characterizes as being a"light" topic map syntax
that also provides featuresin common with RDF.22!

7] See http://www.newsml.org for more information.

18] Personal communication, August 2001.

Since this book was conceived and first written, much has happened in the XTM field. In order to
make the final draft of this book as complete as possible, Sam Hunting contributed Chapter 4, The
Rise and Rise of Topic Maps. 1999-2002, which speaks to the many organizational and technical
changes behind X TM and to the recent discussions about XTM itself.

An underlying theme of this book isthat of inquiry. (Inquiring minds want to know....) Thereisarich
and philosophical history of thinking that impacts the nature of inquiry. The process of inquiry should
be conducted within events that result in the exchange of information that results in new knowledge.
How, you might ask, can that occur when different participants in the exchange carry different notions
of the meanings of topics being discussed? One response that fully anticipates this very question is the
notion of Published Subject Indicators (PSls) as prescribed in the X TM specification. Bernard Vatant
contributed Chapter 5, Topic Maps from Representation to Identity, to illuminate X TM's approach to
placing specific meanings on topics. As an example, consider the topic Nefer in the concept map
illustrated earlier in Figure 1-1. We know that individuals with that particular name have existed
throughout history. How can we disambiguate that topic? XTM tells us that we can append a specific
reference to that particular topic (perhaps a Web page with a photograph of the individual)—a PSI.
With that reference, any encounter with that particular topic will not carry any ambiguity regarding to
whom the topic refers.

With the historical and requisite background views presented, it istime to go forth and build topic
maps. The technical chaptersin the book cover that.

Technical Chapters

Thetechnical section opens with Sam Hunting's Chapter 6, How to Start Topic Mapping Right Away
with the XTM Specification. This tutorial shows you how to construct an XTM 1.0 document. Y ou
will learn how and why to use all of the XML elements specified by the XTM document type
definition as well as common pitfalls to avoid.


http://www.newsml.org/

Following the tutorial, it is time to do some serious knowledge engineering—using XML topic maps
to build knowledge repositories, including Web sites that provide knowledge-related services. We turn
to the notion of ontological engineering, aterm that was only recently coined.22 Ontological
engineering is now a mainstream activity practiced by some of the large e-commerce enterprises and
dot-coms on the Web. This subject isimportant enough to warrant a chapter by Leo Obrst and Howard
Liu, Knowledge Representation, Ontological Engineering, and Topic Maps (Chapter 7). The chapter
presents a historical, theoretical, and practical sketch of the subject. An entire book-length treatment
will eventually be needed, but a notion underlying this book's presentation is that ontological
engineering is what you are doing when you construct XTM documents, and it isimportant to
introduce that topic early. Bernard Vatant suggests in Chapter 5 that the use of PSIsis germane to the
process of sharing knowledge, and constructing representations of knowledge is, at once, an art and a
science, as explained in the Obrst and Liu chapter. Later in this book, we return to knowledge
representation using semantic networks (in Chapter 13 by Eric Freese) and using topic map schemas
(in Chapter 14 by Holger Rath).

[19] My first exposure to the term ontological engineering was in a book by Douglas Lenat and R.V.
Guha, Building Large Knowledge-Based Systems: Representation and Inference in the Cyc Project,
Addison-Wesley, Reading, MA, 1990. It is entirely possible that appropriate attribution should lie in
sources much earlier than that.

But wait! There's more—ontological engineering just whets your appetite. So, we follow the gentle
introduction to ontological engineering with a chapter that develops intermediate-level topic maps. For
this, we turn to another notion that underlies this book: topic maps belong in the classroom. In fact,
three different chapters speak to classroom issues—Chapter 8, Topic Mapsin the Life Sciences;
Chapter 16, Prediction: A Profound Paradigm Shift; and Chapter 17, Topic Maps, Semantic Web, and
Education—where topic maps can add great value. John Lassen Park and Nefer Lin Park, with a bit of
help from me, created Chapter 8, Topic Mapsin the Life Sciences, which discusses the construction of
several topic maps. Mind you, these are not simple topic maps. Rather, they form the beginnings of an
extended kind of topic map, one that we call adrill-down topic map (that is, one that has the ability to
reference an entire topic map from atopic in adifferent topic map). Building a drill-down topic map is
arather new enterprise, one not that well understood. Chapter 8 presents just one approach to an
implementation of the drill-down feature.

In Chapter 8, one topic map serves as avery high level index into several other topic maps, each of
which presents information in amore detailed fashion and serves as an index into even deeper
presentations in the form of more topic maps. This application of topic maps satisfies part of what
Kathleen Fisher (the author of Chapter 16) and | characterize as constructivist learning, alearning
process in which children construct their own knowledge primarily by way of personal discovery
during projects, some of which include the construction of concept maps and topic maps.

Chapter 8 begins the process of applying some of the ideas expressed in Chapter 7. In the final section
of the book (see below), we pursue these knowledge representation ideas further.

Y ou might be wondering, "How complex can atopic map be?' My immediate answer to that question
isthat we just don't know yet. We have intuitions, some backed up by some early observations, but,
judging from efforts to surf Web sites that accumulate taxonomic information on living things, we
already know that some sites, when fully downloaded, accumulate many tens of megabytes of
information. Well, that's a huge download for kidsin school, but for governmental agenciesinvolved
in large data management problems, that's small. Asasmall illustration of the complexity issue, the
opening pages of Chapter 10, Open Source Topic Map Software, present two screen images of the
TouchGraph program, one that shows a heavily populated image and one that renders a much simpler
view. | am sure that as this book evolves we will be able to generate some heuristics about what
constitutes a complex topic map.
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Once you are familiar with XTM, you are ready to go out and build a Web site based on the topic
maps paradigm. Concluding the technical section of this book, we have two chapters that present the
"nuts and bolts" of topic maps. To build a Web site, you need to understand how to transforman XTM
document into a Web page. Chapter 9 by Nikita Ogievetsky, Creating and Maintaining Enterprise
Web Sites with Topic Mapsand XSLT, serves as a virtual cookbook for building Web siteswith XTM.

Building Web sites may require building topic map engines. For that, Chapter 10, Open Source Topic
Map Software, provides an introduction to some software projects available to anyone who wants to
download them from the Web and join in the fun known as hacking software. These projects are all
open source, meaning that the source code isincluded in the download, and an accompanying license
guarantees that those who play don't have to pay. Open source licenses a so alow those who play to
charge, that is, the software can be used in commercia projects. The chapter contains four subsections:
(1) SemanText by Eric Freese, (2) TM4J by Kal Ahmed, (3) Nexist by myself, and (4) the
GooseWorks toolkit by Sam Hunting and Jan Algermissen. All four projects are available on the Web;
we expect more open source topic map projects to follow.

Forward-Thinking Chapters

Once you know what topic maps are and how to create them, it's time to think about what to do with
them. The third section of the book presents material that is not mainstream today but just might
become mainstream really soon. Some of the chapters discuss semantic networks and inference
systems using X TM, things we can build today.

Bénédicte Le Grand, a computer scientist from Paris, contributed Chapter 11, Topic Map
Visualization, which represents the kinds of technologies she uncovered in her Ph.D. dissertation
research. If humans are socia animals, as indicated by David Weinberger above, they are aso, by and
large, visual animals. Indeed, the visual theme recursin later chapters when we wander into the
classroom.

We now return to the knowledge representation theme introduced earlier with Chapters 7 and 8. Eric
Freese contributed two chapters to this volume in addition to his section on SemanText in Chapter 10
mentioned above. Chapter 12, Topic Maps and RDF, presents the latest thinking on how XTM and
RDF are both similar and different. The notion of combining XTM with RDF comes up in discussions
often, so it makes sense to present as much about it as we know now. Chapter 13, Topic Maps and
Semantic Networks, develops the logic behind a complete network that represents aspects of Eric's
family. The entire XTM document that resultsis presented in Appendix D of this book.

To round out knowledge representation, Holger Rath contributed Chapter 14, Topic Map
Fundamentals for Knowledge Representation. In this book, readers have the opportunity to sample
many variations along the same theme, representing knowledge with topic maps. Holger's chapter ties
together all the elements of XTM and PSls at alevel of detail that is different, perhaps deeper, than the
other chapters.

To address aspects of topic maps that involve organization of knowledge, Alexander Sigel wrote
Chapter 15, Topic Maps in Knowledge Organization. Thisisreally a survey chapter that relates
background and historical perspectives to approaches we might take in applying topic maps to the
knowledge organization field.

I think the most "bang for the buck™ will come as topic maps are moved into the classroom. Thus, the
book closes with two chapters that focus on topic maps and pedagogy. The first is Kathleen Fisher's
Chapter 16, Prediction: A Profound Paradigm Shift. She traces the history of concept mapping and
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relates concept maps to topic maps. Kathleen's chapter is the second of three chapters that discuss
topic mapsin the light of learning activities.

My final chapter—Topic Maps, Semantic Web, and Education (Chapter 17)—sketches notions of a
constructivist learning environment coupled to the Semantic Web, applying dialog-mapping
technology to the problem of producing world-class, critical thinkersin classrooms everywhere. All
that using XTM, as | show in my open source project, Nexist.

To summarize, this book presents the background, technology, and aspects of the future of topic maps
and some important use cases for XTM. Y ou can read the book in any way you wish, but | suggest
that those not yet familiar with XTM read the entirety of the introductory section, Chapters 2 through
5, before launching off to explore the rest of the book.

Before | let you go, | should mention that there are some formatting conventions used throughout this
book. Generally, we use a monospace font to denote syntax elements. In addition, we put XML
element names between angle brackets (for example, <association>) and attributes between
hyphens (for example, -x1ink:href-). Finally, we use an italic monospace font when referring to
<topic> elements by their - id- attributes (for example, sea-star).

Isthe XTM specification work completed? Not by any stretch of the imagination. There remain alot
of details to take care of, and that work continues. But XTM is solid enough to begin using.

Happy reading.
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Chapter 2. Introduction to the Topic Maps Paradigm

Michel Biezunski

The World Wide Web enables us to create virtually unlimited quantities of information and to make it
immediately available to the world. We do not suffer from lack of information availability, but we do
have a hard time trying to locate the information we really need. Finding aids are therefore becoming
highly desirable. Topic maps provide a standard approach to creating and interchanging finding aids.

There are two dimensions to accessing information: where the information is and how to interpret it.
Finding aids help solve the first issue; the latter must be handled by applications.

Topic maps are opening a market for information assets presented as links, such as lists of terms,
ontologies, and vocabularies. Topic maps do so by providing a standard way to represent and
interchange these assets.

Managing Complex Knowledge Networks

Topic maps were originally designed to handle the construction of indexes, glossaries, thesauri, and
tables of contents, but their applicability extends beyond that domain. Research is showing that topic
maps—together with the Resource Description Framework (RDF)—can provide a foundation for the
Semantic Web. They can serve to represent information currently stored as database schemas
(relational and object). Where databases only capture the relations between information objects, topic
maps also allow these objects to be connected to the various places where they occur. Knowledge
bases can be designed that not only relate concepts together but also can point to the resources
relevant to each concept.

This is possible because topic maps were originally designed as neutral envelopes, hospitable to any
existing or future schema for knowledge representation. Therefore, al particular semantics for
describing knowledge-bearing information have been carefully excluded from the topic map
architecture. For example, the actual relations in existing thesauri, the types of objects described in
given ontologies, the classifications used by librarians to separate domains of knowledge, and the
various methods to provide dynamic delivery of structured information can be used to populate
instances of user-defined topic maps because the neutral topic map envel ope can manage them all.

Topic maps encompass a whole range of knowledge representation schemas, from very
straightforward and unambiguous to quite complex and even ambiguous information. Ambiguity is
not a bad thing. It is highly desirable for representing relationships that may be true or false,
depending on circumstance. Legal information, which is highly nuanced, is an example of one such
area of application.

Topic maps provide a common high-level backplane or framework for managing interconnected sets
of information objects. Instead of having to create proprietary link-management systems, which are
often extremely expensive, demanding, and costly to maintain, topic maps open a market for standard,
more reliable, cheaper products that will accomplish the same types of tasks for the benefit of a
significantly greater number of users. Topic maps render information assets independent of software
applications. The high-level nature of topic maps makes them attractive to information architects, who
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need powerful means of representing a virtually unlimited number of relationship types between a
virtually unlimited number of information types.

In that regard, topic maps have much in common with RDF. RDF also provides an abstract and
powerful way to represent connections between information resources. The relationship between RDF
and topic mapsis currently being studied. Research has progressed far enough to show that thereisa
distinction between types of high-level models for information, in order, on the one hand, to provide
to information owners a neutral language for knowledge representation and finding aids and, on the
other hand, to provide away for computersto run applications.

Primary Constructs
Topics

Topics are the main building blocks of topic maps. The word topic comes from the Greek word topos,
which means both location and subject. A topic isacomputer representation of a subject and may be
applied to a set of locations. Each of these locations is aresource, called atopic occurrence. All
occurrences of the same topic share the property of "being about" the subject represented by that topic.
The subject of atopic isthe primary characteristic of that topic, and the secondary characteristic
resides in the topic occurrences. That subject can be expressed by pointing to a resource. Two cases
are possible: either the resource itself constitutes the subject of the topic, or the resource merely
indicates the subject. In the first case, the subject is addressable. In the latter case, it is not, and it can
be only indicated by aresource. Chapter 5 discusses subject indicators.

Associations

Topics are connected to each other through associations. The definition of the association semanticsis
left to the designers of the topic map instance. Associations can be used to represent usual relationsin
thesauri (for example, narrower term, broader term, related term). They can express the relations used
in relational database tables as well. Associations can also be used to overlay hierarchical structure
upon existing information resources, and therefore associations are useful for building virtual tables of
contents that serve to present information objectsin a given order, regardless of the way they are
actually stored.

Names

A topic usually has a name, but it can also have no name or several names. And each name can take
several forms.

A topic with one name is the most common and straightforward case. However, if topics were allowed
to have only one name, there would be nothing special about topic maps—just another schema for
encoding ontologies, indexes, or vocabularies. Fortunately, a topic can have multiple names. Thisisa
requirement for representing robust, scalable, interchangeable knowledge networks. For example,

each animal, vegetable, and mineral has both a scientific name and a common language equivalent.
Some terms have different spellings or aliases. A topic might be given different names in different
languages or the same name in scientific nomenclature and several different natural language names.
Topic maps do not connect hames together; instead, they connect topics that may have multiple names.
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A topic may have no name. This case may seem useless at first sight, but it is quite common. Any
HTML link on the Web where an <A> element is used to express alink can be interpreted as an
occurrence of atopic, the target of the link being another occurrence of the same topic. The topic
exists because these two locations are about something shared, a subject they have in common, despite
the fact that a computer cannot usually exploit this characteristic because HTML is not rich enough.
For example, a sentence such as, "For more information about the product XYZ, goto ..." isnot
exploitable because there is no regularity in the string used to express thisidea. However, the mere
fact that there is areference to another location can be interpreted, in topic maps terms, as two distinct
occurrences of the same topic. It istherefore possible to consider that simple links or cross-references
are actually topics without names. Because of the aggregating character of atopic map, links can often
be expressed as topic map constructs. Doing so not only makes construction and maintenance of topic
maps simpler but also enables powerful management of the link information.

Furthermore, each name can be presented in a set of alternate forms that supplement the base name. In
I SO topic maps, these are the display name and the name used as a sort key. This mechanism has been
generalized with XTM, and all kinds of variant names can be used for purposes defined by users and
are provided by topic map—compliant applications. For example, for a given base name, there can be
several names used for display, depending on the medium. One variant can be for aternate text, and
another for agraphic. A topic can have avariant name for display on a cell phone, on a computer
screen, or on paper.

The fact that the name used for sorting is distinct from the base name is known by lexicographers and
indexers. The default sort order used by computersis based on a simple agorithm that uses values
assigned to each letter of the alphabet. Depending on the languages, sort algorithms may vary. In some
languages, accented characters have the same value as their nonaccented equivalents. In other
languages, it is different. For example, the German umlaut vowels are sorted asif they were followed
by e, for example, & is equivaent to ae. However, in French, & is considered the equivalent of a.

Scopes and Namespaces

Information models are always relative to a certain perspective or are tuned to a given audience,
depending on its language, expertise level, access rights, and so on. In atopic map, such perspectives
are specified with scopes. Everything that characterizes atopic in the topic map can be scoped: topic
names, topic occurrences, and roles played by topics in association with other topics. Scopes are
themselves expressed as a set of topics (technically, as a set of references to topics).

Scopes represent a mechanism for fine-tuning the topic map until merging makes sense. When severa
topics have the same name, they don't automatically correspond to the same topic. But if they have the
same name in the same scope, then there are reasons to think that they concern the same subject and
therefore should be merged. Merging can occur between several topic elementsin the same topic map
or, more significantly, between topics coming from different topic maps. Scopes can be used to trigger
merging or prevent merging from occurring. What happens to a topic map in the process of merging is
not entirely defined by the standard; this allows application designers to create applications that
interact very differently with their users. For example, atopic that has New York (the state) as one of
its names is not the same topic as one named New York (the city). Only if atopic has one of its base
names in a given scope identical to the base name of another topic within the same scope can they be
considered the same topic. The name-based merging rule states that two different topics with the same
name in the same namespace will be merged.

For that reason, scopes are namespaces. A namespace is defined here as a set of names that uniquely
represents an object. In other words, within a given scope, uttering a name gives access to the object
having that name (or no object, if no such object exists) but no more than one.
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If scopes are used to distinguish names, then it becomes possible to filter what is displayed depending,
for example, on the language scopes used for the topic map. Therefore, topic maps can help solve
localization issues. Scopes can be used for many other purposes as well: access rights, expertise levels,
validity limits, security, knowledge domains, product destinations, workflow management, and so on.

Rules for Merging Topic Maps

Topic maps are highly mergeable. According to the topic naming-constraint-based merging rule, two
topics will be merged if they share one identical base name in the same scope. According to the
subject-based merging rule, topics will be merged if they have the same subject identity, for example,
thelr <subjectldentity> subelement points to the same resource. The second merging ruleis
more reliable than the first, but it requires topics to point to the very same resource. Thisworksonly in
a closed environment (which could be industry-wide) where the published subjects in use are widely
known by the various topic map authors. See Chapter 5 for more on published subjects.

The subject-based merging rule is expected to encourage user communities that want to share
ontologies to refer to these common subjects published on the Web. It islikely that competing
ontologies will be created, but thisis not a problem for topic maps since topic maps are neutral
envelopes. On the contrary, it was the intent of the original designers of the topic map model to
provide away to connect information from various origins without requiring the whole world to refer
to aunique worldview. Every attempt to reduce knowledge or ontologiesto a single vision has failed
miserably, and new attempts are also doomed to failure.

The Big Picture: Merging Information and Knowledge
Information management results from the unification of documents and data.

XML bridges a gap between two domains: documents and data. The gap was once considered
unbridgeable. Documents were not highly structured, while databases were. By applying a database-
like approach to documents, XML, following SGML, helps us to recognize that documents and
databases are two sides of the same coin. A document, once structured, can be decomposed into a set
of elementary fields (called elements). A database can be rendered as a document. The Web, asa
platform for information interchange, does not enable us to determine the ultimate origin of an
information source. A tablein HTML can be produced by a document containing atable, or it may be
delivered dynamically from a database.

Documents in XML and databases share a common property: they are more or less structured prior to
processing. Processing structured information amounts to manipulating its structure, which is enabled
by querying, extracting, and performing other operations.

Information is not always structured in away that can be profitably used. Most information available
today on the Web is simply not structured. Therefore, the methods previously discussed do not apply.
Worse, thisimmense ocean of information may very well contain useful knowledge, but structuring it
issimply impossible due to its sheer quantity. Thisiswhere technologies derived from artificia
intelligence, natural language processing, linguistic analysis, and semantic recognition enter the
picture. Finding aids such as search engines are based on these technol ogies.

The need to bridge the domain of information management with knowledge technologies exists. One
of the problems that has slowed the penetration of technologies for managing knowledge is the
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absence of standards. Topic maps, together with RDF and new approaches now being explored, such
asthe DARPA Agent Markup Language (DAML), open awhole new area for the next generation of
technology.

A Step Toward Improved Interconnectivity

Today's attempts to improve Web navigation use the metadata approach: structuring or qualifying the
information in advance in order to make it navigable. But this presupposes that everybody in the world
agrees on fields, terms, and so on. While this has already happened with the Dublin Core™! for
libraries, this goa cannot be achieved easily, and probably not at al for wider communities—
especially when they are not aware of these issues (as opposed to librarians, who are).

(1] The Dublin Core is a metadata initiative found on the Web at http://dublincore.org/.

Topic maps can prepare information to be navigated: to refer to external subjects available on the Web.
By doing so, we do not impose any specific structure; we just use aterm and point to a place on the
Web where the term appears, possibly among alist of other terms, and where we know that everyone
else using the term means the same thing we do. These terms can be (optionally) organized as atopic
map and lead users to neighboring associated terms.

Topic maps improve navigation on the Web through a mechanism that uses these shared resources,
which are called published subjects. For example, the published subject "New Y ork" might be (if
defined as such) the metropolitan arealocated in the state of New Y ork and comprising the five
boroughs of Manhattan, Brooklyn, Queens, the Bronx, and Staten Island. Therefore, anyone who
wants to refer to this entity might point to the address where it is defined or simply use its name within
a scope, hoping that this topic will merge with others coming from other topic maps.

Topic maps shared by communities of users having common interests use sets of published subjects.
The whole topic map can be used as atemplate and simply imported into alocal topic map.

Design Principles for XTM
Simplicity

Figure 2-1 sketches the developmental history of XTM. The roots liein SGML. (Chapter 3 discusses
the history of SGML in more detail.) XML was created because many users felt that SGML was too
complicated. There was a need to simplify and limit its features to those that are essential for usein a
Web context. XTM was designed with the same motivation: to simplify the 1SO topic map
specification for optimized use on the Web. (However, the development of XML shows that the
eliminated complexity is returning in the associated specifications.)

Figure 2-1. The history of XTM
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Topic maps are intrinsically simple: they are made of topics. As mentioned earlier, topics express
subjects and are related through associations. Topics can have several names and occurrences, and
scopes qualify the extent of validity of names, occurrences, and associations. And that's basically it.

Itisageneral law in the history of science and ideas that simplicity follows complexity and does not
precede it. Theories and models are perceived as exceedingly complex at the time they are created and
before they gain wide acceptance. After they're accepted, theories are smplified and reduced to their
applicable cores. Only parts of them are used, and the underlying concepts become part of the shared,
universal culture. Examples of this phenomenon include Newton's theory of gravity and Maxwell's
theory of electrodynamics.

The development of the topic maps specification had to avoid two traps: the ssimplicity trap and the
complexity trap. Simplicity might end up being atrap if the focus is on short-term applications,
ignoring further developments in the future. Also, knowledge representation is sometimes far from
being simple, and a simplistic approach not only misses much that needs to be captured but also can
lead to false conclusions. Complexity might result from trying to accommodate too many inconsistent
requirements. When the editors of a specification try to integrate many contributions, the choices
made are likely to be inconsistent.

Creating a standard is the result of two opposing forces. If the technical experts lead the game, they
might come up with agood solution but one that is not appealing to decision makers because it is too
complex, and if decision makers implement a solution that is not technically correct, the standard will
be adopted but will not be long-lived, and a new standard will need to be invented shortly thereafter.
This tension explains why it takes a while to make a successful standard. The model underlying the

I SO specification was devel oped over three years, between 1992 and 1995. Then the model stabilized,
and the specification was processed into the SO procedure for two more years, until 1997. Then the
addition of scopes and facets provoked adjustments that resulted in two more years of work to make it
all fit together. The fact that the specification is no more than 30 pages long after this substantial
period of time accounts for its popularity.

Neutrality
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A topic map represents a neutral envelope that allows any representation of knowledge to be encoded.
Therefore, almost all information semantics have been removed from the XTM specification and | eft
to the user. There are no provisions for choice of topics, topic types, occurrence types, association
types, and so on. Such neutrality enables all existing models to be described in terms of topic maps.
But the specification still retains the typing semantic, which has been preserved to facilitate
interoperability of applications and to help leverage interest in topic maps in the database community
aswell asin the publishing industry, which uses topic types for specialized indexes.

Types applied to topics, associations, and occurrences are really a shortcut for a specific association
whose semantic is"is an instance of." Saying, for example, that "New Y ork is atopic of type City"
amounts to saying that "New Y ork is atopic that is connected to the topic City by the association
whose semantic is'is an instance of."

From ISO/IEC 13250 to XTM

This section describes the development effort undertaken to extend the 1SO specification and add new
features. It took one year to complete that task.

Addressing

One of the most obvious differences between the 1SO topic maps specification and XTM is the fact
that addressing in XTM islimited to Uniform Resource Indicators (URISs) while addressing in the ISO
specification can be expressed wihirtually any kind of notation. This restriction recognizes the central
role played by the Web as a worldwide network used as a common, well-defined platform on which
information can be interchanged.

In ISO/IEC 13250, HyTime (ISO/IEC 10744) is used as a base for addressing. HyTime contains a
very powerful addressing model based on the paradigm of the bibliographic reference, which allows
users to address anything, anywhere, at any time. It enables addressing objects that have not been
prepared for being addressed. The Hy Time addressing module supports all existing and future
notations, the possihility of addressing by name or by position, and semantic addressing such as
guerying. The power of these addressing facilities should preserve the long-term addressability of
information. However, the drawback to this approach is that unless software is equipped with a quasi-
universal "Swiss Army knife" that enables addressing in virtually any notation, there is no guarantee
that topic maps will become interchangeable in practice.

Ancther issueis that using HyTime requires declaration of the set of addressable objects, called the
bounded object set, which is absent from the Web perspective. This constraint makes management of
information possible. Without a bounded object set, there is no guarantee that an object that should be
addressabl e by the topic map will actually be there. In XTM, instead of being guaranteed by the
design of the addressing specification, this feature has to be resolved by applications. But this problem
is not specific to topic map navigation—it is generic to the existence of an addressed object on al
Web-based applications.

The Underlying Conceptual Model

Topic map concepts are expressed in the SO specification purely as syntax. It's important to read the
text in order to understand what the syntax actually means, and there are cases where the underlying
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conceptual model is not made explicit. There was an obvious need to clarify it and make it availablein
amore explicit way.

Architectural Forms versus Fixed DTDs

The 1S0 topic maps specification is a set of architectural forms? that express element type templates.
Rather than being afixed syntax, this mechanism, first introduced in HyTime (ISO/IEC 10744:1992),
lets designers create their own element types by inheriting from a common template.

2l See, for example, Structuring XML Documents by David Megginson (Upper Saddle River, NJ:
Prentice Hall, 1998).

The inheritance mechanism is atwo-leve hierarchy in the |SO specification: topics, associations, and
facets are three architectural forms that inherit from the HyTime varlink architectural forms. This
solution is elegant, and it lets topic map users design their own local syntax for topic maps.
Interchange is possible at the architectural level. However, the drawback of this solution is that each
resulting DTD for topic mapsis different. Several vendors have implemented topic maps, and they all
ended up with different document structures, although the semantic value was all the same. In order to
simplify interchange and align it on the usual methods used for XML, the XTM Authoring Group
decided to publish aDTD rather than a set of architectural forms. Also, despite the fact that the DTD
is now fixed, no flexibility in terms of knowledge representation semantics has been lost. Topic map
designers till retain all the power they need to design topic map information the way they want.

Element Types Preferred to Attributes

The XTM DTD uses elements wherever possible, rather than attributes. This is possible because the
number of primitivesin XTM isvery small and reading the syntax isintuitive. Here is an example of
how the syntax has been transformed to be made more explicit. The following syntax in ISO/IEC
13250:

<topic types="city'>
becomesin XTM:

<topic>
<instanceOf><topicRef xlink:href="#city"/></instanceOf>
</topic>

This example makes it explicit that the instance of atopic is areference to another topic. Thisis what
the instanceOf and the topicReT element types mean. Note that the XTM syntax is more verbose
than the corresponding syntax in ISO/IEC 13250. The syntax is only for interchange and is not likely
to be used internally by applications to represent the topic map information.

The Generalization of Display Names/Sort Names into Variant Names

The 1SO topic map specification has a provision to add to each name a variant form for display and

another for sort keys. This mechanism has been expanded for XTM and is now available as a generic
method to add variant names to topics for any processing context by defining parameters. Display and
sort arein XTM only two specific cases of this feature. Also, variant names can now be considered in
ahierarchy: variants nest. For example, where we choose a variant graphic for displaying a name, we

20



might parameterize a choice between color and black-and-white versions and, further down in the
hierarchy, a choice between various resol utions.

The Use of Simple Xlinks

When we were designing the 1SO specification, topic maps were indistinguishable from independent
linking. We had a choice of aseriesof linksin HyTime: ilink, hylink, agglink, and varlink. We chose
to go with varlink because this independent link form (whose name stands for "variable link™) is easy
to transform into the extended links then proposed for xlink. Also, the xlink specification has more to
offer than what we needed for topic maps, and we didn't want to have to explain what to do with the
unneeded characteristics of xlink, which have to do with link behavior. Another issue isthat in topic
maps everything is atopic evenif it is not explicitly declared as such. For example, arole playedin a
link istreated as atopic in topic maps, not just as a simple string. One of the reasons why thisis
important isto allow for multilingual topic maps to express every single construct's semanticsin a
local language.

Emergent Topics: Mechanisms for Considering a Resource as a
Topic

Sometimes resources are not expressed as topics but should be considered as topics. For example, an
association between topics can only relate topics together. If one of the things that is connected
through an association is not actually atopic, it can't play arole in the association—unless it
automagically becomes atopic by virtue of the fact that it isused asif it were atopic. The mechanism
whereby things become topics without requiring us to introduce supplementary markup with explicit
topicsis called reification.

Explicit Referencing

XTM has a mechanism to express explicitly the nature of the information being referenced. If it'sa
topic, then it'sreferenced using a top i cRef element. However, if it's aresource, there are two
options, as described below.

Studying the possibilities of convergence between topic maps and the RDF specification led us to the
realization that when we are addressing a resource in topic maps, there are two cases that need to be
distinguished: (1) the case where the resource itself is (or congtitutes) the subject of atopic (for
example, if atopicisaspecific Web page) and (2) the case where the subject of the topic isindicated
by the resource (for example, if the Web page is about a product that is the actual subject of the topic).
Therefore, we introduced two different elements that make explicit which case is meant. If it'sa
resource constituting a subject, it's referenced using a resourceRef element. If it'saresource
indicating a subject, it's referenced using asubjectindicatorRef element.

This explicit referencing system provides away for software application designers to set up the
mechanisms to check whether the information contained in atopic map is consistent. It also makes the
specification, and instances of the DTD, easier to understand.

The following example makesiit clear that the instance of atopic is another topic (it refers to another
topic).

<topic>

<instanceOf><topicRef xlink:href="#city"/></instanceOf>
<baseName><baseNameString>New York</baseNameString></baseName>
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</topic>
Here is another example:

<topic>
<instanceOf>
<subjectlndicatorRef xlink:href="docl.htm#cityDescription"/>
</instanceOf>
<baseName><baseNameString>New York</baseNameString></baseName>
</topic>

Herethereisno ""city" topic but there is a chunk of information (for example, a paragraph of text)
that describes what acity is. Thisis a case where we point to a resource that indicates the subject
rather than constituting a subject. Eventually, when the topic map is processed, the result will be the
same asif atopic had been explicitly created for that purpose.

The Lack of Facets in XTM

In ISO/IEC 13250, facets are qualifiers used to assign a property to an information object by providing
avalue for that property. Facets apply to absolutely anything and have no relationship with the topic
map architecture. They have been removed from X TM because there are now ways to handle this
requirement. The information object and the value of the property can now be considered asif they
were two topics associated by the association whose semantic is "applies to." By virtue of this general
reification mechanism, specific markup designed to support only facetsis no longer needed in XTM.

The Notion of Published Subjects

The notion of public subjects has been kept in XTM but renamed as published subjects to emphasize
the fact that when information is made addressable on the Web, that act is similar to the act of
publishing, and published subjects should remain stable. For example, if a URL indicated the subject
"USSR," the subject name should not have been updated even after the country changed its name
because many documents are likely to refer to the "USSR" subject, even if the country name itself has
changed.

An Explicit Processing Model

The processing model for topic maps is based on the observation that the syntax does not, and cannot,
give a complete picture of what is going on in the heart of the topic map. When atopic map, in its
interchange syntax, is processed by an application, it gets resolved into a graph. The graph contains
nodes and arcs, and nodes have the properties of the constructs that are defined in the specification.
There are three kinds of nodes: (1) t-nodes, which represent subjects; (2) a-nodes, which connect t-
nodes; and (3) s-nodes, which qualify a-nodes. Roughly speaking, t-nodes correspond to topics, a-
nodes correspond to associations, and s-nodes correspond to scopes. But thisis not 100 percent exact,
and the difference between the level of exactness and 100 percent accuracy is precisely what the
processing model is about.

A topic resolvesin at-node in the topic map graph. But two topics might share the same subject. In
that case, both of them resolve to one t-node in the graph. Thus, the processing model enforces the
subject-based merging rule as topic map syntax alone cannot.
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An association resolvesin an a-node in the topic map graph. But a-nodes are connections that are
more elementary than associations. Associations can only connect topics (or their surrogates). But
there are a-nodes between a topic element and some of its characteristics. For example, thereisan a
node between a topic and its base name, and there are a-nodes between a topic and each of its
occurrences.

Summary

A topic map is composed of topics and associations between those topics. A topic typicaly is
composed of two ingredients: (1) areference to a subject and (2) references to occurrences of the topic.
Following chapters take us much deeper into these and other elements of topic maps.

Acknowledgments

I would like to thank the members of the XTM Authoring Group and the current editors for the
considerable amount of work they have accomplished. | would especialy like to thank Steven R.
Newcomb, who has played a key role in integrating concepts and envisioning the future of topic maps,
aswell as Sam Hunting and Murray Altheim, who coedited the original drafts with the strong spirit of
ateam. Working with them has been extremely productive. Finally, | would like to thank the
reviewers for their comments and suggestions.

23



Chapter 3. A Perspective on the Quest for Global
Knowledge Interchange

Steven R. Newcomb
(includes some material cowritten with Michel Biezunski)

In 1989, Y uri Rubinsky™ made a video that he hoped would compel any viewer to grasp the
importance of SGML, the SO standard metalanguage from which has come much of the "Internet
revolution,” including HTML and XML. Theintent of the video was to dramatize the enormous
significance of asimple but revolutionary idea: any information—any information—can be marked up
in such away asto be parsable (understandable, in a certain basic sense) by asingle, standard piece of
software, by any computer application, and even by human readers using their eyes and brains.

M yuri Rubinsky (1952-1996) was not only a great wit and a Renaissance man; he was also a leader in
thought whose words, deeds, dreams, and dedication continue to inspire people who work together to
realize the promise of global knowledge interchange.

In the video, aliens from outer space understand a message sent from Earth, because the message is
encoded in SGML. Thislittle drama occurs after the aliens first misunderstand a non-SGML message
from Earth. (They have already eaten the first message, believing it to be a piece of toast.)

At thetime, | was having great difficulty helping my colleagues understand the nature of my work,
and | thought maybe Y uri's video would help. One of my colleagues, who had funding authority over
my work, was surprised that | had never explained to him that the purpose of my work was to foster
better communications between humans and aliens. He was quite serious?

I sl attempting to make his point, Yuri made several more videos, one of which, with no alien subplot,
was ultimately published as SGML, The Movie.

This experience and many others over the years have convinced me that, while the technical means
whereby true global information interchange can be achieved are well within our grasp, there are
significant anthropological obstacles. For one thing, it's very challenging to interchange information
about information interchange. As human beings, we pride ourselves on our ability to communicate
symbolically with each other, but comparatively few of us want to understand the details of the
process. Communication about communication requires great precision on the part of the speaker and
an unusually high level of effort on the part of the listener. | suspect that thisis related to the fact that
many people become uncomfortable or lost when the subject of conversation is at the top of a heap of
abstractions that is many layersthick. It's an effort to climb to the top, and successful climbs usually
follow one or more unsuccessful attempts.

When you have mastered the heap of abstractions that must be mastered in order to understand how
global information interchange can be realized, the reward is very great. The view from thetop is
magnificent. From atechnical point of view, the whole problem becomes simple. Very soon thereafter,
however, successful climbers realize that they can't communicate with nonclimbers about their
discoveries. This peculiar inability and its association with working atop atall heap of abstractions are
evocative of the biblical myth of the Tower of Babel. Successful abstraction-heap climbers soon find
themselves wondering why their otherwise perfectly reasonable and intelligent conversational partners
can't understand simple, carefully phrased sentences that say exactly what they're meant to say.
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Y ou have now been warned. This book is about the topic maps paradigm, which itself isareflection
of aspecific set of attitudes about the nature of information, communication, and reality. Reading this
book may be quite rewarding, but there may also be disturbing consequences. Y our thinking, your
communications with others, and even your grasp of reality may be affected 2!

B The writings of Plato, the ancient Greek philosopher who pioneered many of the basic philosophical
ideas, have been having similar effects on their readers for thousands of years.

Information Is Interesting Stuff

Information is both more and less real than the material universe. It's more real because it will survive
any physical change; it will outlast any physical manifestation of itself. It'sless real becauseit's
ineffable. For example, you can touch a shoe, but you can't touch the notion of "shoe-ness' (that is,
what it means to be a shoe). The notion of shoe-nessis probably eternal, but every shoe is ephemeral.

The relationship between information and reality is fascinating. (By reality here | mean "the reality of
the material universe"—or what we think of asitsreality.) We all behave asif we believe that thereis
avery strong, utterly reliable connection between information and reality. We ascribe moral
significance to the idea that information can be true or false: we say that it's true when it reflects
reality and false when it doesn't. However, there is no way to prove or disprove that there is any solid,
objective connection between symbols and reality. Symbols are in one universe, redlity isin another;
human intuition, understanding, and belief form the only bridge across the gap between the two
universes. The universe of symbolsisahuman invention, and our arts and sciences—the information
resources that human civilization has accumulated—are the most compelling reflection of who and
what we are.

Money, the "alienated essence of work™ as some philosophers have put it, is also information. | once
saw Jon Bosak™ hold up a dollar bill in front of an XML-aware technical audience, saying, "Thisisan
interesting document.” The huge emphasis that our culture places on the acquisition of money isa
powerful demonstration of our confidence in the power of information to reflect reality or, more
accurately, in the power of information to affect reality. In the United States, we have a priesthood
called the Federal Reserve Board, answerable to no one, whose responsibility isto protect and
maximize the power of U.S. dollarsto affect reality. The Fed seeksto control monetary inflation, for
example, because inflation represents a diminishment of that power.

) Jon Bosak is widely regarded and admired as the father of XML.

Thinking of money as a class of information suggests an illustration of the importance of context to
the significance of information for individuals and communities: given the choice, most of us prefer
money to be in the context of our own bank accounts. Thinking of money as information leads one to
wonder whether information and money in some sense are the same thing. Some information
commands a very large amount of money, and the visions of venture capitalists and futurists are often
based on such intellectual property. In some circles, the term information economy has become a pious
expression among those who are called upon to increase shareholder value. (On the other hand, the
economic importance of information can be overstressed. Information when eaten is not nourishing,
and when it is put into fuel tanks, it does not make engines run.)
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Information has far too many strange and wonderful aspectsto alow them all to be discussed here; |
regret that | can only mention in passing the mind-boggling insights offered by recent research in
guantum physics, for example.

For purposes of thiswriting, anyway, the most interesting aspect of information is the unfathomable
relationship between information and the material universe, as well as the assumptions we all make
about that relationship in order to maintain our global civilization and economy. That unfathomable
relationship profoundly influenced the design of the topic maps paradigm. Those who would
understand the topic maps paradigm must appreciate that there is some sort of chasm between the
universe of information (that is, the world of human-interpretable expressions) and the universe of
subjects that information is about—a chasm that is (today, anyway) bridgeable only by human
intuition, not by computers. The topic maps paradigm recognizes, adapts itself to, and exploits this
chasm. (Well discuss this later.)

Information and Structure Are Inseparable

Excuse me for saying so, but there is no such thing as "unstructured information." Even the simplest
kind of information has a sequence in which there is a beginning, a middle, and an end, some concept
of unit, and, usualy, several hierarchical levels of subunits. Information always has at |east one
intended mode of interpretation, and the interpretability of information is always utterly dependent on
the interpreter's ability to detect structure.

Written and spoken natural languages have structures, although their structures are so subtle, variable,
nuanced, and driven by human context that computers are still unable to understand natural languages
reliably, despite many years of intense effort by many excellent minds. The fact that computers cannot
reliably understand natural languages does not justify terming natural languages "unstructured.” This
strange term, unstructured information, was coined in order to distinguish information whose structure
can be reliably detected and parsed by computers (structured information) from information, such as
natural languages, that does not readily submit to computer processing given state-of-the-art
technology (unstructured information).

Formal Languages Are Easier to Compute Than Natural
Languages

Computers aren't reliable tranglators of human communication, but humans can transate simple
aspects of their various affairs into the patois of computers. We call these expressively impoverished
languages formal languages, which makes them sound alot better than they are. Virtualy everything
that computers do for our civilization involves the use of formal languages.

If you think you are unfamiliar with formal languages, you are mistaken. Dialing a telephone number
constitutes a kind of formal utterance; telephone numbers have arigid syntax that constitutes a kind of
formal language. Around the globe, different localities use different formal languages for controlling
the behavior of telephone switches. In North America, for example, one of the syntactic rules of the
local formal language for dialing telephone numbersis that, in order to reach atelephone whose
number is outside the local area but still within North America, a1 must be thefirst digit dialed when
the dial toneis heard. This syntactic rule is not very expressive, but, like most of the features of most
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formal languages, it's simple, deterministic, and highly computable. It's so easily understood by
machines, in fact, that this simple syntactic rule has been enforced by telephone switchesin North
Americafor decades

Bl Less than ten years ago, the whole world was changed when the World Wide Web made it possible
to give, in effect, telephone numbers to sources of information. These "telephone numbers" are known
as Web addresses. For example, one such Web address, http://www.w3.0rg, is the most important
source for information about the World Wide Web: it is the Web address of the World Wide Web
Consortium. Needless to say, Web addresses are expressed by way of formal languages, one of which
is known as the Hypertext Transport Protocol (HTTP).

Generic Markup Makes Natural Languages More Formal

Starting in 1969, a research effort within IBM began to focus on generic markup in the context of
integrated law office information systems.®! By 1986, Charles Goldfarb had chaired an ANSI/ISO
process that resulted in the adoption of Standard GML, also known as Standard Generalized Markup
Language (SGML, 1SO 8879:1986). Today, SGML isthe gold standard for nonproprietary
information representation and management; XML, the eXtensible Markup Language of the Web,
corresponds closely to a Web-oriented | SO-standard profile of SGML called WebSGML. The Web's
traditional language for Web pages, HTML, is basically a specific SGML tag set or markup
vocabulary. XML, like SGML, allows users to define their own markup vocabularies.

(61 The team ultimately included Goldfarb, Mosher, and Lorie, whose initials became the name of the
language: GML.

SGML was based on the notion that natural language text could be marked up in a generalized fashion,
so that different markup vocabularies (or tag sets) could be used to mark up different kinds of
information in different ways, for different applications, and yet still be parsable using exactly the
same software, regardless of the markup vocabulary. Since interchangeable information always takes
the form of a sequence of characters, the ability to mark up sequences of charactersin away that is
both standard (one piece of software works for everything) and user-specifiable (users can invent their
own markup vocabularies) has turned out to be akey part of the answer to the uestion, "How can
global knowledge interchange be supported?”

The SGML and XML languages that ultimately grew out of the early GML work now dominate most
of the world's thinking about the problem of global information interchange. These languages
represent an elegant and powerful solution to the problem of making the structure of any
interchangeable information easily and cheaply detectable, processable, and validatable by any
application.

Perhaps the most fundamental insight that led to the predominance of SGML and XML isthe notion
of generic markup, as opposed to procedural markup. Procedural markup is exemplified by tag sets
that tell applications what to do with the characters that appear between any specific pair of tags (an
element start tag and an element end tag). For example, imagine a start tag that says, in effect, "Render
the following charactersinitalics," followed by the name of a ship, such as Queen Mary, followed by
an end tag that says, in effect, "This is the end of the character string to be rendered in italics; stop
using theitalic font now." This set of instructionsis indicated by the following syntax:

<italics>Queen Mary</italics>
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These font-changing instructions are very helpful for arendering application, but they are virtually
useless for supporting applications that are looking for occurrences of the names of ships because
many things are italicized for many reasons, not just the names of oceangoing ships. It turns out that
generic markup offers significant economic benefits to the owners of information assets. For example,
astart tag (for example, ""'ship-name") that, in effect, says, "The next few characters are the name of
aship," that is, what kind of thing that character string is, isjust as useful for rendering purposes as
one that says, "Italics start here,” but the generic tag can support many more kinds of applications,
including applications that weren't even imagined when the information asset was originally created.
Generic markup is not application-oriented; it isinformation-oriented. It provides information
(metadata) about the information that is being marked up.

A start tag is a piece of formal, computer-understandable data that can appear in the midst of natural
language data that the computer does not understand. Because of generic markup, we can now use
computers to help us manage and interchange information in a hybrid fashion: the computer
understands the computer-oriented formal information, and the rest is often explicitly rendered for
human consumption.?

[l The use of XML as a kind of communications protocol for business transactions between Web-
connected business applications is probably less challenging. In such applications, XML is not
necessarily chosen for its ability to represent hybrid resources. Instead, XML is chosen simply because
"well-formed" XML is easily parsed by free software, and perhaps also because it is not difficult to
debug problems in information that is represented in XML because XML is directly readable by human
beings.

But problems remain.

e How, for example, are computers supposed to understand what the tags mean? The "'ship-
name' tag, by itself, could easily be misunderstood as indicating the beginning of the name
of the recipient of some sort of shipment of merchandise, for example. Let's forget about
computers for amoment and consider human beings instead. No matter which natural
language you choose, most of the people on this planet can't read it. Even those who can read
English may use alocal dialect that may cause them to be misled as to the significance of a
tag name. In general, how are human beings supposed to understand that this particular tag's
intended purpose is limited to marking up the names of oceangoing ships? It is difficult to see
how the dream of global knowledge interchange can be realized in the absence of arigorous
way to provide metadata about any kind of metadata, including markup.

e What about information that isn't marked up very well (or at al) to begin with?

e What about information whose structure is arguable or ambiguous? It can only be marked up
one way at atime, unless you're willing to maintain two versions of the same source
information—a strategy that can often be more than twice as expensive as maintaining a
single source.

e What if you need to regard information as having a structure that is different from the
structure its markup thrusts upon you, and you don't have the right or ability to change it,
copy it, or reformat it?

Asyou can see, generic markup is only part of the answer to the problem of supporting global
knowledge interchange. Much of the rest of the answer has to do with other kinds of metadata—kinds
of metadata that are not internal to the information assets but are information assets in their own right.
Although they are strikingly and subtly different from other kinds of metadata, topic maps are, among
other things, just one of many kinds of such external metadata information assets.
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A Brief History of the Topic Maps Paradigm

The work on topic maps began in 1991 when the Davenport Group was founded by UNIX system
vendors (and others, including the publisher O'Reilly & Associates). The vendors were under
customer pressure to improve consistency in their printed documentation. There was concern about
the inconsistent use of terms in the documentation of systems and in published books on the same
subjects. System vendors wished to include O'Reilly's independently created documentation on X-
Windows, under license, seamlessly in their system manuals. One major problem was how to provide
master indexes for independently maintained, constantly changing technical documentation
aggregated into system manual sets by the vendors of such systems.

Thefirst attempt at a solution to the problem was humorously called SOFABED (Standard Open
Formal Architecture for Browsable Electronic Documents).

The problem of providing living master indexes was so fascinating that, in 1993, a new group was
created, the Conventions for the Application of HyTime (CApH) group, which would apply the
sophisticated hypertext facilities of the 1ISO 10744 HyTime standard. HyTime had been published in
1992 to provide SGML with multimedia and hyperlinking features. The CApH activity was hosted by
the Graphic Communications Association Research Institute (GCARI, now called IDEAIliance). After
an extensive review of the possibilities offered by extended hyperlink navigation, the CApH group
elaborated the SOFABED model as topic maps. By 1995, the model was mature enough to be
accepted by the ISO/JTCL/SC18/WG8 working group as a "new work item"—a basis for a new
international standard. The topic maps specification was ultimately published as ISO/IEC
13250:2000.2

(8] For more information, see http://www.y12.doe.gov/sgml/sc34/document/0129.pdf.

During theinitial phase, the ISO/IEC 13250 model consisted of two constructs: (1) topics and (2)
relationships between topics (later to be called associations). As the project devel oped, the need for a
supplementary construct, one able to handle filtering based on domain, language, security, and version,
emerged; as aresult, amechanism for filtering was added, called facet. This approach was soon
replaced by a more powerful and elegant vision based on the notion of scoping. The notion of scopein
topic mapsis one of the key distinguishing features of the topic maps paradigm; scope makes it
possible for topic maps to incorporate diverse world views, diverse languages, and diversity in general,
without loss of usefulness to specific users in specific contexts and with no danger of irreducible
"infoglut."

Asan aside®! note that the scope and subject identity point aspects of the topic maps paradigm were
first developed and articulated by Peter J. Newcomb and Victoria T. Newcomb during a 1997
breakfast conversation at the Whataburger restaurant in Plano, Texas. In our family, we still
sometimes call those aspects the Whataburger model, although the Whataburger interchange syntax
has not survived. The XTM conceptual model accurately reflects the Whataburger model, however; it
has stood the test of time. It's interesting to note how the syntax of topic maps has evolved since
Whataburger. The syntax that minimally and accurately reflected the Whataburger model turned out to
be inexplicable to most people; it was a marketing fiasco. Michel Biezunski, who for many reasonsis
the primary hero of the story of topic maps, is not coincidentally also the origin of what | call
Biezunski's Principle. Simply put, Biezunski's Principleis: Thereis no point in creating a standard
that nobody can understand.

B one far too verbose for a simple footnote!
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(Another way he sometimes putsit is, "I'm not interested in convincing anyone that we are smarter
than they are.") The whole idea of having a syntactic element type that corresponds to the notion of a
topicis, in strictly technical terms, totally unnecessary baggage that actually obscures the deeper and
beautifully simple structures that topic maps embody. Even so, the <topic> element type isthe
foundation of the syntax of topic maps, both in the ISO standard and in the XTM specification. Thisis
because people intuitively and quickly grasp the notion of <topic> elements, and the whole idea that
atopic can be represented syntactically as akind of hyperlink is an inherently exciting one. For me,
the popularity of the <topic> element type and the marketing success that the topic maps paradigm
now represents are convincing demonstrations of the power of Biezunski's Principle. (I think
Biezunski's Principle owes much to the work of Tim Berners-Lee and others, whose design for the
World Wide Web succeeded in opening awhole frontier of human interaction and endeavor, where
other designs, including more intellectually elegant and powerful ones, had failed to get serious global
traction. But that's another story.)

The 1SO 13250 standard was finalized in 1999 and published in January 2000. The syntax of 1SO
topic mapsis at the same time very open and rigorously constrained, by virtue of the fact that the
syntax is expressed as a set of architectural forms.2% (Architectural forms are structured element
templates; this templating facility isthe subject of ISO/IEC 10744:1997 Annex A.3.2%) Applications
of 1SO 13250 can freely subclass the element types provided by the element type definitionsin the
standard syntax, and they can freely rename the element type names, attribute names, and so on. Thus,
SO 13250 meets the requirements of publishers and other high-power users for the management of
their source codes for finding information assets.

[10] Enabling technology for XML and SGML architectural forms is freely available at

http://www.hytime.org/SPt.

(L] You can access the text of this annex at http://www.ornl.gov/sgml/wg8/document/n1920/html/clause-

A.3.html.

However, the advent of XML and XML's acceptance as the Web's lingua franca for communication
between document-driven and database-driven information systems created a need for aless flexible,
less daunting syntax for Web-centric applications and users. This goal, which was achieved without
losing any of the expressive or federating power that the topic maps paradigm provides to topic map
authors and users, is the purpose of the XTM (XML topic maps) specification.

The XTM initiative began as soon as the | SO 13250 topic maps specification was published. An
independent organization called TopicMaps.Org,*2 hosted by IDEAIliance, was founded for the
purpose of creating and publishing an XTM 1.0 specifi cation as quickly as possible. In less than one
year, TopicMaps.Org was chartered and the core of the XTM 1.0 specification was delivered at the
XML 2000 conference in Washington, DC, on December 4, 2000, with the final version of XTM 1.0
delivered on March 2, 2001.

% see the organization's Web site at http://www.topicmaps.org.

Michel Biezunski (of InfoLoom) and | (of Coolheads Consulting) were the founding cochairs of
TopicMaps.Org and coeditors of the Core Deliverables portion of the XTM specification as well as of
the remaining portions of the Authoring Group Review version of the specification. In January 2001,
Graham Maore (of Empolis) and Steve Pepper (of Ontopia) became the new coeditors, and Eric
Freese (of ISOGEN/DataChannel) became the chair of TopicMaps.Org. More recent eventsin the
history of XTM and TopicMaps.Org are discussed in Chapter 4.
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Data and Metadata: The Resource-Centric View

Metadata is not only "about data'—it is also always data, itself. One person's data is ancther person's
metadata. Thereis, in general, no difference between data and metadata; it's all a matter of perspective.

It is normal to think of metadata as being somehow "in orbit" around the data about which the
metadata provides information. The existence of a metadata Web site that provides information about
data Web sites affects global knowledge interchange in two ways.

1. When users are at the metadata Web site, their attention can be directed at one or more data
Web sites, and users can know the reasons why.

2. When users are at the data Web site, they may derive more useful information if they also
know about the availability of the metadata Web site and its reasons for expressing metadata
about that data.

The idea that metadata can be externally and arbitrarily associated with datais a powerful one, but, by
itself, this attractive and simple idea leads nowhere. When a single data Web site is associated with
(that is, pointed at by) millions of metadata Web sites, the result can easily be "infoglut"—such atidal
wave of information that, as a practical matter, its overall utility is zero. There needsto be away to
use computers to determine the relevance of al this information to the user's specific situation and to
show the relevant information while hiding the rest.

Itisironic that the recent huge improvement that information technology has brought to the
accessihbility of information—such as providing instant hyperlink traversal to any Web site, anywhere
in the world—has itself made more and more information inaccessible due to the sheer quantity of it.
The dream of global knowledge interchange recedes, even as it becomes real. Our power to filter out
unwanted information must keep pace with the quantity of unwanted information. It's arace that we
currently appear to be losing.

Although it may sound strange, it isimperative that we develop technical, economic, and business
models that will allow businesses to make money by hiding information—by providing information
that can be used to hide other information. It's also imperative that these models absolutely support

and cherish diversity. Thisis because particular information filtration problems may, as a purely
practical matter, require hiding information that emanates from a variety of sources and that reflects a
variety of worldviews. These diverse sources may not even know about each other, much less
deliberately design their products in such away as to make them "federable" (that is, usable in concert)
with one another. Thisiswhat the topic maps paradigm is all about: making diverse metadata sources
more or less automatically federable.

One of the things that a metadata Web site may usefully provide is information as to which other Web
sites have information on specific topics. Such metadata Web sites are often (and misleadingly) called
search engines. But search engines do not usually provide topically organized information. Y ahoo! is
one notable exception, but it works only for a small number of topics and only in ways that are
consistent with Y ahoo!'s singular and necessarily self-serving view of the wide world of information.
Instead, unlike Y ahoo!'s topically oriented features, most search engines merely provide information
about which other Web sites provide information that contains certain strings of characters. A user
interested in information on a particular topic must be clever enough and lucky enough to be able to
sneak up on relevant information on the basis of strings that he or she hopes will be found in such
information—and not found in too much other information. The user must guess the language of the
desired Web sites' information well enough to imagine which strings are relevant.
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When a user attemptsto find information, the user usually has a particular topic in mind about which
he or she wishes to know more. The user is not interested in Web sites or specific information
resources, except insofar as they offer information that is specifically relevant to that topic. The first
order of business, then, really should be to allow the user and the computer to agree about exactly
what topic the user wants to research. Once the computer has established the exact topic, the
computer's task should be to hide all the information about the topic that, for one reason or another,
the user should not be bothered with and to render only the remaining information. This kind of user
interaction with the Web is supportable if topic maps are widely used because the topic maps
paradigm explicitly permits and supports business models based on the development and expl oitation
of lists of topics that have names and occurrences in multiple languages for use in multiple contexts
and that can themselves be found on the basis of their relationships with many other findable topics.

Still, there is an unbounded number of topics, there isan awful lot of information out there, and the
sheer quantity is growing at a phenomenal rate. Many individual pieces of information can often be
regarded as being relevant to many different topics simultaneously. Nobody will ever categorize
everything, but many people will categorize some of it many times over, often in different and even
conflicting ways.22! The topic maps paradigm explicitly permits and supports business models that are
based on the development and exploitation of categorizations of information resources. Every
category can be represented as atopic. Similarly, every system of categorization can also be
represented as atopic. In fact, there is nothing that can't be represented as a topic. The exploitation of
preexisting categorizations is not only the key to hiding unwanted information; it's also the key to
finding it in thefirst place, unlessit happens to contain some string that you are lucky enough to guess
and that doesn't also appear in more than afew other resources.

(3] Aristotle, who extended and applied Plato's ideas, proposed a very famous and influential system of

categorization. Aristotle did not have to face the current situation in which many diverse, evolving, and
useful worldviews—systems of categorization—must be allowed and encouraged to participate fully in a
global civilization.

Metametadata, Metametametadata ...

One way to federate metadata is to create metadata about the metadata. Then, of course, we may need
to federate that metametadata with other metametadata, using metametametadata. The absurdity of
this approach is obvious: there islittle opportunity for benefit to be realized from standardization in a
model that requires infinitely recursive metalevels. There must be a better way. And thereis:. the topic
maps paradigm moves in the other direction by recognizing the existence of a single, implicit,
underlying layer. It's the same underlying universe that is known in philosophical circles as Platonic
forms™#! (so named for Plato, the ancient Greek philosopher mentioned earlier).

4 The term Platonic form escapes simple description. A good Web page on the topic is

http://www.soci.niu.edu/~phildept/Dye/forms.html.

Subjects and Data: The Subject-Centric View

The notion of "shoe-ness" has already been mentioned as a notion that is eternal but ineffable, while
any given shoe is ephemeral but concrete. As Plato might have pointed out, only our minds can sense
shoe-ness, and only directly; we cannot sense shoe-ness with any of our five physical senses, even
though we can certainly sense agiven shoe in avariety of ways. We can be aware of shoe-ness—even
the shoe-ness of a particular shoe— only with our minds. For Plato, shoe-ness existsin a plane of
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existence that is somehow more exalted, perhaps because it is more permanent than anything our five
senses can sense. Plato'sideathat there is a plane of existence that is accessible only by our mindsis
exploited by the topic maps paradigm in order to make data resources federable without endless layers
of metadata upon metadata.

The topic maps paradigm recognizes that everything and anything can be a subject of conversation,
and that every subject of conversation can be a hub around which data resources can orbit. Unlike the
resource-centric view in which metadata orbits data resources, in the subject-centric view, data orbits
subjects. If the subject itself happens to be a data resource, the orbiting data can, of course, be called
metadata. But one of the essential lessons of the topic maps paradigm isthat all data is data about
subjects, but only some subjects are themselves data; most subjects are not information resources.
When the problem of global knowledge interchange is approached with this subject-centric attitude,
the solution becomes much simpler and easier. Indeed, for many people, and particularly for the
people who have used it the most, the topic maps paradigm passes the most convincing test of all: the
solution, once finally found, is obvious.

There is one problem: computers cannot access subjects unless those subjects happen to be
information resources themselves. A computer cannot access the Statue of Liberty, for example, or
love, or hot chocolate, or shoe-ness. There is no computer-processable pointer to any of these things.
As apractical matter, there is no human-processabl e pointer to these things either—people can't wave
their hands and produce these things out of thin air. However, people have another gift that makes it
unnecessary to produce concrete things in order to discuss them: the ability to communicate
symbolically, to understand each other on the basis of symbols. It's an everyday miracle that | can say
to you the words, "Statue of Liberty," and you will immediately know I'm talking about a certain large
greenish statue of awoman, created by Gustav Eiffel, that is situated on Liberty Island in New Y ork
Harbor, with a somewhat smaller prototype located in Paris, France. There is very little chance that
you will misunderstand me (although it's possible that | could be referring to a certain unconventional
pattern of play in American football).

If you've followed this discussion so far, you're ready to understand some imagery that was pivota in
the development of the topic maps paradigm. Imagine a chasm with two high cliffs, one on the left
side of the chasm and one on the right. There is no physical bridge across the chasm. On the left-hand
cliff isthe universe of symbols and expressions. All written, pictorial, and other symbolic expressions
exist on the left-hand cliff. On the right-hand cliff is the world of subjects of conversation. (The
conversations themselves, since they are in the universe of symbolic expressions, are found only on
the left-hand cliff.) On the right-hand cliff we find love, the Statue of Liberty, shoe-ness, the smell of
hot chocolate, Minnie Mouse's high-heeled shoes, and every other thing that is or can ever be
symbolized by the expressions found on the left-hand cliff: every actual and possible topic of
conversation, without exception.

Thefirst thing to realize about thisimagery is that, while there is no bridge across the chasm, crossing
it isthe everyday miracle that our brains accomplish whenever we successfully understand any
symbolic expression. We sense certain symbols, and somehow we intuit the corresponding thing on
the right-hand cliff. Human intuition (the human brain, if you like) is the only transportation facility
that can cross the chasm. This means that it must be true that it's possible for symbols to represent
reality or, at least, that we constantly assume that symbols represent reality. (As engineers, we are
compelled to admit that the fact that everybody assumes that it's true is good enough to get the job
done.) Asin the case of monetary information, for example, the validity of that assumption is what the
high priests at the Federal Reserve Bank are supposed to ensure. Actualy, civilization itself rests
entirely on the unprovable assumption that information has some bearing on reality, so maybe we can
afford to take achance onit.
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The second thing to realize about thisimagery isthat all data and all metadata are entirely on the left-
hand cliff. The left-hand cliff has some reality, too, because information (expressions) do indeed exist.
Wondrous to say, there is no "missing bridge to reality” problem on the left-hand cliff. When a subject
happens to be an information resource, even an inanimate computing device can take us where we
want to go by understanding and executing the symbols (Web addresses, for example) that uniquely
identify that information resource. Indeed, history seemsto show that the ease of accessing such
addressabl e subjects—information resources—has in fact seduced us into thinking that only
resources—symbolic expressions that can be addressed by computers—can be the hubs around which
data can be organized.

And here is where the topic maps paradigm performs a bit of chicanery. Computers can't directly
address the Statue of Liberty, for example, but they can address information about the Statue of
Liberty. More to the point, they can address an information resource that serves as a surrogate for the
Statue of Liberty. Since we're stuck with the limitations of computers (and the underlying limitations
of symbolic expressions), the key isto allow anyone and everyone to establish conventions for such
surrogates, according to their own needs and convenience, whereby arbitrary subjects can be uniquely
represented by specific addressable information resources. The topic maps paradigm accomplishes
thistrick by taking the position that a certain specific kind of reference to an information resource
must be interpreted not as a reference to that resource but rather as a reference to whatever subject of
conversation is indicated by that information resource, when that information resource is perceived
and understood by a properly qualified human being. In some sense, then, the topic maps paradigm
lets the computer take avirtual journey across the chasm by riding on human perception and
intuition.2>! The referenced resource becomes more than a resource: it becomes a symbolic surrogate,
on the left-hand cliff, for something on the right-hand cliff, on the other side of the chasm, where only
human intuition can reach.

M1 a way, it's not very different from the insertion of formal, computer-processable tags into natural

language data that the computer cannot understand. In the end, the utility of marked-up natural
language information (and the utility of subject-indicating referenced information) is available only to
human minds, but, because of the formality of the markup and the formality of the expression of
reference to subject- indicating information, computers can be used to vastly enhance the productivity of
the human minds to which the information is being made available.

Understanding Sophisticated Markup Vocabularies

If you want to understand the topic maps paradigm, you must understand something about markup
vocabulariesin general that is not yet widely understood: the structure of an interchangeable resource
is not necessarily the same as the structure of the information that is being conveyed.

Back in 1986, SGML had just been adopted by the community of nations as the one-and-only markup
language for everything and everybody. But Charles Goldfarb, its inventor and guardian, knew that
much work remained to be done. He saw that many kinds of multimediainformation and many
business niches for such information would continue to be invented indefinitely. One of the things he
wanted to do was to show that SGML could be used to encode multidimensional synchronizing
information: to impose simultaneous, arbitrary temporal structures on arbitrary collections of
information objects and their components.

Accordingly (and not coincidentally in order to have some fun), Dr. Goldfarb turned his attention to
the problem of representing music abstractly.2®! Musical works are inherently multidimensional; to
begin with, musical harmony is the result of multiple simultaneous melodies. Since an interchangeable
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document is necessarily a one-dimensional sequence of characters, the question immediately arises, in
the case of amusical document, as to whether the concurrent melodies (or instrumental and/or vocal
parts) should be expressed separately or whether all the notes that are supposed to sound
synchronously in all of the concurrent mel odies should appear adjacent to one another in the
interchange file. Either way, the structure of the interchange syntax will be inconvenient for at |east
some applications. Either way, at least some of the basic structure of the information will be obscured
by the interchange syntax. Therefore, for the sake of reliable information interchange, there must be a
separate and distinct model of the information that is being conveyed by the music language, in
addition to the syntactic model that governs the structure of that information while it is represented as
an interchangeabl e document.

(18] br, Goldfarb and I first met in July 1986 at the first meeting of the ANSI X3V1.8M committee, which

he chaired. The mission of ANSI X3V1.8M was to create a Standard Music Description Language
standard. We have been colleagues in the development of ANSI and ISO standards ever since, and we
have both invested much of ourselves in our brainchildren. Ultimately, the music standard
metamorphosed into the ultra-generalized ISO HyTime standard (ISO/IEC 10744:1997; see
http://www.ornl.gov/sgml/wg8/document/n1920), and the music standard became an application of
HyTime. HyTime is a holistic solution to the question of how to create metadata assets that impose all
kinds and combinations of arbitrary alternative structures on arbitrary sets of arbitrary information
resources.

There are many kinds of information whose structure, like the structure of music information, must
respond to one set of requirements when the information is being interchanged and to another, often
contradictory set of requirements when the information is in ready-to-use form. Many decision makers
are not yet ready to hear this message, for a variety of reasons.

Historically, the overwhelming majority of markup applications have been basically batch-typesetting
jobs, which start at the beginning of the document and process each data segment in more or less the
same sequence in which it appears in the document. The rendering of HTML documents by Web
browsers is one example. The use of the word document to denote a class of information objects
appears to have the connotation that all such information objects are intended to be rendered and used
in the same order in which they are interchanged.

Currently, significant investments in the marketing of XML technology are directed at business-
oriented information technology professionals. Such professionals are urged to regard XML asan
opportunity to represent relational databases as interchangeable documents. All such documents,
regardless of their schemas, are parsable by a single standard parsing technology, without
reconfiguration. It's obvious that arelational table is exportable and importable as a sequence of
named or numbered rows, each of which isitself a sequence of named or numbered fields.

The Document Object Model (DOM )22 recommended by the World Wide Web Consortium (W3C)
provides a convenient application programming interface (API) to the syntactic structure of
information being interchanged in the form of XML documents. The DOM is extremely useful, but it
has been oversold as the ne plus ultra API to interchangeable information. The DOM does provide
applications with random access to every part of an interchangeable document, so it makes many
applications much easier to develop than they otherwise would be. However, the DOM cannot provide
direct access to the semantic components of what a document means; it can only provide direct access
to the syntactic components of how a document is represented for interchange.

7 The W3C DOM is not an object model; it's an API to a "DOM tree" whose exact nature is still being

specified by a W3C working group. The task of this working group is to produce an object model (or at
least a set of constraints on the structure of a DOM tree) called the XML InfoSet.
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Fortunately for the widespread acceptance of XML technology, which is basically a tremendous step
toward global knowledge interchange, there are many popular kinds of information whose interchange
is required for many kinds of economic reasons, including virtually all of the billboards on the
information highway, for which the interchange structure can quite usefully be the same as the
structure of the API. The DOM isagreat all-purpose API for al of these kinds of information.

Topic maps are another matter, however. Asin the case of music information, the structure of topic
map information is not the same as the structure of interchangeable documents.

e Topic map documents can point to other topic map documents, saying, in effect, "The
referenced topic map must be merged with the current one before the current one can be
understood as its author intends.” If any single subject is represented by <topic> elements
in both topic maps, the topic maps paradigm requires that the result of processing the two
documents must be, among other things, exactly one resulting topic (represented in some
application-internal form) that has the union of the characteristics (the names, occurrences,
and participations in associations with other topics) of the two <topic> elements. Therefore,
the only way to understand an interchangeable topic map document isto processit fully,
performing such merging and redundancy-elimination tasks as the paradigm requires.

e The element-containment structure of atopic map document, even in the absence of any
requirement to merge it with another topic map document, bears no resemblance to the
structure of the relationships between topics that are expressed by that document.

In other words, the API to topic map information is not, and can never be, the same as an
interchangeabl e topic map that conveys that same information. From this interesting fact the question
arises, "What is meant by an element type name, such as <topic>, in an interchange syntax like the
interchange syntax of topic maps, in which there is no direct correspondence of the element structure
to the structure of the information being interchanged?"

The answer isthat the meaning of such atag nameis, like all other tag names, exactly what the
designers of the interchange syntax intended it to mean. For example, for every <topic> element, a
conforming topic map application must have an application-internal representation of that topic (that
is, atopic whose subject is the same as that of the <topic> element). If there is no such internally
represented topic, the application must create one; if there is already such an internally represented
topic, the application must add to it (union it with) all the information about that topic that is
represented by the <topic> element. The meaning of the <topic> tag nameis still quite clear and
rigorous; the only difference is that the meaning has to do with the creation of an application-internal
form of the interchanged information—a form with its own API that must be used by conforming
applications.

The Topic Maps Attitude

The topic maps paradigm is a step along the road to global knowledge interchange. It may well turn
out to have been quite a significant step. Nonetheless, it is very obvioudly not the last step. If it
successfully moves our species forward toward globa knowledge interchange, the topic maps
paradigm will owe much of its success to the fact that it is resolutely responsive to current
technological, economic, and anthropological conditions, and just as resolutely responsive to certain
philosophical values and attitudes. Some of these values came from the comparatively young

traditions of the markup languages community.22! Other values are derived from much older traditions.
What follows is a summary of the values and perspectives that | find most remarkable.
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(8 The vanguard of the markup languages community still meets annually at a very lively conference

called Extreme Markup Languages, where a significant portion of the history of topic maps has occurred
in plain public view. See http://www.idealliance.org for details of the next conference.

e We must recognize that civilization is what makes it possible for us to have breakfast every
morning, and civilization's increasing ability to develop and exploit information resourcesis
generally correlated with the richness and quality of life available to each human individual
living on our planet. Global knowledge interchange isimportant to every single living human
being.

e Wemust cherish diversity by giving diverse worldviews the ability to be expressed and
exploited alongside and in federated combination with al other worldviews. This includes
respecting communities of interest, encouraging their formation, and not coincidentally
causing them to provide themselves with usable interfaces for use by other communities of
interest.

e We must understand that worldviews provide essential contexts for communication and that
communication rests on our intuitive ability to cross the chasm between symbolic expressions
and reality. We must work to provide computers with increasing sensitivity to (that is,
apparent awareness of and ability to act upon) diverse human contexts.

e We must accept partia solutions and partial expressions, demanding neither
comprehensiveness nor perfection. There never will be any such thing as a"complete” topic
map, or one true ontology suitable for al contexts, or aholy grail of "knowledge." A single
human being or organization can accomplish something only within some limited scope.
Providing away for incomplete, imperfect utterances to contribute, in some useful way, to the
ongoing intellectua life of the human speciesis essential.

e We must understand and adapt to the fact that different subjects of conversation have
different kinds of reality, for example, an information asset isreal in one sense, the Statue of
Liberty in another, shoe-nessin athird, and Minnie Mouse's high-heeled shoes in afourth. At
the same time, we must understand and exploit the fact that all subjects are, in some sense, the
same, in that we humans seem to find them worthwhile to discuss.

e Wemust provide away for ordinary people to quickly and easily gain a superficial
understanding of global knowledge interchange—a way that does not compromise a deeper
level of abstract simplicity and power.

e We must abandon "simplifying assumptions" that actually interfere with our ability to manage
and maintain our increasingly complex civilization (for example, the resource-centric view of
metadata and the idea that the interchange structure of information should always be the same
as the structure of the information itself).

e We must provide technology that is suitable as a foundation for business modelsthat, in the
aggregate, make many significant contributions to globa knowledge interchange and the
general availability of knowledge.

e We must recognize infoglut as the single most formidable remaining enemy of global
knowledge interchange in aworld where the connectivity problem is aready well on the way
to being permanently solved.

¢ We must recognize that subjects of conversation are the true axis points of information, even
though they are not addressable by computers. Creating addressable information resources to
represent nonaddressabl e subjects allows the addressable resources to be used as public
"hooks," called published subject indicators (see Chapter 5), on which topic relationships,
names, and relevant information can be "hung."

e We must acknowledge that generic markup is the most natural and most economically
conservative way to interchange and archive valuable information assets whose future
exploitability cannot be completely predicted (that is, practically al information assets).

e We must accept that markup (whether generic or procedural) will aways be too rigid or
otherwise inadequate for all applications. Thus we must support the ability to impose arbitrary
structure on arbitrary information by means of external, independently maintained metadata.
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e We must understand the need for markup and other metadata to be described, even asthey
themselves describe other data.

¢ We must recognize that the federation of knowledge assets is an ongoing activity that must
account for the evolution of the knowledge assets to be federated, without losing the value of
investmentsin previous federating activities.

Summary

This chapter shows that topic maps provide us with two different and important views into an
information space: (1) a resource-centric view, one in which we use metadata to describe the resources
we reference with topics, and (2) a subject-centric view, in which topic maps provide the tools
necessary to represent, to "talk about" subjects. These views, when coupled with the "topic map
attitude" that topic maps, where possible, should be unified through merging, provide us with the
opportunity for global knowledge interchange.
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Chapter 4. The Rise and Rise of Topic Maps

Sam Hunting

Following the success of TopicMaps.Org's crash program to release XTM 1.0, the topic map
community entered a period of renewed technical activity. This chapter summarizes the milestonesin
the topic map space from the release of 1SO standard 13250 to April 2002. Not mentioned, or
mentioned only in passing, are papers (no matter how seminal), in-company efforts, alied though
distinct fields (like conceptual graphs or RDF), and consulting services.

To begin, | present topic map milestones in standards and specifications as well as software
(commercial and free). Then | give my own guesses for the near-term future of topic maps.

Figure 4-1 summarizes recent developments in standards, specifications, and software in the form of a
time line that reveals four things:

1. Thesemina character of ISO standard 13250

2. Therapid proliferation of software (commercia and open source) following a standards or
specifications milestone

3. Therapid flowering of TopicMaps.Org and the scattering of its seedsinto 1SO (for standards
work) and OASIS (for applications work)

4. Thelayered approach at 1SO (the Reference Model and the Standard Application Model)

Figure 4-1. Time line of significant events for XML topic maps, December 1999 through
April 2002
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Most of the detail in Figure 4-1 is discussed in the following sections.

Milestones in Standards and Specifications

Topic map standards and specifications™ have been written or are being written by the following
organizations:

M Standards wonks try to reserve the word standard for the work product of an international standards
body, like ISO, reserving the word specification for the work products of other bodies. The distinction
can be meaningful since standards have the force of law in certain jurisdictions.

e ISO
e TopicMaps.Org
e OASIS

Our story begins with the SO since atopic map interchange syntax was first formalized by 1SO
standard 13250 (now known by the catchy acronym HyTM, for HyTime Topic Maps) in December
1999. Soon after the release of HyTM, its editors and other interested parties formed TopicMaps.Orq,
with the objective of bringing the topic maps paradigm to the Web as XTM (for XML topic maps).
From the perspective of the typical Web developer, HyTM suffered from a number of disabilities.

1. Although it was clearly implementable, as shown by the flurry of software devel opment
activity reflected in Figure 4-1, HyTM was specified in SGML—the kiss of death from the
standpoint of adoption on the Internet, where even aslong ago as 1999 XML was becoming
the norm for serious advocates of bringing markup technology to new fields of endeavor.

2. Rather than defining a single syntax with aDTD, HyTM used a technique called SGML
architectureﬁ,[gl which, while defining aformal syntax for information owners to derive their
own element types from ametaDTD... . Well, sufficeit to say that the price for the power of
architectures was considerable complexity, a price that most Web devel opers were unwilling
to pay. (See Chapter 2 for a discussion of SGML architectures.)

2 For more information, see ISO 10744:2 (1997), Annex 3, at
http://www.ornl.gov/sgml/wg8/docs/n1920/html/n1920.html.

3. Therewas a sense (however unfounded) that SO and the Web were in some way foreign to
each other.

Since the details of specifications development appeal only to standards wonks (and perhaps not even
to them), I'll pass over the details of TopicMaps.Org's development of the X TM specification. To the
credit of the XTM Authoring Group and the editors, the development and release of the XTM 1.0
DTD and its accompanying specification were accomplished in "Internet time," with drafts released in
December 2000 and Version 1.0 in February 2001.2!

3] See http://www.topicmaps.org/xtm.

XTM 1.0 versus ISO 13250
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The XTM 1.0 specification is very accessible; it is distinguished by detailed examples and clear prose.
From an implementer's perspective, it has presented only opportunities—all current versions (January
2002) of commercial topic map software can handle both HyTM and X TM syntax.*#! The specification
clearly distinguishes between text to which applications are expected to conform (normative) and
other (informative) text.®! The fundamental nature of the topic maps paradigm is not changed: an
XTM topic map remains an overlay on information resources as described by 1SO 13250.

“ An instance of HyTM's SGML can be transformed into XTM's XML using XSLT; see
http://www.cogx.com.

B) A standards wonk would take issue with defining application conformance in terms of an informative
annex (see, for example, Section 4.5 of XTM 1.0), and with the specification's lack of definition for some
often-used terms (for example, ontology).

Differing from HyTM in some details, XTM 1.0

e UsesXML

e Definesasingle DTD rather than an architecture

e Eliminatesthe facet element type of 1SO 13250, since equivalent functionality can be
gained with the association element type

e Generdizesthe sortName and dispName of HyTM into variant while preserving the
semantics of the HyTM element types through Published Subject Indicators (PSIs) on
children of the variant name's parameter elements®

%) For a detailed discussion of these XTM element types, see Chapter 6. For PSls, see
Chapter 5.

e Introduces the distinction between subject-indicating and subject-constituting resources™”

7] See Chapter 3.

e Uses XLink URI syntax, whereas HyTM permits arbitrary addressing schemes
e Usespleasing XML-style long tag names (for example, association rather than assoc)
e Useseement types rather than attribute declarations where possible

OASIS

Having completed its work, TopicMaps.Org dissolved in October 2001 into OA SIS (Organization for
the Advancement of Structured Information Standards), which began work on applications of XTM
1.0. Thefirst Technical Committee, chaired by Bernard Vatant, will produce recommendations for
best practices for the publication, management, and use of published subjects, hopefully in 2002. The
recommendations will cover not only syntax and structure for PSIs but also processes to ensure their
wide and effective use by communities of interest and practice. Committee members have diverse
backgrounds, including library science, intelligent agents, software engineering, agriculture (the
United Nations Food and Agriculture Organization), Internet technologies, and the oil industry. Such
diversity suggests that the topic maps paradigm is spreading to fields beyond its origin in the
interchange of bibliographic information.

Current ISO Activities
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While OA SIS works at the application level, the topic map community has returned to itsrootsin 1SO
and started to refine the models that undergird the paradigm. Crucially, the XTM DTD has been
stabilized® as the XML interchange syntax for topic maps (in addition to the original, SGML,
interchange syntax, HyTM). Figure 4-2 shows the relationships among the various 1 SO efforts, as of
April 20022

8] The structured character of the ISO process is regarded by most as a sufficient guarantee of stability
for the syntax specified by the XTM 1.0 DTD.

o Adapted from Lars Marius Garshol (who created the Norwegian submission to ISO), "Topic Maps:
Road Map for Further Work," accessed on January 15, 2002, at
http://www.y12.doe.gov/sgml/sc34/document/0278.htm. A caveat: the only document in Figure 4-2 that
is normative is ISO 13250. In particular, the "Road Map" is only a submission. However, since the
"Road Map" has met with acclaim, has a clear and coherent design, and gives every member of the
topic map community a sandbox to play in, it seems reasonable to regard it as a product of community
consensus and the basis on which topic map standards development will proceed.

Figure 4-2. 1SO topic map standards effort, 2002
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The topic map standards effort at 1SO has three layers:

1. Themodeling layer
2. Thesyntax layer
3. The congtraints and queries layer

These layers are described below.
The Modeling Layer

The modeling layer comprises a Reference Model (RM) and a Standard Application Model (SAM).
The RM requires the minimum number of ontological commitments needed to merge knowledge
about subjects, regardless of the diversity of the ontologies (sets of knowledge-bearing assertions) that
govern the interpretation of such knowledge. The SAM's additional ontological commitments include
familiar topic map features like topic names, occurrences, and scopes. The SAM is defined based on
the conventions established by the Reference Model, in W3C XML InfoSet style. 2%

(0] For details, see http://www.y12.doe.gov/sgml/sc34/document/0229.htm.

Because the thinking behind the RM is not familiar (unlike that for the SAM, which is discussed
briefly after this section), I'll go into some detail about the RM and how it might work.

The Reference Model

The RM has now undergone two iterations. First came TMPM4, the topic map processing model |eft
on the cutting-room floor during the development of XTM 1.0 and later submitted to 1SO.22 TMPM4
was superseded in April 2002 by the dRM .22

(L1 See Steven R. Newcomb and Michel Biezunski, "Topicmaps.net's Processing Model for XTM,"

accessible at http://www.topicmaps.net and http://www.y12.doe.gov/sgml/sc34/document/0243.htm.

(2] See Steven R. Newcomb and Michel Biezunski, "A High-Level Description of a Draft Reference

Model for ISO 13250 Topic Maps," accessible at http://www.y12.doe.gov/sgml/sc34/document/0298.htm.

To define the essence of topic maps, the RM—informally, "the Graph"—turns to graph theory. The
Graph permits implementers to adopt different application paradigms, whether object-oriented,
relational, functional, or other, as discussed below. Further, the Graph can be interchanged in any
number of serialization syntaxes, XTM and HyTM being the two standard ones.*3!

23] For details, see http://www.y12.doe.gov/sgml/sc34/document/0277.htm. The GooseWorks Toolkit,

which is based on TMPM4, represents Dublin Core HTML tags in the Graph. See http://www.goose-
works.org. For a contract-based approach to interchanging the inherent topic map information of
arbitrary syntaxes using the GooseWorks Toolkit, see also "The Omnivore" at
http://www.etopicality.com.

The Graph is not a mainstream, Graph Theory 101-style graph. It is not directed, connected, or
symmetrical. Its arcs are typed; its nodes are characterized only insofar as they serve as the endpoints
of arcs. Assertions are nodes connected with arcs. Graph construction rules determine which nodes
can appear at the endpoints of which arcs. The Graph isimplementable using a classical adjacency list
representation, and its set of possible graph traversals yields a straightforward query language. (See
Chapter 10 for a sample and brief discussion of STMQL in the GooseWorks Toolkit.) TMPM4 and the
dRM share these characteristics.
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TMPM4 was characterized by ssimplicity. It had three types of nodes: a-node (association node), t-
node (topic node), and s-node (scope node). It had four types of arcs: AM (a-node to member node,
whether a-node or t-node), AX (a-node to templating t-node), AS (a-node to s-node ), and SC (s-node
to scope component, whether a-node or t-node). An AM arc could be optionally "labeled” with at-
node that specified the role played in the association by the node at the M (member) endpoint of the
arc. This design effectively turned the AM arc into athree-ended arc—in graph jargon, atype of
"hyperedge’—where one endpoint was the a-node, the second endpoint the member node, and the
third endpoint the role-specifying "label.” Though permitted by graph theory and implementable, the
hyperedge proved controversial and was abandoned in the dRM.

The dRM is even simpler than TMPMA4. It has only four arc types: AC, Cx, CR, and AP. Arc names
are concatenations of their endpoints: AC (assertion to casting), Cx (casting to member, where any
node can serve as the x endpoint of any number of Cx arcs), CR (casting to role specifier), and AP
(association to pattern, where the pattern is not at the A endpoint of any arc, to avoid recursion). Like
TMPM4, the dRM has construction rules: for example, a node that appears at the P endpoint of an AP
arc may not appear at the A end of any other arc. (Thisdesign isidentical to TMPM4's; the rule avoids
an infinite regress.)

Figure 4-3 shows the components of an assertion.2*! Note especially that the hyperedge of TMPM4
has disappeared: instead of a single three-ended AM arc labeled with arole topic, we have three arcs
with two endpoints—AC, Cx, CR—with the C (casting) endpoint in common. We say that the node at
the x end of the Cx arc is cast in or playstherole at the R endpoint of the CR arc.

04 The graphical little language used in Figures 4-3 through 4-5 was developed by Victoria T.
Newcomb (vtn@coolheads.com).

Figure 4-3. Components of an assertion in the draft Reference Model
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The dRM includes two "paradigmatic" assertion types. First, the topic-subjectindicator assertion type
isatwo-role assertion type that is used to declare that subjects have subject indicators. (In TMPM4,
the relation subject and subject indicator was left up to the application.) Second, the assertionPattern-
role-rolePlayerConstraints assertion type is used to declare that assertion types (which, of course, are
themselves subjects) specify the roles used in their instances. See the discussion of Figure 4-5, below,
for an example of this assertion type.

Minor differences between the two versions of the RM include vocabulary changes. The dRM uses the
word "assertion,” reserving "association” for ontological commitments at the AM level. The dRM
replaces TMPM4's "template” with "pattern,” to avoid confusion with "topic map templates' at the
AM level.



mailto:vtn@coolheads.com

Now let's see how the Graph might work. Suppose (as in Figure 4-4) that our "working topic" (or
focus, or hub topic) is the topic whose subject is "the person Robert", and we want to get all the base
names for that topic (here, "Bob" and "Rob"). How do we get from point a to point b in the dRM?

Figure 4-4. Sample assertion in the draft Reference Model
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An implementation that traversed all the arcs and nodes of the Graph would follow the path shown by
the solid arrows in Figure 4-4. The implementation would start at point a (the topic marked with a
grey triangle) and make two traversals to finish at both points b (the topics marked with grey circles),
with each traversal proceeding along the following arcs: Cx;, AC,, AC3, Cx4, Where an instance of an
arc type is denoted with a superscript that shows the order of traversal. (Note that since the RM is not
adirected graph, an arc of type Cx is an arc of type Cx whether traversed from C to x or from x to C.)

Starting its traversal at the x endpoint shared by the two Cx; arcs (point a), the implementation would
arrive at the C endpoints and look upward along each CR arc to see that in each case topic "Robert”
was playing the topic role. Next, traversing each AC; arc, the implementation would arrive at the A
endpoints and look up each AP arc to see that the assertion was being patterned on the topic—base
name assertion type. Then, traversing each AC; arc, it would arrive at the C endpoints and look up
each CR arc to see that the topic ahead was cast in the base name role. Finally, traversing each Cx, arc,
it would arrive at the x endpoints (point b) and collect the base name topics whose subject constituting
resources are "Bob" and "Rob."

A lessinformative (or less naive) implementation might leverage the known structure of the SAM and
follow the path shown by the dotted arrows in Figure 4-4. This implementation would still start at
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point a and make two traversals to finish at both points b—but the intermediate traversals to the base
name topics "Bob" and "Rob" would not be necessary.

Anather implementation might apply even more leverage and follow the path shown by the dashed
arrow in Figure 4-4. Thisimplementation still starts at point a—but it would make asingle traversal to
the set of base name topics "Bob" and "Rob" (enclosed in a dashed outling).

Note that implementations, to demonstrate conformance, might expose, on demand, complete
information for any traversal in a manner similar to ESIS output from James Clark's SGML parser

nsgmis.

Like TMPM4, the dRM includes a typing mechanism for assertions. Figure 4-5 shows how the topic—
base name assertions shown in Figure 4-4 are instantiated using patterns. To do this, let's set up two
assertions, 1.0 and 2.0 (the shaded subgraphsin Figure 4-5). 1.0 and 2.0, we know, declare patterns
because the subject at the end of each of their AP arcsis the "master pattern—the assertionPattern-
role-rolePlayer Constraints three-role assertion type built into the dRM (see node 0 in Figure 4-5):

Figure 4-5. Sample pattern in the draft Reference Model
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Note that to avoid overlap in the drawing, hode 0 and the nodes with shaded paradigmatic subjects
appear twice. In the rea graph, each of these nodes must only appear once, by the subject based
merging rule. Assertion 1.0 casts the topic whose subject is the topic-basename assertion (1.1.1) in the

. "Bob ry

assertionPattermn:rale-
rodePlayerConstraints
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role of pattern (1.1), and the topic whose subject istopic (1.2.1) in the role of role (1.2); thus topic-
basename assertions have atopic role. Assertion 2.0 casts the topic whose subject is the topic-
basename assertion (2.1.1) in the role of pattern (2.1), and the topic whose subject is base name (2.2.1)
in therole of role (2.2); thus topic-basename assertions have a basename role.

Note that the assertionPattern-role-rolePlayerConstraints assertion type declares a third role besides
the assertionPattern and role roles described above: the rolePlayerConstraints role. By design, the
dRM says nothing about the nature of such role player constraints, how to assert them (though see
TMCL, below), or how instances of assertions should be validated against them. All such decisions
are made by designers of applications.

The Standard Application Model

The distinction between the RM and the SAM is like the distinction between chemistry and organic
chemistry. Chemistry focuses on the nature of the chemical bond; the forces that bind atoms together
into molecules are like the arcs that connect nodes in the Graph. In chemistry, no moleculeis
privileged over another, except as an object of study. However, organic chemistry privileges certain
molecules, seeking to put them to industrial use; for example, the benzene ring is privileged when
developing polycyclic organic compounds. Thus, the RM focuses on the nature of assertion itself,
while the SAM takes assertion as given and focuses on defining the semantics of privileged assertion

types.

To privilege the semantics of assertion types, the SAM defines information items with named and
typed properties, asin W3C's XML InfoSet specification and in the Unified Modeling Language. This
approach has the advantage of being more likely to gain immediate acceptance with developers 22!

(151 As the SAM submission says, its approach does not have to be "learned” (that is, by developers;

see http://www.y12.doe.gov/sgml/sc34/document/0229.htm). For example, the API to TM4J
(http://www.techquila.com) is far more naturally expressed in SAM terms than in Reference Model terms.
The reverse is true for GwTk (http://www.goose-works.org).

The Syntax Layer

The syntax layer comprises DTDs and documentation for HyTM's constructs, X TM's constructs, and
constructs for a canonical syntax. Additional standards documentswill show how to serialize the SAM
into syntax and deserialize syntax into the SAM. Two instances of the SAM will be considered
semantically equivalent if they produce instances of the canonical syntax that are byte-for-byte
identical. (Because XTM 1.0 is designed to be useful to both humans and machines, there are
sometimes several markup constructs that interchange the same knowledge. Order is not significant in
some content models, for example. The canonical syntax will be optimized for machine-based identity
comparisons, for example, in compliance testing.)

The Constraints and Queries Layer

The constraints and queries layer comprises Topic Map Query Language (TMQL) and Topic Map
Constraint Language (TMCL). At the time of thiswriting, activities on thislayer are on hold at the
requirements-gathering phase, pending completion of work at the modeling layer. Following a
thorough requirements-gathering phase, the TMQL Working Group summarized its genera
requirements, listed below. 28!

(18] source: http://www.y12.doe.gov/sgml/sc34/document/0229.htm, accessed in April 2002.

a7


http://www.y12.doe.gov/sgml/sc34/document/0229.htm
http://www.techquila.com/
http://www.goose-works.org/
http://www.y12.doe.gov/sgml/sc34/document/0229.htm

TMQL shall have a concise and human-readable syntax.

The execution of TMQL queries shall be defined in terms of operations on an abstract data model for
topic maps and possibly also an environment... .

TMQL query results shall be instances of an abstract TMQL data model.
TMQL shall be independent of any particular interface between clients and the query processor.

TMQL shall support al natural languages equally well. That is, TMQL shall be fully internationalized
with respect to text representation, text ordering, etc.

The TMQL standard shall be defined in two parts, first one with querying only, then one adding
support for modifications.

The TMQL standard shall not unduly constrain the form of implementations.

The TMQL standard shall be formal, fully define the results of queries (so that any given query can
only have one correct result in any given context) and, insofar as possible, be human-readable.

TMQL shall be usable across awide range of foreseeable platforms and applications over an extended
lifetime (20-50 years).

TMCL isstill in the early draft stage. User requirements are listed below.22

7 Source: http://www.y12.doe.gov/sgml/sc34/document/0226.htm, accessed in April 2002.

TMCL shall permit the definition of classes of topic mapsin order to:

e enable the documentation of the structure and semantics of a class of topic maps,

e provide afoundation for defining vertical or domain specific applications of topic
maps;

e provide means of validation to ensure consistency within atopic map or across a
class of topic maps,

e enable applications to provide easier and more intuitive user interfaces for creating
and maintaining topic maps,

e enable the separation of the tasks of modeling and populating topic maps.

TMCL shall be based on the Topic Map Data Model [now the RM] (and therefore support both XTM
and ISO [HyTM] Topic Maps).

TMCL shall not attempt to cover every possible constraint.28! Instead it should provide a solution for
the most commonly required kinds of constraints and, at the same time, an extension mechanism to
allow the expression of less common constraints by other means.

(18] Constraining the cardinality of the members of an association is not a requirement, for example.

TMCL shall provide for modularization, and the ability to extend individual sets of constraints
through reference to others.
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TMCL shall be expressible as XML, using the topic map interchange syntax where applicable.

TMCL shall build on preexisting specifications and established best practice for knowledge
representation and data modeling where possible. (Candidates for consideration include DAML/OIL,
KIF, OKBC, OCL, PAL (Protégé Axiom Language), and XML Schema.)

TMCL shall be as concise and human-readabl e as possible within the terms of the
preceding requirements.

Milestones in Software

Let's now look quickly at topic map software. Chapter 10 contains an extensive review of commercial
and public domain topic map software. In this section, | am concerned only with showing the
industrial strength of the commercia offerings and the diversity and originality of the free and/or open
source efforts.

All commercia topic map software iswritten in Java and features topic map authoring and navigation.
Acronym checklist compliance includes

e Empolis K42: application in Javausing RMI, Jini, and SSL
e Mondeca Knowledge Manager: application in Javafor J2EE using EJBs
e  Ontopia Knowledge Suite: Java SDKsfor J2EE using Java servlets and JSP

In addition, Global Wisdom recently released Bravo, a collaboration tool based on Empolis's K42.

The free and/or open source software projects tend not to be checklist-compliant but focus on leading-
edge problems for the topic map community.

The Future of Topic Maps

The State of the Paradigm

In the history of science, a paradigm associates a kind of problem, atheory for solving such problems,
and a canonical example of solving the problem (often with a heroic figure as protagonist). Paradigms
shift in historical time. For example, when Kepler calculated the elliptical orbits of the planets round
the sun, this was a paradigm shift from Ptolemy, who calculated epicycles of the sun and planets
round the Earth. Following paradigm shifts, the newly introduced problem-solving techniques are
elaborated and formalized.

The topic map community has entered such a period of consolidation. As Michel Biezunski wrotein
Chapter 2, topic maps originated in the problem of formalizing and interchanging finding aids like
back-of-the-book indexes, glossaries, and thesauri. The solution was a markup language since that
solved the interchange problem. (Our heroic figures came from the worlds of technical documentation
and markup technology.) This classical approach is sometimes summed up asthe "TAQ" of topic
maps, from the initials of the key constructs for representing finding aids: topics, associations, and
occurrences.2
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[19] Steve Pepper, in his XML Europe 2000 paper, "The TAO of Topic Maps: Finding the Way in the Age

of Infoglut” (available at http://www.gca.org/papers/xmleurope2000/papers/s11-01.html), gives an
excellent exposition of this view with historical and philosophical background.

However, constructs that were important in marketing the topic maps paradigm to those initially most
receptive to it no longer seem so compelling. For one thing, from work on the XTM conceptual model
and the RM, we know that occurrences need not necessarily be privileged as an acronym's O. In RM
terms, occurrences, base names, and variant names are all Assertions about Topic and Occurrence,
Topic and Base name, and Base name and Variant name, respectively. ("TATOTBBV" lacksthe
resonance of "TAO," unfortunately.)

The Near Future

Here are my personal guesses about what events will take place in the topic map space in the near
future.

1. Thetopic maps paradigm will remain stable.
2. TheXTM DTD 1.0 will become widely accepted.
3. Themodeling work underpinning the HyTM and X TM interchange syntaxes will reinforce
the paradigm, as will OASIS applications.
4. New levels of rigor based on models developed at 1SO will enable
a. Topic map queries and constraints
b. Validation of associations against templates
c. Theextension of the paradigm across additional XML syntaxes
d. The beginnings of knowledge federation
5. RDF and topic maps will attain a degree of convergence, enabled by the models, since:
a. Both RDF and the Reference Model use a graph-based formalism.
b. Convergenceis"asimple matter" of mapping.

Thisis an exciting and gratifying time to be a topic mapper.
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Chapter 5. Topic Maps from Representation to Identity
Conversation, Names, and Published Subject
Indicators

Bernard Vatant

What Is the Conversation About?

What is the subject of this chapter? Very abruptly stated, it could be: What is a subject? This central
identity question isindeed at the heart of all knowledge interchange issues, and the topic maps
paradigm and specifications are about catching subjects in system representations. This fundamental
process, referred to in topic maps terminology asreification, is at first sight as simple and
straightforward as the basic language activity of catching the universein words. Creating a new topic
in atopic map is aprocess similar to the introduction of a new word in our vocabulary, representing a
new subject in our knowledge. Asaword or an image or an icon may be, atopic in atopic mapisa
sign both dreadfully simple and awfully complex. "A finger is pointing at the Moon," says the famous
Zen aphorism; everybody can see the sign, but who understands what it is pointing at?

Two views of the world, grounded in different philosophical conceptions of what a subject is, arein
competition here, and they support different methodologies for dealing with the subject identity
guestion. Thefirst viewpoint is referred to in this chapter as naive, for it is an extension of an attitude
we efficiently use when dealing with everyday individua objects. It considers individual objects and
their classes to be living out there in the real world, just waiting for us to discover and choose the best
possible representations and names for each of them. Was this naive viewpoint in the minds of the
founders of the topic maps paradigm? The naive viewpoint could at first be considered as one of the
main implicit axioms of the topic maps paradigm. Making the subject a binding point for all
characteristics of atopic element is somehow assuming the absol ute existence of this subject, before
any representation of it and beyond all its characteristics: names, relationships (rolesin associations),
and occurrences. I|n many scopes, this viewpoint looks very sustainable indeed, just as naive
classification can be used in everyday life to handle and organize shopping lists, hardware catal ogs,
and address books. And the naive viewpoint has led to very efficient systems of identification like
ISBNs, license plates, and Social Security numbers. Note that these systems deal with individual
objects classified into universally agreed-on classes. books, cars, people.

But extension of this naive viewpoint to any kind of subject does not seem very sustainable, for many
obvious reasons. The more conceptual and abstract the subjects get, the more ambiguity they gain.
What are the real subjects, if any, represented by such words as society or democracy or knowledge?
Assuming their absolute existence, independent of the social constructions around the words and
concepts, would be both silly and dangerous. Hence the completely different viewpoint hereafter
presented and referred to as constructivist. It assumes that except in the above ideal situations of well-
defined individuals, subjects do not already exist but are emerging through a socia constructive
process, a " conversation around representation.” The bottom line of the constructivist thesisis that
most of the time, at least for abstract subjects, representations are put on the conversation table as a
first stage for subject construction, before anyone clearly knows what subject they represent and
whether they represent one or more subjects (or even any subject at all). So representations are
considered here like tools for a subject-creation process. To sum it up, in the naive viewpoint,
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representations are built out of or around preexisting subjects; in the constructivist viewpoint, subjects
are emerging from a process involving representations as both raw materials and tools.

One interesting implementation of such a constructivist approach is found in the Wiki Web sites2! If
while editing a Wiki page you write anew word in agiven syntax (camel case with initial caps, like
"NewSubject"), this action automatically creates a new page in the database (and a link to this page
through that word), a page on which you will find the following invitation: "Discuss NewSubject
here." If any other visitors step in and decide they have something to say about the concept of
NewSubject, they can begin a conversation al about NewSubject.

M wikiwiki is Hawaiian for "quick." The Wiki Web sites were created by Ward Cunningham. See, for
example, http://c2.com/cqi/wiki.

Let's for the moment go back to more basic representations, keeping in mind natural language
construction in childhood. A new word, to become an effective element in someone's language
repertory, has to represent a new knowledge concept, which means it must acquire both distinctions
from and connections to any preexisting vocabulary and knowledge, as well as some external
authoritative reference in the outer world. This process occurs for every one of us and for every word
and unique experience, as shown in the examples below. There are so many ways to connect a new
word to an existing vocabulary and a new concept to existing knowledge, so many possible external
references, and so many different personal backgrounds for any new word or subject that some
consider it impossible for any two people to have the same comprehension of any subject—hence, in
this view every communication isimpossible or ambiguous.

Even if misunderstanding is a very "common place"2 indeed to find ourselves, the above conclusion
is certainly mostly wrong, considering the global efficiency of various languages. commands are
executed, planestake off and land safely, mail is delivered correctly, and even the more subtle
subjects addressed in music, poetry, and other fine arts seem to be communicated elegantly. So we
must admit that there is a social process that somehow corrects for the variety of human experiences
and makes for convergence on shared meanings. The thesis developed in this chapter states that
ongoing conversation around the subject, involving a metalevel dialogue, is fundamental in this
correction and convergence process. In fact, any efficient conversation is sustained by continuing
control and feedback from each participant to ensure he or she stays tuned: "Do you really mean A is
different from B?" "What do you mean exactly by X?"' "Do you mean this Z or that Z?* All those
kinds of questions, verbal and nonverbal, constantly redirecting the conversation and avoiding
misunderstanding, are in fact all about subject identity. Without this metalevel communication, any
conversation degenerates into parallel monologues.

2) Editor's note: The author puns conceptually on the notion that, like the Greek topos from which the
word topic derives, "common place" refers to both a subject of conversation (a cliché) and, taken
literally, a location.

A Finger Pointing at a Planet

Let's see now through a simple example how well-conducted conversation leads to subject emergence.
Sarah and Jim have acquired some notion of what a planet is and looks like. One night Sarah points at
Jupiter in the summer sky and asks her astronomer grandfather some questions.

Sarah: Do you know the name of that bright star over there?

Grandfather: Of course, Sarah, but it's not astar, it's a planet. It's Jupiter, the biggest planet in the
solar system. Y ou've heard of it, of course. Looking great, isn't it?
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Sarah: Oh ... | didn't think we could see Jupiter that bright! How come it looks like a ster if it'sa
planet? Shouldn't it look round like Earth or the Moon?

Grandfather: It's very big, and the Sun lights it—that's why it shines, just as the Moon does. But it's

also just abit too far away to see its form with your naked eyes. With alittle telescope you would see
it isround. Maybe I'll show you one of these nights ... but look carefully now. Does it really look like
astar?

Sarah: There's something ... it doesn't twinkle like the other stars.
Grandfather: Thereyou are. That's away you will know it'saplanet ... it does not twinkle ...

The conversation goes on about stars and planets, under the Milky Way. Sarah's night encounter with
the subject sets a strong mental representation of the planet concept in her mind, organizing it around
her grandfather's authoritative and immediate introduction. Figure 5-1 presents the knowledge
resulting from this conversation in terms of topics, associations, and roles.

Figure 5-1. Sarah's view of the world after observing Jupiter with Grandfatherl
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B For an explanation of the shapes and lines used in the figures, see the Addendum at the end of this
chapter.

Jim, Sarah's friend, has never closely observed the night sky and has been fed by environmental
activist parents with concerns about our fragile little planet. (See arepresentation of his acquired view
in Figure 5-2.) Y et he has discovered that Jupiter is a planet and dreamed about V oyager'simagesin
his private conversations with books (see Figure 5-3). He has not yet made a clearly consistent figure
out of the various occurrences of planet in his mental universe. In fact, in Jim's mind, the word planet
points to two different representations, two topics waiting to be merged; for him, planet doesn't really
represent a single subject.
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Figure 5-2. Jim's view of Planet as another name for endangered Earth
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Figure 5-3. Jim's view of Jupiter as a planet

Jupiter instance @

object authority class
- || Kid’'s Sky
mediation media Encyclopaedia planet
reader authority subject

Jim trusting @

In Sarah's world representation, Grandfather's authoritative definition of a planet acts as a stable and
external indicator of the subject. In her worldview, Grandfather is the paradigm of both authority and
permanence. She knows she'll be able to refer to his paradigm for that matter and forever. She can




refer to it both to sustain her inner mental representation and to exchange information with Jim so they
can eventually settle the following debate.

Sarah: You know Jupiter, the planet?

Jim: Yes, | know it. What do you think?

Sarah: | saw it in the sky last summer with my grandfather.

Jim: You mean ... your grandfather has a telescope?

Sarah: Yes, he does, but you don't need a telescope to see Jupiter, just your naked eyes.

Jim: You can't seeit like that, it'stoo far away. Y ou can see only stars at night, not planets!
Sarah: Sure you can. It's brighter than the brightest stars. And it's a planet just like Earth, but—
Jim: Wait! Jupiter isaplanet, OK, but what do you mean "just like Earth"?

They begin to argue about what a planet is. How will they settle this argument? Perhaps Sarah will be
declared an expert because of both Grandfather's authority and Jim's secret love, and that will settle
the matter and yield a strong new reference for Jim, maybe changing forever his representation of
planets to that shown in Figure 5-4. Or perhaps they will both agree to refer to some acknowledged
expert as an external resource—maybe more of Grandfather's explanations.

Figure 5-4. Jim's shift to a more consistent worldview under Sarah's authority
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Many things could be said about the above conversations. To pick only what is pertinent to the present
thesis, it's clear that they are dealing with knowledge building and interchange, starting from an
object's names and images and converging toward an agreement about the underlying subject.

So What about Published Subject Indicators?

The above example, in the form of Sarah's reference to Grandfather, seemsto yield at first sight an
exact natural language equivalent of what Published Subject Indicators (PSls) are about in the topic
maps paradigm and of how they are built (through both acknowledged authority and the permanence
of the authority's location). A PSI inthe XTM 1.0 specification (http://www.topicmaps.org/xtm) is
defined as follows:

A subject indicator isaresour ce that is intended by the topic map author to provide a positive,
unambiguous indication of the identity of a subject [emphasis added].

A published subject is any subject for which a subject indicator has been made available for public use
and is accessible viaaURI. A PSI is therefore any resource that has been published in order to
provide a positive, unambiguous indication of the identity of a subject for the purpose of facilitating
topic map interchange and mergeability.

Had Sarah's grandfather put online, at a permanent address, his definition and description of a planet,
it seems that would have made for Sarah a good PSI for the planet topic in her mental topic map:
positive and unambiguous. Starting from that naive viewpoint, and after areview of the reasons why
PSls are binding identity points (whereas names are representations carrying only aweak form of
identity), we'll see what requirements apply to sustainable PSIs and, eventually, how PSIs can be built
and managed to conform to the thesis of subject creation through conversation.

PSlIs Are Binding Points for Subject Identity

The introductory example shows the role of an external authority in building subject identity between
two human beings with different knowledge backgrounds. When exchanging information and
knowledge through system representations in a so-called Semantic Web, one has to deal with one
more constraint: the identity of subjects must be clear and unambiguous not only for human authors
and users but also for computers exchanging the representations. Therefore this identity has to be
defined in away that both humans and computers can effectively use. Both names and PSls are at first
sight good candidates for that matter.

Names can be understood by human users and handled, exchanged, and compared by computers. PSIs
have the same computability as names, and humans can use them to check what the subject is about.
So the choice is between defining a topic subject by a name, “civilization," or by a (fictitious) PSI,
"http://psi.social sciences.org/civilization.html "

The XTM 1.0 topic maps specification claims that names and identities are clearly different notions,
supported by different topic properties. In other words, the identity of atopic (the definition of its
subject) is supported by names only in arelative form, valid only in a context (defined by a scope),
whereas the absolute identity is supported by "subject identity,” hopefully referring to the correct PSI.
In the previous example, Sarah and Jim initially agree on a statement: "Jupiter isa planet.” Had their
conversation stopped at thisfirst exchange, they would have agreed on that statement but would not
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have been aware they were giving quite different meanings to the word planet because they were
using it in different scopes.

This simple example shows that agreement on names and even on statements—even in an apparently
consistent context—does not mean there is shared understanding on the subject identity. Had this
identity been defined by external reference, the topics would have been kept clearly distinct. The
subject indicator for Sarah's planet is what she has seen and heard from her grandfather, whereas Jim's
planet isin fact a dual word referring to different subjects, defined respectively in the Greenpeace
Earth Charter and the Kid's Sky Encyclopaadia. They will eventually merge when Jim gives up his
fuzzy and inconsistent references for a more accurate and authoritative one. Consider planet asa
unique subject in Sarah and Jim's conversation: it would be premature to merge the topic planet in
Sarah's representation with the topic planet in Jim's representation, because Sarah and Jim have
similar, but not identical, representations of planet. PSI comparison should avoid this kind of
confusion, if the PSIs are of sufficient quality.

PSls Have to Meet High Quality Requirements
PSIs must meet certain requirements for quality.

e Stability: The publisher must guarantee the permanence of the resource address.
e Expertise: The definition of subjects must be validated by authoritative sources.
e Trust: Thisevolves mainly as a consequence of the two previous requirements.

Note that these requirements do not concern the content of the published subject, neither its quality
nor its permanence. An obvious case would be a PSI for "world population™ that presents the most
accurate and updated figures on that subject. Clearly the content would change frequently! The
guestions of what the content of a PSI should be and in what ways it can provide a positive and
unambiguous indication of a subject's identity are very deep ones. Before that discussion, well explore
what PSls should be used for and what should not be expected from them.

PSIs Are Good for Pragmatic Bottom-up Tasks
Pulling toward Convergence of Ontologies

A topic map author may get carried away with the freedom allowed by the XTM specification when
defining topics and associations. Even if it's completely right to do so in principle, such atotal
freedom of concept definition would lead to colorful, intelligent, but completely unsharable topic
maps. Choosing topic references from among PSls allows the author to anchor a representation in
collective knowledge and perhaps push somehow to refine his or her (and the user's) reflection on the
concepts. If the author considers that there is no available PSI fitting his or her notion of a subject, he
or she should be given the ability to propose a new one, adding to the common knowledge.

Facilitating Information Exchange and Knowledge Construction Inside Communities

This may seem akind of paradox: inside a community, there should be no ambiguity of terms since a
community shares a common vocabulary and is often defined by this very sharing. But it turns out that
working in a community requires generally more accuracy in the definition of terms than that needed
for the exchange of general interest information. Moreover, there are always several stable, visible,
and authoritative sets of URIs inside communities, which make potentially idea candidates for PS|
repositories. For example, language specifications and standards are de facto PSI repositories and are
essential tools inside technical communities.
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Creating Bottom-up Authority and Trust

PSls can and should contain more than simple term definitions. A PSI repository maintained for the
purpose of assistance in topic map authoring can itself be organized as a topic map, proposing PSls for
associations and role type definitions. One could imagine that such a PSI repository would propose
also alist of its public users. That should make for agood part of the authority- and trust-building
process. Authors and users will be empowered to use ontologies already developed by othersin their
community and even to participate in building those ontologies (thus creating a bottom-up
bootstrapping process), rather than to adopt a single, top-down, "universal" ontology.™

“ see Chapter 7 by Leo Obrst and Howard Liu for more information on ontologies.

PSIs Cannot Pretend to Universality nor Strong Symbolic
Signification

The previous section speaks clearly and loudly for pragmatic, local, and community-grounded
definition and use of PSIs. Attempts to define a unique set of universal concepts, once and for all, in
so-called upper ontologies are clearly unsustainable from all human, conceptual, and technical
viewpoints. Such attempts stand against all common sense, as well as historical evidence that they
always lead to failure, as Michel Biezunski points out in Chapter 2. So agood PS| should be used
inside a given context, the very context itself not being permanently defined to begin with but building
itself following the constructivist bootstrapping process described in this chapter.

Defined that way, PSIs can't pretend to any strong symbolic signification for the representation of
subjects. And in fact, as pointed out before, PSls are not representations; they are only indications.
They are used by authors to ensure consistency and grounding of their topic mapsin aknowledge
community, by computers to allow easy comparison and merging of topic maps, and maybe by
technical middle or end usersin acommunity. But PSIswill be of little or no use to average end users,
who want to find subjects represented by familiar signs: words and statements, images and icons. Such
an end user browsing atopic map directory is more likely to follow some inner hunch of the meaning
of topic names, based on interpretation of the topic context defined by its roles in associations, than to
go and fetch a PSI to make sure that this understanding is tuned with the author's intention. If the topic
map is semantically consistent, disambiguation by explicit reference to PSls should not be necessary
at the user's end, except for particularly controversial subjects that need very accurate definition. But
there again it's more likely to happen in a specific technical context than in general interest navigation.

Back to the Conversation Subject

All of the above tells what PSIs should be good for and what they surely won't achieve. But the central
guestion has been kept for the end: How should an effective PSI be built?

We've explored fundamental external properties: stability and validation by an authoritative expert,
leading to trust. We've seen that building trust is a bootstrapping process. To start this process, we
need some content and some authoritative expertise. Let's take another example of that: agood PSI for
topic mapsis at http://www.topicmaps.org. Why isit agood one? It's stable, and usersfind there a
clear definition of topic maps, adiscussion of their history, the vocabulary of topic maps, the XTM 1.0
specification, and validation by expertsin the field. Moreover, it has a self-documenting domain name,
it has gained visibility in search engines and directories, and a variety of sitesin the Semantic Web
community link toit.
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Imagine you have just discovered topic maps and want to use a PSI to further explore this concept.
What would make you choose TopicMaps.Org instead of another PSI? Are you going to check all the
content? Surely not. The most important reason is that you trust it is the place where things are defined
most accurately because all the experts you've read refer to it. But if you look carefully at the PSI from
the inside, you enter the XTM community, and you see, asin any other community, ever-changing
content, debates, and questions. Y ou begin to wonder: What are topic maps really? Discovering that at
the very heart lies anything but a permanent definition of the subject, will you for that reason give up
TopicMaps.Org as a PSI for topic maps? Surely not; you will probably keep it for a better reason than
ever: it's the place where the subject is more in question.

This leads us to a sweet paradox. The best PS| is the one that is most likely to change its content
because it is maintained at the core of the community questioning the subject, and most subjects are
moving targets. Coming back to the introductory example, imagine an ongoing conversation among
Sarah, Jim, Grandfather, and Jim's parents in which they exchange and converge their various visions
of what planet means for each of them (see Figure 5-5). Putting that conversation online, with all the
viewpoints and properly linked documentation, yields a very nice collaborative PSI for planet in an
educational topic map.

Figure 5-5. A subject indicator for planet emerging from ongoing conversation

“planet” PSI
Grandfather
m product planet
speaker —@rsat@— subject
Jim scope
Jim’s parents
Life in the Universe
Global Change
Solar System

Let'stake alast extreme but meaningful example. Imagine arepository of Buddhist PSIs. A central
subject in Buddhism is emptiness. What would a user find as the content of a PSI for emptiness? A
blank page is the only choice that makes sense. The permanent address of this blank page would be
referred to by thousands of Buddhist topic maps. Clicking on this blank page would take users to the
full list of these references, which they could browse. The best PSI ever...stable, authoritative,
trustworthy. But no content?
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That may seem strange (except to Zen adepts). As Steven Newcomb warned in Chapter 3, you can't
learn about the topic maps paradigm without affecting your attitudes about information and
communication. On the other hand, the example above could shed new light on hisimage of the
unbridgeable chasm between conversation and its subject, which only our brains can bridge. Maybe
thereis neither a chasm nor a bridge problem because the conversation and its subject are on the same
side after all—there is only conversation, outside and inside the subject, as the above examples show.

And this book will be agood PSI for XTM ... if ongoing conversation keeps the subject aive!

Addendum: A Note on the Figures
Figures 5-1 through 5-5 are graphic representations of topic maps with two kinds of nodes.
1. Topicsarerepresented by lightly shaded rectangles with the name of the topic (for example,
Sarah, Jim, Grandfather, Jupiter, planet) inside.
2. Associations are represented by ovals with the name of the association type (for example,

observation, reference) inside.

Associations are linked to topics playing arole in them by lines labeled by darkly shaded rectangles.
The label isthe name of the topic defining the role type (in topic map syntax, the role specification).

For example, Figure 5-1 conveys the following information.
Jupiter, Grandfather, and Sarah are members of an association.
The type of this association is observation.

Jupiter plays the role of object.

Grandfather playsthe role of teacher.

Sarah plays the role of observer.

In Figure 5-5, a scoped association represents the ongoing conversation. The subject indicator is
considered as a product of the conversation process. It's the only place where scope is used. But the
topics with an authority role in the previous figures could have been considered as scopes as well; one
typical use of scope isto document the source or provenance of an association.
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Chapter 6. How to Start Topic Mapping Right Away
with the XTM Specification

Sam Hunting

XTM Topic Mapping

XTM stands for "XML Topic Maps." By the end of this chapter, you will know 100 percent of what
you need to know to start creating XML topic maps, even if you know O percent (or even less) now.

Asfor XML, al you need to know for now isthat XML adds the angle brackets to wordsin
documents that otherwise look like plain English (<topic>), that when these words have been
"marked up" they are called elements, and that XML elements livein XML documents, one of which,
an XML topic map, we are about to create. (Y ou may choose to stop reading here and check the XML
entry in the Resources section near the end of this chapter, or see Chapter 3 on markup.)

In this chapter, we will step through the creation of two topic maps. Because topic maps are smple
and intuitive, we're going to start from the bottom up, with the angle brackets, and finish with theory,
rather than working from the top down. By working through the examples you will understand

e All XTM elements
e How to merge XTM topic maps
e Some XTM pitfalls

To aid our understanding, we will avoid the following subjects: philosophy, history, politics, and
theology (PHPT). Why would this be hard? Topic mapping jargon contains alot of words that have
been hijacked from PHPT; among them subject, topic, associate, occur, resource, name, and that
hardy perennial, is. Also indicates and identity.

Fortunately, we can keep it simple by sticking to words in angle brackets like <topic>—they, at
least, are clearly defined in the XTM specification, into which philosophy, religion, history, and
politics do not enter !

s Any lie that occurs in this chapter is clearly indicated by a footnote marker associated with the
(truthful) text, as seen in this footnote and many of the notes following.

Why Topic Maps?

The purpose of topic mapsis to interchange knowledge. Knowledge interchange may seem hard
(knowledge is seen as subjective or as existing only in the mind), but in fact it can be approached
pragmatically.

Let's make an analogy between tomato soup and topic maps.
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Tomato Soup Topic Maps

Taste Knowledge

Can of tomato soup Topic map document
Directions on the can Processing methods

Thus, athough "taste" is often regarded as very subjective, in fact we exchange it every day, via cans
of tomato soup. Subjectivity holds as well for "knowledge," which we can exchange with topic maps.
Asthe taste of tomato soup isinterchanged in cans, so knowledge isinterchanged in topic map
documents. Asyou follow the directions on the side of the can to make (or at least reconstitute)

tomato soup, o topic map software uses specified processing methods to make (or at |east reconstitute)
knowledge. (See Chapter 4.) If you pour two cans of soup into the same pan you might be said to
merge them—Dbut let's not get ahead of ourselves.

Inspired by the humble tomato, let's pick an areato actually map: cuisine. Why? It's atradition of the
XTM Authoring Group to share excellent meals. Cuisine also has a variety of rich relationships to
express in topic map associations, like recipes and menus. Rationalizing further, cuisine requires the
use of several human (in the jargon, natural) languages; meeting this requirement will exhibit a
powerful feature of topic map applications called scope. A print representation of an occurrence of our
topic occurs on the next page.

In developing our topic maps, let's imagine that we live in aworld much like today's world, except
that it is our topic map future, and topic maps are everywhere. Hundreds of thousands of J. R. R.
Tolkien fans have merged their shrinesinto a single representation of Middle Earth. Closer to home, it
is possible to buy tomatoes via cell phone.
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Appetizer

Topic map documents are very simple: there are only 19 XTM elements. So, when you finish this
section, you will know 50 percent of what you need to know to start topic mapping. In this section,
you'll learn about the following elements (listed a phabetically):

<baseName>
<baseNameString>
<occurrence>
<resourceRef>

<scope>
<subjectldentity>
<subjectlndicatorRef>
<topic>

<topicRef>

Introducing <topic>, <baseName>, <scope>, <baseNameString>, and
<occurrence>

Let's create atopic element and give it an ID in case we heed to identify it later:
<topic id="myTomato'>

(I lied about what you need to know about XML. XML elements also have attributes, like the -id-
attribute in the example above.)

PITFALL: AnID must be a string that is unique within the topic map document. It doesn't have
to make sense, like myTomato; it just has to be unique.[;1 In most examples, IDs are a pitfall
because for teaching and readability we make the ID strings in tutorials and on whiteboards ook
like names that have a deeper meaning than mere uniqueness. They don't.

2 Another lie. An ID does have to be unique (within an XTM document), but also it can't start with a
number, and if you could use a character to simulate profanity in a comic strip or for punctuation,
you probably can't use it in an ID. For more information see the XML listing in Resources near the
end of this chapter.

Since we want to talk about tomatoes, |et's type in a base name” for our topic that reflects our intent:
"tomato.” Since we don't want these potentially shady characters wandering round the Iands;cape,[‘-11 we
wrap them up in a<baseNameString> element like so:

Bl you'll see what the base name is the basis of when we talk about variants later in this chapter. Why
didn't XTM just call the element name? Because that word is all mixed up with PHPT.

“ This is a lie. We're just avoiding "mixed content.” See the XML listing in Resources near the end of
this chapter.

<topic id="myTomato''>

<baseName>
<baseNameString>tomato</baseNameString>
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</baseName>
</topic>

Just in case anyone doubts that what we're talking about redlly is atomato, let's supply alittle more
information about the topic by adding an image of atomato, suitably ripened for site display.

<topic id="myTomato'>
<baseName>
<baseNameString>tomato</baseNameString>
</baseName>
<occurrence>
<resourceRef xlink:href="tomato.gif"/>
</occurrence>
</topic>

Y ou can think of the -xlink: href- attribute asworking just like the -href- attribute of an HTML
<A> element: it points to a resource you want to get, in this case, the GIF file that is the occurrence of
the tomato topic. That x1ink: prefix means that the attribute also conforms to the XLink World
Wide Web Consortium (W3C) specification (see the Resources section).

In atopic map, like any map, the map is not the territory.®! Here the topic whose ID ismyTomato is
part of the map; the resourcein the file tomato.gif ispart of the territory. For this reason, topic
maps are sometimes called information overlays. They are superimposed over resources without
changing them, just as aroad map is an information overlay for the road you are driving—not because
it is draped over the steering wheel of your car but because the connections that images of roads make
between images of cities on the map are useful when driving to real cities over real roads.

[5] i . . . . . . . . .

This is a lie. In a topic map, sometimes the map is the territory, since a topic map (being electronic)
can be an occurrence of a topic, just like our tomato GIF file. Since this feature (and it is a feature) of
topic maps is littered with PHPT we, as beginners, will avoid it.

But wait aminute. Ultimately, in our topic map future | want to use atopic map to order my tomatoes
from My Tomato Purveyor (MTP), Inc., using my cell phone. So | need to be 100 percent certain that
when my cell phone sends "tomato," MTP's server knows | mean "tomato." The base name string
"tomato" works fine for humans, but maybe machines need some help. | may need to say what the
subject of my topic is more precisely.

Introducing <subjectidentity>

In this section, you'll learn about the following elements (again listed in alphabetical order) and how to
choose between them:

<resourceRef>
<subjectldentity>
<subjectlindicatorRef>
<topicRef>

Let's give the "tomato” topic an identity that both machines and humans can understand. | know, MTP
knows, and the computer can "understand” that the USDA specification for the kind of tomato | want
lives at the following URI: http://mww.fedgov/usda/doc/tomatogr .htmigradeA. Thus | can express our
mutually agreed-upon knowledge and declare the subject of our topic in the following way.



<topic id="myTomato''>
<subjectldentity>
<subjectliIndicatorRef xlink:href="http://www.fed.gov/usda/doc/
tomatogr . htm#gradeA™/>
</subjectldentity>
<baseName>
<baseNameString>tomato</baseNameString>
</baseName>
<occurrence>
<resourceRef xlink:href="tomato.gif"/>
</occurrence>
</topic>

It turns out that all these years, although without knowing it, the USDA and governments in general
have been creating rich sets of resources for topic mappers to point to when they want to agree that
they are talking about the same subject, like grade A tomatoes. These resources are called Published
Subject Indicators (PSls) and are discussed further in Chapter 5.

Of course, the Canadian government has been grading tomatoes too, and to tell MTP that it's all oneto
me whether | get Canadian tomatoes or American tomatoes, | would add a second
<subjectindicatorRef> pointing to the Canadian PSl.

PITFALL: If | used the subject identity for USDA grade A tomatoes for atopic with the
<baseName> "potato," that would really confuse the humans, the machines, and/or both. So |
won't do that.

We also could have defined the subject identity of our topic using <resourceRef>, as shown below.

<subjectldentity>
<resourceRef xlink:href="tomato.gif"/>
</subjectldentity>

We and MTP would then agree that the file tomato . g i f unambiguously specified our subject,
instead of just being information relevant to it, which iswhat an occurrence is. We could define our
subject this way, but we would be wrong to do so in this situation. Why? A resource specified with
<subjectldentity> indicates asubject (in our case, tomato). But aresource specified with
<resourceRef> constitutes the subject, is the subject (in this case, the exact bits and bytes that
make up that single image at the address given in the <resourceRef> eement's -xlink:href-
attribute value). If we were graphic artists, we might care about that. As cooks, or people who claim to
be cooks, we don't.

Finally, we could have specified the subject identity of our topic using <topicRef>, as shown below.

<subjectldentity>
<topicRef xlink:href="#anotherTomato"/>
</subjectldentity>

The <topicRef> element points to the <topic> element that in turn has a subject. (The
<topicRef> element must point to a<topic> element.) We and MTP would then agree that the
<topic> element with the ID anotherTomato specified our subject. We will see one reason we
might want to point at a <topic> element that specifies our subject identity, rather than pointing at
the subject directly, in the next section.
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Introducing <scope>

Unlikean ID, a<baseName> might be required to make sense to at least some humans; unfortunately
the <baseName> we have chosen makes sense only in English. Since cuisine is by definition French,
let's give our topic a second name in that language, where FR stands for "French™" and EN stands for
"English."

<topic id="myTomato'>
<baseName>
<scope>
<topicRef xlink:href="#EN"/>
</scope>
<baseNameString>tomato</baseNameString>
</baseName>
<baseName>
<scope>
<topicRef xlink:href="#FR"/>
</scope>
<baseNameString>tomate</baseNameString>
</baseName>
<baseName>
<baseNameString>tomato</baseNameString>
</baseName>

</ioﬁié>

Here we use <scope> to turn <baseName> elements on and off. Tomate, for example, will be the
<baseName> datafor the <topic> eement from the point of view of humans who prefer to speak
French. But what about the third <baseName>, the one with no <scope>? Thisisthe default
<baseName>—the one that is aways on.® Thisisthe <baseName> that a human who speaks
neither English nor French should see.

(61 More lies. First, some cuisine is Chinese. Second, in the jargon, "topic characteristics" are "valid"
within scopes. Scopes don't really turn anything on or off—applications do that. The scope that is
"always on" is called the unconstrained scope.

Now, why did we use <topicRef> to make our first two <scope> elements? Let's set up the
<topic> elements to point at and use PSIs to express their subject identities.

<topic id="EN">
<subjectldentity>
<subjectindicatorRef
xlink:href="http://www.topicmaps.org/xtm/1.0/language.xtm#en" />
</subjectldentity>

</topic>
<topic id="FR">
<subjectldentity>

<subjectindicatorRef
xlink:href="http://www.topicmaps.org/xtm/1.0/language . xtm#fr"/>
</subjectldentity>
</topic>
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Using this setup has several advantages. First, the topic map is easier to read (and to write). EN isalot
shorter than http://www.topicmaps.org/xtm/1.0/language . xtm#en.

Second, the topic map is easier to maintain. The subject indicated by the topic EN turns out to be one
of the two-letter ISO codes for human languages. (1SO, the International Organization for
Standardization, has, like governments, been publishing PSls without knowing it was doing so for
many years.) Better yet, it turns out that this SO language list has been translated into a topic map and
is available on the TopicMaps.org site. (Check the value of the ~href- attribute.) Best of all, suppose
that we discover that there is a better listing of language code PSls somewhere (see http://www.oasis-
open.org/committees/tm-pubsubj/), and MTP and we agree to use it. In that case, we need only update
the two -href- attributes in the subject indicators of the <topic> elementsEN and FR, and in the
machine, all the <topicRef> elements that point to them will update too.

Main Course

In this section, you'll learn about the following elements:

<association>
<instanceOf>
<member>
<roleSpec>

Four more elements—so when you finish this section, you will know 70 percent of what you need to
know to start topic mapping.

Of course, atomato is no good in isolation. Well, it is, but we really care about tomatoes when they
are associated with other things—in our case, with caramel—using menus and recipes.

Introducing <association>, <member>, and <roleSpec>
First, well set up the association between the tomato and the dish. Let's make atopic for a dish?

[ This dish is an occurrence of a subject whose topic is hamed "the crisis in French cooking” by Adam
Gopnik in his book Paris to the Moon (Random House, 2000). In fact, its chef conceives of the dish as a
proof by example (achieved with immense labor) that the topic, tomato, is properly associated with a
dish in the scope of the dessert phase of a meal, since the tomato is an instance of the class fruit and
not an instance of the class vegetable.

<topic id="myConfite'>
<baseNameString>
tomate confite farcie aux douze saveurs
</baseNameString>
</topic>

Now let's associate our tomato and this dish by making them members of an <association>, using
<topicRef> to define the <member> eements @

) |nside <member> we could also have used <resou rceRef>, for something that is a subject. We
could also have indicated a subject with <subjectlndicatorRef>—even used
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<subjectilndicatorRef xlink:href= "#myTomato'/>, which is equivalent to
<topicRef xlink:href="#myTomato"'/>. However, since we are pointing at something that
we expect to create and manage as a <topic> in our topic map, it makes sense here to use
<topicRef>

<association id="tomate_confite_association">
<member>
<topicRef xlink:href="#myTomato"/>
</member>
<member>
<topicRef xlink:href="#myConfite"/>
</member>
</association>

That there is an association (some association) between myConfite and myTomato is not very
informative, however. We need to explain what roles the two topics are playing in the association. So
let's make some topics for roles.

<topic id="anlngredient'>
<baseName>
<baseNameString>an ingredient</baseNameString>
</baseName>
</topic>

(To keep the examples short, well leave the <baseName> elements out from now on. Thisis
perfectly OK topic mapping—it's up to you whether your topics have <baseName> elements or not.
In fact, the only thing that you must do with a<topic> element isgiveit an ID. Well aso tumble
into the pitfall of giving elements IDs that look like names, purely for the sake of exposition.)

Here's another topic for another role.
<topic id="aDish"/>
Now we add the roles to our association using <roleSpec>.

<association id="tomate_confite_association">
<member>
<roleSpec>
<topicRef xlink:href="#anlngredient'/>
</roleSpec>
<topicRef xlink:href="#myTomato"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#aDish"/>
</roleSpec>
<topicRef xlink:href="#myConfite'/>
</member>
</association>

Now we can interchange the knowledge that in this association, the tomato plays the ingredient role,
and the confite plays the dish role.
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Introducing <instanceOf>

Now we can distinguish the ingredient from the dish. But what about the association itself? What type
of association isit? Let's make another topic.

<topic id="ingredient_of'/>

(Of course, in areal topic map, we could add alot of detail to this topic—a PSI, one or more base
names, and so on. Here, for purposes of exposition, we suggest all that robustness with the ID.)

Now let's revise our existing <association> element to say that the association
tomate confite_association isan association of thetype ingredient_of.

<association id="tomate_confite_association">
<instanceOf>
<topicRef xlink:href="#ingredient_of"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#anlngredient"/>
</roleSpec>
<topicRef xlink:href="#myTomato"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#aDish"/>
</roleSpec>
<topicRef xlink:href="#myConfite"/>
</member>
</association>

And in the same way, we can add other associations of the same type to our topic map.

<association id="caramels_confite'>
<instanceOf>
<topicRef xlink:href="#ingredient_of"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#anlngredient"/>
</roleSpec>
<topicRef xlink:href="#myCaramel"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#aDish"/>
</roleSpec>
<topicRef xlink:href="#myConfite'/>
</member>
</association>

Of course, for this markup we aso have to add a new topic:

<topic id="myCaramel"/>
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Caramel is one of the ingredients of the confite because the confiteisin fact a dessert.

Now | can ask the topic map (using, in our topic map future, topic map software that understands the
future topic map query language) for all the dishes that have tomatoes as ingredients, so | can
consolidate my order to MTP when | finally flip open my cell phone and call them.

Back to the word type. Thisis one of those words that (among computer programmers at least) tends
to generate the sort of heated PHPT-driven discussion | promised to avoid. We (and also computer
programmers) say that "atomato is atype of fruit," "2 isatype of number," "alion is a type of
animal," and so on. That means that fruits, numbers, and animals are all classes, and tomatoes, 2, and
lions are all instances of each class® Si milarly, apples, 3, and aardvarks are al so instances of the
same three classes. Since we are in the topic map world, we make our classes with topics, but the
same relationship between instance and class still holds.

] Typing is important for writing correct programs. Let's suppose that we feed a program an instance of
class mineral (an instance whose type is mineral) when our program expects an instance of class
animal (an instance whose type is animal)—a stone instead of a lion. The program should complain,
and the programmer should figure out whether an instance of animal or mineral is required.

Topic maps are fun to write, so once we get started making associations it's hard to stop. Let's make a
menu.

<association id="entree_dessert'>
<instanceOf>
<topicRef xlink:href="#menu"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#dessert"/>
</roleSpec>
<topicRef xlink:href="#myConfite'/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#entrees"/>
</roleSpec>
<topicRef xlink:href="#myFoieGras'/>
</member>
</association>

We a so—as you may have predicted—have to make the following elementsin our map.

<topic id="menu"/>
<topic id="dessert'/>
<topic id="entrees'/>
<topic id="myFoieGras'/>

And while we're thinking of typing, let's go back and type our confite, too.

<topic id="myConfite">
<instanceOf>
<topicRef xlink:href="#dessert"/>
</instanceOf>
<baseName>
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<baseNameString>
tomate confite farcie aux douze saveurs
</baseNameString>
</baseName>
</topic>

Thisway, if we want to ask our topic map for all the desserts, we'll get them. Better yet, since we
know that there is arole on the menu called dessert, and we know that our confite is an instance of
the class dessert, we can make sure that topics are playing sensible rolesin our associations. The
example below would not be sensible.

<member>
<roleSpec>
<topicRef xlink:href="#dessert"/>
</roleSpec>
<topicRef xlink:href="#myFoieGras'/>
</member>

PITFALL: It'sfair to say that in later versions of the topic map standard, there will be more
sophisticated ways to say how members will play rolesin associations. That iswhy | used the not-
exactly-rigorous word sensible in the paragraph above.

Dessert
In this section, you'll learn about the following element:
<mergeMap>

Thisisonly one more element, number 14 out of the 19 total elements, but it's a very important one.
o let's say that when you finish this section, you will know 85 percent of what you need to know to
start topic mapping.

The <mergeMap> element makes two or more topic maps into one topic map. In our topic map future,
merging has allowed those Tolkien fans to merge their individual topic maps into a single giant shrine,
with base names in English, Elvish, and so on.

Here, working on a smaller scale, we just need two topic maps to merge. Through a sophisticated
analytical process we've made up another topic map that has the tomato topic in it—the actual recipe
for the tomate confite farcie aux douze saveurs. Well ... one step in the recipe, anyhow. Theideais
that astep in arecipe is an association with the following members. an ingredient, an amount (of that
ingredient), and a process. So, "take a case of tomatoes and peel them." Here is the topic map.

<topicMap>
<association id="peel _case tomatoes'>
<instanceOf>
<topic id="classTopic" xlink:href="#step'/>
</instanceOf>
<member>
<roleSpec>
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<topicRef xlink:href="#anotherlngredientTopic'/>
</roleSpec>
<topicRef xlink:href="#anotherTomatoTopic"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#anAmount"/>
</roleSpec>
<topicRef xlink:href="#case"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#aProcess"/>
</roleSpec>
<topicRef xlink:href="#peel"/>
</member>
</association>
<topic id="anotherTomatoTopic'>
<subjectldentity>
<subjectiIndicatorRef
xlink:href="www.fed.goc/usda/doc/tomatogr.htm#gradeA"/>
</subjectldentity>
<baseName>
<scope>
<topicRef xlink:href="#I1T"/>
</scope>
<baseNameString>pomodoro</baseNameString>
</baseName>
</topic>
<topic id="anotherlngredientTopic"/>
<baseName>
<baseNameString>an ingredient</baseNameString>
</baseName>
</topic>
<topic id="anAmount'/>
<topic id="'step'/>
<topic id="case'/>
<topic id="aProcess"/>
<topic id="peel"/>
<topic id="IT">
<subjectldentity>
<subjectindicatorRef
xlink:href="http://www.topicmaps.org/xtm/1.0/language . xtm#"/>
</subjectldentity>
</topic>

</topicMap>

Here, for reference, are two topics from our original topic map. Compare them with the topics with
IDsanotherTomatoTopic and anotherIngredientTopic in the topic map immediately above.

<topic id="myTomato'>

<subjectindicatorRef
xlink:href="www.fed.gov/usda/doc/tomatogr.htm#gradeA"/>
</subjectldentity>

<baseName>

<scope>
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<topicRef xlink:href="#EN"/>
</scope>
<baseNameString>tomato</baseNameString>
</baseName>
<baseName>
<scope>
<topicRef xlink:href="#FR"/>
</scope>
<baseNameString>tomate</baseNameString>
</baseName>
<baseName>
<baseNameString>tomato</baseNameString>
</baseName>
</topic>
<topic id="anlngredient"/>
<baseName>
<baseNameString>an ingredient</baseNameString>
</baseName>
</topic>

Watch closely! We now merge our topic maps, and somewhere in the computer the following magic
happens.

e All topics with the same name in the same scope are merged (a name-based merge).
e All topics with the same subject identity are merged (a subject-based merge).

("Two things that are equal to the same thing are equal to each other."2%)

(1% yet another lie. The merging requirements are more sophisticated and rigorous than this. See the
XTM 1.0 specification at http://www.topicmaps.org/xtmtm.

In our two topic maps, two topics are merged. First, the topic with ID anlngredient is merged with
the topic with ID anotherlIngredientTopic. Why? They both have the same base name ("an
ingredient") in the same scope (the unconstrained scope). Second, the topic with ID myTomato is
merged with the topic with ID anotherTomatoTopic. Why? They both share aPSl, the USDA
definition of agrade A tomato.

Now, what is the benefit of this merge? When two topics are merged into a single topic, that topic has
all the topic characteristics of both topics—base names, occurrences, and roles played in
associations—with any duplicate characteristics thrown away. The characteristics of our merged
tomato topic become those listed below.

Base names:

* tomato in English (menu map)

* tomate in French (menu map)

« tomato in the unconstrained scope (both maps)

* pomodoro in Italian (recipe map)
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Occurrences:

 tomato.gif, aresource (menu map)

Roles played in associations:

* ingredientinthe tomate_confite_association association (menu map)
e ingredientinthepeel _case_ tomatoes association (recipe map)

Thus, by merging the two topic maps, we can get the quantity of tomatoes we need and the recipe we
need them for. Using my cell phone in the topic map future, | merge our merged topic map with a
third map (the price list for grade A USDA tomatoes available from MTP) and place an order. Shortly,
our tomato salesman (Joe) merges the order with his sales projection topic map and smiles—at
knowledge interchange in action.

PITFALL: The interaction between the two merging rules explains why it's a bad idea for atopic
with the base name potato to be given a subject identity of tomato (where other topics with that
identity have the base name tomato). If we did this, under a name-based merge, topics named
tomato and potato in the English scope would not be treated as one topic, but under a subject-
based merge, they would! Thus, for example, all the recipes associated with tomato as an
ingredient will also be associated with potato as an ingredient (conflating New Y ork— and New
England—style clam chowder, for example, not to mention Italian cuisine and vodka manufacture).

Isthisabug or isit afeature? It's afeature. If you choose to give topics that others think have
different subjects the same name, it makes sense to merge them. Why give the same name to two
different things? And if others think that topics to which you give different names have the same
subjects, it makes sense to merge them. Why give two different names to the same thing?

If, in the merge process, your tomatoes get mixed with your potatoes, there are tricks to detect the
situation using the children of <mergeMap>. If you get in trouble like this, you aren't a beginner

anymore, so these tricks are out of the scope of this chapter. See the XTM 1.0 specification for
more information.

Brandy, Cigars
In this section, you'll learn about the following elements:

<parameters>
<resourceData>
<variant>
<variantName>

When you finish this section, you will have covered 18 of the 19 topic map elements, so you will
know almost everything you need to know to start topic mapping.

Introducing <variant>, <variantName>, and <parameters>
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Some of our clients want to be able to display our menus on their Palm Pilots, and Joe at MTP wants
to use his cell phonetoo. So, we pick avery short name suitable for use in wireless activities.

<topic id="myTomato'>
<baseName>
<baseNameString>
tomato
</baseNameString>
<variant>
<variantName>
<resourceData>
T™MT
</resourceData>
</variantName>
<parameters>
<topicRef xlink:href="#cell_phone"/>
</parameters>
</variant>
</baseName>
</topic>

Thus, a cell phone user would see the short TMT instead of the longer tomato. (Of course we aso
need to add <topic id="cell_phone"/>. A more sophisticated topic map would use PSIs for the
Motorola and Nokia product lines and might have variant names appropriate to each line, but since
this exampleisin our topic map future, we don't have values for the ~href- attributes yet.)

This example shows that avariant is a variant of a base name and that a base name is called base
because it has variants.

Introducing <resourceData>

Finally, sometimes we want to embed alittle bit of territory right in the topic map document. For this
purpose, we have <resourceData>, which can occur in the <var iantName> and
<occurrence> elements.

The <resourceData> eement isjust ashortcut for <resourceRef>. It would be foolish to have
to create afile and a URI for every tiny piece of text in the whole topic map, so with
<resourceData> we alow text to be entered into the topic map document directly.

Paying the Bill and Putting on Your Coat

The <topicMap> element is our nineteenth and final element. Well wrap up our example by putting
our first topic map inside a<topicMap> element; see Appendix A in this book. (Note especialy the
XML plumbing at lines 1 through 4: the xml and DOCTYPE lines, aswell as the namespace

declarations that are attributes of the <topicMap> element.)

Note also that it is possible to have topic map tags that don't contain anything at all. In fact,
<topicMap>, <topic>, and <subjectldentity> al have this characteristic.
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Isthisabug or afeature? It's afeature; the XTM specification is designed for interchange. It is
descriptive, not prescriptive. Y ou, as author, may wish to practice better informational hygiene.
However, there are scenarios in which an author might wish to create such esoterica as the following:

e A <topicMap> with no children

e A <topic> element with no subject identity, base name, or occurrences
e A <subjectldentity> element that refers to nothing

e A <mergeMap> element with no children

One obvious reason is the authoring process—put in an empty topic, link to it with the ID, and plan to
circle back and add the rest later. The more philosophical reason is that sometimes knowledge of the
world is partia, and so the interchange syntax requires that as little as possible be known.

Now you have 100 percent of the knowledge required to start topic mapping.

Summary
Here iswhat you learned in this chapter in a classic bottom-up rather than top-down approach.

e Topic maps consist mainly of topics and associations, as you saw when we created topic maps
that associate the tomato topic with recipes and menus.

e A topic map is an overlay on information resources, as you saw when we created an
occurrence for the tomato topic.

e A topicisastand-in, proxy, or surrogate for a subject, as you saw when we discussed PSls.

e Topics have characteristics (names, occurrences, and roles played in associations), as you saw
when we gave our topics base and variant names, created an occurrence, and gave our
associated topics role specifications.

e Theauthor controls the meaning of atopic map through topic characteristics and choices of
subject, as you saw when we controlled the merging process through our choice of base
names and subject identity.

e  Scopesin topic maps define the validity of associations and allow fine-tuning of merge
operations, ! as you saw when we scoped the base names of topics for the human languages
English, French, and Italian.

(L A terminological inexactitude. In truth, scopes define namespaces, and they do so in a

more flexible and powerful way than colonized syntax. Synonyms are permitted, for example.
The claim has been made that this namespace system can lead the way to the federation of
global knowledge.

Topic maps are about agreement. Even though | say tomato, and you say tomate or even pomaodoro,
we don't have to call anything off. Topic maps allow us to say what we mean and mean what we say.

Since you now know 100 percent of what you need to know to start topic mapping—start topic
mapping!
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Resources
To learn more about topic maps, here are three good entry points.

http://www.topicmaps.org/

http://www.topicmaps.net/

http://www.0oasi s-open.org/cover/topi cM aps.html

And to show that topic maps are actual and not academic or theoretical, here are sites for topic map
vendors and service providers, in no particular order.

http://www.infoloom.com/

http://www.mondeca.com/

http://www.ontopia.net/

http://www.empolis.com/

http://www.cogx.com/

http://www.semantext.com/

http://globa wisdom.org

http://www.etopicality.com

Other technical pieces related to topic maps are XML and XLink. XML isthe W3C specification that
says, among other things, that the tags we've discussed in this chapter are made from letters and angle
brackets (<tag>) as opposed to being made, for example, with curly braces and nonletter characters
({_12 ~_}). XLink provides the way to perform semantic linking in XML. For more information,
see these Web sites.

XML: http://www.w3.org/ XML /#dev

XLink: http://mww.w3.org/XML/Linking

For anontechnical introduction to XML, see the following resources.
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http://www.topicmaps.org/
http://www.topicmaps.net/
http://www.oasis-open.org/cover/topicMaps.html
http://www.infoloom.com/
http://www.mondeca.com/
http://www.ontopia.net/
http://www.empolis.com/
http://www.cogx.com/
http://www.semantext.com/
http://globalwisdom.org/
http://www.etopicality.com/
http://www.w3.org/XML/#dev
http://www.w3.org/XML/Linking

http://www.webreview.com/2000/06 _23/webauthors/06 23 00 1.shtml (parts 1 and 2)

http://www.webreview.com/2000/08 _04/webauthors/08 04 00 4.shtml (parts 1 and 2)

The draft SO Reference Model for topic maps (see Chapter 4) uses a graph for its data model. For
perspective on graph theory, see Randall Ripert, "The Mathematical Structure of the World: The
World as Graph," available online at http://neol ogic.net/rd/Papers/Structure-J-20-Phil.html.
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Chapter 7. Knowledge Representation, Ontological
Engineering, and Topic Maps

Leo Obrst and Howard Liu

Consider the typical manner in which people currently use Web browsers. They click to link to a
document for which they've either searched, using simple keywords, or which is aready indexed on
the page they are viewing. The document is then displayed before them. They must then read the
document and, using their own internalized conceptual model of the world and that document's
domain, interpret the meaning of the document. The knowledge in the document is not necessarily
available to them: it may require extensive background information, long experience, or many years of
formal education for users to understand what the document presents. For example, aretrieved
document on the topic of interacting bosons in particle physics has knowledge that the average person
cannot extract. The knowledge cannot be captured and transferred because the average person cannot
interpret the words semantically, cannot decipher their intended meaning. Why? Because the person
does not have a sufficiently rich conceptual model of that domain.

Today's applications (such as keyword-based search engines) require the individual human user to be
their semantic interpreter, that is, the user must figure out the knowledge contained in a document
without any computer software interpretation of the meaning of that document. This chapter will
discuss ways to remedy that situation. By explicitly enabling the representation of semanticsin
ontologies and using these, tomorrow's applications can assist the user by performing some of the
semantic interpretation automatically.

Knowledge as Interpretation

With the rise of the availability of information and its related traffic on the Internet comes a
concomitant need to exploit and manage information flow and storage using more intelligent means.
Because information actually forms an information continuum that ranges from completely
unstructured data®! to very structured knowledge, avariety of intelligent methods must be employed
to filter, fuse, and represent data that ultimately becomes user- and institution-level knowledge.

. Really, this is a misnomer or an actual misunderstanding, as Steven Newcomb points out in Chapter
3: there is no unstructured data. We concur. In the information continuum, which we discuss shortly,
unstructured data is simply data that is semantically interpreted (solely) by the human being.

This section briefly describes the interpretation process by which variously structured data gets
transformed into usable knowledge, as well as some acquisition and representation issues concerning
knowledge and its manipulation.

Data, Knowledge, and Information

The terms data, knowledge, and information are usually used in ill-defined ways, which is acceptable
in collogquial conversations where only arough, intuitive notion of their distinctive meanings are
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needed. Thereis adanger, however, that such usage may result in an obliteration of critical technical
distinctions so that these terms in effect become synonyms, possibly with one term standing for all
three in a watered-down fashion devoid of content.

In this chapter we do not try to give precise formal definitions to these three terms; instead, wetry to
informally delineate their meanings. By doing so, we hope to show that what we have called the
information continuum above is actually better termed the inter pretation continuum.

In this view, data and knowledge are simply end points on (for our purposes here) alinear continuum,
as Figure 7-1 suggests. That which is nearer the left side of the continuum istermed data; that which
is nearer the right side is termed knowledge, though in general the distinction between any two points
on the line is more appropriately expressed in terms of their lesser or greater structure. But structure
itself, though important, is not the crucial determining or characteristic factor for the continuum:
interpretation is. Structure is a side effect of the degree of interpretation required. Knowledge isthe
relatively complex symbolic modeling (representation) of some aspect of a universe of discourse (that
is, that which we can talk about as human beings); datais arelatively simple symbolic modeling. The
following "equations" express the relationship between knowledge and data:

Knowledge = Data + Interpretation

Knowledge — Interpretation = Data

Figure 7-1. The interpretation continuum

Interpretation continuum

data: =€ » knowledge:
relatively very
unstructured structured

Information is used in this chapter in its more technical sense, as Frost derived from Shannon [1948]:
information is "ameasure of the extent to which a piece of knowledge tells you something which you
did not previously know" [Frost 1986, p. 12]. Hence, the information contained in some piece of data
depends on what a person already knows and in general will vary from individual to individual.
Information represents change in knowledge:

New Knowledge = Old Knowledge + Information

But what now is interpretation and why isit important? Interpretation is the mapping between some
structured subset of data and amodel of some set of objectsin a universe of discourse with respect to
the intended meaning of those objects and the relationships among those objects.

Interpretation, therefore, is the mapping between notations (which we call glyphs), for example,
strings of characters from some alphabet (for text) or some set of defined binary encodings (for
graphics, video, and so on), and what those notations are intended to mean in a human-defined
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universe of discourse. Notations (or glyphs) are meaningless symbols unless they are given an
interpretation, that is, mapped to objectsin amodel. Interpretation is semantics: it is interpreting the
syntactic glyphs with respect to their intended semantics.

Typically the model liesin the mind of the human. We as humans "understand," which means we
symbolically represent in some fashion the world, the objects of the world, and the relationships
among those objects. We have the semantics of some part of the world in our minds: it isvery
structured and interpreted. When we view atextual document, we see glyphs on a page and interpret
them with respect to what they mean in our mental model; that is, we supply the semantics (meaning).
If we wish to assist in the dissemination of the knowledge embedded in a document, we make that
document available to other human beings, expecting that they will provide the semantic interpreter
(their mental models) that will make knowledge out of the notations (glyphs) on the document pages.
However, there is no knowledge in that document without interpretation; interpretation makes
knowledge out of squiggles on a page.

If we wish to have a computer assist in the dissemination of the knowledge embedded in a document,
we need to partially automate the interpretation process, which means we need to construct and
represent in a computer-usable way some portion of our mental model. What does that mean? We turn
to this question in the next section.

Knowledge Issues: Acquisition, Representation, and
Manipulation

Some of the data now being made accessible to individuals via the Internet is structured in relational
databases. Most kinds of data exist as textual and graphical documents, video, speech, and other
specialized data stores. All of these data sources, however, range from relatively unstructured to
moderately structured. Relational databases, which have both an intensional database (the generic
information or schema, that is, part of the metadata) and an extensional database (the instances or
tuples of the schema), still greatly rely either on application code for the semantic interpretation of
their data or, asisthe case in general for documents and relatively less structured data, on human
beings such as database administrators, users, and so on. The primary purpose of relational databases
isfor storage and ease of accessto data, not complex use; software applications (with the data
semantics embedded in nonreusable code via programmers) and human beings must focus on data use,
manipulation, and transformation, all of which require a high degree of data interpretation.

To partidly automate the interpretation process (that is, to shift some interpretation ability to the
computer from the human), in recent years stochastic methods have been employed. These range from
the data mining of statistically relevant patternsin relational databases to the use of statistical
techniques in natural language processing, image processing, and so on. What most of these shallower
(that is, interpretation-nonintensive) methods have in common is the attempt to discover statistically
significant correlations of data, words, and relatively unstructured units and by those correlations to
infer semantic significance. It is assumed that colocation or cooccurrence within some defined context
signifies a semantic relation. What that semantic relation is, of course, must be conceived (interpreted)
by a human being who inspects the statistically significant patterns. These methods, however, remove
at least a portion of the noise from relatively unstructured data (thus performing afiltering function)
and display before the interpreting human a subset of what can become knowledge once the human
interprets it. Such methods attempt to bypass the knowledge bottleneck encountered by a previous
generation of technologies epitomized by expert systems: capturing complex knowledge requires
much work in élicitation from domain experts.
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Prior to its redefinition by business, knowledge management was about managing structured
knowledge in knowledge bases. Thisuse is called deep knowledge management in today's lingo.
Knowledge management today means approximately: "Enabling the employees of a corporation easy
access, usually viaa Web browser, to the knowledge represented as documents and data of the
corporation.” Deep knowledge management, it was thought by mainstream industry, requires time-
consuming, responsible, and consistent knowledge acquisition; consistent (or at least partition-bound
inconsistent), semantically correct, and expressive knowledge representation; tractable, semantically
licensed, sound, but nonmonotonic reasoning; and ongoing knowledge maintenance. Such an effort
was in general deemed too resource-intensive by industry. Coupled with extravagant claims made by a
small set of researchers, and thus generative of unrealizably high expectations, this perception quashed
or at least curtailed efforts toward deep representation. The need for such deep representation,
however, continues and in fact has increased: to maximize the knowledge we can use, we must shift
more of the burden of interpretation onto our computers. One way to do so isto annotate our data and
documents with human-meaningful knowledge constructs, as the emerging topic map effort intends.

Figure 7-2 displays the interpretation continuum mentioned earlier, now annotated with additional
information on methods and technol ogies (along the bottom) and types of knowledge (along the top)
as the continuum progresses from data to knowledge.

Figure 7-2. The annotated interpretation continuum
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If everyone agrees that shallow and deep methods and representations should be employed, that
increased knowledge utility (hence increased computer-assisted interpretation) is desirable, then the
guestion becomes: How might shallow and deep methods and representations be combined? Related
questions then follow: Are there promising technol ogies that might help combine shallow and deep
methods and representations? Are there technologies that can pave the way toward deep methods and
representations? We believe that topic maps correlate well with ontological engineering.2 In the next
section, we look at the core knowledge technologies that have evolved into ontological engineering.

[2] Ontological engineering, as we shall describe shortly, is a relatively new discipline that seeks to apply
the principles, methodologies, and rules of formal ontology to the design and implementation of
knowledge-based information systems.

The Roots of Ontological Engineering: Knowledge
Technologies
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Root:

Knowledge Representation

Knowledge representation technology addresses the structure and meaning of knowledge, answering
the following questions.

How is metadata, domain knowledge, or any other kind of knowledge to be represented?
[Davis and Shrobe 1993]

What mechanisms can be used to facilitate the acquisition, encoding, and storage of
knowledge to alow both general access and rich expressivity? [Glaser 1996; Speel 19964]
What inference or other reasoning methods can be efficiently performed on that represented
knowledge? How are they in turn represented to guarantee correctness and completeness?
[Brewka 1996]

Should general ontologies (vocabulary of the concepts, relations, and attributes, along with
constraints on their meaning) and domain knowledge be represented logically, either in a
first-order predicate logic, amodal logic, or a higher-order logic, that is, in either case as an
axiomatic system in which knowledge represents theories? [Frost 1986]

Should knowledge be represented as frames in a frame-based model (which can have alogical
interpretation), that is, in terms of dots, facets, and methods defined over these? [Borgida and
Patel-Schneider 1994; MacGregor 1991; Brachman and Schmolze 1985]

Should probabilities be used in the representation, as in Bayesian networks? [Brewka 1996]
What are the number, kinds, and levels of models needed to represent knowledge so that at
the highest level users can interact with conceptually meaningful knowledge objects, yet at
the lowest level, primitive data (such as structured or unstructured text, numbers, Booleans,
graphic data, voice, video, and so on) is correctly and efficiently represented so that it can be
accessed by and mapped to higher levels? [Lambrix and Padgham 1996]

What are the special relations required to represent complex objects that have parts? [Artale et
al. 1996; Borgo et al. 1996, 1997; Casati and Varzi 1999; Simons 1987]

Table 7-1 displays arefinement by Guarino [1994] of Brachman's[1979] original classification of the
various primitives used by knowledge representation formalisms. The bottom five levels constitute
"knowledge"; the topmost, the implementation of those knowledge levels for a given knowledge
system. In this scheme, knowledge spans from formalization (the logical constructs used) to natural
language (how humans express the knowledge they possess, in speech and text; Lang 1991). Any
knowledge management system in which computer software semantically interprets data (for example,
in databases, on Web pages, in textual documents) to assist a human must similarly employ these
levels of representation.

Table 7-1. Classification of Knowledge Representation Levels

Primitive
Level Primitives Concepts ... Main Feature Interpretation
Implementational|Memory cells, Are Formalization Arbitrary
pointers implementation
dependent
Logical Propositions, Are predicates Formalization Arbitrary
predicates, functions,
logical operators
Epistemological |Concept types, Are structuring Structure Arbitrary
structuring relations  |primitives
Ontological Concept types, Satisfy meaning |Meaning Constrained
relations postulates




Conceptual Conceptual relations, |Are cognitive Conceptualization|Subjective
primitives primitive
objects and actions

Linguistic Linguistic terms Are linguistic Language Subjective
primitives

Source: Reprinted with permission from Guarino [1994].

General issues in knowledge representation include the following: (1) expressivity versus performance
tradeoffs, (2) the use of symbolic versus probabilistic or hybrid approaches, (3) the use of deductive
versus inductive inference, and (4) approaches to knowledge composition (also called knowledge
fusion; see Wiederhold [1994] and Gray et a. [1997])—how to combine syntactically and
semantically heterogeneous knowledge fragments, the use of formal ontology and ontological
engineering and their methodol ogies, efficient representation of subsumptive taxonomies and
operations.2! Other important issues include knowledge acquisition; extraction; discovery (how to
capture knowledge from human experts, software, databases, and documents); the knowledge
requirements of, and languages and implementations for, agents; the efficient representation and use
of task knowledge and problem-solving methods; efficient operations in deductive databases; the uses
of particular logics; and constraint programming systems.

Bl A taxonomy based on subsumption is one in which classes or concepts are linked in a special class—
subclass relation [Borgida and Patel-Schneider 1994]. This special relation is called the is-a relation in
artificial intelligence, as in, for example, "a dog is a mammal, which in turn is an animate object”. In
taxonomies that are closed under the subsumption relation, efficient class-level reasoning is possible
[Eall 1995a, 1995b, 1996]. In object-oriented programming terminology, a class subsumed by a parent
class inherits the behavior and property of that parent class [Kim and Lochovsky 1989; Wand 1989;
Rumbaugh et al. 1991; Graham 1994]. See also the literature on object-oriented databases [as in
Zdonik and Maier 1990].

A few commercial off-the-shelf products for knowledge representation of some complexity exist
(excluding programming language systems). These include Cyc by Cycorps [Guha and Lenat 1990;
Lenat and Guha 1990]; research tools such as PARKA by the University of Maryland [Andersen et al.
1995], Ontolingua/Chimagera by the Stanford University Knowledge Systems Laboratory
[McGuinness et al. 2000], and Protégé-2000 by the Stanford University Medica Informatics
Laboratory [Noy et a. 2000a)]; and description logic systems such as LOOM and PowerLOOM by
the Information Systems Institute/University of Southern California (1SI/USC) [MacGregor 1991,
1994], and CLASSIC by AT&T/Lucent [Borgida and Patel-Schneider 1994]. In addition, logic and
constraint programming systems enabl e users to represent knowledge deeply and reason about it.
Some representative companies with logic and constraint programming systemsinclude ILOG,
Quintus, Sixtus, and Computational Logic, Inc. In addition, there are some knowledge-based tools
commercially available that are mostly based on older technology such as expert systems. These are
discussed in the next session on knowledge engineering.

The key issues faced by designers of knowledge representation technology include the following:

e Defining semantically rich and sufficiently correct models of knowledge domains to ensure
meaningful and reasonable use of that knowledge by users at the levels they require

e Representing and encoding knowledge in information and knowledge management systems
and knowledge bases efficiently and correctly

e Defining access and inference/reasoning methods to best use the knowledge

e Defining knowledge extraction, acquisition, and discovery methodologiesto facilitate the
capture of knowledge

e Defining mechanisms by which knowledge from disparate sources can be combined
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Root: Knowledge Engineering

K nowledge engineering™ and its new more formal variant, ontological engineering, is concerned with
the creation and maintenance of knowledge bases. Knowledge bases are implementations of
knowledge representation modeling schemes and their reasoning methods. As such, they can be
considered applications of knowledge representation technology. This knowledge technology attempts
to answer questions such as those listed below.

“ 1n more specialized usage during the expert system era of the past, the term knowledge engineering
focused on the solicitation of knowledge from domain experts by knowledge engineers. We are
employing the more modern and general use of the term, which signifies the engineering discipline that
applies the principles of knowledge representation and is concerned with the implementation of
knowledge systems.

e What are efficient mechanisms for storing and accessing knowledge, ontologies, and
metadata? [Bresciani et al. 1995]

e What inference and reasoning methods can be employed? How are these efficiently executed?
[Speel 19963, 1996b; Speel et al. 1995]

e How can differently structured, distributed, and dynamic knowledge bases interact with each
other in sound ways, that is, by way of trandation into a neutral knowledge representation or
viamapping rules that link the different knowledge bases syntactically and semantically?

¢ What methodologies and mechanisms can be used to capture knowledge?

The issues that are important to this technology generally reflect the knowledge representation issues
discussed in the previous section, with the emphasis on correct and efficient implementation. Crucial
here are expressivity versus performance tradeoffs [Baader and Hollunder 1991], the kinds of
inference and classification operations supported, the design and implementation of very large
knowledge bases (greater than one million assertions) [Andersen et al. 1995], and knowledge capture
and maintenance.

Many systems are called knowledge bases. Most are of proprietary, legacy, or specialized domain
format (for example, CAD-CAM knowledge bases) or are based on older expert system technology
(production rules using the Rete [Forgy 1982] or TREAT [Mirankar 1987, 1990] algorithms), among
which are Brightware's (formerly Inference) ART-Enterprise, Gensym's G2, Teknowledge's M .4,
IntelliCorp's KEE, and NASA's CLIPS. (Seethe"Al on the Web" site at
http://www.cs.berkeley.edu/~russell/ai.html for more information.)

A common criticism of expert system technology, however, is that this approach to knowledge
representation and reasoning is extremely brittle and very low level. A representation based only on
one-level condition—action rules executing globally isinadequate with respect to granularity of
meaning, the understanding it can provide to many different levels of users, and the ability to debug its
reasoning chains.

The key issues faced in the realm of knowledge engineering include the following:

e Implementing and executing semantically rich and sufficiently correct models of knowledge
domains to ensure meaningful and reasonable use of that knowledge by users at the levels
they require

e Acquiring knowledge for knowledge bases, including processes by which knowledge can be
automatically discovered and extracted from documents, document summaries, databases,
Web sites, and other data sources
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e Implementing and executing access and inference/reasoning methods to best use the
knowledge and to provide users with the levels of detail and correctness they desire

e Implementing and executing mechanisms by which knowledge from disparate, distributed,
and dynamic information sources can be combined

Setting off the real advances of the past 15 years in knowledge representation and knowledge
engineering technology, which led to ontological engineering, entails first a short discussion of the
deficiencies of the last (popularly conceived) high-water mark in knowledge representation research
and devel opment, the expert system era of the early to mid-1980s.

Slightly Shriveled Root: Expert Systems (and Their Deficiencies)

At their crest of popularity in the early 1980s, expert systems were widely perceived—including by
some artificial intelligence (Al) practitioners who should have known better—as being what today
would be called a"killer app,” that is, an application so revolutionary it would sell Al as aprimary
technology whose day had come. What followed such hyperbole instead was "Al winter," areaction
against both the extravagant claims of some researchers and the equally extravagant premature
embracing, by some managers, of an unproved technology. In effect, popular opinion underwent a sea
change, from "these technologies are great and should be used everywhere" to "these technologies are
terrible and should be used nowhere." Al researchersin general, of course, knew the strengths and
weaknesses of these technologies and, for the most part, continued their research agendas as much as
possible in such a funding-impoverished environment. Knowledge representation and knowledge
engineering researchersin particular continued advancing the boundaries of sound and useful theory,
formalisms, methods, and technologies.

In this section, we describe some of the benefits and deficiencies of expert systems, against which to
better pose the subsequent 15 years of additional research into knowledge representation and
knowledge engineering and the advantages of that research.

Expert systems were touted to be solid applications of symbolic Al based on the capture of domain
knowledge from human domain experts, hence able to solve complex reasoning problems within those
domains much as human experts would. Although expert systems ranged widely in representation and
the types of reasoning and problem-solving methods employed, there are afew generalizations that are
relatively accurate across that range. In general, for example, expert systems were production systems,
that is, rule-based systems that supported backward and forward chaining with respect to reasoning.
The rules of these systems were generally of the format <IF condition-set, THEN action-set>, that is,

if the conditions in the antecedent currently held (or were true; this is the forward-chaining method) in
the environment, then the actions of the consequent were executed, thereby changing the state of the
environment and possibly enabling conditions on other rules in the entire domain rule set to become
true, thus causing them to fire. Other common synonyms for rule were demon and trigger, the latter
till being employed in database terminology, and another term of recent years (which partially
overlaps the notion of agent, too), sentinel.

After an earlier phase of ad hoc experimentation in the late 1970s that included the devel opment of
some famous expert systems [Buchanan et al. 1977], for example, MY CIN and its expert system shell
EMY CIN [Buchanan and Shortliffe 1985], later production systems were generally based on
variations of the Rete algorithm [Forgy 1982]. Many commercial tools today (mentioned earlier) trace
their ancestry to these early expert system shells, that is, general-purpose rule systems such as OPS5
[Forgy 1981; Cooper and Wolgrin 1988]. As mentioned previously, these rules could generaly be
executed in either of two modes, in forward- or backward-chaining fashion. Forward chaining
(sometimes called top-down, left-to-right inference) was the prototypical expert system reasoning
method; as described in the previous paragraph, it amounted to condition-testing of rules followed by
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action executionsin arule-forward fashion. This inference method was generally employed to
transform or update a global state, based on some triggering new input in the environment. Backward
chaining (or bottom-up, right-to-left inference, goal-directed reasoning) went the reverse direction;
that is, if arule's consequent goal states were to be considered true, then its conditions in the
antecedent would generate new goals, with the new goals matching the consequents of other rules.
The process continues until one of the goal states matches aninitia state. This inference method was
likely employed for queries on knowledge bases or to determine whether atheorem (the rule) was true
with respect to the existing assertions and rules of the system.”!

B) Since this was prior to the formalization of knowledge representation, however, the use of
terminology such as assertion and theorem was not predominant; instead, everything was just a rule.

Expert systems can be considered an advance over purely procedura code insofar as the rules for
expert systems were more declarative in nature (stating "what," not "how," much as natural language,
mathematics, and logic do) and thus more like so-called fourth-generation or higher-level
programming languages, that is, specialized languages that had constructs closer to the level at which
end users conceived the world. In addition, the reasoning methods in expert systems were not as
arbitrary as those that could be implemented in third-generation procedural code, though often the
reasoning methods actually used were not sound because, for example, they did permit arbitrary side
effects on local and global states.

The primary deficiencies of expert systems thus were partially (and ironically) derived from their
advantages and from the nature of the acquisition process used to obtain knowledge from domain
experts for rules. The knowledge acquisition process is sometimes termed the knowledge bottleneck
because it is so often a resource-intensive process on which al knowledge-based systems depend. This
was particularly egregious in the expert system era because knowledge acquisition was generally the
result of a distillation by specially trained knowledge engineers of knowledge gleaned viarigorous
(and not so rigorous) protocols from human domain experts. The uncontested assumption was always
that human experts indeed consciously knew what and how they did tasks, solved problems, and
reasoned in their specific domains, an assumption that subsequently has been determined to be invalid.

Theflip side of the so-called knowledge bottleneck argument against knowledge-based systems, and
one not generally recognized sufficiently by detractors, is the knowledge fragmentation, duplication,
misconstrual, unmaintainability, and nonreusability programming morass of ordinary procedural
programming. In this scenario, every programmer is his or her own domain expert, and the encoded
knowledgeisin large part incorrect, insufficient, nonreusable, or unmaintainable except by methods
equally as arduous as those employed by the programmer in the program's first encoding. The problem
is compounded when such inaccessible knowledge is functionally duplicated across the world
inconceivable numbers of times.

Expert systems ultimately failed as a panacea not only because there are no methods that are always
and everywhere appropriate but also for a number of other reasons.

1. Expert systems, with few exceptions, were flat, that is, al knowledge was represented at the
same global level: there were no major partitions or types of knowledge, either horizontally or
vertically, and a change of knowledge state was always a global change.

2. Expert systems were brittle, that is, adlight modification in one or afew rules might have
disproportionate ramifications across the entire system, invalidating or incorrectly validating
knowledge apparently unrelated to the change.

3. Therepresentation was inexpressive, that is, one could not express certain types of knowledge
easily or at al.
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4. The reasoning methods were not sound, consistent, or complete, or, much worse, their
properties were not formally identifiable.

5. An expert system execution was nearly impossible to debug because of reasons 1 through 4
and because of the complexity and nondeterminism inherent in the structure of the expert
system. Hence system execution was unpredictable. For example, with randomizing agendas
(which just means that rules get ordered differently at different times for execution), the
results of a system execution could be different each time, athough the initial environment
was the same.

However, much of the research performed for expert systems and especially production rule systems
nowadays finds application in the technical area of active database systems, in which event—
condition—action rules (sometimes called triggers) fire as aresult of updating data and enforce a more
coherent global semantics on the database. Prior to the emergence of active databases [Paton and Diaz
1999], alarge portion of the semantics of databases was enforced in procedural code surrounding the
database, which gives rise to underdetermined semantics (in addition to representational impedance,
that is, the need to trandlate back and forth from one data representation to another, a source of
inefficiency).

The deficiencies in expert systems prompted additional threads of research in Al into knowledge
representation and reasoning. We briefly survey these threads from the last 15 yearsin the next section,
culminating in ontological engineering.

New Knowledge Technology Branches: Toward Ontological
Engineering

Branch: The Formalization of Semantic Networks and the Rise of
Description Logics

The primary advances in knowledge representation technology over the last 15 years can be attributed
to the increasing role of formal logic in representation and reasoning formalisms and to the
development of theories based on logical and mathematical principles. During the heyday of expert
systems, Al research and development were primarily focused on systems-based Al principles and
algorithms, which tended to be either ad hoc and unsystematic or else founded on the informal notions
of semantic networks; logic was relegated to a subsidiary role. Knowledge bases were conceived
originally as semantic networks [Quillian 1969; Fahlman 1977, 1979] and only more recently began to
be formalized [Brachman 1979]. The first logical formalization of aframe-based semantic network
resulted in the seminal knowledge representation language KL-ONE [Brachman and Schmolze 1985],
based on previous languages such as Krypton [Brachman and L evesque 1982; Brachman et al. 1983].
The success of KL-ONE inspired an entire subdiscipline in logical frame-based languagesin Al called
terminological or description logics, which thread continues to this day. KL-ONE and other
description logics typically distinguish between an A-Box (for assertions) and a T-Box (for
terminology). The T-Box is similar to an object-oriented subclass-based or Al isa-based subsumption
hierarchy and serves the function of a schema (the intensional database) in relational database theory.!
It represents the generic constructs of the knowledge representation system (entities, functions,
relations, predicates, propositions, properties, attributes, values, rules, and constraints), sometimes
called the axioms or the ontology of the knowledge base” The A-Box is similar to instances in the
object-oriented paradigm and related to tuples (the extensional database) in relational database theory.
It represents the set of facts or instance-level assertions, which are built on the T-Box skeleton.
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Description logics attempted not only to formalize the notion of semantic networks but also to work
out in some detail the nature of tractable automated reasoning.

) For the relationship between databases and knowledge bases, see Ullman [1988, 1989]; Biller and
Neuhold [1989]; Mylopoulos and Brodie [1989]; Reiter [1989]; and Gardarin and Valduriez [1989]. For
an attempt at a unification of knowledge bases and database design, see Debenham [1998].

[V care must be taken, however, to distinguish the notion of ontology from the T-Box, insofar as, in
some usage, an ontology may have both class-level and instance-level assertions. The notion of
ontology is related to formal language theory; we'll say more about that later. By way of similarity,
however, both an ontology and a T-Box represent primarily static or long-term knowledge, whereas an
A-Box represents current, more dynamic knowledge.

In recent years, research in description logics has produced many formal results [Cadoli and Eiter
1998] and led to the construction of many automated systems, including LOOM [MacGregor 1991],
CLASSIC [Borgida and Patel-Schneider 1994], and BACK [Hoppe et al. 1993].

Related to the research in semantic networks and description logicsis the thread represented by truth
mai ntenance systems, assumption- and justification-based systems, and evidential reasoning [Doyle
1979; de Kleer 1986; Forbus and de Kleer 1993; Kohlas 1994].

Branch: Constraint and Logic Programming

Although the field of logic programming was well established in the late 1960s, having enjoyed
substantial interest dating from the discovery of the resolution principle [Robinson 1965] (which
enabled much more efficient inference), the field was semi-independent from mainstream Al research
and more closely aligned with the theorem-proving community. It was only after the introduction of
Prolog in the late 1970s and early 1980s [Kowalski 1974, 1979a, 1979b; Warren 1977, 1979;
Colmerauer et al. 1973; Clocksin and Mellish 1981; Lloyd 1984] that logic programming became
much more solidly part of Al. With continuing work in improving the efficiencies of Prolog, including
theoretical results on designing abstract machine models with potentially quick runtime
implementations such as the Warren Abstract Machine (WAM) [Warren 1983; Ait-Kaci 1991] and
abstract byte compilation, Prolog was embraced by much of the knowledge representation community.
Further refinements during the late 1980s and early 1990sin global analyzing logic compilers and
interpreters such as Berkeley's Mercury Prolog [Van Roy 1990, 1993a; Van Roy and Despain 1992]
enabled Prolog implementations to achieve the efficiencies of standard C code [Van Roy 1993b] . In
many cases, speedups were achieved by implementing the WAM in C. The result was that WAM-
based logic programs underwent a two-step compilation process: first compilation into the WAM
instruction set, usually implemented as C macros, then compilation of the resulting C code into
machine object code, with C thus acting as a high-level assembly language.

) vvan Roy [1993b] has stated, in fact, that Prolog implementations should be faster than C
implementations, given the recent advances in Prolog compiler technology.

Great headway was aso made in algorithm development and research into the primary logic
programming operation of unification [Knight 1989; Martelli and Montaneri 1982] and order-sorted
unification [Ait-Kaci and Podelski 1991; Ait-Kaci et al. 1993], along with research into and
implementations of constraint logic systems such as CHIP [Dincbas et a. 1988; Friuhwirth et al. 1993]
and ECLiPSe [Meier 1995; Wallace et al. 1997], paralel logic programming such as PARLOG [Clark
and Gregory 1986], and parallel (concurrent) constraint logic programming [Saraswat 1989; M udambi
and Schimpf 1994; Herold 1995]. Also of noteistherise of synthesis or multiparadigm logic
programming languages such as LIFE [Alt-Kaci and Podelski 1993], which synthesizes logic,
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functional, and object-oriented paradigms, and Oz [ Smolka 1995; Haridi et al. 1997], which
synthesizes logic, functional, constraint, and object-oriented paradigms and is a concurrent, distributed
processing language. These later designs and implementations of logic and constraint programming
languages incorporate research on continuations, coroutining, abstract machine models, feature logics,
deep guards, preemptive and mobile threading, concurrency, and constructs from linear logic [Tarau et
al. 1996; Tarau 1998].

A related technical thread isthe field of deductive databases, which seeks to wed database technology
with logic programming to provide the generality and efficiency of access of relational databases with
the inference methods of logic programming [Das 1992; Minker 1988; Naqvi and Tsur 1989; Liu

1999].

In recent years, the emergence of the Internet has generated a fusion between Web-based technol ogies
and logic and constraint programming, including distributed inference engines and logic libraries
[Tarau 1999; Cabeza and Hermenegildo 1996; Cabeza et al. 1996].

Ontological Engineering

One of the major challenges for modern Web technology, information retrieval, and high-performance
knowledge bases is the redlization of the premise of knowledge technologies: it takes a huge amount
of foundational and domain knowledge to have content-based, highly precise, and human-meaningful
data, documents, and robust problem solving. Human-meaningful categorization and annotation of
Web pages ensures very precise retrieval of relevant items: documents, graphics, voice/music
recordings, and video images. Topic maps address the issue of adding real content to the multimedia
documents involved in Web technology and information—as does ontological engineering. In
particular, in the realm of knowledge technologies, ontological engineering addresses these same
issues, enabling the creation of human-meaningful, computer-interpretable, knowledge-based
annotations to information products—while attempting, in addition, to enable robust problem solving
in software systems.

The ontological engineering challenge can be viewed as having two requirements: the need to encode
declarative domain knowledge and the need to encode problem-solving methods. Much research has
focused on the latter, and powerful techniques have been developed for building complex problem-
solving strategies from basic building blocks, for example, research on generic tasks [ Chandrasekaran
1986; Chandrasekaran et al. 1998], function and behavior [Sasgjima et al. 1995; Kitamura et al. 1997,
1998], components of expertise [Steels 1990], and problem-solving knowledge combined with domain
knowledge within the ESPRIT CommonKADS project [ Schreiber et al. 1993; Wielinga and Schreiber
1993; Wielinga et al. 1992; see also Speel 1996a, 1996b, and Benjamins 1993].

Encoding declarative (that is, nonprocedural, human-confirmable) domain knowledge in amodular,
reusable fashion has a so been addressed. In addition to the Cyc effort—jperhaps the first attempt to
codify ontological information or "commonsense knowledge," as two authors [Lenat and Guha 1990;
Guhaand Lenat 1990] characterized it—many other research efforts focused on developing
foundational theories: for time [Hayes 1996; Kitamura et al. 1997; see aso Hajnicz 1996 on time
structures and their application]; space [Casati and Varzi 1999] and vague spatial concepts [Cohn and
Gotts 1994; Varzi 2001]; events[Varzi and Pianesi 1996a, 1996b]; liquids [Hayes 1990]; physica
objects [Borgo et al. 1996, 1997]; boundaries [Smith and Varzi 1997; Casati and Varzi 1999]; a
general mereotopology for parts and wholes [Simons 1987; Artale et al. 1996; Casati and Varzi 1995,
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1999; Varzi 1998]; properties [Guarino and Welty 2000c]; and metaproperties of the privileged
taxonomic/subclass relation [Guarino and Welty 2000a, 20000].

Methods for encoding these ontologies in an operational and reusable fashion are relatively recent.
These methods include contexts/microtheories [Guha 1991; Blair et al. 1992; McCarthy 1993; Buvac
et al. 1995; McCarthy and Buvac 1997; Giunchiglia and Bouquet 1997, 1998; Giunchiglia and Ghidini
1998], compositional modeling [ Falkenhainer and Forbus 1991], and reusable knowledge components
[Clark and Porter 1997].%2! Related to these methods for reusing ontologies is technology for ontology
and knowledge composition and merging [Wiederhold 1994; Maluf and Wiederhold 1997;
Wiederhold and Jannink 1998; Mitra et al. 2000; McGuinness et a. 2000; Chalupsky 2000; Preece
1999; Noy and Musen 2000]. These methods typically encapsulate a theory as an independent data
structure, define an interface for that theory, and then combine theories by defining mappings
(sometimes called lifting axioms, compositions, articulations, or image functors [Liu et al. 2001])
between their interfaces. This entire knowledge disciplineis called ontological engineering. In Figure
7-3, we display ontological engineering in its context.

) But see Lenat [1998] for a notion of context distinguished from microtheory. For additional discussion
on the formalization of context, see Bouquet et al. [1999]; Brézillon et al. [1999]; Giunchiglia and Ghidini
1998]; and Obrst et al. [1999a, 1999b].

Figure 7-3. Ontological engineering and related disciplines
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Recent research on knowledge languages—for example, Knowledge Interchange Format (KIF),
Ontolingua [Gruber 1993], Open Knowledge Base Connectivity (OKBC) language [Chaudhri et al.
1998], XML Ontology Exchange Language (XOL) [Karp et al. 1999], and Ontology Inference Layer
(OIL) [Horrocks et al, 2000]—and techniques for knowledge sharing—for example, DARPA's
Knowledge Sharing Effort [Neches et al. 1991], High Performance Knowledge Bases (HPKB) Project
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[Cohen et a. 1998; Pease et a. 2000], Rapid Knowledge Formation (RKF), the DARPA Agent
Markup Language (DAML) [Bechhofer et al. 2000], and OIL [Horrocks et al. 2000]—offer avehicle
for enabling component-based knowledge to be represented and exchanged in a neutral form. In fact,
the latter research efforts, for DAML and OIL (recently combined to DAML+OIL [Connolly et al.
2001]), areinteresting in that they are parallel to the topic map effort in their concern for developing a
Web-based XML language for expressing and interrel ating ontol ogies:

The Ontology Inference Layer (OIL) isaproposal for a Web-based representation and inference layer
for ontologies, which combines the widely used modeling primitives from frame-based languages with
the formal semantics and reasoning services provided by description logics. It is compatible with RDF
Schema (RDFS), and includes a precise semantics for describing term meanings (and thus also for
describing implied information).*%

0] Source: http://www.ontoknowledge.org/oil.

Ontological engineering's representations of foundational knowledge and problem-solving methods
also provide a basis for constructing domain-specific knowledge acquisition tools, the basic
representational components acting as templates for guiding the entry of domain-specific knowledge.
Thus, knowledge engineers don't have to encode knowledge from scratch. This technique of
generating and using domain-specific knowledge acquisition tools has been shown to be highly
effective, for example in Protégé-2000 [Noy et al. 2000a], in the HPKB effort [Cohen et al. 1998;
Pease et al. 2000], and in the current DARPA -sponsored RKF program.

In the technical view of ontological engineering, an ontology is the vocabulary for expressing the
entities and relationships of a conceptual model for agenera or particular domain, along with
semantic constraints on that model which limit what that model means. Both the vocabulary and the
semantic constraints are necessary in order to correlate that information model with the real-world
domain it represents. To give substance to the notion of ontology, which has a well-defined and
extensive technical tradition and a more recent computational research line that incorporates the
results and methods of that tradition, we refer interested readers to Farquhar and Gruninger [1997];
Guarino [1998]; Uschold and Gruninger [1996]; Guarino and Giaretta [1995]; and Gruber [1993,
1995a]. More formally, we also recommend Burkhardt and Smith [1991]; Wiggins[1980]; Varzi
[1998]; Cocchiarella[1991, 1995]; and Meixner [1997].

An ontology is thus both the vocabulary used to describe and represent an area of knowledge and the
meaning of that vocabulary, that is, it is syntactically alanguage of types and terms that has a
corresponding formal semantics which is the intended meaning of the constructs of the language and
their composition. According to this notion, an ontology encompasses metadata and domain theories.
Metadata is exactly that data which describes the semantics of the underlying simple (object-level)
data. A domain theory isjust a specialized ontology, that is, a vocabulary identifying the semantic
entities, relationships, and attributes of the domain model, as well as the constraints on that domain.
Hence, an ontology acts as the skeleton of a knowledge base and is comparable to the notion of
schema in terminology.

Ontological engineering is the latest subdiscipline of knowledge representation in Al. It arose partially
as areaction against many of the recognized deficiencies in mainstream knowledge-based
technologies, especially expert systems. These older Al technologies, though declarative in nature
(that is, representing "what," not "how," as opposed to procedural representation, which
algorithmically represents "how," not "what"), relied too heavily on all knowledge being represented
at the same level, with one end result being that knowledge from one application could not be reused
easily by another application. Knowledge was not as modular as it could be. Ontological engineering,
borrowing from formal ontology and logic in philosophy and formal semanticsin linguistics,
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addresses the problem of encoding declarative knowledge in a modular, reusable fashion by creating
both foundational knowledge theories (general theories about entities, processes, time, agents,
organizations, commercial products and services, and so on) and domain theories (theories about
specific domains such as medicine, machine tooling, entertainment, el ectronic components,
geopolitical crisis management, and so on). Ontological engineering usually characterizes an ontology
(much like alogical theory) in terms of an axiomatic system, that is, a set of axioms and inference
rules that together characterize a set of theorems (and their corresponding formal models), all of which
constitute a theory.

Ontological engineering thus addresses the major challenge for computer-usable conceptual models
and high-performance knowledge bases. encoding the massive amount of foundational and domain
knowledge required specifically for robust problem solving.

The past 15 years of knowledge representation and engineering research threads and their convergence
are displayed schematically in Figure 7-4. For a good recent overview of the state of the art in building
ontologies, see Noy and Hafner [1997]. See also Guarino [1998] for papers on formal ontology as
applied to information systems, ontological engineering, and some current problemsin ontology
representation. Ontological engineering is being applied to problems in areas such as knowledge
management, information brokering, and e-commerce [Roddy et al. 2000; Obrst et al. 2001], and
ontologies are explicitly considered aresource in intelligent agent technology (for more information,
see the Federation for Intelligent Physical Agents site at http://www.fipa.org/).

Figure 7-4. Knowledge representation and engineering research threads
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Finally, with the emergence of the Internet and the rise of XML as a standard language focused on
providing database-like structure to Web documents, ontological engineering has kept pace. In fact,
most applications of ontological engineering now are Web-related, from information integration to
semantic search and retrieval to electronic commerce. Because XML aone does not provide sufficient
semantics for marked-up or annotated documents [Cover 1998], many semantic and ontological
extensions to XML have been proposed. Among the extensions proposed are XOL [Karp et al. 1999];
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Ontology Modeling Language/Conceptual Knowledge Markup Language (OML/CKML) [Kent 1999;
Cover 2000], which has recently evolved into the IEEE Standard Upper Ontology candidate
Information Flow Framework (IFF); Simple HTML Ontology Extension (SHOE) [Heflin et al. 1999];
and, as we have seen, very recent efforts such as DAML and OIL. In addition, Web-based systems
such as Ontobroker [Fensel et al. 1998] and On2broker [Fensel et al. 1999]—antecedents of OIL that
used the Web standard RDF and f-logic (a frame-based logic)—as well as OntoSeek [Guarino et al.
1999] have attempted to build ontological methods into Internet standards and usage. Many of these
languages and systems constitute the contemporary effort known as the Semantic Web.

Ontologies and Topic Maps

Aside from their role as indexes to information resources, topic maps embody knowledge. It is a great
advantage for a designer of topic maps to capitalize on this aspect. A semantically rich and correct
knowledge representation enhances the value of atopic map. Because an ontology is a knowledge
representation, we assert that it plays an important role in topic map design.

Ontologies

An ontology is a specification or "formalization of a conceptualization” [Gruber 1993, p. 199].
Alternatively, an ontology is a"logical theory which gives an explicit, partial account of a
conceptualization, designed in order to be shared by more agents for various purposes' [Guarino and
Giaretta 1995]. A conceptualization is a set of concepts and their relations to each other. For example,
an ontology of PC repair may include such concepts as Hard Drive, Floppy Drive, M otherboard, CPU,
and Fan. Such an ontology may also contain assertions, for example, a Technician Repairs a PC
(where the capitalized words signify individual concepts). Thus, the concepts Technician, Repairs, and
PC need to be contained in the ontology as well. In a corresponding topic map, all these concepts
would trandate easily into topics, and in addition Repairs would induce an association between the
topics Technician and PC.

An ontology differs from other data modelsin that it is as concerned with the relationships among
entities as with the entities themselves, and in the fact that the semantics of these relationships are
applied uniformly. In atypical data structure, the relationships among data are ad hoc, and all
interpretation is necessarily performed by a program accessing the data. In atypical database, the
relationships among the data are partially represented by the data schema; nevertheless, nearly all
interpretation is performed by a program accessing the data. A human, or another program, lacking
knowledge of the specific semantics of a particular data structure or database is clueless asto what it
means. In an ontology, relationships are defined more or less formally, and the semantics of a given
relationship are consistently observed. If these relationships are given names that are appropriate to
their meanings, a human viewing an ontology can understand it directly; and because a program can
assume uniform semantics for a given relationship, it can act consistently across the whole ontology.

An ontology includes

Entities (things)

The relationships between those entities

The properties (and property values) of those entities
The functions and processes involving those entities
Constraints on and rules about those entities
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As depicted in Figure 7-5, what is considered an ontology can range from the ssmple notion of a
taxonomy (knowledge with minimal hierarchic structure) to a vocabulary (machine-usable knowledge
as standardized terminology with natural language definitions) and upward to a conceptual model
(with more complex knowledge representation), finally culminating in the notion of an ontology as a
logical domain theory (with very expressive, complex, consistent, and meaningful knowledge). The
more complex notion of ontology (as a conceptual model and alogical theory) iswhat ontological
engineers aspire to construct and use. Ontologies thus act as semantic conceptual models representing
common knowledge in a well-defined, sound, consistent, extensible, reusable, and modular fashion.

Figure 7-5. Ontology spectrum
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How Ontologies Relate to Topic Maps

Historically, the topic map standard (1SO 13250) was defined to facilitate the merging of different
indexing schemes. A common markup format used for indexing is acrucia step toward the goal of
interoperability among indexing schemes. What is needed yet is semantic interoperability. Whereas
the topic map specification ensures syntactic interoperability, ontologies provide semantic
interoperability. If built from a sound ontology, topic maps can provide semantic interoperability not
only among each other but among applications that use them as well.

The topic map specification provides alanguage to represent knowledge, in particular the conceptual
knowledge with which one distinguishes information resources semantically. The ontological
engineering discipline applied to building topic maps focuses precisely on this aspect. Ontological
engineering emphasizes careful conceptual design and construction of topic mapsto reflect correctly
the semantics of the underlying knowledge. It provides principles and guidelines to ensure reusability,
robustness, and even awide range of applications. The design and construction of topic maps that
provide meaningful expression of knowledge should be based on established principles of ontological
engineering.

How to Build an Ontology
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The process for building an ontology is similar to that used to build an object-oriented conceptua
model [Booch et al. 1999] or an entity-relation database diagram [Teorey 1999]. The primary
difference is that ontologies seek semantic expressiveness unconstrained by the various purposes the
other models must fulfill. Here is a sequence of basic stepsillustrated by an example.

1. Define auniverse of discourse, which means simply that portion of the world you intend to
model. Start this universe-of-discourse-defining process by listing the concepts you want to
include in that universe, that is, the meaningful objects of that corner of the world, asfar as
you understand them. Many times, this can mean analyzing the documents that are "about"
the corner of the world you want to model, down to the subjects, verbs, objects, adjectives,
and relative clauses of the sentences of those documents. For example, in an author—work
ontology/topic map, you may want to include such things as Author, Person, Work, Play, and
Wkote on the schematic portion and Shakespeare, Hamlet, Tempest, Goethe, and Faust on the
data portion. Indeed, the data portion can induce topics as well.

2. List how the various things relate to each other. Note that such things as Wrote are relations
between two concepts. While doing this, you may discover things that you inadvertently left
out in the first step. Well, add them in. In our example, Author, Person, Work, and Play are
classes, where Author and Play are subclasses of Person and Work, respectively. The term
Wkote isadlot, or arelationship, between Author and Work. We want to express the idea that
an Author Wrote some Work.

3. Now build the ontology based on your analysis in steps 1-2 by using a knowledge
representation engine (i.e., an ontology management tool such as Protégé) to create classes for
the concepts and relations.

A simple guide by Gruber [1995a] on how to design an ontology is available on the Ontolingua site
[Gruber 1995D]. It lists some key items to consider when devel oping an ontology:

What the ontology is intended to be about (in general, plus assumptions)

What you want to state in the ontology (in more detail)

Concepts that should be included in the ontology (conceptualize the detail)

Whether there are any ontologiesin any set of available ontologies that may contain terms
that can be used to devel op the ontology

e What modifications you may want to make to the ontology over time

If you would like to build an ontology yourself, we suggest that you do so by using an ontology
management tool. For example, download Protégé-2000 (see the Web site listing for Protégé-2000 at
the end of this chapter), an open source ontology editor available to the public for free from Stanford
Medical Informatics. Figure 7-6 shows an example of an author-work ontology built with Protégé-
2000, based on an example given in the XTM 1.0 specification.

Figure 7-6. Example of an author—work ontology in Protégé-2000
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The same ideas are expressed in XTM in the code shown below, taken from the XTM 1.0
specification. Note that for simplicity's sake we haven't added such things as Person or Play to the
ontology.

<topic id=""shakespeare'>
<instanceOf>
<subjectindicatorRef
xlink:href="http://www. iptc.org/NewsML/topicsets/-
topicset.iptc-topictype.xml#TopicTypes.Person'/>
</instanceOf>
</topic>

<topic id="hamlet">
<instanceOf>
<subjectindicatorRef
xlink:href="http://www.shakespeare.org/plays.html"/>
</instance0Of>
</topic>

<association>
<instanceOf><topicRef xlink:href="#written-by'/></instanceOf>
<member>
<roleSpec><topicRef xlink:href="#author"/></roleSpec>
<topicRef xlink:href="#shakespeare'/>
</member>
<member>
<roleSpec><topicRef xlink:href="#work"/></roleSpec>
<topicRef xlink:href="#hamlet"/>
</member>
</association>

Wed like to give examples that illustrate knowledge representation problems and the guidelines to
solve them, but the scope of this brief introduction to ontological engineering prohibits an adequate
presentation. Please see the following references for examples of these problems: the ontological
engineering papersin Guarino [1998] and a chapter titled "Mistakes Commonly Made When
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Knowledge Is Entered” in Lenat and Guha [1990]. Also, atutorial on ontological engineering is
available in Gomez-Pérez [1999].

Ontology-Driven Topic Maps

The main point in this subsection is the idea of ontology-driven topic maps. In the previous
subsections we have talked about using ontological engineering as a discipline to guide the design and
construction of topic maps. This subsection introduces the notion of ontology-driven topic maps: topic
maps generated from ontologies. This approach is part of a growing trend to position ontologies at the
heart of systems, whether an information system, a development process, or a database design
[Guarino 1998]. Thistrend is fueled by the recognition that knowledge is a separate entity of foremost
importance and that ontologies play a central rolein the design and operation of information systems.

Topic maps can be generated from ontologies such as the one presented in the previous subsection.
With the ontology-driven approach, the ontology is an explicit artifact distinct from the topic map it
generates. We have advocated up to now the use of ontological engineering in building topic maps. At
this point we further propose that an explicit ontology be created, which in turns induces the necessary
topic map. At the time of thiswriting, no known mapping software exists to generate topic maps
automatically from any standard knowledge representation language. We argue here the usefulness of
this approach and expect that tools will become available to support it once the public recognizes the
great potential in the knowledge aspect of topic maps.

The Advantages of the Ontology-Driven Topic Maps Approach

The ontology-driven topic maps approach offers several major advantages. Anontology-driven topic
map is desirable for its maintainability. Producing the ontology first from which to generate the topic
map separates the ontological design from the XTM implementation details. Moreover, asthe XTM
specification evolves, it naturally needs to change in order to fulfill purposes other than those strictly
relevant to knowledge representation. As versioning of the specification occurs, if the ontology for a
given topic map remains unchanged, then only the mapping from the ontology language to the XTM
specification needs to be updated. Updating such a mapping for a given knowledge representation
language relative to the new XTM version is preferable to updating all topic maps. For example, a
change to the mapping may be occasioned by an update to the process requirements. Separating the
ontology from the topic map enables conceptual changes to be explicitly recorded apart from all other
changes. In this case, the ontol ogy-driven topic maps approach offers the advantages of atypical loose
coupling approach.

The ontology-driven topic maps approach makes available the use of numerous existing ontologies.
Ontologies are the results of significant investment, as are topic maps. Taking the ontology-driven
maps approach spares users the effort of building knowledge from scratch on domains for which
considerable knowledge representation work has already been done. At the same time, this approach
encourages an even greater reuse of knowledge on an ongoing basis by establishing the topic map
community as an important part of the greater knowledge representation community. Both
communities can reap the benefits of such a pool of shared knowledge.

Anather benefit of using existing ontologiesis that many of these ontologies have been tested and
used successfully for various applications. Examples in the medical domain include such ontologies as
those in the Unified Medical Language System (UMLS) project and the Generalised Architecture for
Languages, Encyclopaedias and Nomenclatures in medicine (GALEN) project (see Web site listings
for both at the end of the chapter). It makes sense to reuse a relevant portion of these ontologies to
build topic maps about medicine.:t!
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I As sam Hunting points out elsewhere in this book, since ontologies themselves in their original form

exist as documents, one can use topic maps to annotate them. In particular, one can use topic maps to
annotate terms in an ontology with respect to those of another syntactically distinct ontology as means
of documentation for a prospective merge or reuse.

Y et another benefit of taking the ontology-driven topic maps approach is that applications exist or can
be built to use the ontology for purposes besides those of topic maps. Ontologies are built using
languages focused on knowledge representation, whereas topic maps are artifacts created specifically
to organize Internet resources (by means of an overlay that |eaves the original organization of the
resources untouched). A single ontology may be used to serve multiple applications, among which can
be inference engines and natural language applications, as well as to generate topic maps. It's
advisable to leave the actual implementation to the topic map, allowing the conceptualization to be
specified by the ontology.

We also note that, similar to the emerging XTM specification's considerations, ontological
engineering already has a burgeoning research program in ontology merging and mapping, as
previously discussed. And similar to topic maps, humans are the final arbiters of ontology merges, at
least at this stage in the devel opment of the technology, since merging two ontologies requires a
human who understands the semantics of both to decide on the specific points of equivalence.
However, having the same name—perhaps contrary to the implication in Chapter 2 on the difference
between name-based merging and subject-based merging—is not a guarantee nor even alikelihood
that two entities are semantically the same or similar, although the string identity of two nodesin
distinct ontologies is a syntactic mechanism for proposing a semantic candidate for an ontology
merger.

We've already shown how to build simple ontologies. Now we'd like to show how such an ontology
can generate atopic map. As of thiswriting, software that generates a topic map from an ontology is
not yet available for any knowledge representation language. Nevertheless, hereis a start of one
possible mapping from the Protégé-2000 knowledge model to the topic maps knowledge model. In the
following, to the left of the arrow is the Protégé construct, and to the right of the arrow is the topic
map construct.

Individual =#Topic

Class =P Topic

Individual-or-Class Instance-of -’Topi ¢ Instance-of
Subclass-of -’Subclas-of

Template-Slot =P Association-Type topic2

(2l p discrepancy between slots and associations exists. One subtle difference is that a template-slot is
applied to the type of an object in order to produce own-slots for the object, whereas associations in
topic maps correspond to the own-slots themselves. (An own-slot is an assignment of a value of a given
type to a given class or individual.) Another difference is that slots in general are strongly typed,
whereas associations by themselves are not, but can be, strongly typed through the templating
mechanism given in Published Subject Indicators.

The Future of the Ontology-Driven Topic Maps Approach
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In the future, we'd like to see many topic maps generated from ontologies so that the knowledge can
be maintained by editing the ontol ogies. These ontologies would be published along with their topic
maps. For those topic maps that aren't generated from ontologies, at least they should be designed with
principles of ontological engineering to ensure semantic consistency of their terms.

We envision libraries of topic maps as well as libraries of ontologies that generate them. For a given
ontology, there may be multiple topic maps, each an image of a distinct mapping. We hope that
standard ontologies will become available for various domains of knowledge. As particular ontologies
become public standards, we expect that some of the topic maps generated from these ontol ogies will
become standards as well.

It is possible to create atopic map directly, especially if the topic map is small and expresses limited
knowledge. After all, some topic maps don't need to offer much more than simple groupings of
information resources. But whether you're building a simple index for a document or a sophisticated
navigation map for aWeb site, you are implicitly expressing knowledge. Thus, creating a semantically
rich knowledge layer will add tremendous value to a topic map.

Summary

This chapter served as a brief introduction to ontologies and ontological engineering, the recent
subdiscipline of computer and information science originating in knowledge representation and
knowledge engineering research in Al. In this chapter we described the roots of ontological
engineering, knowledge representation and knowledge engineering, and the lower branches which till
help to support the emerging tree and feed sustenance into ontological engineering. We also provided
adefinition of ontology—actually, a set of definitions of ontology since, as we've seen, the real notion
is of an ontology continuum, arange of what can be considered an ontology, from simple taxonomy to
logical theory.

Ontological engineering has emerged from the past 15 years of research in knowledge technologies,
which largely reacted against the deficiencies in expert systems and the lack of modular knowledge-
based systems. Ontological engineering seeks to use ontologies as the formal encoding of human
knowledge to make our software systems and Web technol ogies smarter, to shift the semantic
interpretation burden onto our machines, thereby ensuring semantic interoperability of our systems
and our documents. Helped greatly by advances in theoretical computer science, the rise of logic-
based Al, and the methods and research interests of philosophy and theoretical and computational
linguistics, ontological engineering has grown into a strong formal discipline that can assist the topic
map community.

In addition, we described the relationship of ontological engineering to the emerging topic map
specification, itself concerned with raising the human-meaningful, semantic standard of Web
documents and artifacts. Like topic maps, ontologies can be used to attach conceptual and semantic
information to Web documents and artifacts so that these are more conducive to human interpretation
by being closer to what humans mean. But ontological engineering underscores the need for atrue
semantic representation for artifacts by providing semantic constraints—typically as axioms—to
ensure that what an artifact actually meansis what we intend it to mean. Both the ontological
engineering and the topic map communities are directly interested in realizing the dream of the
Semantic Web: that the Internet may someday become an extension of our animal (embodied, aware,
and often conscious), sentient (fully self-aware), and epistemological (knowledge-bearing)
understanding of our universe.
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s there one global Grand Ontology of Being, of Everything, of Data? No.23! But we firmly believe
that the quest for machine representation and interpretation of knowledge is a useful, inexorable, and
absolutely necessary course. We envision linked ontol ogies, some of which represent their semantics
in well-formed and sound ways and some of which don't (but those that don't can "borrow" soundness
viathe linkage from those that do), and contexts of interpretation that use those ontologies, to
facilitate both human understanding of and machine support for semantic navigation of documents.
We also hope for increased machine understanding of those documents, to shift more and more of the
semantic interpretation burden®™ onto our eventual machine collaborators.

[13] Although, as the insistent formal demons within us periodically remind us: "A finite grammar can

generate an infinite number of sentences,"” and "A theory can describe/explain/predict an infinite range
of phenomena.”

(4l ¢ may indeed be a joyful onus, as it is when two humans participate in a conversation, both
semantically interpreting what the other says and evolving to a mutual understanding (model).

We invite you to explore further these fields—ontol ogies, knowledge representation, ontological
engineering, and artificial intelligence. We think they will offer insight into your understanding and
usage of topic maps. Y ou may discover innovative uses for topic maps by focusing on the fact that
they intrinsically represent knowledge. We hope that through this brief introduction we have achieved
the goal of making you aware of an entire field devoted to representing knowledge, which is precisely
what you are doing when you build a topic map. And, of course, we hope you will think of using our
discipline, ontological engineering, which truly will propel you more readily to our common goal: the
Semantic Web.
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Al on the Web: http://www.cs.berkeley.edu/~russell/ai.html

AT&T's CLASSIC: http://www.research.att.com/sw/tools/classic/

Brightware's Art-Enterprise: http://www.brightware.com/products/art.html

CLIPS: http://www.ghg.net/clips/CLIPS.html

Common KADS home page: http://swi.psy.uva.nl/projects CommonK A D S/home.htm

DARPA Agent Markup Language (DAML): http://www.daml.org/

Federation for Intelligent Physical Agents (FIPA): http://www.fipa.org/

Formal Ontology in Information Technology, specia issue of the International Journal of Human-
Computer Sudies 43(5/6), 1995, Nicola Guarino and Roberto Poli, eds.:
http://www.ladseb.pd.cnr.it/infor/Ontol ogy/| IHCS/1JHCS.html

GALEN project: http://www.cs.man.ac.uk/mig/galen/

Gensym's G2: http://www.gensym.com/products/g2.htm

Gio Wiederhold's Scalable Knowledge Composition Algebra: http://www-
db.stanford.edu/SK C/index.html

High Performance Knowledge Bases (HPKB): http://reliant.teknowledge.com/HPKB

IRST Ontology page: http://krr.irst.itc.it:1024/ontol ogy.html

ISI's LOOM home page: http://www.isi.edu/isd/L OOM/

Knowledge Engineering Methods and Languages: ftp://swi.psy.uva.nl/pub/keml/keml.html

Knowledge Interchange Format (KIF) Specification (draft proposed American National Standard
[dpANS] NCITS.T2/98-004): http://logic.stanford.edu/kif/dpans.html

Knowledge Systems Laboratory, Stanford University: http://ksl-web.stanford.edu/

Ontological Foundations of Knowledge Engineering at Ladseb-CNR:
http://www.ladseb.pd.cnr.it/infor/Ontol ogy/ontol ogy.html
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Cambridge, Massachusetts: http://www-ksl.stanford.edu/K R96/Panel .html

Ontology Inference Layer: http://www.ontoknowledge.org/oil/

Peter Clark's Ontology Projects Site: http://www.cs.utexas.edu/users/mfkb/rel ated.html

Protégé-2000: http://protege.stanford.edu/

Rapid Knowledge Formation (RKF): http://reliant.teknowledge.com/RKF/

Semantic Web: http://www.w3.0rg/2001/sw/

Teknowledge's M .4 http://www.teknowledge.com/M4/index.htm

Toronto Ontologies for aVirtua Enterprise (TOVE): http://www.ie.utoronto.ca/El L /tove/toveont.html

Unified Medical Language System (UMLYS) project:
http://www.nlm.nih.gov/research/umls/uml smain.html

116


http://www-ksl.stanford.edu/KR96/Panel.html
http://www.ontoknowledge.org/oil/
http://www.cs.utexas.edu/users/mfkb/related.html
http://protege.stanford.edu/
http://reliant.teknowledge.com/RKF/
http://www.w3.org/2001/sw/
http://www.teknowledge.com/M4/index.html
http://www.ie.utoronto.ca/EIL/tove/toveont.html
http://www.nlm.nih.gov/research/umls/umlsmain.html

Chapter 8. Topic Maps in the Life Sciences
John Park and Nefer Park

We have been asked to create adesign for a new Web site that would allow learners all over the world
to participate in the collection and representation of knowledge about the life sciences. Our goal isto
develop aseries of topic maps that will allow us to represent and navigate a large knowledge space.
This chapter initiates a project that can be extended as a classroom exercise or a Web project or just
studied as an illustration of how topic maps can be constructed. We begin with aliterature review of
life sciences concepts, then proceed to the design and construction of some basic topic maps that will
provide a foundation for our Web site.

A Literature Review

This chapter explores many life sciences concepts that are widely used around the world. We cover
the idea of the five kingdoms and go into some detail about the Animalia kingdom.™

M of course, we leave the rest of this taxonomic backbone as an exercise for interested readers.

We intend that our Web site will eventually be constructed so that people around the world can
expand on the growing knowledge base there. Certainly, in the space of one chapter, we cannot cover
everything learned in our research, but readers will be able to piece their knowledge and theories
together with those of others and, perhaps, extend the work this chapter starts. This affords an
opportunity for people to begin relating al of the life sciences together, linking them with math and
other scientific domains, perhaps eventually linking to things artistic.

Our literature search was mostly conducted on the Web. Our research shows that if we are going to
build a Web site where lots of different information can be captured using topic maps, it must begin
with a knowledge structure that allows us to classify al living things. Such a knowledge structure has
already been designed: it is called ataxonomy. There are lots of different opinions about how alife
science taxonomy should be constructed, and the entire process of classification continues to evolve
and change. For along time, people have used a system that classifies living things into kingdoms.
This chapter applies that system. (However, we believe that the Web site will allow for exploration of
other taxonomic systems.) Now, let's explore the nature of classification.

The Need for Classification

Classification has been performed for as long as humans have been around. Throughout history
humans have needed to group and separate things, putting those items into categories. Classification,
as asubject of research, really begins with Aristotle and enters modern times with Carlous Linnaeus.
However, as already mentioned, the process of classification remains a moving target.

Carlous Linnaeus, also known as Carl von Linné, is often called the Father of Taxonomy.[gl Hewasa
Swedish biologist whose ambition was to catalog all known organisms. He used a polynomial2!
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system to achieve hisgoal. In 1735 he published the first edition of his classification of living things,
the Systema Naturae. His system (that is, the Linnagan system) of naming, grouping, and classifying
organismsis used to this day. The highest level of classification is the kingdom, for example, the
Animaliakingdom. Species are found as the last category in alist of classification terms, ordered from
kingdom downward, that includes genus, family, order, class, and phylum. To see how the
classification system works, we constructed two figures based on Web sites we visited. Figures 8-1
and 8-2 show where humansfit into the Linnaean system.

2 From http://www.ucmp.berkeley.edu/history/linnaeus.html, which is a page from the University of
California at Berkeley's Museum of Paleontology Web site, accessed in April 2002.

Bl A polynomial, according to convention, is an algebraic equation with more than one term. Here, the
word refers to the fact that we classify creatures with a series of names, as illustrated in Figure 8-1.

Figure 8-1. The Linnaean classification of humans. (Data used to create the figure was
taken from two sources on the Web: Dennis O'Neil's Web site on Linnaean
classification at http://anthro.palomar.edu/animal/humans.htm, and a Web site by
Edward Goo on Homo sapiens at http://www-
classes.usc.edu/engr/ms/125/MDA125/living files/frame.htm, both accessed in April
2002.)

Linnaean System of Classification
Humans

Kingdom: Animalia
Phylum: Chordata
Class: Mammalia
Order: Primates
Family: Hominidae
Genus: Homo
Species: Sapiens

Figure 8-2. A more detailed Linnaean classification of humans. (Data was taken from
the sources listed for Figure 8-1.)
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Linnaean System of Classification
Humans

Kingdom: Animalia
Phylum: Chordata
Subphylum: Vertebrata
Class: Mammalia
Subclass: Theria
Infraclass: Eutheria
Order: Primates
Suborder: Anthropoidea
Superfamily: Hominoidea
Family: Hominidae
Genus: Homo
Species: Sapiens

Figure 8-1 shows the taxonomy for humans, otherwise known as Homo sapiens. to what kingdom
they belong and of what phylum, class, order, and family they are members. Figure 8-2 shows a more
detailed view of how humans are classified. There are even more detailed levels of classification in the
Animalia kingdom. We hope that our topic maps will reflect this detailed view.

We now turn to the five kingdoms and explore the levels of classification needed to describe animals
in the Animalia kingdom.

The Five Kingdoms

Every organism on Earth belongs to a kingdom. Originally, there were only two kingdoms: Animalia
and Plantae. The five kingdoms classification system was proposed by R. H. Whittaker in 1969.%! The
five kingdoms now recognized are Monera, Protista, Fungi, Plantae, and Animalia. Table 8-1 presents
a composite of information about the five kingdoms based on the content of many of the Web sites
(listed at the end of this chapter) we visited in our research.

4 From http://www.usoe.k12.ut.us/curr/science/sciber00/7th/classify/sciber/5kingl.htm, accessed in

April 2002.
Table 8-1. The Five Kingdoms
Kingdom Cell Organization 'Method of Reproduction |[Examples
\Monera |Single or colony \Conjugation, fission |Bacteria, cyanobacteria
Protista [Single-celled (mostly), |Conjugation, fission Plankton, algae, amoeba,
multicelled (some) Asexual, sexual paramecium, diatoms
Fungi Single-celled or Spores, asexual, budding |Mushrooms, molds,
multicelled mildews, yeast
Plantae [Multicelled Propagation (grafting, Angiosperms,
budding, cutting, layering) |gymnosperms, mosses,
ferns

119


http://www.usoe.k12.ut.us/curr/science/sciber00/7th/classify/sciber/5king1.htm

Animalia [Multicelled Asexual, sexual Sponges, worms, insects,
mammals, reptiles, birds

Our research shows that the kingdoms are the largest and broadest classification unit®®; each kingdom
is composed of smaller classification units. Many Web sites and other sources state that there are 33
phylain kingdom Animalia, while others state that there are 35 phyla!® We focus in this chapter on
kingdom Animalia, and not the other kingdoms, because this chapter isintended to present only an
example so that readers interested in the life sciences can think about, research, and devel op their own
ideas and theories and, perhaps, apply those ideas at our Web site.

5] However, we will shortly mention that there exist domains based on cell type that reside above
kingdoms.

¥ bifferences in the number of phyla remind us that nothing in the life sciences can be "cast in
concrete." Thus we expect our Web site will continue to change over time.

Kingdom Animalia

The Animalia kingdom contains animals. Animals are defined as multicellular life forms (as compared
to single-celled creatures such as bacteria, which are members of kingdom Monera). Animals are also
heterotrophic, meaning they require complex organic compounds of nitrogen and oxygen typically
found in other organisms to sustain life. Members of the Animalia kingdom reproduce sexually and
inhabit many different environments. There are two subclassifications, called subphyla, into which
animals are separated: invertebrates, which have no backbones, and vertebrates, which do have
backbones. Invertebrates are smpler in form and function than vertebrates. Vertebrates are the most
complex organismsin the animal kingdom.

The most well-known phyla of kingdom Animalia are the Mollusca, Porifera, Cnidaria,
Platyhelminthes, Nematoda, Annelida, Arthropoda, Echinodermata, and Chordata, some of which are
described in Table 8-2. As mentioned, there are 33 phyla (give or take afew), but, in terms of
populations on Earth, these phyla named above make up the bulk of kingdom Animalia.

Table 8-2. Some of the Phyla for the Animalia Kingdom
Phylum Attributes 'Species

Chordata Members of the Chordata phylum (chordates) include Humans and
vertebrates and some invertebrates. other mammals

Birds
Fish
Reptiles

Seasquirts

Lancelets
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Echinodermata|Members of the Echinodermata phylum (echinoderms) Starfish
derive their name from their spiny skins. All creatures in this
class are marine animals. Sea cucumbers
Arthropoda Members of the Arthropoda phylum (arthropods) constitute |Arachnids
the largest population in the Animalia kingdom. An
arthropod's body is covered with a hard, jointed skeleton. Insects
Lobsters
Annelida Members of the Annelida phylum (annelids) have soft bodies|Earthworms
separated into segments. Each segment is used for
crawling. Leeches
Bristle worms
Mollusca Members of the Mollusca phylum (mollusks) form the second|Squid
largest population in the Animalia kingdom. Mollusks have
hard shells and soft bodies Oysters
Clams
Snails

Source: This table was constructed from data accessed in April 2002 at
http://encarta.msn.com. (Search for Animalia, then navigate to "Classification of

Organisms.")

The Chor in Chordata refersto a spinal cord or backbone. Indeed, most of the classesin the Chordata
phylum are vertebrates, as shown in Figure 8-3.

Figure 8-3. The Chordata phylum branching out into different classes

Chordata

Lancelets Mammals Reptiles Birds Fish Sea squirts

To keep this chapter simple enough to present, many of the details of the Linnaean classification
system have been suppressed. To cite just one example, above kingdom there is the domain category.
Domain Eukaryais of interest here because kingdom Animalia belongs to domain Eukarya, which
means that members of kingdom Animalia are made of eukaryotic cells (described in Figure 8-4).
Viruses are not part of any kingdom, due to the fact that they are not cells and thus have nonliving
characteristics. We hope that this kind of information will find its way into our topic maps eventually.

Figure 8-4. A concept map of a eukaryotic cell. (Reproduced with permission from
Kathleen Fisher's Web site,
http://www.biologylessons.sdsu.edu/classes/lab7/semnet/eukaryotic cell.htm,
accessed in April 2002.)
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We now turn to the creation of our topic map, the design of which is based on our research and on
some extended thinking about using XTM in away not discussed elsewhere in this book: the drill-
down pattern for topic map design.

Creating Topic Maps for a Web Site

71 This section was created with a lot of help from our father, Jack Park. In fact, he used Nexist to
create the XTM code presented here.

This section takes a designer's walk through the thought processes involved during the construction of
the kind of topic map discussed here. We begin by sketching the design of several topic maps, each
visualized as alayer that can be reached from another topic map by "drilling down" through a "higher"
layer—a design pattern that could be as easy to implement as regular hyperlinksin aWeb page.

A First View

Figure 8-5 isabig picture of the beginnings of our topic map. This first sketch presents our ideas
about how a user might begin to navigate an imagined Web site by starting with the big picture, then
drilling down to more detail by selecting topic maps that are, themselves, referenced as occurrences of
some topic in the visible topic map. Figure 8-5 shows how two different typed occurrences will be
used in the Taxonomy topic map; one is another topic map, and one is abook about the five
kingdoms.

Figure 8-5. The top-level topic map
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Is-A <topic>

LivingThings
<topic> 2
& Taxonomy
\ <topic>
|5-_A .
. TopicMap <association>

<topic>
FiveKingdoms
o Wy  <topic>

3

-:uncurrence:-
Book
’ <topic>
)

<0Ccurrence:

S

Resources

FiveKingdoms

<topicMap>

Thisis the method we visualize: a more detailed topic map is referenced as an occurrence of a
particular topic in aless detailed topic map. We call this design pattern a drill-down scheme. Since
XTM isarelatively new specification, it seems likely that other design patterns and methods for
navigating between different topic maps will soon appear.

Creating the FiveKingdoms topic map means applying the same drill-down technique to each
kingdom topic in the topic map, as shown in Figure 8-6.

Figure 8-6. FiveKingdoms topic map pointing to the Animalia topic map
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Protista <topic>

Monera <topic>

FiveKingdoms <topicMap>

Plantae <topic>

TopicMap <topic>

Animalia <topic>

<0occurrence=-

Animalia <topicMap>

Developing the XTM Document

Our planisthis: build the Animal ia and FiveKingdoms topic maps so that they fit into the design
structure sketched in Figures 8-5 and 8-6. Using Nexist, the open source software project discussed in
Chapter 10 of this book, we will take a bottom-up approach. That is, we construct the Animal ia
topic map first. For now, the new topic map will remain empty. By creating it, we also create a
database entry that we can reference later. Next, we construct the Fi veKingdoms topic map. We
take the bottom-up approach because, as we build the FiveKingdoms topic map, well make
reference to the Animal ia topic map when we construct an occurrence for the Animal ia topic.2!
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Similarly, for each of the other four kingdoms, before occurrences for each topic can be constructed,
shell topic maps will be constructed.”!

) Confusion alert: We are using the same word, Animalia, both to name a particular topic in one topic
map and to provide a name for another topic map.

B The topic maps paradigm does not require a resource to exist before markup referencing it is created.
See the proposed version of the ISO Reference Model, Section 11.2.5, at
http://www.y12.doe.gov/sgml/sc34/document/0243.htm.

Let's follow the steps below, which use Nexist, to construct the project.
Step 1: Create a shell for the Animaliatopic map.

Figure 8-7 shows how to make a shell topic map called Animal ia that will later be used to represent
the phyla of this kingdom. From there, further drilling down will eventually lead to genus and species
levels.

Figure 8-7. Creating the new Animaliatopic map

=i New Topic Map x|

Topic Map ID |An'tmalia|

Group

= Public " Private

0K | Gancal|

Step 2: Create a shell for the FiveKingdoms topic map.

As shown in Figure 8-8, we next make the shell topic map that will contain topics that alow drilling
down to topic maps for each of the five kingdoms.

Figure 8-8. Creating the new FiveKingdoms topic map
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Topic Map ID |FiveKingdoms
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ok | cancel|

Step 3: Create the TopicMap topic.

Now that we've created the FiveKingdoms topic map, it's time to begin the construction of the
Animalia topic. Since one of its occurrences will be an instance of atopic map, the bottom-up
design approach suggests that we first define the TopicMap topic. This particular topic must have a
Published Subject Indicator (PSI), so we enter one while we construct the topic, as shown in Figure 8-

9[@1

[10]

hopefully, reflect a URI that is a standard repository for PSls.

Figure 8-9. Creating the new TopicMap topic

f=% New Topic

Topic ID

Base Name

Development here called for a URI that is somewhat arbitrary. In the future, the specific PSI will,

TopicMap

FPSIURI |http;fnwm.thinkal0ng.cum&dmrpai.html#TapicMap

Select Topic for InstanceOf InstanceOf

ok | cancel|

D

Step 4: Create the Animal iaTopicMap topic.
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Our design anticipates that we will want to have each topic associated with a kingdom, and each
occurrence will be an instance of the Topi cMap topic. Suppose, however, that we might want to later
add some associations to our occurrence. To do that, the occurrence must be reified™ in atopic, so
we insert aspecia topic, namely Animal iaTopicMap, between the occurrence and the TopicMap
topic. This means that our occurrenceis an instance of Animal iaTopicMap, which, itself, isan
instance of TopicMap. A topic map engine that processes the XTM documents we are building here
must be able to discover that our occurrence s, in fact, of type TopicMap and to present the
occurrence according to the needs dictated by that occurrence type.

M g reify is to make real. We do this by creating a topic that allows us to name the specific type of

occurrence.
The new topic must be an instance of TopicMap, asillustrated in Figure 8-10.

Figure 8-10. Creating the new Animal iaTopicMap topic

Topic ID JanimaliaTopicMap

Base MName

PSIURI
Select Topic for InstanceOf InstanceOf

opicMap TopicMap

[belete

ok | cancel|

Step 5: Create the Animalia topic.

Now we are ready to construct the topic that will serve as a container for one or more occurrences of
type TopicMap and, perhaps, for other associated information.

This new topic is, at present, rather plain—not too much information, as shown in Figure 8-11.

Figure 8-11. Creating the new Animalia topic
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Topic ID JAnimalia

Base MName

FPSIURI

Select Topic for InstanceOf InstanceOf
TopicMap
AnimaliaTopicMap

ok | cancell

With this topic, we are now able to construct an occurrence that links the topic Animal ia with the
topic map Animalia.

Step 6: Define an occurrence.
To construct an occurrence, we first select the Animal ia topic in the TopiclDs panein Nexist. Then
we click the New Occurrence button. We begin occurrence construction by setting the InstanceOf

parameter in the New Occurrence Editor window to Animal iaTopicMap, as shown in Figure 8-12.

Figure 8-12. Setting the InstanceOf parameter in the New Occurrence Editor window
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@New Dccurrence Editor : ﬁl
Occurrence ID: |

InstanceOf: jnimaliaTopichap o

scope: |

BaseName: |

TﬂnlcslTa:rtOccurranca Topic Map Occurrence | Misc. Reference
Select Scope and InstanceOf

Topickap

AnimaliaTopicMan

Animalia

TopiclD: Janimalia Ok | Cancel

From there, we select the Topic Map Occurrence tab and select the Animal ia topic map, as shown
in Figure 8-13.

Figure 8-13. Selecting a topic map

129



@ Mew Dccurrence Editor EI

Qeccurrence D |

Instancef: [animaliaTopichap o

Scope: |

BaseName: |

Tnp'tcs.' Text Occurrence  TOPIc Map Occurrence | Misc. Reference
Select Topic Map ID

EGEE

FivekKingdoms

TopiclD: |ﬁnima|ia (0] | Cancel

Selecting Animal ia brings up the prompt shown in Figure 8-14.

Figure 8-14. The selection confirmation prompt

E\Eﬁ Confirm Selection |

Clicking the Y es button ends the New Occurrence session. We click the Occur rences button in Nexist
and confirm that a new occurrence has been added. Since we did not define an Occurrencel D, Nexist
hasfilled in one of its own: XTM5, as shown in Figure 8-15.

Figure 8-15. Viewing the new occurrence
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Where Are We Now?

Figure 8-16 shows precisely what we accomplished in steps 1-6.

Figure 8-16. Our topic map thus far
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We created two topic maps:

1. Animalia
2. FiveKingdoms

1. TopicMap

Within the FiveKingdoms topic map, we created three topics:
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2. AnimaliaTopicMap
3. Animalia

Within the topic Animal ia, we created an important occurrence, XTM5, which offers the topic map
Animal ia asitsresource reference.

Hereisthe resulting XTM code for the topic map Animal ia, which isjust a shell for now.

<?xml version="1.0"?>

<IDOCTYPE topicMap SYSTEM "xtml.dtd">

<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/"
xmIns:xlink="http://www.w3.0rg/1999/xlink""
id="Animalia'>

</topicMap>
The XTM code for the topic map FiveKingdoms isahbit more complex.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/""
xmIns:xlink="http://www.w3.0rg/1999/x1ink"
id="FiveKingdoms"'>
<topic id="TopicMap'>
<subjectldentity id="XTM1">
<subjectiIndicatorRef id="XTM2"
xlink:href="http://www.thinkalong.com/xtm/psi.html#TopicMap"/>
</subjectldentity>
</topic>
<topic id="AnimaliaTopicMap'>
<instanceOf id="XTM3">
<topicRef id="XTM4" xlink:href="#TopicMap'/>
</instanceOf>
</topic>
<topic id="Animalia'>
<occurrence id="XTM5">
<instanceOf id="XTM7'">
<topicRef id="XTM8" xlink:href="#AnimaliaTopicMap'/>
</instanceOf>
<resourceRef 1d="XTM6" xlink:type="simple"
xlink:href="#Animalia"/>
</occurrence>
</topic>
</topicMap>

Summary

In this chapter we constructed a topic map that is capable of referencing other topic maps using the
drill-down design pattern. We created a resource reference aimed at a particular topic map, and we
used that reference in an occurrence of atopic contained within another topic map. For this scheme to
work, the topic map engine that presents our topic map must be capable of identifying the occurrence
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type. To permit identification of the occurrence type, we reified our occurrence in atopic, which, itself,
isan instance of another topic (in our example, the TopicMap topi c).[l—21

[12] Clearly, there may be other coding styles with which a drill-down capability can be generated. The

style presented here was selected for its simplicity.

The classification systems used in the life sciences are constantly evolving. This evolution tells us that
any Web site applied to the representation of life sciences knowledge must, itself, be capable of
sustaining evolutionary change. We believe that XML topic map applications will provide the ability
to deal with change, perhaps by accommodating different versions of topic maps.

Resources for More Information on the Life Sciences
Some interesting Web sites are listed below.

http://www.perspective.com/nature/animalia

http://www.sidwell.edu/us/science/vib5/Labs/Classification Lab/classification |ab.html#background

http://animaldiversity.ummz.umich.edu/animalia.html

http://www.ucmp.berkel ey.edu/history/linnagus.html

http://www.kheper.auz.com/gai a/bi osphere/kingdoms.htm

http://www.rmetzner-greenearth.org/geo_kingdoms.html
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Chapter 9. Creating and Maintaining Enterprise Web
Sites with Topic Maps and XSLT

Nikita Ogievetsky

HTML offers excellent ways to deliver browsable information viathe Web. A Web siteisa'place” on
the World Wide Web made up of one or more Web pages, often associated with a particular subject or
theme. Examples of such Web sites are personal and business Web sites, online books, online stores,
news portals, Web sites of online communities, and so on.

AsaWeb site grows and turnsinto a Web portal with adeeply interconnected Web site architecturein
which users are provided a gateway to rich content—content with lots of links, images, and other
types of information—its devel opers are faced with the growing challenges of enforcing link integrity
and maintaining the enterprise look-and-feel standards and navigational order. Tasks that once were
simple can turn into laborious and convoluted processes as the information resource base of the site
expands.

However, enterprise Web site maintenance can be robust and straightforward. This chapter shows that
using topic maps as the source code or site map of a Web site offers convenience, power, reliability,
and rapid reconfigurability to the maintainers of large, complex Web sites.

Combining topic maps and XSLT technology opens fascinating new ways of using topic maps for the
Web that facilitate the structuring of information and provide a consistent ook and feel throughout
entire Web sites. The Web design and implementation framework discussed here makes it almost
impossible to break consistency, alowing Web masters to concentrate their efforts on delivering
content while working with aggregation and syndication systems.!

( Here, the term aggregation systems refers to those Web sites that bring together content from many
sources, while syndication systems are Web sites that either provide content syndicated by others or
syndicate their own content for use on other Web sites.

In this chapter | assume that you are familiar with the XTM specification, as described in Chapter 2 by
Michel Biezunski. | also assume that you have some familiarity with XSLT. XSLT can be used to
transform XML documents into other XML documents and fragments, into HTML documents, and
into plain text. (Ogievetsky [1999a] shows how to use XSLT to generate SQL scripts, JavaScript,
Python, Java, and Perl.)

"An XSLT processor transforms a source document into atarget document. An XSLT style sheet
contains a set of template rules. A template rule has two parts. (1) a pattern, which is matched against
nodes in the source tree, and (2) atemplate, which can be instantiated to form part of the result tree"
[Odgievetsky 2001]. XSLT transformation is achieved by associating X Path patterns with XSLT
templates. The processor seeks to match node patterns in the source document. For each match found,
the processor applies an XSLT template to the matched XML source document and creates a fragment
of transformed code (usually HTML) for the target document. When constructing the target document,
elements from the source document can be filtered and reordered, and arbitrary structure can be added.
Moreinformation on XSLT can be found in Kay [2001], Holman [2001], and other X SLT tutorials.
Examples provided in this chapter work with Xalan and Saxon XSLT processors. These excellent
processors are available free of charge from the http://xml.apache.org/xalan-j/index.html and
http://saxon.sourceforge.net/ Web sites.
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The XTM Framework for the Web

The Cogitative Topic Map Websites (CTW) framework consists of three layers:

1. Topic map source code (markup) that controls Web site content and site maps

2. XSLT style sheets that control Web page layout and look-and-feel style

3. Thewhole Web universe of resources referenced by XTM topic <occurrence> resource
locators

This framework was introduced for the first time in January 2000 at an XTM mesting in Alexandria,
Virginia, and presented in August 2000 at the Extreme Technologies conference [ Ogievetsky 2000].
The CTW framework is a further extension of the XML Web Applications Template Library
(XWATL) [Ogievetsky 1999a, 1999b], which is built on XML Linking Language (XLink).

In the CTW framework, both the content and structure of an entire Web site are controlled by asingle
topic map document that provides for facilitated management of the site map and metadatain an
undirected graph, as well as expedited maintenance of graphics, HTML fragments, and other external
resources. In addition, the framework provides elegant solutions for natural language generation. Web
sites built according to CTW are easily mergeable and dead link immune. XSLT brings a consistent
look and feel aswell as platform independence. XSLT style sheets can be shared among Web sites,
providing even higher levels of consistency across the enterprise.

By default, Web pagesin CTW are generated for every topic, with only one page per topic. Of course,
this behavior can be easily customized based on topic types and other criteria. (Seethe XSLT Layout
Layer section below.) Web page content is aggregated from topic characteristics. Topic base names
and name variants are used for titles, hyperlink labels, and natural language generation. Different
classes of topic occurrences are used to hold various types of HTML fragments, images, and so on.
Topic associations control the site map and are transformed into navigational user interface elements
such as hyperlinks, image maps, buttons, and so on.

Sounds great, doesn't it? Of course, nothing comes for free.

First, the CTW framework requires you to think of your content as a structured cognitive system. That
is, when aggregating content you should be thinking in topic map terms. Thinking this way helps
organize the knowledge represented on the Web site. (See Chapters 5 and 15 for more on knowledge
representation and organization.)

Second, you have to design the look and feel of your pages in terms of building blocks. A building
block in the XWATL framework is avisually, functionally, or semantically distinguishable page
fragment. It can be as small as an individual image or as big as a news article. Thus, in the CTW
framework, aWeb page is composed of building blocks, each of which is a Web page fragment
corresponding to a certain topic characteristic (atopic name, occurrence, or participation in an
association). Different types of topic characteristics yield different types of page fragments, and
different topic typesyield different page layouts. In addition, pages and page fragments can be linked
viaexplicit and implicit associations. Topic maps provide avery efficient way to maintain richly
interlinked taxonomies of page types and page fragment types.

Thus, the building block requirement, which at first may seem to be an unnecessary constraint, in fact
opens your mind to highly structured and even object-oriented thinking.
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To optimize performance, CTW devel opers can identify static fragments and preprocess them at
design or publishing time. Topic characteristics control whether corresponding building blocks are
dynamic or should be preprocessed. In this chapter we are considering only static Web sites?

2 Additional material on this subject can be found at http://www.cogx.com/ctw.

But still ... why do we need this intermediate knowledge repository in the form of atopic map? Why

can't we just use something like Microsoft FrontPage to build nice Web pages filled with appropriate
information?

Typically, an organization can cope with "nice Web pages' created with simple HTML editors while
its Web site contains just afew pages. Problems arise as the amount of information resources

increases and the user popul ation grows more experienced and versatile. By then, the organization
needs individual mechanisms for extracting information from each resource, merging that information
with information from other resources, and rendering the results differently for different types of users.
For n groups of users consuming information from m different information sources, you need at |east
m* n different procedures—a combinatorial explosion (see Figure 9-1).

Figure 9-1. Separate extraction and rendition procedures needed for each information
source and each group of users. (Images provided by arttoday.com.)

> .’
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If you have an intermediate knowledge base only m extraction and n rendition procedures are required
(see Figure 9-2). Obviously, maintenance is greatly facilitated when the combinatorial explosionis
eliminated.

Figure 9-2. Facilitated maintenance with an intermediate knowledge base. (Images
provided by arttoday.com.)

Maintaining source code for aWeb site in a structured way significantly facilitates Web site
architecture and maintenance. Topic maps were designed to facilitate navigating, searching, querying,
filtering, customizing, and merging, and the CTW framework makes all these wonderful features
available to Web devel opers. (Please refer to Chapter 2 for more on the history and design principles
of the topic maps paradigm.)

XTM as Source Code for Web Sites

There are presently several successfully implemented techniques for creating and using topic map
documents as indexing layers on top of Web sites. In this approach, which provides powerful ways to
facilitate navigation and visual comprehension of information, topic maps are created for existing
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knowledge bases (for example, books, conference proceedings, newsgroup postings, and other
documents).

The CTW framework goes further, allowing use of XML topic maps as the source code for Web sites
across the enterprise. A topic map can serve as the very foundation of Web site organization, a map
fused into aterritory. Authors start by devising their Web site ontology (see the Special Topic Map
Website Ontology Layer section later in this chapter) and then populating the topic map according to
the blueprinted rules. This aso alows metadata to be maintained in avery structured way, at a higher
level than that for asingle site.

By default in the CTW framework, each topic can be rendered in the form of a Web page with topic
characteritics yielding page content and classes of topics and topic characteristics controlling layout
and rendition styles. The XSLT Layout Layer section below presents an example of how an XSLT
processor can be instructed to generate Web pages only for certain types of topics. Note that in the
case of a poorly constructed CTW topic map, some pages may be unreachable if their topics are not
associated directly or indirectly with other topics in the source topic map document.

In other words, to make sense of the labyrinths of the information world, topic map authors collect and
structure networks of pointers into the multidimensional information universe, distinguishing and
classifying subjects they want to talk about by representing them as topics and assigning these topics
categorized characteristics that presumably belong to, describe, relate to, and/or elucidate those
subjects.

Thus atopic map document represents the view of its author on the information universe. As Michel
Biezunski [2000] notes, topic maps are "style sheets for knowiedge."

Indeed, style appliesto more than just presentation and externals. We often say things like, "Thisis
her style of thinking," or "He always sees things in his own way," or "from his perspective." A human
being's comprehension is always influenced by a certain system of internal constraints; we
unconscioudly "style" information according to these constraints in order to categorize it comfortably,
with minimal effort.

In the CTW framework, information is styled twice.

1. A human author stylesinformation and organizes it in atopic map. He or she selects,
classifies, and stores topics and their characteristics, including their associations with each
other.

2. A program styles this topic map into a collection of interlinked Web pages (that is, a Web site)
in order to present the accumul ated knowledge to human readers in a convenient and friendly
way. The program may apply XSLT style sheets to render the topic map on Web browsersin
HTML, on wireless devices in Wireless Markup Language (WML), and so on.

In this chapter | assume that you have already |earned how to accomplish the first step. Fitting your
content into a cognitive schema and authoring topic maps are mentioned by Michel Biezunski
(Chapter 2), Sam Hunting (Chapter 6), and John Park and Nefer Park (Chapter 8) in this book. These
topics are also discussed on the TopicM aps.Org Web site (http://www.topicmaps.org), on the Web
sites of topic map vendors, and in many other places.

Thus, let's move on to the design principles of the second step: designing your pages using building
blocks. As an example, we will consider a very simple topic map of seashore creaturesin Long Island,
NY. Thistopic map is designed to provide an introductory approach to creating a topic map—driven
Web site.
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As abeginning scuba diver, | shot some pictures during my dives, learned some new information
while talking with experienced scuba divers, and then went to alocal library and collected more
information from encyclopedias. | accumulated al these sources of information and organized themin
atopic map that contains a representation of my knowledge about seashore creatures and my
interpretation of the information | received. The next step isto create XSLT style sheetsin order to
share this knowledge with people viaa Web site.

HTML Visualization of Topic Map Constructs

First, let'swalk through the roles of various X TM elements and topic characteristics used to build
XTM-driven Web sites. Table 9-1 shows asummary of the roles and HTML mappingsin the CTW
framework.

Now, let's look at the source topic map that represents my modest knowledge about local underwater
life enhanced with images of the beautiful sea creatures captured on film.

Table 9-1. HTML Visualization and Styling of XTM Constructs

Topic Map Element Rendered in HTML As
\Topic map |Web site
Topic Web page
Topic associations Site map
NLG text fragments™
Topic occurrences Images, logo
Text
HTML fragments
External links
Topic names Page headers, titles
Unordered and ordered lists
Hyperlink titles
NLG text fragments[*]

[ Natural language—generated (NLG) text fragments are dynamic text fragments generated using topic
characteristics as parameters and controlled by NLG templates—associations. This can be as simple as the
common mail-merge function found in text editors and as complicated as a legal clause. NLG subsystem will
be covered in one of the future volumes in this series. In the meantime you can read about it at
http://www.cogx.com/ctw. NLG theory is covered in an excellent book Building Natural Language Generation
Systems [Reiter and Dale 2000].
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Topics

The <topic> elementsin the topic map can be related explicitly by means of <association> and
<instanceOf> elements and implicitly by means of scopes and characteristic assignments, thus
providing many powerful ways to create and use an undirected graph of rich and deeply structured
content.

Sometimes page content can embed the characteristics of more than one topic. This behavior can be
specified for certain association classes or if the page content should reflect results of atopic map
query expressed in X Path, or (in the future) in Topic Map Query Language (TMQL). Both cases go
beyond the scope of this chapter and are not considered here. Now let's consider two special types of
topicsthat play very important rolesin our framework.

Special <topic> Elements: Root

A <topicMap> element isitself aresource. Any resource can indicate the subject of atopic.
Therefore, a<topicMap> element can itself indicate the subject of atopic in any given topic map. A
topic whose subject isindicated by the topic map document is called the root topic. It issaid to reify
the topic map.

The Web page generated for this root topic becomes the default page of the generated Web site. It is
the first Web page (or WML card) that users see when entering the Web site. In the CTW framework
all topic characteristics such as occurrences, topic names, and associations implicitly contain the root
topic. Thisroot topic will be added to the scopes of all characteristic assignmentsin its parent map
when that map is merged with other maps. Thus, when we merge two CTW-based Web sites, we have
away to preserve individual styles and layouts when rendering topic characteristics brought from
different merged documents.

Note that a base name or any other topic characteristic assignment with no explicitly specified scopeis
said to have an unconstrained scope. In the CTW implementation, the unconstrained scope is treated
asif it contained the only the root topic. (See Sam Hunting's Chapter 6 and Kal Ahmed's XTM
Programming with TM4J section of Chapter 10 in this book for general discussions on scopes and
unconstrained scope.)

The codein Listing 9-1 shows the source code of the default topic (which in this code has the ID
attribute defau l t) of the Long Island Seashore Creatures Web page. Its
<subjectlIndicatorRef> child eement points to the containing (parent) <topicMap> element.

Occurrence classes such as landsc-img, description, and others form the Special Topic Map
Website Ontology Layer (STWOL), considered in the next section.

Listing 9-1 Source code for the root topic

<topicMap xmlns:xlink="http://www.w3.0rg/1999/xlink"™ id="map">
<topic id="default'>
<subjectldentity>
<subjectIndicatorRef xlink:href="#map"/>
</subjectldentity>
<baseName>
<baseNameString>Long Island Seashore
Creatures</baseNameString>
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</baseName>

<occurrence>
<instanceOf>

<topicRef xlink:href="#description'/>
</instanceOf>
<resourceData>As a beginning scuba diver, | shot some
pictures during my dives, learned some new
information while {. . .}

</resourceData>

</occurrence>

<occurrence>
<instanceOf>

<topicRef xlink:href="#landsc-img"/>

</instance0Of>
<scope><topicRef xlink:href="#nikita"/></scope>
<resourceRef xlink:href="ocean5. jpg"/>

</occurrence>

<occurrence>
<instanceOf><topicRef xlink:href="#landsc-img'/></instanceOf>
<scope><topicRef xlink:href="#nikita"/></scope>
<resourceRef xlink:href="oceanl4.jpg"/>

</occurrence>

</topic>
{ - -3
</topicMap>

Figure 9-3 shows a page generated from the XTM source code presented above. It has the base name
asthe overal title, alist of animal taxonomy as the site map navigation bar on the | eft side (see the
Querying and Displaying Topic Associations section), two photo image occurrences with credits for
their photographers on the right, and an occurrence of descriptive type in the center. As a designer of
the source code topic map, | decided to credit image authors via the scoping facility; scope is often
used to indicate the source of an association.

Figure 9-3. A Web page rendered for a root topic
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The Special Topic Map Website Ontology Layer
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A special category of topics mentioned above, the STWOL, has a very important role in the CTW
rendition and publishing process. This layer consists of topic classes, classes of topic characteristics,
and association templates, as well as association membership roles and scoping topics (also called
scoping themes). Individual definitions of all these notions are covered elsewhere in this book and on
the TopicMaps.Org Web site, so let's skip them to go directly to the application of the STWOL in the
CTW publishing framework.

Note that STWOL is an imaginary subdivision, and any topic can become a part of it by virtue of
being referenced by some other topic.2! The concept of the STWOL isnot XTM specific; however,
most of the vendors and researchers working with topic maps came up with somewhat similar notions.
For example, other publications may refer to "housekeeping topics,” "the topic map kernel," "typing
topics,” "topic map schemas," and "the conceptual layer.” In my original paper [Ogievetsky 2000] |
called this category "system topics.” It is also important to note that the ISO committee is working on
atopic map Reference Model, a Standard Application Model, and the Topic Map Constraint Language
(TMCL), which together should embrace all of the above.

B! Editor's note: Contrast this "late-binding" author-driven approach to ontological commitment with the
approach outlined by Holger Rath in Chapter 14.

XSLT templates for page layout are dynamically chosen based on their corresponding topic types.
XSLT templates for page fragment rendition and styling are chosen based on the types of
corresponding topic characteristics. In other words, STWOL topics referenced as topic types control
page layout, and STWOL topics referenced as types of topic characteristics control XSLT styling of
Web page elements and building blocks. This is the main reason why STWOL topics are so important
in the CTW framework.

The scoping themes of topic characteristics are used for querying and filtering. For example, scopes
determine the name or resource appropriate in the current context. Another example of using scoping
topicsis presented in Ogievetsky and Rodygin [2000], where simile associations are used to build
dynamic taxonomies.

Let's consider an example from the Long Island Seashore Creatures Web page mentioned earlier. The
codein Listing 9-2 shows the <topic> element sea-star, aninstance of animal-class (line 2).
Besides the name sea-star (abase name in the unconstrained scope on line 7), this topic has a
scientific name, Asteroidea (abase namein the taxon scope, lines 3-6), and isalso called
starfish (abase namein the al so-known-as scope, lines 8-11).

Listing 9-2 Source code for the sea-star topic

1. <topic id="sea-star'>

2. <instanceOf><topicRef xlink:href="#animal-class"></instanceOf>
3. <baseName>

4. <scope><topicRef xlink:href="#taxon"></scope>

5. <baseNameString>Asteroidea</baseNameString>

6. </baseName>

7. <baseName><baseNameString>sea-star</baseNameString></baseName>
8. <baseName>

9. <scope><topicRef xlink:href="#also-known-as"/></scope>

10. <baseNameString>starfish</baseNameString>

11. </baseName>

12. <occurrence>

13. <instanceOf><topicRef xlink:href="#landsc-img"/></instanceOf>
14. <scope><topicRef xlink:href="#nikita"/></scope>
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15. <resourceRef xlink:href="ocean6.jpg"/>

16. </occurrence>

17. <occurrence>

18. <instanceOf><topicRef xlink:href="#landsc-img'/></instanceOf>

19. <scope><topicRef xlink:href="#john"/></scope>

20. <resourceRef xlink:href="ocean8.jpg'/>

21. </occurrence>

22 . <occurrence>

23. <instanceOf><topicRef xlink:href="#definition"/></instanceOf>

24_ <scope><topicRef xlink:href="#audubon"/></scope>

25. <resourceData>The asteroid body has the form of a somewhat

flattened star with arms (rays) usually numbering 5 or a multiple of

s{. . -}

26. </resourceData>

27. </occurrence>

28. <occurrence>

29. <instanceOf><topicRef xlink:href="#definition"/></instanceOf>

30. <scope><topicRef xlink:href="#audubon"/></scope>

31. <resourceData>The stars can regenerate lost arms{. . .}

32. </resourcebData>

33. </occurrence>

34. </topic>

35. <association>

36. <instanceOf><topicRef
xlink:href="#class-subclass"/></instanceOf>

37. <member>

38. <roleSpec><topicRef xlink:href="#class"/></roleSpec>

39. <topicRef xlink:href="#echinoderm"/>

40. </member>

41. <member>

42. <roleSpec><topicRef xlink:href="#sub-class'"/></roleSpec>

43. <topicRef xlink:href="#sea-star'/>

44 <topicRef xlink:href="#brittle-star"/>

45. <topicRef xlink:href="#sea-urchin"/>

46. </member>

47 . </association>

| have several photos of sea stars. One taken by me (hence, in the scope of nikita) isrepresented by
the <occurrence> element in lines 12-16, and one taken by my friend John (hence, in the scope of
John) isrepresented by the <occurrence> element in lines 17-21. | also inserted descriptions of
sea stars from the National Audubon Society [1981] and The American Heritage Dictionary, 1995
edition, represented by the <occurrence> elementsin lines 22-33.

| learned from encyclopedias that class Asteroidea bel ongs to phylum Echinodermata, so these
creatures fall in the category of echinoderms. So | used the class-subclass association to express
the fact that the sea-star, brittle-star, and sea-urchin elements are subclasses of the
echinoderm class. Thisfact is represented by the <association> element in lines 35-47.

Figure 9-4 shows a page generated from the X TM source code presented above. The page has the base
name of the root topic as the overall title and the site map navigation bar on the left side. The main
part of the page contains information directly related to sea stars. The base name in the unconstrained
scopeis rendered in the largest font followed by the scientific name (in the taxon scope); the other
name (in the al so-known-as scope) isrendered in square brackets. Images are on theright, each in
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atwo-row table: first row, the image itself; second row, the photographer's name. Descriptions of sea
stars appear in the center with bibliographic references in square brackets underneath.

Figure 9-4. A Web page rendered for the sea-star topic
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Note that in this example | made a design decision to express authorship via the scoping facility. In
other words, the fact that adefinition occurrence of sea-star in lines 22-27 isin the audubon
scope can beread as, "In the context of the National Audubon Society Field Guide of North American
Seashore Creatures, the definition of seastar is text]." Similarly, the fact that a landsc-img
occurrence in lines 12-16 isin the scope of nikita can beread as, "Thisisapicture that Nikita
claimsis aphotograph of a sea star that he took on the sea shore of Long Island.”

The code for STWOL topics referenced by the sea-star topic is presented in Listing 9-3.
Listing 9-3 Source code for STWOL topics referenced by the sea-star topic

<topic id="animal-class'>
<instanceOf><topicRef xlink:href="#taxon"></instanceOf>
<baseName><baseNameString>Class</baseNameString></baseName>
</topic>
<topic id="landsc-img">
<instanceOf><topicRef xlink:href="#img"></instanceOf>

</topic>
<topic id="nikita">
<instanceOf>

<topicRef xlink:href="#underwater-photograph'></instanceOf>
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<subjectldentity>
<subjectindicatorRef xlink:href="urn:padi-diver-no:9907571524">
</subjectldentity>
</topic>
<topic id=""portr-img">
<instanceOf><topicRef xlink:href="#img"></instance0Of>
</topic>
<topic id="john">
<instanceOf>
<topicRef xlink:href="#underwater-photograph'></instanceOf>
<subjectldentity>
<subjectindicatorRef xlink:href="urn:padi-diver-no:9999999999">
</subjectldentity>
</topic>
<topic id="definition">
<instanceOf><topicRef xlink:href="#orole'"></instanceOf>
</topic>
<topic id="description">
<instanceOf><topicRef xlink:href="#orole'"/></instance0Of>

</topic>
<topic id="orole">
<subjectldentity>

<subjectindicatorRef
xlink:href="http://www.topicmaps.org/xtm/1.0/psil._xtm#
association-role'>
</subjectldentity>
</topic>
<topic id="also-known-as'>
<baseName>
<baseNameString>also known as</baseNameString></baseName>
</topic>
<topic id="taxon'>
<baseName><baseNameString >taxon</baseNameString></baseName>
<occurrence>
<instanceOf><topicRef xlink:href="#definition"/></instance0f>
<resourceData>Level or grouping in the animal
hierarchy.<resourceData>
</occurrence>
</topic>
<topic id="class-subclass">
<subjectldentity>
<subjectindicatorRef
xlink:href="http://www.topicmaps.org/xtm/1.0/psil._xtm#
at-superclass-subclass’/>
</subjectldentity>
</topic>
<topic id="class'>
<subjectldentity>
<subjectindicatorRef
xlink:href="http://www.topicmaps.org/xtm/1.0/psil.xtm#
role-superclass'/>
</subjectldentity>
</topic>
<topic id="sub-class">
<subjectldentity>
<subjectindicatorRef
xlink:href="http://www.topicmaps.org/xtm/1.0/psil.xtm#
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role-subclass'/>
</subjectldentity>
</topic>

Note that there is an explicit referential constraint: any referenced topic should exist. In particular, if a
topic element, atopic characteristic, or atopic association is pointing to another topic as a class or
scoping theme, this second topic should exist explicitly in the form of a<topic> element, and by
pure virtue of being pointed to it becomes a STWOL topic. In other words, the -xlink:href-
attribute of the <topicRef> element imposes the same constraint as the - IDREF- attributein XML
except that -x1ink:href- applies across multiple documents. Y ou can aso find similarity between
this constraint and the referential integrity rule in relational database architecture by drawing an
analogy between documents and tables and between -x 1 ink: href- attributes and foreign keys.
Surprisingly, this obvious rule is very fragile and can be easily broken.

Note that unlike <topicRef>, <resourceRef> and <subjectlIndicatorRef> can address any
XTM element by its ID. However, all three addressing mechanisms bear different semantics. For more
information, please refer to Chapters 2 and 6.

Thereferential constraint obviously also applies to STWOL topics. Listing 9-4 defines the STWOL
topics referenced by the STWOL topicsin Listing 9-3.

Listing 9-4 Source code for STWOL <topic> elements

<topic id="img">
<instanceOf><topicRef xlink:href="#orole"/></instance0Of>
<baseName><baseNameString>Image</baseNameString></baseName>
</topic>
<topic id="underwater-photograph'>
<instanceOf><topicRef xlink:href="#person"/></instanceOf>
<baseName>
<baseNameString>Underwater Photograph</baseNameString>
</baseName>
</topic>
<topic id="person’>
<instanceOf><topicRef xlink:href="#animal"/></instanceOf>
<baseName><baseNameString>Animal</baseNameString></baseName>
</topic>

Note that sometimes the same STWOL topic can be both atopic class and a scoping topic. Thus, if a
topic is an instance of several classes, it can have different names in the scopes of different classes.
For example, in Listing 9-2, taxon is referenced as a scoping topic of the base name Asteroidea,
and in Listing 9-3 taxon isreferenced as atype of animal-class topic.

XSLT Layers

In CTW, following the framework introduced in XWATL [Ogievetsky 1999a, 1999b], XSLT style
sheets are divided into three layers:
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1. Theback-end or query layer. Thislayer isresponsible for extracting required information
from the topic map, assembling natural language generation constructs, and building syntax
that aggregation and syndication software agents can understand.

2. Thelayout layer. Thislayer controls how HTML elements are arranged on the Web page or
WML card. It calls presentation-layer templates to style content.

3. The presentation layer. Thislayer contains XSLT templates responsible for the particular
look and fedl of the Web pages or WML cards. Note that the presentation and layout layers
can be altered to build other presentations of the Web site, for example, WML or VoiceML.

The notions of the back-end (query), layout, and presentation layers are specific to the XWATL and
CTW frameworks and do not belong to XSLT in general. Let'slook in depth first at the XSLT layout
layer. The back-end and presentation layers will be considered in the section after the next one.

The XSLT Layout Layer

Listing 9-5 shows an XSLT page generation and layout template.

Listing 9-5 An XSLT page generation and layout template

1. <xsl:template match=""topicMap'>

2. <xsl:for-each select=""topic'>

3. <xsl:document href="concat($out-dir,@id,".html")">
4. <I--In Xalan:

5. <redirect:write select="concat($out-dir,@id, " .html")"-->
6. <html>

7. <header><style>{. . _}</style>

8. <title><xsl:template name="name"/></title>

9. </header>

10. <body>

11. <a href="default_html" class="h1">

12. <xsl:call-template name="name'>

13. <xsl:with-param name="topic" select="$root"/>
14. </xsl:call-template>

15. </a>

16. <hr/>

17. <table width="800""><tr>

18. <td valign=""top" width=""200">

19. <xsl:call-template name="sitemap'>

20. <xsl:with-param name="classRef"

21. select="""#animal-kingdom®"'/>

22. <xsl:with-param name="current"” select="_"/>
23. </xsl:call-template>

24. </td>

25. <td valign=""top">

26. <xsl:call-template name="page-layout'/>

27. </td>

28. </tr></table>

29. </body>

30. </html>

31. </xsl:document >

32. </xsl:for-each>
33. </xsl:template>
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Let'slook at what's happening in this code. Line 1 specifies that this template is to be instantiated for
the <topicMap> element. Once inside the template, in line 2 we iterate over all <topic> elements
in the topic map in order to create and output individual HTML pages. Inline3weuse XSLT 1.1
syntax to create multiple result documents. At the time of writing, this feature isavailable only in
Saxon; other processors implementing XSLT 1.0 offer proprietary solutions (an example of Xalan
syntax appears in the commentsin lines 4-5). Output file namesin lines 3 and 5 are formed by
concatenating the output directory $out-dir path with the topic -id- and the - html suffix.

Note that in line 2 we could modify the default page-per-topic rule by specifying an X Path expression
to filter topics based on certain criteria (for example, only topics of type class or phylum).

Now we start building actual HTML code. In line 8 we call the name XSLT template (discussed
below in the Querying and Displaying Topic Names section) to extract the base namein the
unconstrained scope and use it for the HTML header title. Then in line 10 we start creating the body
of the HTML page. Across the top of the page we display the Web sitetitle (lines 11-15)
corresponding to the base name of the default topic in the unconstrained scope. (See Figures 9-3 and
9-4.) Thistitle also serves as a hyperlink to the default page. The main part of the page is divided into
two parts. On the |eft side, there is a site map navigation tree corresponding to the Long Island
Seashore Creatures animal kingdom taxonomy. (See the Querying and Displaying Topic Associations
section for more discussion on this.) For the center and right side of the page we call the page-
layout template, which generates topic-specific layouts. Listing 9-6 presents this template.

Listing 9-6 The page-layout template, which generates topic-specific layouts

<xsl:template name='"page-layout'>

<I--determine type of context topic-->

<xsl:variable name="taxon">

<xsl:call-template name="getTopicRef' >
<xsl:with-param name="topic' select="."/>
<xsl:with-param name="ref"' >#taxon</xsl:with-param>
</xsl:call-template>

</xsl:variable>

<xsl:choose>

10. <xsl:when test="$taxon="phylum®">

11. <xsl:call-template name="phylum-page-layout"/>

12. </xsl:when>

13. <xsl:when test=""$taxon="class"''>

14. <xsl:call-template name="class-page-layout'/>

15. </xsl:when>

16. <xsl:otherwise>

17. <xsl:call-template name='"generic-page-layout'/>

18. </xsl: otherwise>

19. </xsl:choose>

20. </xsl:template>

©CoO~NOOOM~WNPE

This code callsthe getTopicRef template (lines 4-7) to determine whether the current topic is an
instance of animal classification taxonomy taxon and, if so, to which classification group it belongs.
(Thistemplate is discussed further in the Querying Topic Types section below.) If the current topicis
an instance of the taxon phylum, the template calls the phy lum-page-layout template designed
to display information about a phylum (line 11); and if the current topic is an instance of the class
taxon, the template callsthe class-page-layout template designed to display information about
animal classes (line 14). Otherwise, the template builds a generic page using the generic-page-
layout template (line 17).
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Listing 9-7 shows each of the referenced layouts. An HTML page generated by the class-page-
layout template is shown in Figure 9-4, and an HTML page generated by the generic-page-
layout template is shown in Figure 9-3.

Listing 9-7 Topic-specific page layout templates

1. <xsl:template name="'class-page-layout'>

2. <hl><xsl:call-template name=""name"/></h1>

3. <h3>Class

4. <xsl:call-template name='"name'>

5. <xsl:with-param name="scope''>taxon</xsl:with-param>

6. </xsl:call-template>

7. </h3>

8. [<xsl:call-template name="‘name">

9. <xsl:with-param name="scope''>also-known-as</xsl:with-param>
10. </xsl:call-template>]

11. <hr/>

12. <table align="right"><tr><td align="right">
13. <xsl:apply-templates

14. select="occurrence[instanceOf/topicRef/@xlink:href =
15. "#landsc-img"]""/>
16. <xsl:apply-templates

17. select="occurrence[ instanceOf/topicRef/

18. @xlink:href ="#portr-img"]"/>

19. </td></tr></table>

20. <xsl:apply-templates

21. select=""occurrence[ instanceOf/topicRef/
22. @xlink:href = “#definition"]"/>
23. </xsl:template>

24_. <xsl:template name="phylum-page-layout">

25. <hl><xsl:call-template name=""name"/></h1>
26. <h2>Phylum

27. <xsl:call-template name="name'>

28. <xsl:with-param name="scope’''>taxon</xsl:with-param>

29. </xsl:call-template>

30. </h2>

31. <hr/>

32. <xsl:apply-templates select="occurrence'/>

33. <hr/>

34. Classes of Phylum <xsl:call-template name="sitemap'>

35. <xsl:with-param name="classRef" select="concat("#",0id)"/>
36. <xsl:with-param name="current" select="."/>

37. </xsl:call-template>

38. </xsl:template>

39. <xsl:template name=''generic-page-layout’>
40. <table align="right"><tr><td align="right'>
41. <xsl:apply-templates

42. select=""occurrence[instanceOf/topicRef/
43. @xlink:href ="#landsc-img"]"/>

44 . <xsl:apply-templates

45. select=""occurrence[ instanceOf/topicRef/
46. @xlink:href = "#portr-img"]"/>

47 . </td></tr></table>

48. <xsl:apply-templates

49. select=""occurrence[instanceOf/topicRef/@xlink:href =
50. “#description®]"/>
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51. </xsl:template>

Figure 9-5 shows a page generated using the phy lum-page-layout template for phylum
Arthropoda. The main part of the page contains the base name in the unconstrained scope rendered in
the largest font; below is the scientific name (in the scope of taxon). Occurrences of type
definition follow with definition sources presented as bibliographic references in square brackets.
As mentioned before, in the CTW framework, an occurrence's scope indicates its source. On the very
bottom of the page appears the fragment of the taxonomy tree corresponding to the children of the
phylum.

Figure 9-5. A Web page rendered with the phylum-page-layout template
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A Note on Namespace Declaration.

| want to bring your attention to the fact that for smplicity | omitted XTM namespace declarationsin
all XSLT fragments throughout this chapter. In order for the XSLT samplesto work you should either
strip off the default X TM namespace declaration or you should declare and use the X TM namespace
inyour XSLT style sheet as shown in Listing 9-8. (Line numbers are the same asthose in Listing 9-7.)
Appendixes B and C in the back of this book contain two source topic map documents and two
corresponding style sheets for this chapter: one that omits the default namespace declaration and one
that explicitly declaresiit.

Listing 9-8 Modifications to Listing 9-7 if XTM namespace is declared
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<xsl:stylesheet xmlns:xsl="http://www.w3.0rg/1999/XSL/Transform"
xmIns:xlink="http://www.w3.0rg/1999/x1ink"
xmlns:xtm="http://www.topicmaps.org/xtm/1.0/""
version="1.0">

32. <xsl:apply-templates select="xtm:occurrence'/>

44 <xsl:apply-templates
45. select=""xtm:occurrence[xtm: instanceOf/
46. xtm:topicRef/@xlink:href = “"#portr-img®]"/>

</xsl:stylesheet>

The XSLT Back-End and Presentation Layers

Now we will look at using XSLT templates from the back-end (query) and presentation layersto
extract and visualize metadata and relationships.

Querying Topic Types

Thetemplatesin Listing 9-6 call the getTopicRef XSLT template to find instantiated ancestor
<topic> elements along certain <instanceOf> channels (see below). In this section, as promised
above, we examine how thisworks. Listing 9-9 shows a code fragment calling the getTopicRef
template.

Listing 9-9 XSLT fragment calling the getTopicRef template

<xsl:call-template name="getTopicRef">
<xsl:with-param name=""topic"
select="key("topic", instanceOf/topicRef/@xlink:href)) />
<xsl:with-param name="ref"'>#orole</xsl:with-param>
</xsl:call-template>

Let'slook at what | call channels. Thisiswhere STWOL <topic> classes come into play.
Sometimes you need to determine whether a given <topic>, <association>, association
<member>, or <occurrence> element is an instance of a certain type. For example, you need to
know thisin order to determine the rendering style for a given topic characteristic or the content
layout for agiven <topic> element.

In the CTW framework, we distinguish several levels of abstraction. These levels can be thought of as
resolution levels. Resolution hereis used in the same way asit is used in geographical maps. (See also
Chapter 11 for discussion on clustering and scaling in topic map visualization.) In the highest
resolution mode all topics can be characterized as resources, key words, concepts, association member
types, association types, occurrence types, and so forth. At the next level of abstraction we distinguish
various flavors of the basic types mentioned above. In this context the basic types can be called
channels or bouquets (from bouquet of fragrances) as introduced in Ogievetsky and Rodygin [2000].

A topic in XTM can be an instance of one or more topic classes. For example, topic nikita can be
an instance of scuba-diver and XTM-deve loper.
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Let'slook at atypical topic characteristic assignment in Figure 9-6. It shows a connection between a
topic, T, and aresource, R. This diagram establishes an occurrence of type O that isvalid in scope S.
Scope Sisaset of scoping topics (themes): S1, S2, and S3. Topic O, which isa class of occurrence C,
isitself an instance of topics D and C (in other words, topics D and C are types of topic O). Topic D is
an instance of topics A and B. Note that topics O, A, B, C, D, S1, S2, and S3 are all STWOL topics.

Figure 9-6. Diagram of a sample topic occurrence characteristic
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Now let'slook at this diagram from another angle. A topic can be instantiated by a set of topics. For
example, class squids and class snails are both instances of phylum Mollusca. (In other words, class
squids and class snails are flavors of phylum Mollusca.) Also portrait image and landscape image
occurrence roles are both instances of class image. (In other words, portrait image and landscape
image are flavors of a more generic type, image).

Y ou may ask how a class can be an instance of another class. Let's follow the way of thinking of a
naive researcher (me). At first | noticed these beautiful sea creatures: sea stars. | started shooting
photos and collecting their pictures. | recorded them in my knowledge base as pretty invertebrates,
instances of sea creatures with occurrences in many photos. Then | started reading about them. |
learned that sea stars are part of the class known by the scientific name Asteroideain the animal
taxonomy and that they belong to the phylum Echinodermata along with sea urchins and sealilies.
And, in fact, there are nine orders within class Asteroidea (Platyasterida, Paxillosida, Vavatida,
Spinulosida, Forcipulata, Notomyotida, Velatida, Brisingida, and Forcipulatida), but | did not want to
get into that level of detail yet.

As another example, let's ook at my oversimplified taxonomy of sea creatures as presented in Listing
9-2 and Appendix B:sea star isan instance of animal-class animal taxonomy classification
grade and a subclass of echinoderm. Echinoderm in turn is an instance of phy lum animal
taxonomy classification grade and a subclass of animal-kingdom.
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Listing 9-10 showsthe XSLT template that determines whether the topic passed in the $topic
parameter is an instance of the topic passed in the $ref parameter. It actually goes further and returns
the flavor of the $ref class that the $topic parameter instantiates.

Listing 9-10 Back-end XSLT getTopicRef template

1. <xsl:template name="getTopicRef" >

2. <xsl:param name="topic'/>

3. <xsl:param name="ref"'/>

4. <xsl:choose>

5. <xsl:when test="$topic/instanceOf/topicRef/@xlink:href=$ref">
6. #<xsl:value-of select="$topic/@id"/>

7. </xsl:when>

8. <xsl:otherwise>

9. <xsl:for-each select="key("topic",

10. $topic/instanceOf/topicRef/@xlink:href])">
11. <xsl:call-template name="getTopicRef">

12. <xsl:with-param name="topic" select="_""/>
13. <xsl:with-param name="ref" select="$ref"/>

14. </xsl:call-template>
15. </xsl:for-each>

16. </xsl:otherwise>

17. </xsl:choose>

18. </xsl:template>

Here's how it works. In line 5 we determine whether $topi c isan instance of the $ref class. If itis,
wereturn its - id- attribute; otherwise, we iterate over each class of $topic (line9) and call the
getTopicRef template (line 11) in an attempt to locate the $topi c that is an instance of the $ref>
class.

Note that the same approach can be generically applied to other association axes (such as subclass-
superclass).

Querying and Displaying Topic Names

Now let'slook at the <baseName> element extraction XSLT template shown in Listing 9-11. Its
principleisvery simple: it tries to find the base name of atopic passed in the $topic parameter
whose scope contains the scoping topic specified in the $scopic parameter (lines 5-10). Note that
the word scopic stands for "scoping topic” (a synonym of "scoping theme") and at one point was
suggested as a topic maps neologism. If no base name has a matching scope or if the $scopic
parameter is not specified, the template outputs the base name (if any) in the unconstrained scope.

Listing 9-11 Back-end XSLT template for <baseName> element extraction

1. <xsl:template name="name">

2. <xsl:param name="topic" select=""_."/>

3. <xsl:param name="scopic'/>

4. <xsl:choose>

5. <xsl:when test=""$topic/baseName/scope/topicRef/
6. @xlink:href=concat("#" ,$scopic)'>

7. <xsl:value-of

8. select=""$topic/baseName[scope/topicRef/
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9. @xlink:href=concat("#" ,$scopic)]/baseNameString"/>
10. </xsl:when>

11. <xsl:otherwise>

12. <xsl:value-of select=

13. "$topic/baseName[not(scope)]/baseNameString"/>
14. </xsl:otherwise>

15. </xsl:choose>
16. </xsl:template>

As an example, let's consider the use of thistemplate in Listing 9-7 when it is applied to the sea-
star topic (Listing 9-2) to render the Web page shown in Figure 9-4. Note that the default value of
the $topic parameter isthe current <topic> element (or current node in the XSLT sense). The first
call to the nametemplatein line 2 in Listing 9-7 does not specify the $scopi c parameter and thus the
return value is "sea-star"—the base name of the current topic in the unconstrained scope (line 7 in
Listing 9-2). The second call (lines4-6 in Listing 9-7) asks for the base name in the scope of taxon
and returns "Asteroided’ (lines 3-6 in Listing 9-2). At last, the template call in lines8-10 in Listing 9-
7 returns "starfish"—aname in the al so-known-as scope (lines 8-11 in Listing 9-2). Note that a
call with the $scopi c parameter equal to any other value, for example, xyz, would return "sea-
star"—the base name in the unconstrained scope—because there is no name defined in Listing 9-2 for
the xyz scope. Another detail to keep in mind isthat according to XSLT processing rules, if multiple
<baseName> elements are matched, only the value of the first one in the document order is returned
by this template.

Real applications often require the use of more complicated templates, for example, to take care of
situations when more then one <baseName> element is specified in the same scope or when the use
of <variantName> elementsis required. For the purposes of this chapter we explored only simple
syntax examples. For advanced examples, visit http://www.cogx.com.

Querying and Displaying Topic Occurrences

The CTW framework uses topic occurrences to supply typed information about topics to be used as
HTML or text fragments, images, or client- and server-side objects. Y ou can instruct XSLT style
sheets to use different rendition procedures and to apply different formatting styles for different
occurrence role types. Thus occurrence classes control the rendering of referenced resources.

In the Long Island Seashore Creatures topic map, atopic (represented as a page) can have the
following occurrence types. image with landscape proportions (landsc-img), image with portrait
proportions portr-img), definition, and description. Other types of occurrences could be
various specializations of the above as well as sound files, video, Scalable Vector Graphics (SVG) or
Synchronized Multimedia Integration Language (SMIL) fragments, X Path expressions aggregating
fragments from multiple documents or SQL queries, and so on.

A very simple occurrence layout and rendition template is shown in Listing 9-12. Here's what happens.
First we determine the name of the scoping topic and hold it in avariable, $scope-name (lines 2-7).
Next, for the landsc-img occurrence class, we build a two-row, single-column table and place the
image in the upper cell and the byline in the bottom cell (lines 9-17). For the portr-img occurrence
class, we build a single-row, two-column table and place the image in the left cell and the byline in the
right cell (lines 20-25). The byline is determined from the $scope-name of the scoping topic of type
underwater-photograph. Inthe case of the definition occurrence class, we print the
definition text in italic type with the bibliographic reference in square brackets underneath (lines 30—
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31). Finally, for the description occurrence class, we simply print the text in alarge font (lines
33-37).

Listing 9-12 XSLT Presentation layer template for occurrence rendition

1. <xsl:template match="occurrence'>

2. <xsl:variable name='"'scope-name">

3. <xsl:call-template name="'name'>

4. <xsl:with-param name="topic" select="key("topic”,

5. scope/topicRef/@xlink:href)"/>

6. </xsl:call-template>

7. </xsl:variable>

8. <xsl:choose>

9. <xsl:when test="instanceOf/topicRef/

10. @xlink:href="#landsc-img""">

11. <table border="1" bgcolor="#ffffde' " ><tr><td>

12. <img src="../images/{{resourceRef/@xlink:href }" width=""130"/>
13. </td></tr><tr><td>

14. <font size="-1">Photo by :

15. <i><b><xsl:value-of select="$scope-name"/></b></i></font>
16. </td></tr></table>

17. </xsl:when>

18. <xsl:when test="instanceOf/topicRef/

19. @xlink:href = “"#portr-img"'">

20. <table border="1" bgcolor="#ffffde'"><tr><td>

21. <img src="../images/{{resourceRef/@xlink:href }" width="100"/>
22. </td><td>

23. <font size="-1">Photo by :<br/>

24. <i><b><xsl:value-of select="$scope-name"/></b></i></font>
25. </td></tr></table>

26. </xsl:when>

27. <xsl:when test="instanceOf/topicRef/

28. @xlink:href = "#definition™">

29. <i><xsl:value-of select="resourceData'/></i>

30. <p class="bibitem">[<xsl:value-of

31. select=""$scope-name'/>]</p>

32. </xsl:when>

33. <xsl:when test=""instanceOf/topicRef/

34. @xlink:href = “#description®'>

35. <font size="+1"><b><xsl:value-of

36. select=""resourceData"/></b></font>

37. </xsl:when>

38. </xsl:choose>

39. <br/>

40. </xsl:template>

Note that for simplicity we used only <resourceData> elements. If we had used a
<resourceRef> element to point to an XML or HTML fragment, we could have taken several
approaches. If we knew that the addressed document were awell-formed XML, and if we were not
concerned with its volatility (that is, we were not concerned that the original might change after
transformation), we could have used the XSLT document() function to insert a fragment during the
transformation. Alternatively, we could have generated an <xinclude: include> instruction and
resolved this fragment inclusion in a postprocessing phase or at runtime. Listing 9-13 shows what
could have been used in place of line 29 in Listing 9-12.
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Listing 9-13 Optional <resourceRef> resolution

<xsl :choose>
<xsl:when test="resourceRef' >
<xinclude:include href="{resourceRef/@xlink:href}"
xmIns:xinclude="http://www.w3.0rg/2001/XInclude’/>
</xsl :when>
<xsl:otherwise>
<xsl:value-of select="resourceData"/>
</xsl:otherwise>
</xsl:choose>

A brief note on <xinclude: include>: there exist several alternative mechanisms to resolvethis
instruction. To include non-XML fragments | usually use postprocessing procedures (with the help of
regular expressions). Web browsers may become xinclude-aware in the near future. In the
meantime, TalvaStudio (http://www.talva.com) and DOMXIncluder
(http://www.ibiblio.org/xml/XInclude/) are examples of software systems that can provide these
capabilities. For more information, please refer to the World Wide Web Consortium XML Inclusions
(XInclude) Candidate Recommendation [World Wide Web Consortium 2002] that specifiesa
processing model and syntax for general -purpose inclusion. Postprocessing procedures for resolving
<xinclude: include> arediscussed at http://www.cogx.com.

Note also that the templates and X Path expressions discussed in this and other sections of this chapter
are very generic and can be used for many other topic map processing tasks. In particular, they can be
used for small-scale TMQL implementations (some of them are considered in the context of the query
layer in this chapter). Sam Hunting's Chapter 4 in this book discusses the Topic Maps Query
Language (TMQL).

The key() Function

The XSLT script of Listing 9-12 uses the key () function (line 4). Although | am trying to avoid
going into the details of XSLT in this chapter, for this function | will make an exception because this
subject is often not sufficiently covered elsewhere.

The XSLT key () function plays the role of ageneralized ID: it finds nodes by testing X Path
expressions against a given text string. "A key has a name as well as avalue; each key name may be
thought of as distinguishing a separate, independent space of identifiers. Keys are declared in the style
sheet using <xs|l : key> elements" [World Wide Web Consortium 19990].

Proper use of key () functions dramatically improves performance and provides for more intuitive
XSLT code. Listing 9-14 shows the definition of an <xs1 : key> element with the name topic that
provides a mechanism for matching <topicRef> elements to the corresponding <topic> elements.

Listing 9-14 An <xsl :key> element indexing all topics in the topic map by their -@id-
attributes

1 <xsl:key

2 name = "“topic"

3. match = ""topic"”

4 use = "concat("#",0id)" />
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The function key (" topic*®, "#expression®) will match a<topic> element whose—id- is
equal to the value of expression. For example, the function key (" topic*®, "#abc™) will match
the topic whose -@id- isabc.

So, the XSLT key () function call in Listing 9-12 will return the referenced scoping topic.

If scope of the baseName contains more then one scoping topics, a node set containing all scoping
topics will be returned. We can supply some additional criteriato filter only one of them for display.
For example, we can specify that we are looking for the scoping topic that is an instance of
underwater-photographer. Listing 9-15 shows the modified se lect expression.

Listing 9-15 A select expression with filtering for topic type

1. select="key("topic”,scope/topicRef/@xlink:href)
2. [instanceOf/topicRef/@xlink:href="#underwater-photographer®]"

In this case, the XSLT key () function in the first part (line 1) of the expression returns a node set of
all scoping topics composing a given scope (the scope of the current occurrencein this case). In the
second part (line 2), we are asking to give us only those topics that are instances of underwater-
photographer.

Querying and Displaying Topic Associations

The site map (of the links between topic pages) is controlled by <association> elements. Different
association types and association member roles are rendered with different styles. For example,
association membership arcs between related topics can be rendered as buttons, text links, images, or
generated text blocks with embedded textual links.

The Long Island Seashore Creatures topic map Web site uses only the simplest case: the class-
subclass association class builds the localized animal taxonomy that is then rendered as the site
map navigation tree. Other <association> classes that can be used in CTW topic maps are, for
example, containment, used-with, about, and so on.

Listing 9-16 shows the sitemap tree rendition template. Thistemplate is called, for example, in line
19in Listing 9-5.

Listing 9-16 The sitemap tree rendition template

<xsl:template name="'sitemap"'>
<xsl:param name="classRef"/>
<xsl:param name="current'/>
<xsl:variable name=""topic" select="key("topic”,$classRef)"/>
<xsl:choose>
<xsl:when test=""$topic=$current’>
<xsl:apply-templates select="$topic" mode="label"/>
</xsl:when>
<xsl:otherwise>
10. <xsl:apply-templates select="$topic" mode="link"/>
11. </xsl:otherwise>
12. </xsl:choose>
13. <xsl:variable name="aref"
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14. select="key("class-subclass-key" ,$classRef)'/>
15. <xsl:if test="$aref">

16. <ul>

17. <xsl:for-each select=""$aref/member[roleSpec/topicRef/
18. @xlink:href="#sub-class"]/topicRef">

19. <li>

20. <xsl:call-template name="sitemap'>

21. <xsl:with-param name="classRef" select=""@xlink:href"/>
22. <xsl:with-param name="current" select=""$current"/>
23. </xsl:call-template>

24 . </li>

25. </xsl:for-each>

26. </ul>

27. </xsl:if>
28. </xsl:template>

In this code, parameter $c lassRef indicates the pointer into the current position in the site map, and
parameter $current indicates the topic for which the current page is rendered. In line 4 we locate
the topic referenced by $classRef, and if $classRef isequal to $current, we render alabel
(line 7); otherwise, we render a hyperlink pointing to the page generated for the $classReT topic.

In lines 13-14 we attempt to locate the class-subclass association in which the $classReT topic
plays the role of a superclass. If such an association exists, the s temap template callsitself for each
topic playing the subclass role.

The XSLT key () function in lines 13-14 uses the c lass-subclass-key shownin Listing 9-17. It
matches all associations of type class-subclass with the topics playing the superclass (class)
role.

Listing 9-17 The classAssoc <xsl :key> element

<xsl:key
name = "‘classAssoc"
match = "association
[instanceOf/topicRef/@xlink:href="#class-subclass™] "
use = "member[roleSpec/topicRef/@xlink:href="#class"]

/topicRef/@xlink:href />

Summary

This chapter covers just some aspects of the CTW framework. | sketched the basics of applying the
XSLT transform to topic map code to generate the HTML required for Web presentation. | discussed
the three basic layers involved, the XTM code itself, the XSLT code required for transformation, and
the universe of Web resources referenced by the topic map. We aso looked at how a taxonomy of
topic types and topic characteristics can be used to control Web pages presentation and layout. The
chapter discussed querying topic maps with XPath and XSLT but just somewhat touched this subject.
This and other very interesting subjects such as natural language generation, with topic maps and
XSLT applying the CTW framework to Relational Database maintenance, building dynamic
taxonomies with simile associations, and much more are discussed at http://www.cogx.com and may
be published in future volumes of this series.
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Y ou can aways find new and updated information at http://www.cogx.com, including downloadable
sample applications and code.

Finaly, | should mention that the design and implementation framework discussed in this chapter uses
flat files for XML topic map documents repository. As such it scales up to several thousand topics. To
go beyond that you should consider using Relational Database servers, XML databases, or native topic
map engines.
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Chapter 10. Open Source Topic Map Software

Eric Freese, Kal Ahmed, Jack Park, and Sam Hunting

A specific goal of this book isto bring technology to the users. This chapter briefly reminds readers
that there exist numerous commercial sources of topic map software—four of which, listed below,
have been sponsors of TopicMaps.Org (http://www.topicmaps.org), the group that created the XTM
specification. We expect more vendors to appear in the future.

Empolis: http://k42.empolis.co.uk

InfoLoom: http://www.infoloom.com/

Mondeca: http://www.mondeca.com/

Ontopia: http://www.ontopia.net/

We soon turn to the discussion of four open source projects. This chapter is thus a composite of
project discussions by four authors: Eric Freese, Kal Ahmed, Jack Park, and Sam Hunting (with Jan
Algermissen). First, however, a question: Just what is open source software?

About Open Source Software
The Open Source Initiative has this to say about open source software™:

™ From the front page of the Open Source Initiative Web site, accessed in May 2002 at
http://www.opensource.org.

The basic idea behind open source is very simple. When programmers can read, redistribute, and
modify the source code for a piece of software, the software evolves. People improve it, people adapt
it, people fix bugs. And this can happen at a speed that, if oneis used to the slow pace of conventional
software development, seems astonishing.

The operating system Linux (http://www.linux.org/) is perhaps the best-known open source project,
but there are many, many more open source software projects. For instance, Sourceforge, just one of
several open source project hosts, claims (as thisis written) 39,248 projects, two of which are
discussed in this chapter, and 416,546 registered users?

2} From the statistics section of the home page, accessed in May 2002 at http://sourceforge.net.

Open source software projects come with a variety of licenses. Copyrights for the source code itself
reside with the authors, who publish their source code along with some license to use that source code.
Some licenses severely restrict users in what they can do with the software; others simply grant the
right to do whatever users want with the code. Quite afew levels of restrictions are placed in between
these extremes, again, depending on the license chosen. In most cases, licenses permit inclusion of
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software made from the source code in commercial products, without royalty fees returning to the
author; thus, for the most part, open source software is also known as free software.

Four Projects

In this chapter we discuss four projects, each of which appears to be somewhat different than the
others. Eric Freese's SemanText develops and demonstrates the ability to construct topic maps, to
browse them, and to write rules and perform inferences on them. Kal Ahmed's TM4J started out
without persistent store capability but has now added a database to the system. TM4J permits
construction and browsing of topic maps. Nexist, by Jack Park, started out with the intent to offer
persistence to XTM and to offer construction and browsing of XTM documents as well. When the
Nexist project began, TM4J did not offer persistence, so Nexist began development of itsown XTM
engine. The GooseWorks project, started by Jan Algermissen and Sam Hunting, is developing a
classic UNIX-style toolkit that implements the graph-based data model for topic maps described in the
draft Reference Model for topic maps under development at 1SO. The toolkit offers persistence, a
guery language, and association template validation.

As these projects are maturing, we are seeing some blending of interests. For instance, inferencing and
groves! as mentioned by Eric are of great interest to the Nexist project. Also, TM4Jis easily coupled
to Nexist, and this coupling has already begun.

Bl A grove is a development of the SGML community, looking for a way to access and manipulate
documents of many different types. A grove engine provides the ability to, for example, write reports
that use components from a text editor, a spreadsheet, and a relational database. It does so by
providing a uniform API to the report writer. That is, it allows cells in a spreadsheet, paragraphs of text,
and information in a relational database to be accessed in a uniform manner.

Many other projects besides those discussed here exist. For instance, Figure 10-1 shows a screen shot
of aproject called MAK, which stands for Mind Map and Knowledge Management
(http://mak.sourceforge.net).

Figure 10-1. MAK (Mind Map and Knowledge Management) software, opened to a
tutorial page that shows how MAK displays topical information
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Figures 10-2 and 10-3 show two screen shots of TouchGraph (http://touchgraph.sourceforge.net), a
Java application and applet that displays graph structures. These images are the TouchGraph applet
serving as a site map for the open source Web collaboration tool called Lucid Fried Eggs
(http://www.memes.net). In Figure 10-2, the screen displays a rather large number of nodes. Each
node represents a Web page at the memes.net Web site. Pass the cursor over anode and a pop-up
window displays some information about what is on that page. Click on the node and it migrates
toward the center of the image. Click on the node again (or double-click) and the page itself opensin a
new browser window.

Figure 10-2. TouchGraph screen shot with a larger radius and thus more visible nodes
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These figures display several TouchGraph controls. The top-left slide bar controls the Zoom function,
S0 you can zoom in or out. The dide bars at the bottom and the right side give Pan functionality. The
dide bar at the top right istitled Locality. It controls, essentialy, the radius of the view presented. A
larger radius makes more nodes visible. Figure 10-3 shows the same part of the graph as that shown in
Figure 10-2 but with reduced radius.

Let's now look at four particular projects, each available on the Web.

SemanText
Eric Freese

The SemanText system is a demonstration topic map—based application written in Python that builds
semantic networks from topic maps. As its developer, | first announced the SemanText system at the
XML Europe 2000 conference. Semantic network nodes are created from topics and topic types. Links
are created from associations between the topics. Additional rule-based information can be added to
allow the semantic network processor to infer new knowledge beyond the class-instance relationship
that is defined in the standard.

SemanText supports topic map creation, modification, and browsing. The current version of
SemanText supports only the 1ISO 13250 (2000) topic map definition. Work is under way to support
the XTM model now that the specification has been completed.

Browsing Topic Maps

SemanText uses a customized HTML browser interface that presents the topic map information in a
manner that is familiar and intuitive for most users. Users can select aregular browser/hyperlink style
of interface (Figure 10-4) or a button-based interface (Figure 10-5). A tree diagram interface was
intentionally avoided so that circular links do not become a confusing issue when users browse
through the information. When running in a Microsoft Windows environment, occurrence links are
automatically displayed in the appropriate application. In other operating systems, occurrences are fed
to a browser to handle in the most appropriate way.

Figure 10-4. SemanText's browser-like user interface
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Users begin browsing through the topic map by selecting atopic or topic type from the menu. All the
information associated with the topic within a given scopeis displayed, including any related topic
and topic types, associations, and linksto all occurrences. Users can select related topics by choosing
them within this frame or by using the menu selections.

Creating and Modifying Topic Maps

SemanText can be used to create new topic maps. Existing topic maps can be read and modified. New
topic maps created in SemanText contain a set of published subjects that enable all the functionality
supported within the tool. Users can build topic maps by entering the information manually using a
series of dialogs. Topics are created by completing input forms (Figure 10-6). Users can also create
specialized type topics by using similar input forms. Specialized dialogs also allow usersto create
associations (Figure 10-7), occurrences (Figure 10-8), and facets® (Figure 10-9).

[ Facets have been dropped from the XTM specification and the XTM syntax. They remain in the 1ISO
13250 standard and the HyTM syntax.

Figure 10-6. SemanText's topic input form

Add a Topic H|

Topic |D: ||:hristian Topic Types: | Cousin ;I
Dlaughter

| deritity: | Father
Female

faselane:  [Chisin

: b ather
Dizplay M ame: | Farent
St M arme: | gil:u_ling ;I
carcel_|

Figure 10-7. SemanText's association input form

167



Add an Association |

Azzociation Type: IiS the parent of j

Participating Topics:

Topic: BAzzociation Role Type: Bzzociation Bole;

Date of Death ;I IF'arEnt j |
D aughter
IEri-: Freese ;I

Camen — &|  [{EAINNG_—_ - | |
JI

Child

I Caousgin ;I

Cancel |

Figure 10-8. SemanText's occurrence input form

Add an Occumrence

Topic: | Christian =l

Occurence Type: Iemail address j

Oecumence Yalue:  |chiistian@enoch.org

Cancel |

Figure 10-9. SemanText's facet input form

Add a Facet |

Topic: IEhriStian j Facet Type: IDate afEirtP‘I

Facet W alue: |2|:||:||:||:|5I:|1

Cancel |

168



Users can aso build topic maps by parsing XML and SGML files and harvesting information from
them into topics and associations. This automatic method uses a tree representation of the source file
(Figure 10-10) that allows users to specify an element and how it and its contents should be added to
the topic map (Figure 10-11). Users can select a single instance of an element or select all instances of
an element within a given context.

Figure 10-10. XML document tree in SemanText

Build Topic Map from =ML Content
Fil=

Element: paper-prop

- Element; title

=~ Elerment; author

-- Element: firstnarme
-- Element: surnarne
-- Element: jobtitle
- Element: affiliation
¢ L |SOGEN Intemational
-- Element: address

(- Element: bia

- Element; meszage

- Elerment; abstract

- Element; mkt-desc

Figure 10-11. Harvesting data into a topic

Add a Topic |
Topic 10: ||:|:untent[affiliati|:|n] Topic Types: |element[affiliatil:un]
[ dentity: | & Select allin document

Base Name: | content|affiliation)

Diizplay Mame: |

Sort Mame: |

Cancel |

Topic maps can be merged in two ways. A full merge combines two topic maps into one, connecting
and resolving common topics with user intervention. SemanText also allows a different type of merge
called areference merge, in which the topic maps remain separate but links are made to common
topics. This allows the base topic map to remain separate while still being able to reference one or
more other topic maps.
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Developing Inference Rules

SemanText includes a rules-based inference engine integrated with the topic map component. The
inference engine interprets topic map structures to create facts in the form of a semantic network.
These facts alow specialized queries to be made of the knowledge base in order to interpret the
knowledge stored within the topic map.

Users can develop rulesthat interpret the facts within the knowledge base to infer new facts. At the
same time, this process constructs new topic map structures that model the new facts. A formis used
to add new rules for the inference engine. Users can construct rules using a set of proxy variables that
can stand in place of any topic within afact. This allows the devel opment of generic rulesthat can
process any topic based on the parameters within the rule. Figure 10-12 shows the process of defining
arule that tells the inference engine how to determine a cousin relationship within a genealogy topic

map.

Figure 10-12. Creating an inference rule within SemanText

Create an Inference Rule |
T opic: Agzzaciation: T opic:
IF BT opizl j iz a zibling of BTopic?
AMD #Topizl 3 iz the parent of BTopic3
AMD BTopic? EI iz the parent of BTopicd
THEM iz a couzin of BTopicd

KI/KN KE/EN EXEN KR KD

KN KN Y KN KN KN EVEN

ARRRARERN

Cancel |

Future Plans

SemanText is till very much under development. As stated earlier, an XTM capability is forthcoming.
Many other capabilities are being considered to demonstrate concepts and test theories.

Previous prototypes of the SemanText system used groves to represent the structure of the information.
The current version of the system does not incorporate groves. Once the basic topic map capability has
been completed and a suitable grove implementation can be identified, the grove paradigm can be
included in the full system again. Thiswill make non-SGML data accessible to the system, both for
building topic maps and for browsing occurrences of topics.

In many semantic network applicationsit is possible to assign weightings to the statements modeled in
the nodes and links. These weightings tell the application the certainty value of a statement: the higher
the value, the more factual or certain the statement. This allows the application to build inferences that
can be weighted based on the information contained within the network. In the future, SemanText will
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include an inference engine that will be able to take confidence weighting into consideration. In
addition, the inference engine will provide a mechanism for developing rules that will allow the
semantic network to be automatically enhanced as users add new topics and associations. Work
similar to thisis currently taking place in the W3C's Semantic Web initiative.

A great deal of research has been donein the area of natural language processing. Hopefully a natural
language input interface can be implemented so that SemanText can identify new topics and
associations within flowing text in addition to the current harvesting capability.

Several output formats are being explored. Included among the possihilities are Open E-book, Virtua
Reality Modeling Language (VRML) or Scalable Vector Graphics (SVG), audio input and output
using Voice XML, and others. These various outputs will demonstrate new ways to access and view
data.

The SemanText Web site (http://www.semantext.com) is the place to find the latest release of
SemanText in addition to other information on topic maps, knowledge management, and similar
applications.

Summary

SemanText is atopic map—based application that demonstrates how to build semantic networks from
topic maps so that new knowledge can be inferred from existing knowledge-bearing associations.
SemanText includes typical topic map application functionality for creating, modifying, and browsing
topic maps. SemanText can aso harvest SGML and XML content for its inherent topic map
information. Future development directions include X TM syntax, weighted associations, natural
language processing, avariety of output formats, and a grove-based implementation.

XTM Programming with TM4J
Kal Ahmed

This section describes the practical aspects of creating topic map processing applications using an
open source toolkit called TM4J (http://tmd4j.org/). The core of TM4Jis a set of Java APIsfor parsing,
mani pulating, and writing topic mapsin XTM 1.0 format. TM4J also contains a small number of
command-line utilities for measuring various statistics about topic maps and for merging topic maps.
In addition, the TM4J package supports storage of processed topic map information either in memory
or in an Ozone object-oriented database system. The utility applications and the use of the Ozone
database are beyond the scope of this chapter; however, you can find more information on using all of
the applications in the TM4J documentation.

This section of Chapter 10 begins with a discussion of the core data model that TM4J exposes,
focusing on how to read afile into TM4J, how to create and modify topic map constructs, and how to
save the file again—the bread and butter, if you will, of topic map processing applications. Having
covered the basics, we will look at the design and implementation of a simple processor that generates
atopic map from a collection of MP3 tags.

In writing this section | have assumed that you have some familiarity both with the XTM 1.0
specification and with the principles of object-oriented programming languages and how they apply to
the Java programming language.

171


http://www.semantext.com/
http://tm4j.org/

The TM4J Core API
File Organization and Packaging
The TM4J distribution is organized as shown in Table 10-1.

TM4Jis organized as a set of Java packages containing all of the interfaces and classes for the core
API and the utility APIs and applications. The core API consists of two packages:

1. org.tm4j.topicmap containsthe interfaces that define the core topic map constructs and
the implementation of those interfaces. This package also contains factory and builder classes,
which provide convenience functions for the creation of topic map objects. The interfaces
defined by this package are implemented by the packagesorg.tm4j . topicmap.-memory
andorg. tm4j.topicmap.ozone. Theformer package provides an implementation in
which the processed topic map information is stored in memory. The latter provides the
facility to persist processed topic map information in the Ozone object-oriented database.
Although this chapter focuses on the in-memory implementation, by design amost all the
code shown here can be used with the Ozone implementation without any change.

Table 10-1. Organization of the TM4J Distribution

' Directory  [File [Purpose of File
/
bin/ Utility applications used to build the TM4J package
(source distribution only).
docs/ Documentation.

index._html Documentation contents page.

install.html |Instructions on getting and installing the third-party
packages required by TM4J.
Building.html|Instructions on compiling the source code yourself.
apiDocs/ Contains all the Javadoc documentation for the
package. The file index.html should be your
starting point.

tools/ Documentation of the command-line utilities. The
file index.html is the starting point for this
documentation.

devguide/ Developer's documentation. The file index.html is
the starting point for this document.

lib/ The libraries used by TM4J. In the binary

distribution of TM4J, this directory also contains the
compiled TM4J libraries.

src/ Source code (source distribution only).
resource/ A collection of test files and other resources used
for testing TM4J.

LICENSE.TXT |License information for the TM4J package.
README . TXT Release information. This file may contain

information and warnings not yet included in any
other documentation.
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build.xml The Jakarta Ant makefile for compiling the sources
(source distribution only).

2. org.tm4dj.topicmap.utils containsthe utility classes for importing, walking, and
exporting topic maps.

In addition to these core packages, there is also a package called org . tm4j . topicmap.cmd, which
is the home for command-line utilities; a further (undocumented) package
org.tm4j.topicmap.tests, which contains unit tests for various features of the core API; and
org.tm4j.net, whichisasmall framework package for defining and processing generic network
addresses.

Package Dependencies

Both the binary and the source distributions of TM4J come with al the libraries needed to both
compile and run applications. This means that to compile and/or run applications built using TM4J,
you must have all these files specified in the CLASSPATH of your Java compiler/interpreter.

Getting Started

Once you've downloaded and installed TM4J and its dependent packages, you're ready to start coding.
This section guides you through some of the basic and advanced features of the TM4J APl and the
processes of loading and saving topic mapsin XTM format as well as creating implicit topics.

Using the Basic APl Features
The Topic Map Object Classes

The core TM4J API consists of a number of interfaces that represent the basic constructs of atopic
map,! plus implementations of those interfaces that are held either in memory or in an Ozone
database. Y ou will find the interfaces defined in the package org . tm4j . topicmap and the
implementations provided in the packages org . tm4j . topicmap.memory and
org.tm4j.topicmap.ozone. However, not all constructs of the XTM 1.0 specification map
directly to an interface and implementation in the core API. Table 10-2 shows which elements of the
XTM 1.0 interchange DTD map to interfaces and implementations in the API.

[5]

Editor's note:

These constructs relate closely to those regarded as basic by the Standard Application Model
for topic maps; see Chapter 4.

Some of the other constructs found in the XTM DTD are represented as properties of these core
classes. For example, <instanceOf> is represented by the type property of the Association and
Occurrence interfaces and the types property of the Topic interface; it can be accessed using the
functions getType(s) and setType(s) on these objects.
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Table 10-2. TM4J Topic Map Object Interfaces and Implementations

XTM 1.0 DTD Element TM4J Interface TM4J In-Memory Implementation
<topic> Topic Topiclimpl
<scope> Scope Scopelmpl
|<topicMap> [TopicMap [TopicMapImpl
<baseName> BaseName BaseNamelImpl
<variant> Variant Variantimpl
|<variantName> \VariantName \VariantNameImpl
<parameters> Scope Scopelmpl
<association> Association Associationlimpl
<member> Member Member Impl
|<occurrence> |Occurrence |Occurrencelmpl

The TopicMapObject Interface

All the interfaces that define topic map constructs are derived from the interface
org.tm4j.topicmap.TopicMapObject. Thisinterface and itsimplementation,
org.tm4j.topicmap.TopicMapObjectimpl, provide the following features:

e Accesstothe ID property of the object
e Accesstothe resourcelD property of the object
e Aninterface for registering one or more property change listeners

The 1D property is a session-unique identifier for the object. Typically, this property is set by the
parser, but applications that create topic map objects must provide a value for this property. The
default parser assigns a pseudo-unique identifier string to this property for all objectsit creates.

The resource 1D property represents the URI of the topic map document element represented by the
topic map object. Thisvalueistypicaly set only by a parsing application. The default parser assigns
this property avalue that is normalized from the value of the —id- attribute of the XTM element to a
full URL, using the source document's base URL as the root.

The property change listener interface is dealt with in more detail in the Using the Advanced API
Features section.

Creating Topic Maps and Topic Map Objects

Y ou can create topic map objects in two ways with TM4J. The most basic way uses the constructor of
the appropriate class directly. Thisisthe least flexible method of object creation—it requires that the
application be fixed to one specific implementation of the TM4J interfaces.

The TopicMapProviderFactory and TopicMapFactory interfaces add flexibility by hiding the
specific implementation used behind a generic topic map object creation API. The
TopicMapProviderFactory and itsrelated interface TopicMapProvider hideimplementation-
specific details of connecting to the source of topic map information. The TopicMapProvider
object is responsible for managing a collection of one or more TopicMap objects and also for
providing the facility to create or import a new topic map into the store. For the in-memory
implementation, the TopicMapProvider implementation provides a simple way to initialize TM4J
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with one or more topic maps loaded from XTM files. For implementations that rely on database
connections (such as the Ozone implementation), this interface alows the database connection to be
established and managed in a manner that is completely transparent to the programmer.

The TopicMapFactory interface provides acreateXXX() function for each of the topic map
object types shown in Table 10-2 and it guarantees to return objects conforming to the expected
interfaces, but the precise implementation of those interfaces depends on the implementation of the
TopicMapFactory interface used. The implementation
org.tm4j.topicmap.memory.TopicMapFactorylmpl returnsthe default in-memory
implementations of the interfaces, but by using the interface (rather than any specific implementation
of it), the code you write can be quickly and easily converted to use the persistent Ozone database
implementation or any future implementations of the TM4J interfaces.

Utilities

So far, we have examined only TM4J's heart—the implementation of the core objects of a data model
for XTM. However, TM4J also contains a number of utility classes that provide higher-level services.
Most important of these arethe TopicMapUti Is interface, the WalkerHandler interface and
TopicMapWalker class, the IDGenerator interface, and the IDGeneratorFactory class.

TopicMapUtils.

Theinterface org.tm4j . topicmap.TopicMapUti I's defines aset of indexes and utility
functions for manipulating the topic map objects in a single topic map. Among these are functions for
retrieving all objects of a specific type, retrieving all objects in a specific scope, and extracting a name
from atopic suitable for either display or sorting. Every implementation of the TopicMap interface
must provide access to an object implementing the TopicMapUti I's interface through the function
getUtils(). The default implementation of the TopicMapUti Is interface is suitable for use with
any implementation of the TopicMap interface, building al the necessary indexes in memory on
creation. Alternate implementations of the TM4J interfaces are free to also provide aternate
implementations of the TopicMapUti I's interface; however, you can use the default implementation
with any implementation of the TopicMap interface.

WalkerHandler and TopicMapWalker .

The TopicMapWalker classisautility class that enumerates the contents of a TopicMap object
held in memory. The walker visits each topic and association in the topic map in turn, generating
element start and end events to represent the topic map. These events are delivered through the Topic
MapHandler interface. The Wal kerHandl er interface defines a simple event-driven interface that
receives notification of the start and end of different topic map document constructs during the course
of aparse or walk of atopic map document's structure. Readers familiar with the Simple API for XML
(SAX) API will recognize this architecture. A class that implements this interface and then connects to
aparser or walker object receives the structure of the topic map document as a stream of element start
and end natifications, or simple event notifications (the onXXX () methods) for elements that do not
contain other topic map objects.

IDGenerator and IDGeneratorFactory.
In working with topic maps, it is often necessary to generate unique identifiers—especially when

creating topics (which require the assignment of valuesto their resource ID properties). The API for
generation of identifiersis defined by theinterfaceorg.tm4j . topicmap.utils. IDGenerator,
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and a default implementation is provided by the class
org.tm4j.topicmap.utils.IDGeneratorImpl. The default implementation generates an
identifier based on the current system time (in milliseconds). Both the XTMParser and
TopicMapFactorylmpl classesuse an IDGenerator for creating 1Ds of the topics and
associations that are "implicit" in the topic map (see the Creating Implicit Topics and Implementing
the Application sections that follow for more details). Y ou may provide your own implementation of
this very simple interface and make it the default by setting the system property
org.tm4j.topcimap. idGenerator tothe name of the class that implements an 1DGenerator
interface—the default parser and the implicit object creation routines will then use an instance of this
new class for generating new IDs.

The IDGeneratorFactory class provides an easy way to retrieve the implementation of the
IDGenerator interface that has been specified by the system property. Calling the function
newlDGenerator () returns anew instance of the class specified by the system property settings. If
no value was specified for the system property settings, or if the class specified was not found or could
not be instantiated, then the factory returns a new instance of the default
org.tm4j.topicmap.utils.IDGeneratorimpl class.

Error Handling

TM4J defines anumber of exception classes. Table 10-3 shows the exceptions subclassed from
org.tm4j.topicmap.TopicMapProcessingException and the conditions under which they
are raised.

In addition to these exceptions, there is the Top i cMapRuntimeException, which is subclassed
from the JavaRuntimeException class. This exception classis used to wrap other exceptions and
system errors and pass them out of afunction without requiring that the exception be explicitly
handled in the calling code. The TopicMapRuntimeException isespecialy of use when parsing
XTM files or handling property change events. However, you should be sure that some outer layer of
your application must catch and handle these exceptions.

The other exception class worth mentioning at this point isthe TopicMapProviderException
class. Exceptions of this class are raised only when creating new topic maps or retrieving existing
topic mapsfrom aTopicMapProvider. These exceptions are raised to indicate system errors such
as afailure to connect to a database or to locate afile to be loaded.

Table 10-3. Exceptions Subclassed from TopicMapProcessingException

\Exception \When Raised

DuplicateObjectIDException When an attempt is made to create a topic object
with an ID that is already assigned to some other
object

MergedTopicSubjectClashException|When the merging process attempts to merge two
topics but finds they have different subject
resources

TopicNotFoundException When an attempt is made to remove a topic from a
topic map when that topic is not part of the topic
map

Handling Network Addresses
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Any topic map processing system is required to handle network addresses and network address
resolution. Thisfacility is provided by the package org. tm4j . net. The core of this package isthe
Locator and LocatorFactory interfaces. A locator is simply an address string in a specific
notation. A notation defines how the address string is processed. The most common form of address
string notation, and the only one currently supported by TM4J, is the URI notation.

As with topic map objects, you should not create instances of the classes implementing the Locator
interface directly. Instead you should use the LocatorFactory interface's createlLocator()
method, passing in the name of the address notation being used and the address string itself.

The TM4J address-parsing and resolution framework is fully extensible, allowing you to register your
own specific address notations with customized processing and resol ution services.

Loading a Topic Map

The steps of loading atopic map from an XTM file into memory are fairly smple but involve a
number of separate classes, so they are worth describing in detail. The steps are as follows.

1. Getthe TopicMapProviderFactory implementation for the storage mechanism you
intend to use for the parsed file. For an in-memory storage of the parsed topic map
information, create a new instance of the class
org.tm4j.topicmap.memory.TopicMapProviderFactorylmpl.

2. UsetheTopicMapProviderFactory interfaceto create anew TopicMapProvider.
Thisisachieved by caling the createTopicMapProvider () method of the
TopicMapProviderFactory interface. This method requires a Java Properties object
which specifies any options to be used by the TopicMapProviderFactory in
constructing the TopicMapProvider. For adatabase storage mechanism, these options
might include the address of the database server, the user name and password, and so on. For
the in-memory implementation, the property set is currently ignored.

3. Getthe LocatorFactory provided by the TopicMapProvider. Thisfactory object will
be used to construct notation-independent address objects. The method
getLocatorFactory() returnsthe LocatorFactory object appropriate for the
TopicMapProvider.

4. Create abase locator for the topic map. The topic map's base locator is used to resolve any
addresses contained within the topic map which refer to other resources and is also used asa
unique identifier for the topic map in the TopicMapProvider. Typicaly, you will usea
base address generated from the address of the input file. Locators are constructed by calling
thecreate Locator () method of the LocatorFactory interface. This method takes
two parameters—the notation of the locator address and the address string itself. TM4J
currently handles only addresses using standard URI notation, so you should always specify
the string "URI" for the notation and use avalid URI string for the address.

5. Create the topic map object itself. To create an empty topic map, simply call the
createTopicMap() method of the TopicMapProvider interface, passing the base
locator created in step 4 as a parameter. To create atopic map from an XTM sourcefile, call
the addTopicMap() method. This latter method takes a Java I nputStream object asthe
source to be parsed, the base locator of the source (as created in step 4), and optionally the
existing topic map with which the source isto be merged. If thislast, optiona parameter is
not null, then rather than create a new topic map, the source will be parsed and the topic map
information will be merged with the specified topic map.

6. Retrieve the topic map from the TopicMapProvider. Thisstep is not necessary if you used
the methods in step 5 since each of these methods actually returnsthe TopicMap object
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created or updated by the method call. However, atopic map managed by a
TopicMapProvider can beretrieved by using its base address as the key—to retrieve a
topic map, simply call the getTopicMap() method, passing in the base address (asa
Locator object).

It looks like alot of work when written down in prose, but the code is far more compact. See Listing
10-1 for an example. Notice that about two-thirds of the codeis error handling!

Listing 10-1 Loading a topic map with TM4J

protected TopicMap readTopicMap(File tmFile)
{
TopicMapProviderFactory providerFactory =
new TopicMapProviderFactorylmpl();
try
{
TopicMapProvider provider =
providerFactory.createTopicMapProvider(System.getProperties());
LocatorFactory locFactory = provider.getLocatorFactory();
Locator baselLoc = locFactory.createlLocator("'URI™,
tmFile_toURL() -toString());
TopicMap tm = provider.addTopicMap(new FilelnputStream(tmFile),

baselLoc,
nulll);
return tm;
¥ ) ) )
catch(TopicMapProviderException ex)
{

System.out.printIn(*Error in opening topic map provider:
+ ex.getMessage());

catch(Mal formedURLException ex)

{
System.out.printIn(*'Could not convert file path to a

valid URL™);

catch(LocatorFactoryException ex)

{

System.out.printIn(*Error constructing base locator.
+ ex.getMessage());

catch(FileNotFoundException ex)
{

System.out._printIn(""Error opening input file.
+ ex.getMessage());
}

return null;

}

Creating Implicit Topics

An XTM file may contain more topics and associations than are defined by <topic> and
<association> elements. In TM4J, these are called implicit topics and associations. TM4J
implements the creation of implicit topics under certain circumstances.
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If the parser encounters a<subjectlindicatorRef> element within any element other than a
<subjectldentity> element, it creates a new topic, which represents the subject indicated by the
resource to which the <subjectlindicatorRef> element points. This new topic has only asingle
subject indicator (using the URL value provided by the <subjectIndicatorRef> element). The
referencein the XTM file isthen converted to areference to the newly created topic.

For example, consider the following simple topic map (the name-space declarations in the root
<topicMap> element have been omitted for clarity).

<?xml version="1.0"?>

<topicMap . . .>
<topic id="foo'">
<instanceOf>

<subjectiIndicatorRef xlink:href=
http://www.techquila.com/PSI/music.html#album/>
</instanceOf>
</topic>
</topicMap>

When this XTM fileis parsed, the parser will create two <topic> objects. onewith an ID of
"http://www.techquila.com/default#oo”, which represents the <topic> element in the XTM file, and
the other with an ID of "http://www.techquila.com/defaul t#xxxxx", where xxxxx is a pseudo-unigque
identifier generated by the system IDGenerator. Thissecond <topic> element has no other
characteristics except for asingle valueinits subjectlindicators property, which will be

" http://ww.techquila.com/PSl /al bum. html " !

[6]
Editor's note:

Compare this approach to the Node Demander Is a Subject Indicator Rulein the processing
model for topic maps at http://www.topicmaps.net; see Chapter 4.

Saving a Topic Map

Figure 10-13 shows the architecture of the process of writing atopic map to an XTM file. The export
processis split between three interoperating objects.

Figure 10-13. The export process
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1. TheTopicMapWalker object isresponsible for enumerating the objects contained in the
topic map being written. Access to the topic map is provided through the TopicMap interface,
which isimplemented by the TopicMaplmpl class. It passes the results of the enumeration as
topic map object start and end events using the WalkerHandler interface.

2. The XTMWriter object implements the WalkerHandler interface, translates the start and
end of the topic map objects encountered by the walker into XTM syntax, and passes them to
the ContentHandler interface.

3. The XML Serializer object implements the ContentHandler interface and formats and
outputs the text of the XTM file.

This means you have to take several steps to save atopic map.
1. Create aserialization object.
Figure 10-13 shows the use of the class
org.apache.xml _serialize.XMLSerializer, but you can use any class that
implementsthe org . xml .sax.ContentHandler interface. Depending on the actual

implementation used, there may be some steps required to initialize the serializer, such as
specifying the output format and the file to be written.

2. Create an XTMWriter object.

The XTMWri ter is connected to the seriadlizer by calling the setContent Handler()
function, passing the serializer as a parameter.

3. CreateaTopicMapWalker object.

The TopicMapWalker object is connected to the XTMWr i ter object by caling the
setHandler () function and passing the XTMWr i ter object as a parameter.

4, Start thewalk.

Do this by caling the wal k() function on the TopicMapWalker object and passing the
topic map to be saved as a parameter.

See Listing 10-2 for sample source code.
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Listing 10-2 Saving a topic map with TM4J

public void writeTopicMap(TopicMap tm, File tmFile)
{
// Create the writer
XTMWriter tmWriter = new XTMWriter();
try

{
it (ItnFile_exists())

tmFile.createNewFile();

¥

// Create and initialize the output serializer.
XMLSerializer serial = new XMLSerializer();

serial .setOutputByteStream(new FileOutputStream(tmFile));
OutputFormat of = new OutputFormat();
of.setEncoding("'UTF-8");

of.setMethod(*'xmI™");

of.setindent(2);

of.setlndenting(true);

serial .setOutputFormat(of);

// Link the serializer to the writer
tmWriter.setContentHandler(serial .asContentHandler());

// Create the walker
TopicMapWalker tmWalker = new TopicMapWalker();

// Link the writer to the walker and walk the topic map.
tmWalker.setHandler(tmWriter);
tmWalker .walk(tm);

catch(10Exception ex2)
{

System.out.printIn(*'10 Exception while serializing topic map:
" + ex2.getMessage()):;

catch(TopicMapProcessingException ex)

{

System.out.printIn(*'TopicMapProcessingException while
serializing topic map: " + ex.getMessage());
}
}

Using the Advanced API Features
Topic Merging

TM4J implements both subject-based and name-based topic merging. Merging requires that atopic
exhibit its own characteristics (names, occurrences, and roles played in associations) plus the
characteristics of all topics merged with it. This requirement isimplemented in TM4J using a "soft"
approach to merging which does not actually assign characteristics to atopic as aresult of merging. A
Topiclmpl object hasamergedTopics property, which isa collection of the other topics that have
been merged with it. In TM4J, the topic that contains such alist is known as the base topic of the
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merged set. When atopic characteristic is requested from the base topic, the union of the
characteritics of that object and al its merged topicsis returned.

Regardless of which of the merged topicsis addressed, the access of topic characteristic propertiesis
delegated to the base topic, thus ensuring that all the merged characteristics are correctly returned.
However, if desired, you can also access only the property values of the object, without regard to its
merging. Thisis achieved through the getXXX() functions, which take aboolean parameter—
passing in "false" will return only the characteristics of the addressed <topic> object.

TM4Js default implementation of merging is highly dynamic. Altering a characteristic of atopic may
cause it to be instantly merged with another topic or to be unmerged. The event of atopic being
merged or unmerged may be trapped by listening for changesto the baseTopi c property of the
<topic> object.

When merging takes place, if the merge causes the merged set of characteristics for the <topic>
object to include more than one value for its subject property (thisisthe URI of the addressable
subject that constitutes the topic), aMergedTopicSubjectClashException will beraised. Itis
the responsibility of the client application to handle this exception.

Scope

XTM defines a scope as a set of subjects, described either by references to topics (using a
<topicRef> element) or by references to subject indicators (using a<subjectindicatorRef>
element). Y ou can then apply this scope to any of the topic characteristic assignments of name,
membership in an association, and occurrence. TM4J models scope as a first-class object as defined
by the interface org. tm4j . topicmap - Scope, which contains a collection of <topic> objects
that are either the topics referenced from the <topicRef> elementsin the <scope> element or
implicit topics created to represent the subjects indicated by the resources specified in the
<subjectlindicatorRef> elementsin the <scope> element. A single instance of the Scope
interface may in turn be shared between any number of objects that implement the interface
org.tm4j.topicmap.ScopedObject.

Both the Scope interface and the ScopedOb ject interface provide a means of manipulating the set
of topics that form the scope; however, the effect of using each of these interfacesis different. If the
alteration is made directly on the Scope object, then the change will affect all ScopedObject
objects sharing that Scope—in other words, the change is made, as would be expected, to the Scope
object directly. If, on the other hand, the alteration is made through the ScopedObject interface, this
causes anew Scope object to be created. The newly created Scope object is a copy of the Scope
object that the ScopedObject object is currently referencing with the changes requested by the
function call applied—this new Scope object then becomes the one referenced by the

ScopedOb ject object through which the alteration was made. In other words, altering the scope of
an object through its ScopedObject interface causesit to split away from the other

ScopedOb ject objects that share the same scope and defines a new, unique scope for that object.

In addition to managing the topics that form the scope, the Scope interface provides utility functions
that enable you to determine whether or not the object isin a specified scope. This operation is
provided by the inScope () functions and returnstrue if the Topic object or collection of Topic
objects passed as parameters to the function form a subset of those contained in the Scope object
itself.
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The XTM concept of the unconstrained scope is supported by TM4J. Any scope containing no topics
is defined as being in the unconstrained scope, which is defined as the set of all topicsin the topic
map—so if a scope represents the unconstrained scope, then the inScope () functions will always
return "true". Notice that this approach to the unconstrained scope effectively prevents the creation of
an "empty" scope (a scope with no topicsin it) since such aScope object will instead represent the
unconstrained scope. However, the uses of an empty scope are so limited that thisis not currently
regarded as a major problem.

Property Change Listeners

TM4J provides a generic way for any client application to detect changes made in atopic map. This
architecture enables TM4Jto act asaModel in the popular Model-View-Controller (MVC)
application architecture. Thisfacility is provided by alowing client objects to register themselves with
any core topic map object as a property change listener. A property change listener isssimply a class
that implementsthe java.beans.PropertyChangelListener interface. Asthe name suggests, it
may be registered to listen for changes made to a named property of the object or for changes made to
any of the properties of the object. Each class that implements the TopicMapOb ject interface
defines a number of named properties, which are shown in Table 10-4.

Table 10-4. Properties of TM4J Objects

\Interface \Property Name \Description
TopicMapObject|resourcelD The URI of the element from which this topic map
object was generated
Topic subject The URI of the addressable subject that is the
subject of the topic
subjectindicators|A collection of URIs of descriptors of the subject of
the topic
types The topics that define the class(es) to which this
topic belongs
| names The set of base names for this topic
] occurrences The set of occurrences of this topic
] rolesPlayed The set of members of which this topic is a part
| baseTopic The topic with which this topic is merged
Scope scopeString A string encoding of the topics that make up the
scope
BaseName string The string value of the name
variants The set of child variants of this base name
scopeString A string encoding of the scope and the name string
of this base name
Variant string The string value of the name
\variants \The set of child variants of this variant
\variantNameS \The set of child variant names of this variant
VariantName resourceRef The resource that is the value of the variant name
resource The string that is the value of the variant name
Association members The members of this association
type The topic that defines the class to which this
association belongs
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Member parent The association of which this member is a part

roleSpec The topic that defines the role this member plays in
its parent association

players The set of topics that are playing the role defined
by this member in its parent association

Occurrence type The topic that defines the class of occurrence to

which this occurrence belongs

resourceRef The address of the resource that is the value of this
occurrence

resource The string resource that is the value of this
occurrence

When a property of an object is altered, the propertyChange () function is called on each listener
registered against that property (or against al properties) of the object. The propertyChange()
function receives a single parameter—a PropertyChangeEvent object. From this object, the
listener may determine which object was changed (the "source” of the property change event), which
property was changed, the value of that property prior to its alteration, and the property's value after
the alteration has been made.

Some limitations to the current implementation of the property change listeners are worth noting here.

e Thenaotifications are generated after the alteration to the object is made, and as aresult the
listener is not allowed to veto the change (although enough information is provided to allow
the listener to change the value of the object back to its original setting).

e Theorder in which multiple listeners on the same property are invoked is arbitrary and is not
even guaranteed to be the same from one property change notification to the next.

e The naotification takes place in the same thread as the property change. This last detail hastwo
implications. First, it means that code that makes the change is blocked until al listeners have
received and processed the notification. Second, it means that if you implement change
listeners you must ensure that alive-lock situation is not caused by a series of property
change listeners altering properties of the same object.

Multivalued Properties

All multivalued properties follow a specific pattern of accessors. Thereis aways agetXXX()
function, which returns a collection; a setXXX() function, which takes an array of the type of value
to be assigned to the property; and an addXXX () function, which takes a single instance of the type of
value to be assigned to the property. The setXXX() function may be invoked with anull parameter,
which causes the property value to be cleared.

The TM4J API guarantees to never return anull value for the getXXX () accessor of a multivalued
property—if the object has no values at al for that property, an empty collection is returned. This
means that code such as the following will execute correctly.

Iterator typeslt = topic.getTypes().iterator();

Note

This guarantee of no null return values does not apply to properties that have only a single value—in
those cases, the null return value indicates that the property is not set for that object.
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TMP3—A Sample Topic Map Processing Application

TMP3 isasample application of TM4J. Its purpose isto create a topic map of a collection of MP3
files. Actualy, it has two purposes—to serve as sample code for topic map creation and manipulation
and to provide away to quickly generate some sample XTM files for use in other applications.

In this section we go through the design process for the application, beginning with the design of the
ontology for the information we're going to store in the topic map.

Defining the Topic Map Ontology

In TM4J, atopic map "ontology" defines what classes of entities and relationships are modeled in the
topic map. (See Chapter 14 for asimilar approach to topic map ontologies.) In syntactic terms, the
topic map ontology is the set of classes of topics, associations, members, and occurrences in the topic
map. These classes are themselves defined by topics. The application processes only a small subset of
the ID3v2 tags that are typically found in MP3 files. (Y ou can find the full details of the ID3v2 tag set
at http://www.id3.org.) TMP3 will process only the tags for album name (TALB), performer (TPEL),
and song name (TTT2).

The analysis process used to determine the topic map ontology from this set of metadata is beyond the
scope of this chapter. The UML diagram in Figure 10-14 shows the results of the analysis. The
important feature of the results of the analysisisthat the MP3 track itself is considered to be an
occurrence of asong topic and is represented as a typed property of the Song class. The associations
between the classes of topics are shown as classes themselves, and the roles played in the associations
are shown as text over or under the line representing the association.

Figure 10-14. UML diagram of topics and associations for the MP3 data set

Appears On
s0ng album
Sang Perfarmer Album
perlormer perormer
URI: MP3
506G H alburn
i Ky
Perormed By Class of Topko
o ASSOoEabon
SRl
..... 'md-
LR ]

Aswell as defining the classes of topicsthat occur in the data set, it isimportant to decide what form
of identity to assign to each class of topic to uniquely establish the subject that the topic represents.
The identities chosen for this application are shown in Table 10-5. The song name is considered a
sufficiently unique identity for a song topic, since we would like all different versions of the same
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song to be merged into the same topic, regardless of the performer. In most cases, a performer's name
isunique; thisis not always true, but it will be sufficient for the purposes of this application. Finally,
an album's name is not considered to be a sufficient identity by itself—consider the number of albums
called "Best of" or "Greatest Hits'—and so the added context of the performer's nameis required to
make the identity of an album sufficiently unique. In implementation, this context may be represented
either by defining a scope on the name of the topic representing the album or by combining the album
name and performer name into a single name string in the unconstrained scope.

Table 10-5. Identities for TMP3 Topic Classes

\Topic Type Identity

[Song 'Song name

[Performer Performer name

‘Al bum /Aloum name in the context of Performer

Designing the Application

Having designed the classes of topics, associations, and occurrences we will be creating and

mani pulating, we can continue to design the application. For simplicity, and to avoid obscuring the
topic map code with processing for the graphical user interface, TMP3 is a command-line application.
It ssimply examines all files contained within a specified directory and extracts metadata from all
identified MP3 files. Since MP3 files contain no consistent identity information for the songs,
performers, and albums, the application makes extensive use of TM4J's merging capabilities to
identify and merge duplicates automatically.

The Metadata Processing Framework

This application makes use of areusable and extensible metadata processing framework, called MDF.
The framework allows an application to process data by passing it down a chain of (possibly
interacting) modules. Each module receives and may update a map of metadata properties and val ues.
The modules aso al have access to the topic map and may use the results of metadata processing to
update the topic map. All modules implement the same, simple interface, allowing the modules to be
chained together in any order. The metadata processing framework defines the following kinds of
modules.

e Producer modules do not process the metadata received on the input but instead evaluate
some other source of data and extract metadata val ues from the data source. Producer
modules are typically located at the start of a chain of modules.

e Trandator and Converter modules process entries in the metadata map into new entriesin
the map. Translator modules copy the values of particular properties into new properties
with different names. Translator modules enable downstream modules to locate and make
use of metadata values. Converter modules locate particular properties in the map and
convert the values from one data type to another. Converter modules also enable down-
stream modules to make use of properties by ensuring that the data type is that expected by
the downstream module.

e Mapper modules take values from the metadata map and create structures reflecting this data
in the shared data store (in this case, the topic map).

The metadata processing framework defines extensible classes for all of these types of modules as
well as an interface for creating new kinds of metadata processing modules. Going into detail about
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the metadata processing framework is beyond the scope of this book, but you can read more about
MDF and download the complete application from http://www.techquila.com/mdf.html.

Our topic map application uses two modules—a Producer, which extracts MP3 metadata from afile,
and aMapper, which converts that metadata into topics and associations in the topic map.

Implementing the Application

The basic architecture of this application is shown in Figure 10-15. TheDirectory Scannerisa
simple class that enumerates through the contents of a directory, feeding the files found in the
directory (and each of its subdirectories) into the Fi leListener interface of the TMP3Extractor
class. The TMP3Extractor classisaProducer module that examines the ID3 tags of the file
received from the Di rectoryScanner. The values found are added to the metadata map and passed
on to the chained MP3Mapper module. One map of metadatais created for each of the MP3 files
located by the DirectoryScanner.

Figure 10-15. The metadata processing architecture of TMP3
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The MP3Mapper module interacts with the topic map and creates topics and associations representing
the metadata discovered. The MP3Mapper creates a set of topics and associations for each set of
metadata received from the TMP3Extractor.

Listing 10-3 shows the main processing function of the application.
Listing 10-3 Main processing function of TMP3

public void run()
{
System.out.printIn(*'Generating MP3 topic map from directory: "
+ m_mp3Dir.toString() + " to topic map:
+ m_tmFile.toString());
//Either read an existing XTM file or else create
// a new topic map.-
it (m_tmFile.exists())

{
m_tm = readTopicMap(m_tmFile);
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m_tm = createTopicMap();

// Create the processing chain

TMP3Extractor extractor = new TMP3Extractor(null, null);
MP3Mapper mapper = new MP3Mapper(m_tm);
extractor.chain(mapper);

Hashtable initInfo = new Hashtable();
extractor.init(initinfo);

// Initialise the directory scanner
DirectoryScanner scanner = new DirectoryScanner(null);

// Link the scanner to the MP3 extractor
scanner .addListener(extractor);

// Start processing
scanner .scan(m_mp3Dir);

// Write out the results
writeTopicMap(m_tm, m_tmFile);
}

The main processing function first attempts to locate the topic map file specified on the command line.
If it exists, the topic map is opened and updated; if it does not exist, a new topic map is created. The
code for reading atopic map appeared earlier in this chapter (Listing 10-1). Creating a new topic map
uses almost exactly the same code—the only differenceisthat the call to addTopicMap() is
replaced with acall to createTopicMap() to get anew, empty TopicMap object.

Once the topic map document is read or created, the processing chain is created. First, new instances
of the TMP3Extractor and MP3Mapper classes are created with the MP3Mapper being chained
onto the end of the TMP3Extractor. Then, these are initialized with an empty map of values
(neither class requires any parameters for initialization). Finally, the Di rectoryScanner is created
and the TMP3Extractor isadded as alistener. The TMP3Extractor will now be notified as the
DirectoryScanner findsfilesin the directory hierarchy. The null parameter in the
DirectoryScanner constructor specifiesthe Fi leFi lter to be used. You can use a
FileFilter toprevent the Di rectoryScanner from passing certain files to the listener. The
default (which we have opted for here) isto pass al found filesto the listener.

The processing is started by calling the scan() function of the DirectoryScanner, passing the
directory to be scanned.

Listing 10-4 shows the initialization functions of the MP3Mapper class.
Listing 10-4 Initialization functions of the MP3Mapper class

public class MP3Mapper extends BasicMDFModuleAdapter

{
// Default typing topic ids

private static final String TT_ALBUM = "tt-album";
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private static final String TT_SONG = "tt-song";

private static final String TT_PERFORMER = "tt-performer";
private static final String OT_MP3 = "mp3";

private static final String AT_PERFORMED BY = "at-performed-by";
private static final String AT_APPEARS ON = "at-appears-on";

// Default typing topic PSls
// These PSls are used if not overridden in the initialization
private static final String PSI_BASE =
"http://www.techquila.com/psi/music.html™;
private String PSI_ALBUM = PSI_BASE + "#album";
private String PSI_SONG = PSI_BASE + "#song";
private String PSI_PERFORMER = PSI_BASE + "#performer";
private String PSI_MP3 = PSI_BASE + "#mp3";
private String PSI_PERFORMED_BY = PSI1_BASE
+ "#assoc-performer-performance';
private String PSI_APPEARS ON = PSI1_BASE
+ "'#assoc-recording-song';

// Typing topic PSIs as Locator objects
private Locator m_psiAlbum;
private Locator m_psiSong;
private Locator m_psiPerformer;
private Locator m_psiMP3;
private Locator m_psiPerformedBy;
private Locator m_psiAppearsOn;

// Initialization input keys
// The values for these keys if found in the initialization
// hashtable will define the PSIs for the typing topics.
private static final String KEY_PSI_ALBUM = "PSI1_ALBUM";
private static final String KEY_PSI_SONG = "PSI_SONG";
private static final String KEY_PSI_PERFORMER = "PSI_PERFORMER™";
private static final String KEY_PSI_MP3 = "PSI1_MP3";
private static final String KEY_PSI_ PERFORMED BY

= "PSI_PERFORMED_BY";
private static final String KEY_PSI_APPEARS ON

= "PSI_APPEARS_ON";

// Info output keys

public static final String ALBUM_TOPIC = "albumTopic";

public static final String PERFORMER _TOPIC = "performerTopic";
public static final String SONG_TOPIC = "songTopic";

TopicMap m_tm;

TopicBuilder m_builder;
TopicMapFactory m_factory;
TopicMapUtils m_utils;

// Cache of the infrastructure topics
protected Topic m_tAlbum;
protected Topic m_tPerformer;
protected Topic m_tSong;
protected Topic m_tMP3;
protected Topic m_tPerformedBy;
protected Topic m_tAppearsOn;

public MP3Mapper(TopicMap tm)
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{
m_tm = tm;
m_builder = new TopicBuilder(tm);
m_factory = tm.getFactory();
m utils = tm.getUtils();
}

public void initialise(Hashtable info)
{
setPSlIs(info);
createlnfrastructure();
super.initialise(info);

}

/**

* Overrides the default PSIs with those specified in the
* hashtable.

*/

public void setPSlIs(Hashtable info)

{

if (info.containskey(KEY_PSI_ALBUM))
PS1_ALBUM = (String) info.get(KEY_PSI_ALBUM);

if (info.containskey(KEY_PSI_SONG))
PS1_SONG = (String) info.get(KEY_PSI_SONG);

if (info.containskey(KEY_PSI_PERFORMER))
PS1_PERFORMER = (String) info.get(KEY_PSI_PERFORMER);

if (info.containskey(KEY_PSI_MP3))
PSI_MP3 = (String) info.get(KEY_PSI_MP3);

if (info.containskey(KEY_PSI_PERFORMED BY))
PS1_PERFORMED_BY = (String) info.get(KEY_PSI_PERFORMED_BY);

if (info.containskey(KEY_PSI_APPEARS ON))
PS1_APPEARS ON = (String) info.get(KEY_PSI_APPEARS_ON);

}

public void createlnfrastructure()

makePSILocators();
makeTopicTypes();
makeAssociationTypes();

}

protected void makePSlLocators()

{
m_psiAlbum = m_builder._makeURILocator(PSI_ALBUM);
m_psiSong = m_builder.makeURILocator(PS1_SONG);
m_psiPerformer = m_builder.makeURILocator(PS1_PERFORMER) ;
m_psiMP3 = m_builder.makeURILocator(PSI_MP3);
m_psiPerformedBy = m_builder._.makeURILocator(PS1_PERFORMED BY);
m_psiAppearsOn = m_builder._makeURILocator(PS1_APPEARS ON);

}

protected void makeTopicTypes()
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m_tAlbum = m_builder.createTopic(TT_ALBUM, "Album™);
m_tAlbum_.addSubjectindicator(m_psiAlbum);

m_tSong = m_builder.createTopic(TT_SONG, "Song™);
m_tSong.addSubjectindicator(m_psiSong);

m_tPerformer = m_builder.createTopic(
TT_PERFORMER, "Performer'™);
m_tPerformer.addSubjectindicator(m_psiPerformer);

m_tMP3 = m_builder.createTopic(OT_MP3, "MP3 File™);
m_tMP3.addSubjectindicator(m_psiMP3);

}

protected void makeAssociationTypes()
{
try
{
m_tPerformedBy = m_builder.createTopic(
AT_PERFORMED_BY, "performed by");
BaseName bn = m_factory.createBaseName(null);
bn_setData(*'performs™);
bn_addTheme(m_tPerformer);
m_tPerformedBy.addName(bn);
m_tPerformedBy.addSubjectindicator(m_psiPerformedBy);

m_tAppearsOn = m_builder.createTopic(
AT_APPEARS_ON, 'appears on');

bn = m_factory.createBaseName(null);

bn_setData("includes'™);

bn.addTheme(m_tAlbum);

m_tAppearsOn.addName(bn);

m_tAppearsOn.addSubjectindicator(m_psiAppearsOn);

catch(DuplicateObjectIDException ex)
{

throw new RuntimeException(*'Unexpected
DuplicateObjectlDException while initializing
association types.");

During initiaization, the infrastructure topics required to represent our classes of entities and
relationships are created and added to the topic map. Note that in the
makeAssociationTypes()function the BaseName objects are created with a null value specified
for the first parameter. This parameter defines the resource 1D parameter of the BaseName objects;
since an —id- attribute is not required for a<baseName> element in the XTM syntax, the null value
isalowed in this constructor. Passing a null for the 1D parameter of a Topic constructor is not
allowed and will resultinan Il legal ArgumentException being thrown from the constructor
function.
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Listing 10-4 does not show the actual creation of topics since this function is del egated to another
class—the TopicBui Ider (Listing 10-5). Note that the MP3Mapper class uses overridable PS|
strings for the infrastructure topics but will use afixed default value if no override is specified. Using
PSIsto define the subjects of song, album, and so on means that the topic map thus created will be
mergeable with any topic maps using the same PSIs (especially any topic maps created with the same
application).

Listing 10-5 Functions of the TopicBuilder class

public class TopicBuilder

{
protected TopicMap m_tm;
protected TopicMapUtils m_utils;
protected TopicMapFactory m_factory;
protected LocatorFactory m_locatorFactory;
protected IDGenerator m_idGenerator;

public TopicBuilder(TopicMap tm)
{
m_tm = tm;
m utils = tm_getUtils();
m_factory = tm.getFactory();
m_locatorFactory = tm.getLocatorFactory();
m_idGenerator = IDGeneratorFactory.newlDGenerator();

}

/**

* Creates a new topic in the topic map with an ID

* and a name in the unconstrained scope. The new

* topic is not typed.

* @param id: the unique ID to be assigned to the topic
* @param baseName: a name string which will be added to the
* new topic

* @returns: the new Topic object created

*/

public Topic createTopic(String id, String baseName)
{

}
/**

return createTopic(id, null, baseName, null);

* Creates a new topic in the topic map with an ID, a type,

* and a name in the unconstrained scope.

* @param id: the unique ID to be assigned to the topic

* @param type: the type of the new topic

* @param baseName: a name string which will be added to the

* new topic

* @returns: the new Topic object created

*/

public Topic createTopic(String id, Topic type, String baseName)
{

}

/**
* Creates a new topic in the topic map with an ID, a type, and a

return createTopic(id, type, baseName, null);
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* name in a specific scope.
* @param id: the unique ID to be assigned to the topic
* @param type: the type of the new topic
* @param baseName: a name string which will be added to
the new topic
* @param baseNameScope: the scope in which the name will be
added
* @returns: the new Topic object created
*/
public Topic createTopic(String id, Topic type,
String baseName, Scope baseNameScope)
{

try

{
Topic ret = m_tm.getTopicBylID(id);
if (ret '= null) return ret;

// Create the topic
ret = m_factory.createTopic(id);

// Set the type (if defined)
if (type = null) ret.addType(type);

// Create the baseName & set its string value
BaseName bn = m_factory.createBaseName(null);
bn.setData(baseName) ;

// Add a scope to the baseName (if defined)
if (baseNameScope != null) bn.setScope(baseNameScope);

// Add the baseName to the topic
ret.addName(bn);

// Return the topic or the topic it merged with.
return ret.getBaseTopic();

catch(TopicMapProcessingException ex)
{
System.out.printin(
"Error in creating topic: " + ex.getMessage());
ex.printStackTrace();

throw new TopicMapRuntimeException(ex);

}
}

/**

Creates a "binary" association between two topics.

@param assocType: the type of the new association

@param rolelType: the type (or roleSpec) of the first role
@param rolelPlayer: the topic playing the first role
@param role2Type: the type of the second role

@param role2Player: the topic playing the second role
@returns: the new association created

*oX o X ok X %

*/
public Association createAssociation(Topic assocType,
Topic rolelType, Topic rolelPlayer,
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Topic role2Type, Topic role2Player)
try

Association assoc =
m_fFactory.createAssociation(m_idGenerator.getiD());
if (assocType != null) assoc.setType(assocType);

Member ml1 = m_factory.createMember(assoc, null);
if (rolelType != null) ml.setRoleSpec(rolelType);
ml.addPlayer(rolelPlayer);

Member m2 = m_factory.createMember(assoc, null);
if (role2Type != null) m2.setRoleSpec(role2Type);
m2.addPlayer(role2Player);

return assoc;

catch(DuplicateObjectIDException ex)

// This should not happen since we are using
// the IDGenerator for all our IDs
throw new RuntimeException(
"Unexpected DuplicateObjectIDException!');
}

}

/**
* Creates a new occurrence for a topic.
* @param parent: the topic to receive the new occurrence
* @param occursType: the type of the new occurrence
* @param address: the locator address the new occurrence points to
* @returns: the newly created occurrence
*/
public Occurrence createOccurrence(Topic parent,
Topic occursType, String address)
{

try
{
Occurrence occ = m_Ffactory.createOccurrence(null);
if (occursType = null) occ.setType(occursType);
try
{
Locator locator = m_locatorFactory.createlLocator("'URI",
address) ;
occ.setDatalLocator(locator);

}

catch(LocatorFactoryException ex)

// This is not a fatal error - just

// log a message and continue

System.out.printIn(""WARNING: Failed to create a valid URI
locator for occurrence address: ' + address);

}

parent.addOccurrence(occ);
return occ;
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catch(DuplicateObjectIDException ex)
{

throw new RuntimeException(*'Unexpected
DuplicateObjectIDException!™);
}

}

/**

* Creates a new URI notation locator with the specified address.
* @param address: the URI address for the locator

* @returns: the newly created Locator object

*/
public Locator makeURILocator(String address)
{
try
{
Locator locator = m_locatorFactory.createlLocator(""URI",
address) ;
return locator;
}
catch(LocatorFactoryException ex)
{
throw new RuntimeException(*'Failed to create URI locator
for address: " + address);
}
}

}

For each file that the Di rectoryScanner encounters, the file name is added into a hashtable which
is passed to the rcv () function of the first module in the chain, the TMP3Extractor. Thisfunction
isimplemented in the base class provided by the MDF framework. The rcv () function callsthe
process() function of the TMP3Extractor class, which extracts the album name, song name, and
performer name and stores them in the map. The rcv () function then passes the updated map to the
rcv () function of the next module in the chain, the MP3Mapper.

The code for the MP3Mapper's process() function is shown in Listing 10-6. This function creates
topics to represent the performer, album, and song that are identified by the metadata. The metadata
values are used as names for the performer and song topics, but the album topic is assigned a
name generated from both the metadata value for the album name and the performer name. Aswell as
creating the topics, the process () function also creates associations between the topics and asingle
occurrence for the song topic. The code for creating associations and topics isimplemented in the
TopicBuilder classasthe functions createAssociation() and createOccurrence(),
which are shown in Listing 10-5.

Listing 10-6 The process() function

public class MP3Mapper extends BasicMDFModuleAdapter

public void process(Hashtable info)
{
String albumName = (String)info.get(TMP3Extractor.ALBUM_NAME);
String performerName =
(String)info.get(TMP3Extractor .PERFORMER_NAME) ;
String songName = (String)info.get(TMP3Extractor.SONG_NAME);
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try

// First create a topic for the performer
Topic performer = mapPerformer(performerName);
info.put(PERFORMER_TOPIC, performer);

// Create a scope for the album name
Scope nameScope = m_Tfactory.createScope(null);
nameScope .addTheme(performer) ;

// Create a topic for the album

String nName = normalize(albumName);

Topic album = m_builder.createTopic(told("'album-"", albumName),
m_tAlbum,
albumName,
nameScope) ;

// Add an unscoped base name

BaseName bn = m_factory.createBaseName(null);
bn.setString(""'"" + albumName + ™" by " + performerName);
album.addName(bn) ;

info.put(ALBUM_TOPIC, album);

// Create an association between album and performer
Association assoc;
assoc = m_builder.createAssociation(m_tPerformedBy,
m_tAlbum, album,
m_tPerformer, performer);
m_tm._addAssociation(assoc);

// Create a topic for the song

nName = normalize(songName);

Topic song = m_builder.createTopic(told(""track-"", songName),
m_tSong,
songName) ;

info.put(SONG_TOPIC, song);

// Create an association between song and album
assoc = m_builder.createAssociation(m_tAppearsOn,
m_tSong, song,
m_tAlbum, album);

// Create an association between song and performer
assoc = m_builder.createAssociation(m_tPerformedBy,
m_tSong, song,

m_tPerformer, performer);

// Create an occurrence of the song
String songLoc = (String)info.get(TMP3Extractor_MP3_URI);
if (songLoc != null) m builder.createOccurrence(song, m_tMP3,
songLoc);
catch(DuplicateObjectIDException ex)

System.out.printIn(""WARNING: Error while processing
MP3 tag - " + ex.toString());
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}

/**
* Creates a topic to represent the performer.
* The performer®s name is used in a normalized form as the
* 1D of the topic.
*/
public Topic mapPerformer(String performerName)

String normName = normalize(performerName);
Topic ret = m_builder.createTopic(told(*'performer-"",
performerName),
m_tPerformer,performerName) ;
return ret;

}

/**
* Naive string normalization.
* This function simply forces the input string to lowercase.
* @return The normalized form of the input string.
*/
public String normalize(String in)

{

}

/**
* Naive string to ID value normalization.

return in.toLowerCase();

* This function replaces spaces with underscore characters
* and ampersands with plus-signs in an attempt to generate
* a valid ID string.
*
* @return The normalized version of the input string with
* the specified prefix.
*/
public String told(String prefix, String in)
{

String ret = normalize(in);

ret = ret.replace(" ", " _");
return prefix+ret.replace("&", "+");
}
}

Note

To make the resulting XTM file easier for a human to read, the MP3Mapper class uses the titles of
songs and abums and the names of performers to generate the ID for the topic representing that entity.
For example, the topic representing the performer "The Clash” getsthe ID performer-the_clash,
and the topic representing their eponymous album getsthe ID album-the_clash. In amore robust
application, thisform of ID generation would not be acceptable since you could end up with two
different topics being assigned the same ID.
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Extending the Application
Below are some suggestions for using the topic maps generated by TMP3.

e Create agraphical user interface to navigate around the topic map and create playlists of MP3
files.

e Create (as a separate topic map) topics for each of the bandsin the mapped MP3 collection.
These topics could include occurrences that point to fan sites, associations with topics
representing other performers who have influenced the bands, and so on. Using the TM4J
command-line merge application makes it possible to merge this topic map with your MP3
topic map, creating a much richer source of information.

The TMP3 application packaged with TM4J is a convenient way to quickly generate a topic map from
acollection of MP3 files. This topic map by itself has organizational functions similar to those in
many commercial and noncommercial MP3 management applications, but TMP3 manages only a very
limited subset of the metadata found in an MP3 file. However, the topic map can be easily extended,
as suggested below.

Handle more of the tags in the ID3v2 specification.

This would probably require additions to the TMP3 ontology as well as extra code. The additional
code could be added to the source for TMP3Extractor and MP3Mapper, but a more modular
approach would be to create new modules and simply chain them on to the existing ones.

Improve the name handling of TMP3Extractor.

Y ou may find that your MP3 files are not consistently tagged, for example, you may find you have
"The Clash", "the clash”, and "Clash, the" as performer names. By normalizing the name string in
Some way you can ensure more successful merging of topics that represent the same performer.

Y ou can a so tackle this problem by hand-creating a separate topic map file that lists each performer
asa<topic> eement with all variants of the performer's name listed as separate <baseName>
elements. By merging the automatically generated topic map with this names topic map, al of the
different topics representing the same performer will get merged. For example, the following topic
map solves the tagging problem with The Clash mentioned above.

<?xml version="1.0"?>
<topicMap . . .> <l—pamespace declarations omitted —>
<topic>
<baseName>
<baseNameString>The Clash</baseNameString>
</baseName>
<baseName>
<baseNameString>the clash</baseNameString>
</baseName>
<baseName>
<baseNameString>Clash, The</baseNameString>
</baseName>
<baseName>
<baseNameString>clash, the</baseNameString>
</baseName>
</topic>

198



</topicMap>
TM4J Future Directions

TM4Jis constantly under active development. This chapter dealt with the current stable release (0.6.2)
of the software. The plans for the next release of TM4J include an extended indexing system and basic
guerying capabilities. In addition, the TM4J project is planning to host a small number of add-on
applications, including a topic map editing environment and a tool for generating Web pages from
topic map information. In addition, recent devel opments of a standard formal model for XTM and
proposals for acommon topic map programming APl will also influence future developments of the
software.

Summary

TM4Jis an open source set of Java APIsfor processing topic map documentsin XTM 1.0 format. In
this section, | used TM4J to show the practical aspects of creating atopic map ontology, designing and
implementing an application, and extending that application, using atopic map for a collection of
MP3 files as a test bed.

Nexist Topic Map Testbed
Jack Park

This section provides a greatly simplified look at what's inside the Nexist Topic Map Testbed. This
discussion isintended for those who would enter the domain of the code hacker who loves to get
down and dirty with the Java programming language.

For other readers, there's not much here, other than pretty screen shots (and | know how we all love
those screen shots). Nexist is available with both source code and compiled Java classes (for users) at
http://nexist.sourceforge.net; the screen shots give you some idea of Nexist's capabilities.

The Development of Nexist
The Past

Nexist started out as a combination of several projects. Originaly, | built atopic map engine by
combining two existing open source projects, Jext (http://www.jext.org/), and GraphMaker
(http://www.bluemarsh.com/java/graph/). Jext provides a powerful text editor environment that is
already XML-literate. GraphMaker provides a user interface that serves as an editor and display for
graph structures.

Figure 10-16 shows the nature of Jext. The program allows users to maintain a set of XML elements.
Asillustrated, there are e ements for DocBook and for XTM. Users can construct XTM or DocBook
documents at will. When users construct a topic map document, they can copy and paste them into
GraphMaker, asillustrated in Figure 10-17.

Figure 10-16. Jext serving as a topic map editor
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Note:

This project was built prior to the XTM specification; the XML code shown isnot XTM code.

Figure 10-17. GraphMaker with a simple® topic map
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(8] "Simple" graphs are easy to lay out. As the screen shots of TouchGraph at the beginning of this
chapter illustrate, the more nodes you have to display, the harder it is to lay out the graph so that it is
easy to read.

Users can al so construct topic map documents in GraphMaker and, similarly, copy and paste them into
Jext, where the documents are translated back to their serialization syntax. This project predates XTM,
and writes SO 13250 documents.

The Present

The current project, Nexist, is a project very much in progress. It started out as a combination of the
prior projects mentioned above and recently morphed into alone project that combines aspects of both
Jext and GraphMaker, but now with the added features of SemanText, as described by Eric Freese
earlier in this chapter. Going one step further, Nexist adds a persistence engine, comprised of the Java
relational database engine HypersonicSQL (HSQL) (http://sourceforge.net/projects’hsgldb). HSQL
allows for configuration as either an in-memory database engine or as a cached-on-disk database
engine. | have chosen to cache XTM tables on disk. Figure 10-18 shows Nexist in one of its many
early stages of development.

Figure 10-18. Nexist in one of its early stages
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Use Cases

This section enumerates the use cases that Nexist must satisfy at present. These use cases are based on
experience with the Jext/GraphMaker project, with SemanText, and with XTM itself. In the very
beginning, the use cases for the Jext/GraphMaker version were those listed below.

e  User accesses Nexist from alocal application.

e  User creates atopic map with nodes and arcs graphically.

e  User creates atopic map with textual display and XML tags.

e User adds atopic.

e User deletes atopic.

e User editsatopic.

e User adds an association.

e User deletes an association.

e  User edits an association.

e User addsamergeMap

e User deletesamergeMap

o User editsamergeMap

e User editsatopic map graphically.

e User editsatopic map in textua display.

e User exports atopic map from graphical to textual display.

e  User exports atopic map from textual to graphical display.

e User exports atopic map to atext file from either textual or graphical display.
e User imports atopic map to textual or graphical display from atext file.
e  User views a selected topic.

e User viewstopics related to a selected topic.
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Working with SemanText added a few more use cases.

e  User creates meta—topic map graphically or textually.
e Meta—topic map creates new topics derived from an imported general topic map by inference.
e  User findstopics with the Search function.

Working with the XTM standard added the following use cases.

e  User merges different topic maps.
e Nexist parsesan XTM document.
e Nexist creates an XTM document.

The following use cases relate to a persistent store for topic maps.

e Nexist saves XTM documents in a persistent store.
e Nexist retrieves XTM documents from a persistent store.

Future plans include the consideration of the following additional use cases.

Users collaborate from different locations to construct a topic map.
Users access Nexist from a Web browser.

Users register as change listeners for selected topics and associations.
Users can perform only allowed editing operations.

Nexist controls versions of topic maps.

Design Requirements
The current version of Nexist strives to meet the following requirements.

e Nexist shal store XTM documentsin a persistent store.

e Nexist shal support the creation and maintenance of XTM documents by means of atextual
user interface.

e Nexist shal allow users to browse various topicsin aselected XTM document.

Once these requirements are satisfied, the next version will add further requirements and implement
the required functionality.

The Persistent XTM Engine

The persistent XTM engine has been the focus of this project. The discussion of this engine appearsin
two parts. (1) the persistent store and (2) the engine itself.

The Persistent Store

The solution space includes open source projects available for Java applications. | elected™ to apply
the HSQL database to Nexist because it is relatively lightweight and offers the opportunity to get
started with relational tables right away. The code can easily be modified to run with more
sophisticated database systems such as MySQL or PostgreSQL .
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) This relates to what has been done so far. As this is written, | am considering importing Kal Ahmed's
TM4J as an optional XTM implementation, which will give access to a different database system.

Given the XTM DTD, we see an XTM <topi cMap> element as a container for one™® or more
<topic>, <association>, or <mergeMap> elements. We also see the <topic>,
<association>, and <mergeMap> elements as containers for other e ements.

[10]

Editor's note:

More accurately, zero or more, but atopic map with no topics, or with topics but no
associations, is uninteresting.

In the relational database arena, the game isto take objects you have out here in viewer land and break
them up so they can be stored in tables much like those in a spreadsheet, where columns represent
various things, and rows represent instances of those things. So, let us digress for a moment and

examine just what we need to do. We have <topicMap> elements, which contain perhaps many
<topic> elements and many <association> elements. Right away, we find that we probably
want atable to keep track of <topicMap> instances, atable for <topic> instances, atable for
<association> instances, and atable for each of the other elementsin the DTD.

Relational databases use a language called SQL (often pronounced "Sequel™) as away to configure
and access databases. For instance, we already know that we want atable for the <topicMap>
element, so we use the following SQL statement to do that. (Remember that a <topicMap> element
needs an identifier, an —id- attribute in the XTM ontology.)

CREATE CACHED TABLE
TOPICMAP(TOPICMAPID VARCHAR PRIMARY KEY,BASE VARCHAR)

This particular statement is required by HSQL to create atable in afile saved to disk storage. Leave
out CACHED and thetableis created in memory. In either case, this statement saysto create a new
table named TOP ICMAP and to give it two columns, one named TOP ICMAP ID and one called BASE,
and then to set the datatype in those two columns to variable length characters (VARCHAR).

Let'slook at a slightly more complex table, one for a particular contained object, an <occurrence>
element.

CREATE CACHED TABLE
OCCURRENCE (OCCURRENCEID VARCHAR PRIMARY KEY,
TMID VARCHAR, TOPICID VARCHAR, SCOPEID VARCHAR,
BASENAMEID VARCHAR, INSTANCEOFID VARCHAR,
RESOURCEREFID VARCHAR, RESOURCEDATAID VARCHAR)

What do we know about <occurrence> elements? First, we know that any given <occurrence>
element is contained by a<topic> element, which isitself contained by a <topicMap> element. So,
for every instance (row) in the OCCURRENCE table, we are very interested in that row's owners. For
that, our OCCURRENCE table has one column called TMID, the - id- attribute of the <topicMap>
element that contains the <topic> element that contains this <occurrence> element, and we have
acolumn called TOPICID for the <topic> element that contains this <occurrence> element.
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With those, we can now retrieve any particular <occurrence> element we need, typically with an
SQL statement that looks like this.

SELECT * FROM OCCURRENCE WHERE TMID="xxx" AND TOPICID="yyy"

Now, consider the problem of using a huge number of SELECT statements combined with another
SQL operation, JOIN, and you can see that in order to fill up all the containers of alarge topic map,
there will be alot of SQL action. We would like to keep the amount of work done by SQL to a
minimum. This thinking allows us to consider the opportunity for two improvements in performance.

1. Weneed to retrieve only those topics or associations we need at any particular time.
2. We can code our own joins for improved database performance.

We begin by comparing our goals to those satisfied by the Enterprise JavaBean (EJB) specification.
EJBs were created to manage projects that need persistent store, so we find them interesting right
away. We notice that the EJB specification calls for two kinds of EJB beans: Entity and Session beans
[Jubin and Freidrichs 1999; Monson-Haefel 1999]. Session beans manage transactions. We don't have
any specific requirement for transaction management at this time,*2! so, for simplicity, we skip session
management. An open question is, of course, "Can we get away with skipping session
management?'22

Y Transaction management will become extremely important as Nexist evolves toward participation in

a Web portal for knowledge activities.

(2] As it turns out, we implemented our own session manager. Each user who logs into the Nexist

server gets an individual session.
Entity beans come in two varieties associated with persistent storage: container managed and bean-
managed persistence. We compare the two strategies and see that the bean-managed strategy fits our
desire to hand-code our database join operations. But we do not plan to use the entire EJB suite, so we
decide to construct our own EJB-like XTM element classes. Thus begins the discussion of the engine
itself.
The XTM Engine

Asthe UML diagram in Figure 10-19 shows, the XTM engine turns out to be rather simple (written
while suppressing alarge grin).

Figure 10-19. UML diagram of a fragment of the XTM engine in Nexist
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Actualy, it redly issimple. There are a bunch of Java classes intended to serve the entire needs of the
XTM elements. Let's consider one such class, XTMTopic. UML diagrams basically provide away to
design and illustrate the relationships between objects in a software project using a graphical syntax. |
am using UML diagrams here to illustrate a couple of important points for readers who intend to
download the source code and play with Nexist. Figure 10-20 splitsits own tiny universe of the
XTMTopic classinto two parts:

1. Data
2. Methods

Figure 10-20. UML diagram of the XTMTopic class

XTMTopic

#id : String = null

# subjectidentity : XTMSubjectldentity = null
# instanceOfList : ArrayList = null

# baseMNameList : ArrayList = null

# occurrencesList : ArrayList = null

# isDirty : boolean = false

# tmlD : String = null

+ XTMTopic ( String id, String tmID, boolean isRestore )
+ XTMTopic ( String id ) :
+getlD ( ) : String
+ setSubjectidentity { XTMSubjectidentity id ) : void
+ getSubjectidentity ( ) : XTMSubjectidentity
+ addinstanceOf ({ XTMInstanceOf io ) : void
+ addOccurrence ( XTMOccurrence xo ) : void
+ addBaseName ( XTMBaseMNama bo ) : void
+ getinstanceOfList ( ) : ArrayList
+ setinstanceOfList ( ArrayList al ) : void
+ getOccurrencesList ( ) : ArrayList
+ setOccurrencesList ( ArrayList ol ) : void
+ getBaseNamelList { ) : ArrayList
+ setBaseMamelList { ArrayList bl ) : void
+ toString ( ) : String
+ insertSelf ( ) : void
restoreSelf ( ) : void
+ UpdateSelf ( ) : void
+ deleteSelf { ) : void

The diagram is that of a Java class, an object that serves as a container to hold data and to hold the
methods used to perform operations on that data. By providing a class to contain these items, object-
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oriented software offers a uniform approach for constructing and maintaining large programs that
manipulate data. In Figure 10-20, dataislisted in the upper portion of the box, while methods are
listed below the data.

The points | want to illustrate with this diagram are the following.

e XTMTopic isacontainer for individual objects, such asthe <subjectldentity> element
and the - i d- attribute of the <topicMap> element that contains this <topic> element.

e XTMTopic isacontainer for lists of objects, such as <instanceOf>, <baseName>, and
<occurrence>.

e XTMTopic servesas an interface to provide the ability to add objects to the container and to
manipulate the lists held by the container.

e XTMTopic servesasits own database interface, by means of the insertSelf,
restoreSelf, updateSelf, and deleteSel f methods.

Thethrust of the Nexist project has been to test the following working hypothesis:
XTM provides a sufficient API for constructing knowledge management systems.

Each of the use cases and requirements listed earlier form the context in which this working
hypothesisis tested.

A design requirement for Nexist is to construct a persistent XTM engine. This engineis greatly similar
to TM4J created by Kal Ahmed (discussed earlier in this chapter). The primary differences reside
solely in implementing the persistent store, 22! providing version control, and maintaining a
permission-based access control system. In order to develop this engine, a user interface has been
developed concurrently. The next section discusses that user interface.

23] As this is written, TM4J has moved to http://sourceforge.net/projects/tm4j and now uses the open

source Java object database Ozone (http://www.0zone-db.org). The primary difference now is that
Nexist uses a relational database as compared to TM4J's object database. Indeed, Nexist sessions can
plug TM4J directly into Nexist.

The User Interface

Nexist is designed as a client—server system. The client has a complex user interface, while the server
has asimple, utilitarian user interface. Let'sfirst ook at the server user interface.

The Server User Interface

When the Nexist server (NEX Server) is booted, the first screen (Figure 10-21) provides a simple set of
menu selections for managing the server. Selecting the HSQL Manager menu item provides a database
manager (Figure 10-22).

Figure 10-21. Nexist server with menu selections
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The primary capability provided here is the ability to examine el ements of topic maps. Thisfeatureis
most useful when debugging Nexist source code.

The Client User Interface
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The client user interface is the workstation where usersinteract with Nexist. As shown in Figure 10-23,
Nexist uses atab-based design. The program is an engineering prototype on which many different
knowledge management and collaboration ideas can be built and tested, so it turns out to be rather
simple to design a tab-based system. Users simply write code for a new tab, drop that code into a
particular directory, and tell Nexist the tab exists by adding aline of code to an XML propertiesfile.

Figure 10-23. Nexist screen showing three feature tabs
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Nexist, as an open source project, now consists of a core set of three functional tabs: the Topic Map
tab and two added features, an Issue-Based Information System (IBIS) tab and a Personal Information
Manager (PIM) tab. Chapter 17 discusses the IBIS feature.

Let'swalk through afew of the screens available in Nexist to examine some of the system's

capabilities. First, we need the ability to create a new topic map (Figure 10-24). Group buttons are not
yet implemented 2

41 a collaboration environment, it may prove useful to declare topic maps as either public—available
for others to see—or private.

Figure 10-24. New Topic Map dialog
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Once we have a new topic map, we need to add topics. In Figure 10-25 the new topic is declared to be
an instance of another topic.

Figure 10-25. New topic with instanceOf declared
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Select Topic for InstanceOf InstanceOf

opichiap Topichap

Delete'
(] | Cancel

The new topic shown in Figure 10-26 has a PSI.

Figure 10-26. New topic with a PSI specified
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E%%Hew Topic EI

Taopic 1D I'I'l:upin:hﬂap

Base Mame |

PSlLIRI |http:mrnﬁmw.thinkalnng.cumh{tmmsi.html#TnpicMap

Select Topic for InstanceOf InstanceOf

Delete'
]2 | Cancel

A topic might need an occurrence. Occurrences can be of two primary types:

1. Simple text notes
2. Resource-based occurrences

Simple text notes might describe, say, a book with itstitle, author, ISBN, and so forth. Resource-based
occurrences are those that point to objects, which are either outside the topic map itself or inside the
topic map (for example, another topic). The next three screen shots show how a resource-based
occurrence is constructed in Nexist. First, we declare the type of this resource™®; the referenceisto a
resource of type topic map (Figure 10-27).

[15]

Important note:

Occurrences are not required to be declared an instance of anything, but in the example being
developed here, we are, indeed, declaring a type for this occurrence.

Figure 10-27. Resource-based occurrence: declaring a resource type
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E&fﬁ Mew Occurrence Editor

Qcocurrence D |

InstanceOf: Iﬂ\nimaliaTupicMap

Scope; |

Bazehlame: |

Topics | Text Occurrence | Topic Map Occurrence | Misc. Reference
Select Scope and InstanceQf

Taopichap
AnimaliaTopichan

Animalia

TopiclD: Iﬂ\nimalia 0] | Cancel

Next, we select the resource itself by providing a URI for it. Nexist provides alist of available topic
maps stored in its database (Figure 10-28).

Figure 10-28. Resource-based occurrence: selecting a topic map
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E&fﬁ New Occummence Editor x|

Qcocurrence D |

InstanceOf: Iﬂ\nimaliaTupicMap [

Scope; |

Bazehlame: |

Tnpics| Text Occurrence  Topic Map Qccurrence | Misc. Reference
Select Topic Map (D

Animalia

Fivekingdoms

TopiclD: Iﬂ\nimalia 0] | Cancel

Now, we want to view the occurrences for a selected topic. Examine the figures above and compare
them with Figure 10-29. Notice that, if the user does not specify an ID for any XTM object, Nexist

provides oneitself. In this case, Nexist provides X TM528 asan ID for the occurrence we made and
illustrated above.

(1% The Nexist persistent XTM engine supplies a unique ID value for each element in the database, if

one is not found in imported XTM documents or supplied by the user while creating elements at the
user interface.

Figure 10-29. Occurrences for the topic Animalia

[=3 Associated Decurrences x|

Tapic 1D Iﬂunimalia Delete |

Summary
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The Nexist project, as an open source project, provides many ways for new users and developersto
develop or apply it to suit their own needs. Indeed, the same point should be made in relation to each
of the open source projects discussed in this book.
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GooseWorks Toolkit
Sam Hunting

This section briefly describes the GooseWorks Toolkit (GwTk), afree, open source, Apache-licensed
implementation of the graph-based data model for topic maps specified in the draft Reference Model
(dRM) for topic maps under development at 1SO (informally, the Graph). GwTk implements the
version of the dRM also known as TMPM4. (See Chapter 4 for a discussion of the dRM .27)

7 Eor TMPM4, see Steven R. Newcomb and Michel Biezunski, Topicmaps.net's Processing Model for

XTM, accessible at http://www.topicmaps.net and
http://www.y12.doe.gov/sgml/sc34/document/0243.htm. For the dRM, see Steven R. Newcomb and
Michel Biezunski, A High-Level Description of a Draft Reference Model for ISO 13250 Topic Maps,
accessible at http://www.y12.doe.gov/sgml/sc34/document/0298.htm. As of this writing (April 2002), a
revised version of GwTk that conforms to the current dRM is in development but has not yet been
released.

GwTk, written in C by Jan Algermissen (http://www.topicmapping.com), provides the major building
blocks to assemble topic map applications of various kinds, such as command-line tools, CGlI
applications, Web browser plug-ins, and large-scale editing and processing applications. GwTk can be
easily used as an extension to common scripting languages, such as Python, Ruby, and Perl. Currently
a Python extension module isincluded in the distribution.

Y ou can download GwTk from http://www.goose-works.org. There you will aso find more complete
documentation than this brief section provides, including

Programmer's Guide (Python)
Introduction to STMQL (discussed below)
C API Documentation

Python API Documentation

Program Design

GwTk decouples the markup processor from the Graph builder. In the world of GwTk's topic map
graph representation, any assertion interchanged by atopic map document can be expressed in terms
of just four event types:

1. subjectEquivalence
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2. associationMembership
3. associationTemplating
4. associationScoping

The markup processor maps SAX parsing events generated by a topic map document to these four
Graph builder events. The tm2gwe tool, included with the distribution, prints out an XML serialization
of the Graph builder's event stream.

Here is some detail on how these event types are handled.
subjectEquivalence(SIRset, SCR)

This event handler is called when the processor encounters markup that expresses the equivalence of
subjects. The SIRset parameter is a set of resources that indicates one and the same subject. SIRset is
never empty. The SCR parameter is a single optional resource that is the subject constituted by any of
the resources in SIRset.

associationMembership(Ra, Rp, Rm)

This event handler is called when the processor encounters markup that expresses an association
membership. It is called with resources that indicate the subjects of the association (the Ra parameter),
role played (the Rp parameter), and member (the Rm parameter).

associationTemplating(Ra, Rx)

This event handler is called when the processor encounters markup that expresses the templating of an
association (as opposed to the templating of a topic map, as described in Chapter 14). It is called with
the two resources that indicate the subjects of the association (the Ra parameter) and the template (the
Rx parameter). (See Chapter 4 for a discussion of association templates, now called patternsin the
dRM.)

associationScoping(Ra, [set of component resources])

This event handler is called when the processor encounters markup that expresses the scoping of an
association. It is called with the resource that indicates the subject of the association (the Ra parameter)
and with a set of resources each of which indicates a subject that is a scope component of the
association's set.

GwTk's Omnivorous Nature

The seridization of atopic map Graph may be interchanged between systems using not just two
syntaxes (XTM and HyTM) but any number of syntaxes.22! X TM tags are not necessarily the only
tags that an application could deem capable of making an assertion that two subjects are equivalent,
for example. GwTk's design and the four event handlers above enable it to react to markup eventsin
HTML with Dublin Core metadata to create a topic map Graph (which can then be exported in XTM
syntax using another GwTk tool, gwxtm). NewsML is another candidate for the same treatment, as
some RDF syntaxes may be!**!

(18] Eor example, one can imagine an application of the dRM that privileges markup representing only

supertype and subtype associations, as opposed to privileging class—instance and topic—base name
associations (through the <instanceOf> and <baseName> markup constructs).
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ISO Compliance
GwTk complies with the rules for topic map integrity laid down in the dRM, including

The name-based merging rule

The subject-based merging rule

The rule that a node demander is a subject indicator
All rules prohibiting redundancies

Theserules are all expressions of the simple idea that there should be one node for one subject in a
topic map Graph.

Note that at Goose\Works we expect that handling transitions between versions of the dRM will be
reasonably simple. First, the Graph isitself quite smple, whatever its version, and its documentation
is short and lucid. Second, revisions to the dRM do not affect XTM syntax, so GwTks markup
processor module is as stable as that syntax, at least on the input side. Finaly, it is unlikely that any
new Graph building events will be required, although one, associationScoping, may need to be
rethought. (See Chapter 4 for a discussion of the dRM.)

Use Cases

GwTk was designed for compliance (therefore, from the top down), and it is driven by use cases to the
extent that the topic maps paradigm is driven by use cases. One interesting potential approach—
though not one capable of generating interesting screen shots—would be to create a command line for
navigating topic maps, as an intuitive replacement for navigating the Linux file system. Y ou would
then use the console not to manage files but to manage your intellectual property as represented in the
form of topics, associations, and scopes. Here, I's would list the current subject identity, cs would
change subjects, cm would change maps (as opposed to cd to change directories), and so on. You
could even administer the map by setting privileges for traversals, perhaps by using an ontology along
the lines of those suggested by Holger Rath in Chapter 14.2%

(201 o prototype for such a tool is available for download at http://www.etopicality.com/gwsh.

Query Language

GwTk alows the topic map Graph to be queried with its subject-based Topic Map Query Language
(STMQL) module2 STMQL queries traverse the Graph and return sets of subject-indicating or
subject-constituting resources. Here is the simple BNF for sSTMQL.

[21] Although sTMQL is not and does not claim to be TMQL, it was written very much to meet the

requirements for TMQL. See http://www.y12.doe.gov/sgml/sc34/document/0229.htm.

stmqgl = query ["AS" type]

query = ["BASE" uri] "FROM" set pathPattern
set = "ALL" | query | "{® uri_list "}"
pathPattern = "DO" (traveExpr | checkExpr)+ “DONE*
traveExpr = "TRAVERSE®" (AX | AM)

checkExpr = "CHECK-~

AM = ( "mAMa" | "mAMr* | "aAMm® | "aAMr-"
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|"rAMa® | rAMm®) (" (set | ANYROLE) *)"

AX = "aAXx" | "xAXa“"

uri_list = uri | uri " uri_list

uri = """ (any valid URI character)+ ""*
type = "SUBJECTS® | “URIS" | "STRINGS®

The AM and AX productions deserve some explanation. They represent graph traversals in the dRM
version corresponding to TMPM4. Lowercase letters represent node types; uppercase |etter pairs
represent arc types. A traversal always begins at a node and ends at a node. Here is an example of an
sTMQL session (from gwg, included with the toolkit).

gwg> \N

FROM {"... psil.xtm#at-topic-basename”}

DO

TRAVERSE xAXa

TRAVERSE aAMm({" ... psil.xtm#role-basename®"})
DONE AS STRINGS

Napoleon the Emperor
Napoleon the pastry

In the above example, we want to get al the base names from atopic map. Since thisis atopic map
Graph representation, the PSIs from its association templates are available to us. Therefore, we know
that every base name is atopic that plays the base name role in a topic—base name association (that is,
one that istemplated by atopicwhose PSl is . . . psil.xtm#at-topic-basename). So, with
FROM (line 2), we make that template node the starting point for the query.

From that node, we want to traverse to the set of association nodes that are templated by it; line 4
(TRAVERSE xAXa) doesthis. From each one of those association nodes, we want to traverse out to
the member nodes that play the base namerole. Line 5 (TRAVERSE aAMm) does this—the URI
parameter restricts this traversal to arcs labeled by topicsthat havethe PSI . . .psil.xtm#role-
basename as a subject-indicating resource. That is, we traverse only to nodes that play the base name
role.

Inline6 (DONE AS STRINGS) we collect the results of our query. (Here, we return the base name
strings, athough we could also return the URIs of the <baseNameString> elements that demanded
the node playing the base name role, or GwTk objects to be queried further.)

Of course, this particular query could and probably should be packaged into asingle API call for
typical topic map applications, such as those supported by the Standard Application Model. Recall,
however, that a goal of the Reference Model isto be omnivorous with respect to markup, and so we
must allow traversals to al forms of association without privileging any.

Current Tools
The following GwTk tools (source code and binaries) are included in the distribution:
e gwa: counts associations, topic name—based merges, and subject identity merges

e gwg: aninteractive shell that demonstrates STMQL
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gwv: an association validator

gwtree: prints a merge tree from merges specified by the <mergeMap> element
gwxtm: outputs a single topic map document from the graph of merged topic maps
tm2gwe: shows the event stream as an XTM document is processed

tm2html: creates an HTML representation of atopic map

Summary

I hope that GwTk provides many happy hours of development for topic mappers, in addition to
proving that the ISO Reference Model is easy both to understand and implement.
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Chapter 11. Topic Map Visualization
Bénédicte Le Grand

Topic maps provide a bridge between the domains of knowledge representation and information
management. Topics and associations build a networked information overlay above information
resources that allows users to navigate at a higher level of abstraction. However, thisinformation
overlay may contain millions of topics and associations, and users may still have problems finding
relevant information. Therefore, the issue of topic map visualization and navigation is essential.

A topic map defines a multidimensional topic space. A topic has one or more names within a scope,
may also have occurrences, and may play arole as a member of zero or more associations. Topics,
associations, and occurrences may have atype that is atopic; for example, a particular occurrence
might be a book, in which case the <occurrence> element in atopic map would be linked to a
<topic> element for which the subject is that book. A topic map is actually a multidimensional
knowledge base, one typically associated with multidimensional databases.

In this chapter we first discuss topic map visualization requirements. Then we explore existing
visualization techniques and study whether (and how) they can be applied to topic map representation.

Requirements for Topic Map Visualization

Topic maps are very powerful in their ability to organize information, but they may be very large.
Intuitive visual user interfaces may significantly reduce users cognitive load when working with these
complex structures. Visualization is a promising technique for both enhancing users' perceptions of
structure in large information spaces and providing navigation facilities. It also enables people to use
natural tools of observation and processing—their eyes as well as their brains—to extract knowledge
more efficiently and to find insights [Gershon and Eick 1995].

Users' needs must be clearly identified in order to design useful visualizations. Before presenting
visualization reguirements, we need to study how topic maps are used.

Different Uses for Topic Maps
There are two basic uses for topic maps, as described bel ow.

1. If the user has a specific question, query languages (such as the Topic Map Query Language
[Ksiezyk 2000]) are well suited. They consider the relationships among objects, thus allowing
guery languages to find more accurate answers than do traditional search engines, which seek
only the occurrences of words.

2. If the user wants to simply explore a Web site, atopic map can provide an overview so the
user can decide where to start her or his exploration.

Thefirst type of information retrieval does not require specific visualizations; textual interfaces
usually suffice. The second type of information retrieval is more complex since the subject of interest
is not clearly defined. In this case, users may be compared to touristsin acity they're visiting for the
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first time. They need to know what they should see and how to get to these different places quickly.
They may want either to follow a guide or to explore by themselves.

We can see from this example that there are two kinds of requirements users have when retrieving
information: representation and navigation. Good representation helps users identify interesting
sources, whereas efficient navigation is essential for accessing information rapidly. Both

representation and navigation are essential in a good visualization. According to Schneiderman [1996],
"the visual information-seeking mantrais: overview first, zoom and filter, then details on-demand.”

Representation Requirements

First of al, we need to provide users with an overview of the topic map. This overview must show the
main features of the structure in order to allow users to deduce the topic map's main characteristics at
aglance. Visua representations are particularly fitted to these needs since they exploit human abilities
to detect patterns.

Users need to know what are the main subjects of the topic map. Once those are identified, users need
more structural information, such as the generality or specificity of the topic map. Thiskind of
information should appear clearly on the representation to help users compare different topic maps
quickly; thisway users can choose to explore in detail only the most relevant ones. The position of
topics on the visual display should reflect their semantic proximity. These properties can be deduced
from the computation of metrics on the topic map [Le Grand and Soto 2001].

Topic maps are multidimensional knowledge bases. Thus we need to represent topics and the
relationships among these topics (associations). Topics have many characteristics, such as names,
occurrences, and roles as members of associations, all of which depend on a context (scope). All these
characteristics should appear in the visualization.

However, the stated requirements are incompatible—it is neither possible nor relevant to display
simultaneously both general information and details. Think of a geographic map: a map of the world
cannot—and should not—be precise. If users want details, they must narrow their interest, for
example, choose a specific country. Asin geographical maps, we need to provide different scalesin
topic map representations.

Moreover, visualizations should be dynamic to adapt to users needsin real time. Combinations of
time and space can help ground visual images in users experiences of the real world and so tap into
their knowledge bases and inherent structures.

To sum up the visual display requirements, we need to represent the whole topic map in order to help
users understand it globally. This overview should reflect the main properties of the structure.
However, users should be able to focus on any part of the topic map and see all the dimensions they
need. Providing these several scales requires the use of different levels of detail. Finaly, the
representation should be updated in real time to enable user interaction.

Navigation Requirements

A good navigation system allows users to explore the topic map and access information quickly. Free
navigation should be kept for small structures or expert users since the probability of getting lost is
very high. For beginners, predefined navigation paths are preferable until topics of interest are
identified.
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Navigation should be intuitive so that it is easy to get from one place to another. Several metaphors
are possible: users may travel by car, by plane, by metro, or simply by "teleportation"—as on the
Web—to their destination. The differences lie in what they see during their journey. From a car, they
see details; from a plane, they have an overview of the city... . Navigation is essential because it helps
users build their own cognitive maps (maplike cognitive representations of an environment), and it
helps increase the rate at which users can assimilate and understand information.

To sum up the navigation requirements, navigation needs to be intuitive, and there should be
constraints for beginning users, whereas expert users should be allowed to explore the structure freely.

Visualization Techniques

This section examines which visualization techniques meet the representation and navigation
requirements described above and thus may be used to represent topic maps. First we consider current
topic map visuaizations; then we explore visualization techniques used for more general complex
structures.

Current Topic Map Visualizations

Several topic map engines provide visualizations of topic maps. Most of them display lists or indexes
from which users can select atopic and see related information. This representation is very convenient
when users needs are clearly identified. The navigation is usually the same as that on Web sites: users
click on alink to open anew topic or association. The Ontopia Navigator (omnigator), shown in
Figure 11-1, provides an example of such avisualization.

Figure 11-1. The omnigator (courtesy of Steve Pepper, Ontopia)
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Apart from this browser-based navigation, other types of visualizations are currently available. The
empolis K422 application displays topic maps as hyperbolic trees (Figure 11-2); Mondeca's Topic
Navigator? builds graph representationsin real time, according to what users are allowed or need to
see (Figure 11-3). A three-dimensional interactive topic map visualization tool, UNIVIT (Universal
Interactive Visualization Tool), is proposed in Le Grand and Soto [2000]. The example shown in
Figure 11-4 was drawn with UNIVIT, which uses virtua reality techniques such as three dimensions,
interaction, and different levels of detail.

1l See http://k42.empolis.co.uk/.

(2] See http://www.mondeca.com/site/products/products.html.
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Figure 11-2. The empolis K42 StarTreeView application (courtesy of Hans Holger Rath,
empolis)
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Figure 11-3. Mondeca's Topic Navigator (courtesy of Jean Delahousse, Mondeca)
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Figure 11-4. Three-dimensional interactive topic map visualization with UNIVIT
(reprinted with permission from Le Grand and Soto [2000])
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General Visualization Techniques

Most of the graphical representations described earlier are based on graphs or trees. The advantages
and drawbacks of this type of representation are presented in this section, as well as other visualization
techniques—currently used in other contexts—that may be adapted to topic maps.

Graphs and Trees

Topic maps can be seen as a network of topics, so network and graph visualizations techniques are
interesting to the topic map community.

Graphs and trees are suitable for representing the global structure of topic maps. Humans better
understand trees, which are hierarchical and easy to interpret. Topic maps are not hierarchies and thus
cannot be—directly—represented as trees. However, it can be interesting to transform small parts of a
topic map into trees. By doing so with alittle part of atopic map (to avoid clutter), we may benefit
from the advantages of trees.

Techniques such as hyperbolic geometry [Munzner 1997] alow the display of a very large number of
nodesin agraph, as shown in Figure 11-5. Efficient node positioning makes it possible to intuitively
derive information from the distance between nodes. For instance:

e Topicslinked together by an association can be represented close to each other in the graph.
e Topics of the same type or pointing to the same occurrences can be clustered.
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Figure 11-5. Example of a graph in three-dimensional hyperbolic space (courtesy of
Tamara Munzner)
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Graphs and trees meet the representation requirement since they can represent the whole topic map.
However, the representation may become cluttered rapidly as the number of topics and associations
increases.

The second requirement, facilitating navigation by representing al the different parameters of atopic
map (name, type, scope, and so on), can be really challenging. Figure 11-6 is a graph obtained with
GraphVisuaizer3D (now NV3D) [Nvision 1994]. Different shapes and colors are used to symbolize
various dimensions of nodes and arcs on the graph. This kind of graph may be used to visualize a
topic map; topics would be nodes, and associations would be arcs. However, the number of different
shapes, colors, icons, and textures is limited. This representation is not suited for a topic map
containing millions of topics and associations.

Figure 11-6. GraphVisualizer 3D (courtesy of Nvision)
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The MineSet Tree Visualizer [Silicon Graphics 1999] displays hierarchical data structuresin athree-
dimensional landscape, revealing quantitative and multidimensiona characteristics of data. Using a
fly-through technique, users view data as visual representations of hierarchical nodes and associations.
Users explore data with any level of detail or summary, from a bird's-eye perspective down to detailed
displays of source data.

Maps

Topic maps are designed to enhance navigation in complex information systems; therefore,
representing topic maps as maps seems natural.

NicheWorks [Wills 1997] provides a schematic representation, asillustrated in Figure 11-7.

Figure 11-7. NicheWorks map of the Chicago Tribune Web site (reprinted with
permission from Wills [1997])
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This visualization technique can show the global structure of atopic map, but it seems impossible to
display details on such a representation.

ET-Maps [Chen et al. 1996] are used for Internet home page categorization and searches. They
illustrate the relative importance of each page according to the size of the corresponding zone on the
map (Figure 11-8). They may be used to represent topics and associations instead of Web pages.

Figure 11-8. ET-Map (courtesy of Hsinchun Chen)
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Finding structuresin vast multidimensional data sets, be they measurement data, statistics, or textual
documents, is difficult and time-consuming. Interesting, novel relations among the data items may be
hidden in the data. The self-organizing map (SOM) agorithm of Kohonen [Kaski et al. 1998] can be
used to aid the exploration: the structures in the data sets can be illustrated on special map displays.
When applied to the mapping of documents, this algorithm automatically organizes the documents
onto atwo-dimensional grid so that related documents appear close to each other, as shown in Figure
11-9. Thisrepresentation is suited for reflecting the structure through efficient node positioning, but it
fails at displaying associations and topic maps in multiple dimensions.

Figure 11-9. Self-organizing map (courtesy of Teuvo Kohonen)
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ThemeScape [Aurigin 2000] provides different types of maps. They look like topographical maps with
mountains and valleys, as shown in Figure 11-10. The concept of the layout is simple: documents with
similar content are placed closer together, and peaks appear where there is a concentration of
documents about a similar topic.Higher numbers of documents create higher peaks. The valleys
between peaks can be interesting because they contain fewer documents and more unique content.

Figure 11-10. ThemeScape map (courtesy of Aurigin)
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Topic labels reflect the major two or three topics represented in a given area of the map, providing a
quick indication of the documents' subjects. Additional |abels often appear when users zoom into the
map for greater detail; different levels of magnification can declutter the map and reveal additional
documents and labels.

This visualization technique is very interesting since it combines different representations in severa
windows. Users may choose one of them according to the type of information selected.

Virtual Worlds and Multidimensional Representations

Visual data-mining tools depict original data or resulting models using three-dimensional
visualizations, enabling users to interactively explore data and quickly discover meaningful new
patterns, trends, and relationships.

Visual tools may use animated three-dimensional landscapes that take advantage of humans' abilities
to navigate in three-dimensional space, recognize patterns, track movement, and compare objects of
different sizes and colors. Users may have complete control over the data's appearance.

The concept of Populated Information Terrains (PITs) [Benford and Mariani 1994] aims at extending
database technology with key ideas from the new fields of virtual reality and Computer-Supported
Cooperative Work. A PIT is defined as avirtual data space that may be inhabited by multiple users.
The underlying philosophy of PITsisthat they should support people in working together within data
as opposed to merely with data. PITs may be seen both as a means of improving the way in which
users browse and interact with data and as a means of actively supporting cooperative sharing. Users
may appear on the visualization, as shown in Figure 11-11; their representations are called avatars.

Figure 11-11. Virtual world featuring several avatars (courtesy of Daniel Thalmann,
designed by Mireille Clavien, Laboratoire d'Infographie, Ecole Polytechnique Federale
de Lausann)

230



Figure 11-12 illustrates the use of a city metaphor; this visualization was developed by Planet 9
Studios [1999]. Topic maps may be represented as cities in which topics are buildings and
associations are streets, bridges, and so on. Topics and associations related to the same scope can
belong to the same neighborhood. Multiple dimensions of atopic map can be represented with this
technique.

Figure 11-12. Example of a virtual city (courtesy of Planet 9 Studios; copyright 2002,
Planet 9 Studios, Inc., San Francisco, CA)

One representation of topic maps as virtua cities [Le Grand and Soto 2001] is shown in Figure 11-13.
Topics are represented as buildings, the coordinates of which are computed from a matrix of
similarities between topics. Users may navigate freely or follow a guided tour through the city; they
may also choose to walk or fly. The properties of topics are symbolized by the characteristics of the
corresponding buildings, such as name, color, height, width, depth, and so on. Occurrences and
associated topics are displayed in two windows at the bottom of the screen. Since humans are used to
two dimensions, atraditional two-dimensional map is also provided. The two views—the map and the
virtual city—are always consistent with each other.
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Figure 11-13. Virtual city and a two-dimensional map (reprinted with permission from
Le Grand and Soto [2001])

[ 5L e marale vaiuel M= ]

Le monde virtuel de la Recherche

|
MATATICM

Conbeny e Nmmeudle - Lism de Pimmapbis | CANALY
Vit gubiba temesion | [romw camiie © oot m
" g A = L
B
[ ] bl i ]
Jmoe " u

[ | L

L]

g

Representing topic maps as populated virtual worlds may help users work collectively. Virtua reality
techniques include interactivity and the use of different levels of detail. The level of detail makesit
possible to display many scales: details appear only when the user is close to the subject of interest.
Immersion in virtual worlds makes users feel more involved in the visualization. They may explore
the world and interact with data. However, they may get lost in the virtual world. In order to avoid
these problems, predefined navigation paths should be proposed.

Summary

This chapter briefly reviewed several types of information visualization techniques. Some efficiently
represent the global structure of atopic map while others are better at displaying details or providing
interaction with data. The ultimate topic map visualization tool should benefit from all these
advantages by combining several techniques. This can be done by displaying several windows or by
selecting the most appropriate representation for a given level of detail.

Information visualization is an important topic, given the high-dimensional nature of the data we must
process on a continual basis. Visualization techniques are rich with opportunity to improve; topic
maps provide away to tap into that opportunity.
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Chapter 12. Topic Maps and RDF

Eric Freese

This chapter introduces the Resource Description Framework (RDF). RDF is a W3C recommendation
that enables the encoding, exchange, and reuse of structured metadata, based on XML. RDF is often
seen as a competing technology to topic maps. However, recent experience has shown that these two
metadata models may have much more in common than originally appears at the surface.

A Sample Application: The Family Tree

For illustration purposes throughout this chapter (as well as Chapter 13 on topic maps and semantic
networks), a genealogical chart (that is, afamily tree) is used to explain the concepts presented.
Family trees express rel ationships between people, whereas topic maps, RDF, and semantic networks
describe relationships between data items. Knowledge can be inferred by examining and compiling
the relationships between the nodes of any of these networks. For example, in Figure 12-1, Eric,
Becky, and Dawn are siblings because they share the same parents. Keri and Olivia are cousins
because their parents are siblings. Carais Carmen's grandparent because Carmen's parent is Caras
child.

Figure 12-1. Genealogical chart

George Cara
Eric Rita Becky Tadd Dawn Scoftt
Olivia Jordan Keri Tiffani Carmen

In topic map terms, each item within abox can be considered a topic. The names within the boxes can
be considered unique identifier values and possibly base names. The horizontal lines between the
boxes represent marriage associations. The horizontal lines connecting boxes from above represent
sibling associations. The vertical lines represent parent—child associations.

A family tree provides afamiliar baseline for many possible applications. In fact, many data sets that
can be modeled as trees or networks are possible candidates for modeling as a topic map.

Consider a parts breakdown or parts list. The systems, assemblies, subassemblies, and parts could be
considered topics or resources. The fact that an assembly is used within a specific system could be one
type of association. A schematic of an assembly could be an occurrence of atopic.
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A corporate organizational chart is another example. Each person, organization, or position could be
modeled as atopic. Staff members at lower levels have a"reportsto” association with the higher
levels. Further associations could be developed within the same level s of the organization. Persons
matrixed between organizations (dotted-line relationships) could also be modeled. Metadata such as
employee ID and salary level could be stored about each topic within the chart.

RDF and Topic Maps

Very similar claims are made for both RDF/RDFS (RDF Schema, the W3C RDF-related
specifications) and topic maps. Both are promoted as methods for associating arbitrary metadata with
arbitrary content. Both claim to support an unbounded variety of information-finding and other
functions. Indeed, both have been openly described as panaceas for every kind of information
management woe. This section compares the merits of topic maps and RDF.

An Introduction to RDF

The Internet affords everyone access to distributed information on a global scale. However, this
information is often difficult to find. Metadata, or structured data about data, improves discovery of
and access to such information. While metadata will help in thisdirection, it is still up to applications
to interpret the metadata. For various applications to work consistently on the metadata, common
conventions about semantics, syntax, and structure must be developed. Individual groups and
communities have their own jargon, which in turn defines the semantics, or meaning, of metadata that
addresses their particular needs. Syntax facilitates the exchange and use of metadata among multiple
applications by arranging data elements for machine processing. The structure of the information acts
asaformal constraint on the syntax for the consistent representation of semantics, thus making
machine processing easier. RDF uses XML formalisms (elements, attributes, namespaces) to define
the structure of the information so that an XML parser can assist in identifying specific pieces of
information.

RDF is an infrastructure that enables the encoding, exchange, and reuse of structured metadata. This
infrastructure enables metadata interoperability through the design of mechanisms that support
common conventions of semantics, syntax, and structure. RDF does not stipul ate semantics for each
resource description community, but rather provides the ability for each of these communities to
define its own metadata el ements as needed. RDF, like XTM, uses XML as the common syntax for
the exchange and processing of metadata. By exploiting features of XML, RDF imposes structure that
provides for the unambiguous expression of semantics and, as such, enables consistent encoding,
exchange, and machine processing of standardized metadata.

RDF provides standard mechanisms for representing semantics that are grounded in a simple yet
powerful set of XML constructs. It also provides away to publish both human-readable and machine-
processable vocabularies. Vocabularies are the set of properties, or metadata el ements and/or
attributes, defined by groups or communities. The ability to standardize the declaration of
vocabularies enables the reuse and extension of semantics among disparate information communities.
For example, the Dublin Core Metadata I nitiative, an international resource description community
focusing on simple resource description for discovery, has adopted RDF. Several other communities
have adopted the Dublin Core and extended it based on their own unique requirements. RDF is
designed to support semantic modularity by creating an infrastructure that supports the combination of
distributed attribute registries. This permits communities to declare vocabularies that may be reused,
extended, and/or refined to address application-or domain-specific descriptive requirements.
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The RDF Data Model

RDF provides a model for describing resources. Resources have properties (attributes or
characteristics). RDF defines aresource as any object that is uniquely identifiable by aURI. A URI
can represent something that is addressable on the Web, such as the White House Web site. URIs can
also represent things that are not addressable, such as the building called the White House. The
properties associated with resources are identified by property types, and property types have
corresponding values. Property types express the relationships of values associated with resources. In
RDF, values may be atomic in nature (text strings, numbers, and so on) or other resources, which in
turn may have their own properties. A collection of these properties that refers to the same resourceis
called adescription. At the core of RDF is a syntax-independent model for representing resources and
their corresponding descriptions. Figure 12-2 illustrates a generic RDF description. Within the graphs
shown in this chapter, boxes represents resources, labeled arrows represent property types, and strings
at the ends of arcs or lines represent values. The arrows denote the direction in which the properties
relate the resources.

Figure 12-2. Generic RDF description

Resource | PropertyType 1 | pagoyrce | PropertyType 2 | gegource
A - B - C

PropertyType 3 PropertyType 4

Value X Value Y
Consider the following statements:
The parent of Eric is George.
Georgeisaparent of Eric.

To the human reader, the above statements convey the same meaning. To a computer, however, the
statements are merely different strings. The human's ability to extract meaning from varied syntax is
much different from the capabilities of the computer. RDF uses a three-valued model of resources,
property types, and corresponding values to express the semantics.

In order to enable machine processing, RDF expresses semantic information by associating properties
with resources. So, before anything about Eric or George can be said, the data model requires the
declaration of aresource representing the main subject, in this case, Eric. Thus, the data model
corresponding to the statement "The parent of Eric is George" has asingle resource ("Eric"), a
property type ("parent”), and a corresponding value ("George"). The RDF Model and Syntax
Specification [Lassila and Swick 1999] represents the relationships among resources, property types,
and values in adirected labeled graph, shown in Figure 12-3.

Figure 12-3. Example of an RDF statement
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: arent
Eric P » George

If additional descriptive information about George were desired, for example, his birthplace and date
of birth, an elaboration on the previous example would be required. As discussed earlier, before
descriptive properties can be expressed about the person George, there needs to be a unique
identifiable resource representing him. Given the previous example, Figure 12-4 graphically
represents the data model corresponding to this description.

Figure 12-4. Extended RDF statement

) arent
Eric P »| Person_A
name DOB
birthplace
George 19400622
\J
Coronado

In this case, "George" the value is replaced at the end of the arc by a uniquely identified resource
denoted by "Person_A". This new resource has associated property types "name", "birthplace”, and
"DOB" with their respective values at the ends of anew set of arcs. The use of unique identifiers for
resources allows for the unambiguous association of properties. This is an important point since the
person George may be the value of several different property types. George may be not only the
parent of Eric but also amember of aset of current employees within a particular company. The

unambiguous identification of resources provides for the reuse of explicit, descriptive information.

In the previous example, the unique identifiable resource for the person was created, but not for the
person’'s name, birthplace, or birth date. The RDF model allows for the creation of resources at
multiple levels of detail, based on the needs of the community defining the semantics to be modeled.
In order to represent personal names, for example, the creation of a resource representing the person's
name could have additionally been described using "first name", "middle name", and "surname"
property types. Clearly, this iterative descriptive process could continue down many levels. Arethere
practical and logical limits of these iterations?

There is no one right answer to this question. The answer depends on the domain requirements. These
issues must be addressed and decided upon in the standard practice of individual resource description
communities. In short, experience and knowledge of the domain dictate the level of detail that should
be captured and reflected in the data model.

The RDF data model additionally provides for the description of other descriptions. For instance,
often it isimportant to assess the credibility of a particular description, for example, "A birth
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certificate shows that George was born on June 22, 1940." In this case the description tells us
something about the statement "George was born on June 22, 1940"; that a birth certificate asserts this
to be true. Similar constructs are useful for the description of collections of resources. For instance,
"George is the parent of Eric, Becky, and Dawn." While this statement is more complex, the same data
model applies. More detailed discussion of these issuesis available in the RDF Model and Syntax
Specification [Lassilaand Swick 1999].

Describing Figure 12-1 in RDF terms, each item within abox can be considered aresource. The
names within the boxes can be considered a"name" property value. Each horizontal line between the
boxes represents a "marriage” property type between two resources. Each horizontal line connecting
boxes from above represents a "sibling” property type between two or more resources. Each vertical
line represents a "parent” or "child" property type between two resources.

RDF XML Syntax

RDF defines a simple yet powerful model for describing resources using XML-based syntax. The
syntax representing this model is used to store instances of this model into machine-readable files and
to communicate these instances among applications.

RDF provides the ability for communities to define semantics. It isimportant, however, to
disambiguate these semantics among communities. The property type "parent”, for example, may have
broader or narrower meaning depending on different community needs. If multiple communities use
the same property type to mean very different things, probiems may occur. To prevent this, RDF
uniquely identifies property types by using the XML namespace mechanism to provide a method for
unambiguously identifying the semantics and conventions governing the particular use of property
types. Thisis done by creating an XML namespace that uniquely identifies the governing authority of
the vocabulary.

For example, the property type "parent” can be defined by some genealogical community as "one who
has begotten offspring or one who occupies the role of mother or father" and specified by the
<Parent> element. An XML namespace is used to identify the schema for this geneal ogical
vocabulary by pointing to the definitive resource, as defined by the community, that defines the
corresponding semantics. (Additional information on RDFS s discussed later.) For example,
assuming the genealogy XML namespace as the namespace prefix "GEN:", the data model
representation for Figure 12-3 would be as shown in Figure 12-5.

Figure 12-5. Sample RDF statement using namespaces

; EN:Parent
Eric 2 L. N “George”

This more explicit declaration identifies a resource "Eric" with the semantic of property type "Parent"
unambiguously defined in the context of "GEN" (some geneal ogical vocabulary). The value of this
property typeis "George".

The code below shows the corresponding syntactic way of expressing this statement using XML
namespaces to identify the use of the genealogy schema.

<RDF:RDF xmlns:RDF="http://www.w3.0rg/RDF/RDF/"
xmIns:GEN="http://www.mygenealogy.com/" >
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<RDF:Description RDF:about = "http://uri-of-Eric">
<GEN:Parent>George</GEN:Parent>
</RDF:Description>
</RDF:RDF>

In this case, the RDF and genealogy schemas are declared and abbreviated as RDF and GEN,
respectively. The RDF Schemais declared as a boot-strapping mechanism for the declaration of the
necessary vocabulary needed for expressing the RDF data model. The GEN schemais declared in
order to use the vocabulary defined by this community. The URI associated with the namespace
declaration references the corresponding schema. The element <RDF : RDF> (which can be interpreted
as the element <RDF> within the RDF namespace) is a simple wrapper that marks the boundariesin an
XML document where the content is explicitly intended to be mappable into an RDF data model
instance. The element <RDF : Description> (the element Description within the RDF namespace)
is correspondingly used to dencte or instantiate a resource with the corresponding URI
http://uri-of-Eric. Theeement <GEN:Parent> in the context of the <RDF:Description>
tag represents a property type "GEN:Parent" and the content of the element represents a value of
"George". The syntactic representation is designed to reflect the corresponding data model.

In Figure 12-4, where additional descriptive information regarding the parent is required, similar
syntactic constructs are used. In this case, while it may still be desirable to use the "Parent” property
type to represent the person responsible for the creation of the intellectual content, additional property
types—"name", "birthplace", and "date of birth"—are required. For this case, since the semantics for
these elements are not defined in the genealogy schemathat has been constructed in this chapter, an
additional resource description may be used. It is reasonable to assume the creation of an RDF schema
(cal it "GDC", a namespace identifier) with semantics similar to GEDCOM (GEnealogical Data
COMmunications™) could be introduced to describe the parent of Eric. The data model representation
for this example is shown in Figure 12-6.

1] See, for example, http://www.genserv.com/gs/gengedl.htm.

Figure 12-6. Extended RDF statement using namespaces

. GEN:Parent
Eric > Person_A
GDC:name GDC:DOB
George 19400622
GDC :birthplace
L

Coronado
This, in turn, could be syntactically represented as shown in the code below.

<RDF:RDF xmlIns:RDF="http://www.w3.org/RDF/RDF/""
xmlns:GEN="http://www.mygenealogy.com/""
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xmlns:GDC=""http://www.gedcom.com/"" >

<RDF:Description RDF:about="http://uri-of-Eric'>
<GEN:Parent RDF:resource="#Person_A"/>

</RDF:Description>

<RDF:Description RDF:ID="Person_A">
<GDC:Name>George</GDC:Name>
<GDC:Birthplace>Coronado</GDC:Birthplace>
<GDC:D0B>19400622</GDC:DOB>

</RDF:Description>

</RDF:RDF>

The RDF, genealogy, and GEDCOM schemas are declared and abbreviated as RDF, GEN, and GDC,
respectively. In this case, the value associated with the property type "GEN:parent” is now aresource.
While the reference to the resource is an internal identifier, an external URI, for example, to a
controlled authority of names, could have been used as well. Additionally, in this example, the
semantics of the <Parent> element have been further defined by the semantics defined by the
schema referenced by GDC. The structural constraints (predefined elements and attributes plus the
predefined semantics for these elements and attributes) RDF imposes to support the consi stent
encoding and exchange of standardized metadata provide for the interchangeability of separate
packages of metadata defined by different resource description communities. In other words, between
RDF applications, an element with the name <RDF : Description> will always mean the same thing.
This does not guarantee that RDF software will be able to process the semantics represented by
markup defined by different communities.

RDF Schema

The RDF Schema (RDFS) candidate recommendation [Brickley and Guha 2000] is a companion
standard to RDF that provides information about interpretation of the statements given in an RDF data
model. It also specifies constraints that should be followed by the RDF statements.

Descriptions used by RDF applications can be model ed as rel ationships among Web resources. As
stated previously, the RDF data model provides a simple model for describing relationships among
resources in terms of named properties and values. Y ou can think of RDF properties as attributes of
resources that thus correspond to traditional attribute-value pairs. RDF properties also represent

rel ationships between resources. As such, the RDF data model can resemble an entity-relationship
diagram. The RDF data model does not provide a mechanism for declaring these properties. It also
does not provide any mechanisms for defining the relationships between these properties and other
resources. That isthe role of RDFS.

Resource description communities require the ability to say certain things about certain kinds of
resources. In describing genealogical resources, for example, descriptive attributes including
"birthplace”, "surname”, and "maiden name" are common. The declaration of these properties
(attributes) and their corresponding semantics are defined in the context of RDF as an RDF schema.
A schema not only defines the properties of the resource (for example, title, author, subject, size, color,
and so on) but also may define the kinds of resources being described (books, Web pages, people,
companies, and so on).

The RDFS candidate recommendation does not specify a vocabulary of descriptive elements such as
"parent”. Instead, it specifies the mechanisms needed to:

o Define such elements
e Definethe classes of resources with which they may be used
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e Restrict possible combinations of classes and relationships
e Detect violations of those restrictions

RDFSdefinesaschema specification language. It providesabasic type system for use
in RDF models. It defines resources and properties such as rdfs:Class and rdfs:subClassOf
that are used to specify application-specific schemas.

The typing system is specified in terms of the basic RDF data model—as resources and properties.
The resources within the typing system become part of the RDF model of any description that uses
them. The schema specification language is a declarative representation language influenced by ideas
from knowledge representation (for example, semantic nets, frames, predicate logic) aswell as
database schema specification languages and graph data models. The RDFS specification language is
considered to be less expressive, but much simpler to implement, than full predicate calculus
languages.

In RDF, al vocabularies are expressed within a single well-defined model. This alows for afiner-
grained mixing of machine-processable vocabularies and addresses the need to create metadatain
which statements can draw upon multiple vocabularies managed in a decentralized fashion by
independent communities of expertise.

Y ou can find further discussion of RDFS on the W3C Web site (http://www.w3.0rg).

The Similarities

Topic maps and RDF are similar in that they both attempt to alleviate the same problem of findability
in the mass of data on the Internet. They both do so by annotating information resources. Both can
provide annotations by reference or within the items being described. Greater strength is gained when
the annotations are done through reference, however.

Both models are very simple and elegant at one level, but because of the use of referencing both are
also extremely powerful. In topic maps, most things are topics (not just those items marked up with
the <topic> element). In RDF, the value of aresource's property may itself be aresource that in turn
has properties.

Both markup schemes can be extended. 1SO topic mapsin HyTM syntax are based on HyTime
architectures that allow an implementer to use whatever markup scheme is most appropriate. This
customized scheme can still be processed by atopic map application via the architectures.
Interchangeability of some of these extensions can be accomplished by published subjects, which may
be implemented as standardized topics and associations where the semantics represented are
documented and publicly accepted. RDF expressions can be extended via RDF schemas that describe
the use of property types and objects. RDF schemas devel oped by user communities also define a set
of publicly accepted semantics. XTM does not currently provide as much flexibility and extensibility
as either the SO model or RDF because its element names are fixed. The use of Published Subject
Indicators (PSls) does provide one method for extending X TM. Topic map templates and association
templates are another possible method for extending XTM.

In both cases, the extension mechanism for the model uses the base syntax of the model. RDFS uses
RDF syntax to define the structures contained within. Y ou can define templates and PSlsfor XTM
using the topic map syntax defined in the XTM specification.
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Y ou can use both models to build semantic networks of information. A semantic network is a
knowledge representation technique (discussed in more detail in Chapter 13). It appliesalink with a
specified semantic between two nodes that represent objects or concepts. Several applications have
demonstrated how this can be accomplished. Tim Berners-Lee's concept of the Semantic Web
(discussed in Chapter 17) is based on this ability to model the semantics of the information being
described. The use of RDFS al so allows the modeling of semantic information contained within the
RDF properties.

Because RDF is fundamentally aframework for metadata, that is, for attaching property—value pairs to
information resources, it can do the same job as facets or occurrences in SO topic mapsin HyTM
syntax or occurrencesin XTM. RDF could be used instead of facets and would arguably provide more
power (because of the recursive model and the fact that more metadata semantics, such as data types,
are predefined).

Topics (as syntactically expressed by topic links and topic associations) are like RDFS, in that both
establish relationships between things. The RDFS candidate recommendation establishes a certain set
of relationships. An unbounded number of relationship types can be expressed using topic associations.
The topic map standard and specifications very deliberately steer clear of establishing alist of
relationship types, leaving that question for users and implementers to decide.

Topics can have topic occurrences—arbitrary information objects considered relevant to the subjects
of the topics in user-definable ways. This bears some resemblance to the idea that information object
structures can be characterized by RDFS expressions; they are in some sense instances of a model
expressed in RDFS.

Topic maps take a topic-centric view, whereas RDF takes a resource-centric view. This may seem to
be adifference. Topic maps start from topics and model a network of relationships layered above the
information resources; they even have the capability of modeling knowledge without any reference to
the underlying resources. However, RDF can work in essentially the same way using resources.

The Differences

The topic map model is commonly considered more abstract than RDF. However, it can be simplified
by providing templates that allow topic maps to be built without the up-front design cost that RDFS's
more rigid design already obviates. SO is currently considering the development of a Topic Map
Constraint Language (TMCL) that could then be used to create such templates. (TMCL is discussed in
Chapter 4.) When it does, topic mapswill be at least as easy to create as RDF schemas.

In RDFS, RDF has something topic maps don't have (yet), that is, a standardized way to express an
ontology and the constraints upon it. Further discussions on issues such as this are contained in
Chapters 4, 7, 13 and 14 of this book.

Neither ISO 13250 nor XTM 1.0 have concepts that parallel bags, sequences, and alternatives as they
are defined within RDF. Applications may define these structures. Published subjects for these
concepts, referenced by associations, roleSpecs, and scopes, can be created. By defining them as
published subjects, the concepts will survive even when topic maps that use them are merged with
other topic maps.

The chief differentiator between topic maps and RDF is the notion of the scope within which topic
characteristics are considered valid. It is the ability to define topics and associations within a scope
that gives topic maps a greater ability to model knowledge.
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When you ignore the syntax of topic maps, every topic has basically three kinds of characteristics:

1. Topic names
2. Topic occurrences
3. Rolesplayed by the topic in relationships with other topics

For example, a particular topic name ("New Y ork City") may be one characteristic of atopic whose
subject is a certain metropolis known to us all. The same topic can also have the name "Nieuw
Amsterdam” as a second characteristic of the topic. The second characteritic is validly a characteristic
of the same topic within a different scope—the scope of a particular historical period very early in the
life of the city. The same topic may have an occurrence that is a map of the city, another occurrence
that is an expression of the geographical location of the city, yet another occurrence that is a set of
laws governing the municipality, and so on. Each of these occurrences may also have a distinct scope.

The topic that has the name characteristic "New Y ork City" may participate in a variety of
relationships with other topics. It may be an instance of atopic whose subject is the abstract notion of
"city"; thisis a class-instance relationship. It may be contained in the "New Y ork State”, and this
relationship can be expressed as a "container/contained" association between the "New Y ork City"
topic and the "New Y ork State" topic. Each such relationship is valid within some scope, such as the
scope of "geography”.

Because of the notion that topics have their characteristics within scopes, topic maps afford the
capability of ignoring irrelevant or unwanted characteristics. Thisturns out to be crucial when
information objects participate in many knowledge-bearing structures simultaneously—a normal
situation in any serious Semantic Web. RDF offers no such capability out of the box, absent some
standard definitions using RDFS. As of thiswriting, these standard definitions do not exist.

It seems possible to model most of the concepts within topic maps using RDF. However, some of the
semantics contained within atopic map will be lost, specifically any information described using
scope. If atopic were to be regarded as an RDF resource, then an association between two topics
could be an RDF triple, in which the property stands for the association type (for example, "written-
by") and its value is another resource representing the other topic. An occurrence could be modeled by
another RDF triple, in which either the resource or the value of its property would be areal
information resource as opposed to atopic. (In this case, the property would represent the occurrence
role, for example, "defined".)

Combining Topic Maps and RDF

Topics within the topic map model can be considered as a collection of resources (that is, a collection
of anchors). A topic can also be the target or anchor of alink. Thisimpliesthat atopic can be
perceived both as part of alink and as a collection of resources. A topic map interpreter can interpret
an element as atopic, while alink interpreter can interpret the same element as alink.

A strong point for RDF is the ability to easily create a frame-based notation for a resource or atopic.
Thus, RDF is avery efficient way to express a set of properties attached to a particular resource or
topic. A property can even be a complete script since a property is also an element (that is, the element
could be set to CDATA). The frame concept of RDF is very powerful when it istime to attach a set of
properties to atopic or aresource.

The RDF notation's strength is its ability to define a particular resource set of properties, whereas the
topic map model is superior in its ability to express a collection of resources related to atopic. Topic
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maps have the ahility to define associations between topics (that is, links or collections of resources).
RDF has the ability to define a schema for an RDF frame. Thus, a set of properties can be formally
defined by combining the models.

A possible scenario for combining topic maps and RDF might be something like the following.

<topic xlink:type="extended” . . . and soon . . .>
<resource xlink:type="locator"” xlink:href="_. . . and so on .
rdf:type="dublinCore'>
<dc:creator>Dr Livingstone</dc:creator>
<dc: language>English</dc: language>
. and so on .
</resource>
</topic>

By picking the best features of both models it might be possible to attach a set of propertiesto a
locator (that is, to express an RDF frame for each locator) and have each topic be alink. Itisaso
possible to envision that the link (that is, the topic) could also be an RDF frame and then contain any
kind of property even if a property's value could be as complex as a script. However, in the current
XTM specification this kind of integration isimpossible since the XTM tag set and content model
definitions are fixed and al children of the <topicMap> element must use the XTM namespace. This
makes it nearly impossible to mix and match markup between the different schemes.

Delcambre and Bowers [2000] have worked on representing topic maps, as well as other forms of
what they call "superimposed information,” in a generic way. Using RDF with RDFS as the
underlying representation, their approach is to use a metamodel and then describe the metamodel, the
model of interest (for example, the topic map model), the schema (for example, the topic map
definition), and the instances (for example, the topics, topic relations, and so on).

One example developed by Delcambre and Bowers represents a topic map (with topic types, topic
association types, occurrence roles, topics, topic relation instances, and occurrences) using

RDF/RDFS representation. Neither facets, themes, nor scopes have been incorporated into their work
thus far and are not currently planned for inclusion. If Delcambre and Bowers were able to incorporate
these features in their work, they would bridge many of the differences between the topic map and
RDF communities.

Modeling RDF Using Topic Map Syntax

This section uses several of the examples found within the RDF family of specifications and applies
topic map concepts and syntax to model the conceptsin RDF. Thisisfor illustration only and does not
necessarily congtitute the only or best method for mapping between the two models. Each model isa
fully tagged example that can stand alone.

The XTM specification defines a set of commonly used constructs. The constructs are modeled using
PSls. Many of the main constructs of RDF can aso be modeled using PSls as shown below.

Examination of the different examples reveals that X TM markup tends to be much more verbose than
RDF. One reason for thisisthat XTM was developed as an interchange syntax where data
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relationships are specifically marked up. RDF was designed for transmission of information on the
Web and thus needed to be more compact. Unlike XTM, RDF does not have a fixed tag set. This
allows you to develop specialized tags in RDF that model specific semantics for a user community.
XTM'sfixed tag set forces users to work within a generic model. For example, an RDF schema might
define atag for city, whereas XTM would need markup resembling the following to model the topic
city.

<topic id="TOO1">
<instanceOf>
<topicRef xlink:href="#city"/>
</instanceOf>
</topic>

Once the model is understood, it isfairly easy to devel op topic maps. One benefit of the fixed markup
isthat the development of applications is simpler since the known element types are known for any
valid topic map. Another benefit is the ease in which topic maps can be merged. Hereisasimple
example of a complete topic map listing.

<topicMap>
<topic id="rdf-statement'>
<subjectldentity>

<subjectindicatorRef xlink:href=
"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Statement' />
</subjectldentity>
<baseName>
<baseNameString>RDF statement</baseNameString>
</baseName>
</topic>

<topic id="rdf-resource'>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
"http://www.w3.0rg/2000/01/schema#Resource' />
</subjectldentity>
<baseName>
<baseNameString>RDF resource</baseNameString>
</baseName>
</topic>

<topic id="rdf-subject">
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#subject' />
</subjectldentity>
<baseName>
<baseNameString>RDF subject</baseNameString>
</baseName>
</topic>

<topic id="rdf-predicate'>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#predicate'/>
</subjectldentity>
<baseName>
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<baseNameString>RDF predicate</baseNameString>
</baseName>
</topic>

<topic id="rdf-property'>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Property"' />
</subjectldentity>
<baseName>
<baseNameString>RDF property</baseNameString>
</baseName>
</topic>

<topic id="rdf-bag">
<subjectldentity>
<subjectindicatorRef xlink:href
="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Bag"'/>
</subjectldentity>
<baseName>
<baseNameString>RDF bag</baseNameString>
</baseName>
</topic>

<topic id="rdf-alt-bag">
<instanceOf>
<topicRef xlink:href="#rdf-bag"/>
</instanceOf>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Alt""/>
</subjectldentity>
<baseName>
<baseNameString>RDF alternative bag</baseNameString>
</baseName>
</topic>

<topic id="rdf-sequence'>

<instanceOf>

<topicRef xlink:href="#rdf-bag"/>
</instanceOf>

<subjectldentity>

<subjectliIndicatorRef xlink:href=

“http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Seq'' />

</subjectldentity>

<baseName>

<baseNameString>RDF sequence</baseNameString>
</baseName>
</topic>

<topic id="rdf-list-item'">
<subjectldentity>
<subjectliIndicatorRef xlink:href=
“"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#li"'/>
</subjectldentity>
<baseName>
<baseNameString>RDF list item</baseNameString>
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</baseName>
</topic>
</topicMap>

Example 1. Markup Schemes

The first example comparing the markup schemes is from Figure 1 in the RDF specification. The RDF
markup models the statement, "Ora Lassilais the creator of the resource
http://www.w3.org/Home/L assila.”

<?xml version="1.0"?>
<rdf:RDF xmlns:RDF="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmIns:s="http://description.org/schema/" >
<rdf:Description RDF:about="http://www.w3.org/Home/Lassila'>
<s:Creator>0Ora Lassila</s:Creator>
</rdf:Description>
</rdf:RDF>

Y ou could use various methods to model the same statement using XTM syntax. For example, you
could use a minimalist method in which no topics are created, only associations. The roles and
members within each association would point to URIsusing the<subjectindicatorRef>
element as shown below.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/"
xmins:xlink="http://www.w3.0rg/1999/xlink">
<association>
<instanceOf>
<subjectindicatorRef xlink:href=
“"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Statement' />
</instanceOf>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://description.org/schema/Creator'/>
</roleSpec>
<subjectindicatorRef xlink:href=
"http://www.bogus.org/Ora%20Lassila’/>
</member>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.w3.0rg/2000/01/schema#Resource' />
</roleSpec>
<resourceRef xlink:href="http://www.w3.org/Home/Lassila"/>
</member>
</association>
</topicMap>

Example 2: Topic Reification

The example above accurately models the statement, but it doesn't really take advantage of the full
power of the topic maps paradigm. In order to model knowledge, you must define topics that reify the

247


http://www.w3.org/Home/Lassila

subjects being discussed. Consider the example below, which models the same statement as the
previous XTM example.

<?xml version="1.0"7?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/"
xmIns:xlink="http://www.w3.0rg/1999/xlink">
<topic id="rdf-resource'>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“"http://www.w3.0rg/2000/01/schema#Resource />
</subjectldentity>
</topic>
<topic id="rdf-statement'>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Statement' />
</subjectldentity>

</topic>
<topic id="'creator'>
<subjectldentity>

<subjectindicatorRef xlink:href=
"http://description.org/schema/Creator'/>
</subjectldentity>
</topic>
<topic id="ora.lassila">
<subjectldentity>
<subjectiIndicatorRef xlink:href=
"http://www.bogus.org/Ora%20Lassila"/>
</subjectldentity>
<baseName>
<baseNameString>0ra Lasstta</baseNameString>
</baseName>
</topic>

<association>
<instanceOf>
<topicRef xlink:href="#rdf-statement"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#creator"/>
</roleSpec>
<topicRef xlink:href="#ora.lassila"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#rdf-resource"/>
</roleSpec>
<resourceRef xlink:href="http://www.w3.0org/Home/Lassila"/>
</member>
</association>
</topicMap>

In the topic map example above, topics have been defined for some of the concepts contained in the
statement. PSIs define base RDF items such as rdf-resource and rdf-statement. An
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association of type rdf-statement sets up the RDF triple. In this example, the topics creator
and Ora.Lassi la are also created so that additional information can be connected to them, for
example, through occurrences. These could remain as resources, however. That is part of the
flexibility the topic map model provides. The association uses two <member> elements to contain the
subject and object of the RDF triple. The first <roleSpec> element in the first member holds the
predicate within the triple.

Example 3: Associations

The next example is based on Figures 2 and 3 in the RDF specification, which model the statements,
"Theindividual referred to by employee 1D85740 is named Ora Lassila and has the e-mail address
lassila@w3.0rg. The resource http://www.w3.org/Home/L assila was created by thisindividual." Here
is the RDF markup.

<?xml version="1.0"?>
<rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmIns:s="http://description.org/schemas"
xmlns:v="http://description.org/vcard/">
<rdf:Description rdf:about="http://www.w3.org/Home/Lassila'>
<s:Creator rdf:resource="http://www.w3.org/staffld/85740"/>
</rdf:Description>
<rdf:Description rdf:about="http://www.w3.org/staffld/85740">
<v:Name>Ora Lassila</v:Name>
<v:Email>lassila@w3.org</v:Email>
</rdf:Description>
</rdf:RDF>

The following topic map models the same statement. Topics are created for some of the resourcesin
the RDF; others are defined as resources. In addition, topics are created for the Creator property
type, while occurrences represent the Emai I property. We define the Name property using a
<baseName> element.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/"
xmIns:xlink="http://www.w3.0rg/1999/xlink">
<topic id="rdf-statement'>
<subjectldentity>
<subjectindicatorRef xlink:href=
“"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Statement' />
</subjectldentity>
</topic>
<topic id="rdf-resource'>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.w3.0rg/2000/01/schema#Resource />
</subjectldentity>
</topic>
<topic id="creator'>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://description.org/schema/Creator'/>
</subjectldentity>
</topic>
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<topic id="email">
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://description.org/vcard/email’ />
</subjectldentity>
</topic>
<topic id="ora.lassila">
<subjectldentity>
<subjectiIndicatorRef xlink:href=
"http://www.w3.org/staffld/85740"/>
</subjectldentity>
<baseName>
<baseNameString>0ra Lassila</baseNameString>
</baseName>
<occurrence>
<instanceOf>
<topicRef xlink:href="#email"/>
</instanceOf>
<resourceData>lassila@w3.org</resourceData>
</occurrence>
</topic>

<association>
<instanceOf>
<topicRef xlink:href="#rdf-statement"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#creator"/>
</roleSpec>
<topicRef xlink:href="#ora.lassila"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#rdf-resource'/>
</roleSpec>
<resourceRef xlink:href="http://www.w3.org/Home/Lassila"/>
</member>
</association>
</topicMap>

Example 4. Bag Data Structure

The next example models the RDF bag structure illustrated in Figure 4 of the RDF recommendation.
A bag isessentially alist of items. The order of occurrence within abag is not significant, and
duplicates are allowed. RDF defines several types of containers with different semantics attached to
each.

An Altisaspecial form of container: the list of itemsis treated as a choice group in which only one
itemis selected. A Sequence isanother type of container for which the order is significant.

The examples use the Al t container to model the statement, "The source code for X11 may be found
at ftp.x.org, ftp.cs.purdue.edu, or ftp.eu.net.”
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<?xml version="1.0"?>
<rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:s="http://description.org/schema/'>
<rdf:Description rdf:about="http://x.org/packages/X11">
<s:DistributionSite>
<rdf:Alt>
<rdf:l1i rdf:resource="ftp://ftp.x.org"/>
<rdf:11 rdf:resource="ftp://ftp.cs.purdue.edu'/>
<rdf:11 rdf:resource="ftp://ftp.eu.net"/>
</rdf:Alt>
</s:DistributionSite>
</rdf:Description>
</rdf:RDF>

In the topic map below, we define a different topic type that has the semantic of the RDF Alt
attached to it. The definition of PSIs and the explanation of how they are to be processed make the
uniform processing of the container possible. We define an association to build the container. A topic
is created for the association in order to reify it. The reifying topic isincluded in another association
linking the container to the creator.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/""
xmIns:xlink="http://www.w3.0rg/1999/xlink">
<topic id="material'/>
<topic id="'site"/>
<topic id=""alt">
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Alt" />
</subjectldentity>
</topic>
<topic id="li">
<subjectldentity>
<subjectliIndicatorRef xlink:href=
“http://www.w3.0rg/1999/02/22-rdf-syntax-ns#li''/>
</subjectldentity>
</topic>
<topic id="distribution-sites'>
<subjectldentity>
<subjectindicatorRef xlink:href="#sites"/>
</subjectldentity>
</topic>

<association>
<member>
<roleSpec>
<topicRef xlink:href="#material"/>
</roleSpec>
<resourceRef xlink:href="http://x.org/packages/X11"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#site"/>
</roleSpec>
<topicRef xlink:href="#distribution-sites'/>
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</member>
</association>

<association id="#sites"/>
<instanceOf>
<topicRef xlink:href="#alt"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#1i"/>
</roleSpec>
<resourceRef xlink:href="ftp://ftp.x.org"/>
<resourceRef xlink:href="ftp://ftp.cs.purdue.edu’/>
<resourceRef xlink:href="ftp://ftp_.eu.net"/>
</member>
</association>
</topicMap>

Example 5: Another Association

Section 3.3 of the RDF recommendation explains the about capability. This ability providesa
mechanism for referencing resources that are being described. The aboutEach capability defines a
bag as aresource to which a set of properties can be applied. Any properties are applied to each
member of the bag, not to the bag in general. The aboutEachPrefix capability declares that there
is abag whose members are all the resources whose resource identifiers begin with the character
string given as the value of the attribute. Each of the statements in the description has the attribute
applied individually to each of the members of the bag.

The RDF example below demonstrates the about capability. It expresses that OraLassilaisthe

creator of the bag pages. It does not, however, say anything about the individual pages, the members
of the bag. The object referred to is the container, not its members.

<?xml version="1.0"?>
<rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmIns:s="http://description.org/schema/'>
<rdf:Bag rdf:ID="pages">
<rdf:1i1 rdf:resource="http://foo.org/foo.html" />
<rdf:11 rdf:resource="http://bar.org/bar_html*" />
</rdf:Bag>
<rdf:Description rdf:about="#pages'>
<s:Creator>0Ora Lassila</s:Creator>
</rdf:Description>
</rdf>

The topic map version below provides a combination of the bag and demonstrates the association of
the instance of the creator topic with the bag. We define the bag using an association that is then
included as a member of another association using the <resourceRef> element.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/"
xmIns:xlink="http://www.w3.0rg/1999/xlink">
<topic id="resource'>
<subjectldentity>
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<subjectiIndicatorRef xlink:href=
"http://www.w3.0rg/2000/01/schema#Resource"' />
</subjectldentity>
</topic>
<topic id="rdf-statement'>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Statement' />
</subjectldentity>
</topic>
<topic id="bag'>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Bag' />
</subjectldentity>
</topic>
<topic id="li">
<subjectldentity>
<subjectlindicatorRef xlink:href=
"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#li"'/>
</subjectldentity>
</topic>
<topic id="creator'>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://description.org/schema/Creator'/>
</subjectldentity>
</topic>
<topic id="ora.lassila">
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.bogus.org/Ora%20Lassila'/>
</subjectldentity>
<baseName>
<baseNameString>0ra Lassila</baseNameString>
</baseName>
</topic>
<topic id="page.list">
<subjectldentity>
<subjectiIndicatorRef xlink:href="#pages.a"/>
</subjectldentity>
</topic>

<association id="pages.a'>
<instanceOf>
<topicRef xlink:href="#bag"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#1i"/>
</roleSpec>
<resourceRef xlink:href="http://foo.org/foo.html"/>
<resourceRef xlink:href="http://bar.org/bar_html"/>
</member>
</association>

<association>
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<instanceOf>
<topicRef xlink:href="#rdf-statement"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#creator"/>
</roleSpec>
<topicRef xlink:href="#ora.lassila"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#resource"/>
</roleSpec>
<topicRef xlink:href="#page.list'"/>
</member>
</association>
</topicMap>

Example 6: Multiple Occurrences

The next example models Figure 6 of the RDF recommendation. The example models the statement,
"Sue has written 'Anthology of Time', "Zoological Reasoning', 'Gravitational Reflections.” In this
statement the resource has multiple statements using the same property. Thisis different than having a
single statement whose object is a bag containing multiple members.

<?xml version="1.0"?>
<rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:dc=""http://purl.org/dc/elements/1.1/"
xmlns:s="http://description.org/schema/'>
<rdf:Description rdf:about=
"http://www.books.org/books/AnthologyOfTime' >
<dc:creator rdf:Resource="http://www.writers.org/people/Sue" />
<dc:title>Anthology of Time</dc:title>
</rdf:Description>
<rdf:Description rdf:about=
"http://www.books.org/books/ZoologicalReasoning’>
<dc:creator rdf:Resource="http://www.writers.org/people/Sue" />
<dc:title>Zoological Reasoning</dc:title>
</rdf:Description>
<rdf:Description rdf:about=
"http://www.books.org/books/GravitationalReflections'>
<dc:creator rdf:Resource="http://www.writers.org/people/Sue"/>
<dc:title>Gravitational Reflections</dc:Title>
</rdf:Description>
<rdf:Description rdf:about="http://www._writers.org/people/Sue'>
<s:Name>Sue</s:Name>
</rdf:Description>
</rdf:RDF>

This example uses metadata items from the Dublin Core. The Dublin Core defines metadata
specifically about publications. This topic map has been set up to specifically model the RDF
statements more or less verbatim.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
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<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/"
xmIns:xlink="http://www.w3.0rg/1999/xlink">
<topic id="author">
<subjectldentity>
<subjectiIndicatorRef xlink:href=
"http://purl.org/dc/elements/1.1/creator'/>
</subjectldentity>
</topic>
<topic id=""sue'>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
"http://www.writers.org/people/Sue"/>
</subjectldentity>
<baseName>
<baseNameString>Sue</baseNameString>
</baseName>
</topic>
<topic id=""anthology.of.time">
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.books.org/books/AnthologyOfTime" />
</subjectldentity>
<baseName>
<baseNameString>Anthology of Time</baseNameString>
</baseName>
<occurrence>
<instanceOf>
<topicRef xlink:href="#author"/>
</instanceOf>
<resourceRef xlink:href="#http://www.writers.org/people/Sue"/>
</occurrence>

</topic>
<topic id="zoological.reasoning'>
<subjectldentity>

<subjectindicatorRef xlink:href=
"http://www.books.org/books/ZoologicalReasoning'/>
</subjectldentity>
<baseName>
<baseNameString>Zoological Reasoning</baseNameString>
</baseName>
<occurrence>
<instanceOf>
<topicRef xlink:href="#author"/>
</instanceOf>
<resourceRef xlink:href="#http://www.writers.org/people/Sue'"/>
</occurrence>

</topic>
<topic id="gravitational.reflections'>
<subjectldentity>

<subjectindicatorRef xlink:href=
"http://www.books.org/books/GravitationalReflections'/>

</subjectldentity>

<baseName>

<baseNameString>Gravitational Reflections</baseNameString>

</baseName>

<occurrence>

<instanceOf>
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<topicRef xlink:href="#author'/>
</instanceOf>
<resourceRef xlink:href="#http://www.writers.org/people/Sue"/>
</occurrence>
</topic>
</topicMap>

Example 7. Another Bag Data Structure

The next example models Figure 7 of the RDF specification: the statement, "The committee of Fred,
Wilma, and Dino approved the resolution.” The statement says that the committee members as a
whole voted in a certain manner; it does not necessarily state that each committee member voted in
favor of the article. It would be incorrect to model this sentence as three separate approvedBy
statements, one for each committee member, since this would state the vote of each individual
member. Rather, it is more appropriate to model this as a single approvedBy statement whose object
is abag containing the committee members' identities.

<?xml version="1.0"?>
<rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmIns:s="http://description.org/schema/'>
<rdf:Description rdf:about="http://bogus.org/resolution’>
<s:approvedBy>
<rdf:Bag>
<rdf:1i1 rdf:resource="http://bogus.org/members/Fred"/>
<rdf:1i1 rdf:resource="http://bogus.org/members/Wilma"/>
<rdf:11 rdf:resource="http://bogus.org/members/Dino"/>
</rdf:Bag>
</s:approvedBy>
</rdf:Description>
</rdf:RDF>

In the associated topic map, an association defines the bag (the committee members). We then define
another association, which links the bag with the resolution.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/"
xmins:xlink="http://www.w3.0rg/1999/xlink">
<topic id="resolution.being.considered">
<subjectldentity>
<subjectiIndicatorRef xlink:href="http://bogus.org/resolution"/>
</subjectldentity>
</topic>
<topic id="bag'>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Bag" />
</subjectldentity>
</topic>
<topic id="li">
<subjectldentity>
<subjectindicatorRef xlink:href=
“http://www.w3.0rg/1999/02/22-rdf-syntax-ns#li''/>
</subjectldentity>

256



</topic>
<topic id=""approvedBy'>
<subjectldentity>
<subjectliIndicatorRef xlink:href=
"http://description.org/schema/approvedby’/>
</subjectldentity>
</topic>
<topic id=""committee">
<subjectldentity>
<subjectiIndicatorRef xlink:href="#N21"/>
</subjectldentity>
</topic>
<topic id="resolution'></topic>

<association id="N21">
<instanceOf>
<topicRef xlink:href="#bag"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#1i"/>
</roleSpec>
<resourceRef xlink:href="http://bogus.org/members/Fred"/>
<resourceRef xlink:href="http://bogus.org/members/Wilma"/>
<resourceRef xlink:href="http://bogus.org/members/Dino"/>
</member>
</association>

<association>
<instanceOf>
<topicRef xlink:href="#approvedBy'/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#resolution'/>
</roleSpec>
<topicRef xlink:href="#resolution.being.considered"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#resource"/>
</roleSpec>
<topicRef xlink:href="#committee'/>
</member>
</association>
</topicMap>

Example 8: RDF

RDF has the capability to make statements about RDF statements. For example, consider the sentence,
"OraLassilaisthe creator of the resource http://www.w3.org/Home/Lassila." RDF would regard this
sentence as aregular RDF statement. If, instead, the sentence is written, "Ralph Swick says that Ora
Lassilaisthe creator of the resource http://www.w3.org/Home/L assila,” nothing has been said about
the resource http://www.w3.org/Home/L assila; instead, a fact has been expressed about a statement
Ralph has made. In order to express this fact in RDF, the original statement is modeled as a resource
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with five properties. This processisformally called reification. A model of a statement is called a
reified statement.

<?xml version="1.0"?>
<rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:s="http://description.org/schema/'>
<rdf:Description>
<rdf:subject rdf:resource="http://www.w3.org/Home/Lassila" />
<rdf:predicate rdf:resource=
"http://description.org/schema/Creator™ />
<rdf:object>0ra Lassila</rdf:object>
<rdf:type rdf:resource=
"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Statement" />
<s:attributedTo>Ralph Swick</s:attributedTo>
</rdf:Description>
</rdf:RDF>

In topic maps, reification is done by defining topics for itemsto be reified. Theinitial statement is
modeled as an association. In order to reify the association a new topic must be defined for it
(id="rdf-statement.a"). Thetopic's subject identity is then defined as the ID of the association.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/"
xmIns:xlink="http://www.w3.0rg/1999/xlink">
<topic id="resource'>
<subjectldentity>
<subjectindicatorRef xlink:href=
“"http://www.w3.0rg/2000/01/schema#Resource />
</subjectldentity>
</topic>
<topic id="'subject'>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#subject"/>
</subjectldentity>
</topic>
<topic id="predicate'>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#predicate'/>
</subjectldentity>

</topic>
<topic id="object'>
<subjectldentity>

<subjectindicatorRef xlink:href=
"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#object"/>
</subjectldentity>
</topic>
<topic id="rdf-statement'>
<subjectldentity>
<subjectindicatorRef xlink:href=
“"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Statement' />
</subjectldentity>
</topic>
<topic id="'subject.a">
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<instanceOf>
<topicRef xlink:href="#subject"/>
</instanceOf>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
"http://www.w3.org/Home/Lassila"/>
</subjectldentity>
</topic>
<topic id="predicate.a’>
<instanceOf>
<topicRef xlink:href="#predicate'/>
</instanceOf>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://description.org/schema/Creator'/>
</subjectldentity>
</topic>
<topic id="object.a'>
<instanceOf>
<topicRef xlink:href="#object"/>
</instanceOf>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.bogus.org/Ora%20Lassila’/>
</subjectldentity>
<baseName>
<baseNameString>0ra Lassila</baseNameString>
</baseName>

</topic>
<topic id="ralph.swick">
<subjectldentity>

<subjectindicatorRef xlink:href=
"http://www.bogus.org/Ralph%20Swick' />

</subjectldentity>

<baseName>

<baseNameString>Ralph Swick</baseNameString>

</baseName>

</topic>
<topic id="attributedto'>
<subjectldentity>

<subjectindicatorRef xlink:href=
"http://description.org/schema/attributedTo"/>
</subjectldentity>
</topic>

<topic id="rdf-statement.a'>
<subjectldentity>
<subjectlndicatorRef xlink:href="#statement.a'/>
</subjectldentity>
</topic>

<association id="statement.a'>
<instanceOf>
<topicRef xlink:href="#rdf-statement"/>
</instanceOf>
<member>
<roleSpec>
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<topicRef xlink:href="#predicate.a"/>

</roleSpec>

<topicRef xlink:href="#subject.a'/>
</member>

<member>

<roleSpec>

<topicRef xlink:href="#resource"/>

</roleSpec>

<topicRef xlink:href="#object.a"/>
</member>
</association>

<association>
<instanceOf>
<topicRef xlink:href="#rdf-statement"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#attributedTo"/>
</roleSpec>
<topicRef xlink:href="#ralph.swick"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#resource"/>
</roleSpec>
<topicRef xlink:href="#rdf-statement.a"/>
</member>
</association>
</topicMap>

Example 9: Sorted Data Structures

Figure 13 of the RDF recommendation brings up the possibility of sharing resources between
statements. A single resource can be the value of more than one property; that is, it can be the object
of more than one statement and therefore pointed to by more than one arc. For example, asingle Web
page might be shared between several documents and might then be referenced more than oncein a
site map. Or two different (ordered) sequences of the same resources may be given.

The following example specifies the collected works of an author, sorted once by publication date and
then sorted again alphabetically by subject.

<rdf:RDF xmlns:rdf=http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>
<rdf:Seq rdf:ID="JSPapersByDate"'>
<rdf:1i1 rdf:resource="http://www.dogworld.com/Aug96.doc"/>
<rdf:11 rdf:resource="http://www.webnuts.net/Jan97 .html"/>
<rdf:11 rdf:resource="http://www.carchat.com/Sept97_html"/>
</rdf:Seqg>
<rdf:Seq rdf:ID="JSPapersBySubj'>
<rdf:1i1 rdf:resource="http://www.carchat.com/Sept97.html"/>
<rdf:11 rdf:resource="http://www.dogworld.com/Aug96.doc"/>
<rdf:11 rdf:resource="http://www.webnuts.net/Jan97 .html"/>
</rdf:Seqg>
</rdf:RDF>
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The topic map equivalent defines a special sort of RDF bag for handling sequences and sets up a PS|
for it. Associations set up the bags referring to the appropriate resources in the appropriate order.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/"
xmIns:xlink="http://www.w3.0rg/1999/xlink">
<topic id="'seq'>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Seq''/>
</subjectldentity>
</topic>
<topic id="li">
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#li*'/>
</subjectldentity>
</topic>

<association id="JSPapersByDate'>
<instanceOf>
<topicRef xlink:href="#seq"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#1i"/>
</roleSpec>
<resourceRef xlink:href="http://www.dogworld.com/Aug96.doc'/>
<resourceRef xlink:href="http://www.webnuts.net/Jan97.html"/>
<resourceRef xlink:href="http://www.carchat.com/Sept97._html"/>
</member>
</association>

<association id="JSPapersBySubj'>
<instanceOf>
<topicRef xlink:href="seq"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#1i"/>
</roleSpec>
<resourceRef xlink:href="http://www.carchat.com/Sept97.html"/>
<resourceRef xlink:href="http://www.dogworld.com/Aug96.doc' />
<resourceRef xlink:href="http://www.webnuts.net/Jan97.html"/>
</member>
</association>
</topicMap>

Example 10: Aggregation

The RDF examplein Section 7.2 of the RDF recommendation takes aggregation a bit further. In this
example a single resource has statements concerning its creators, other sites, and different titles.

<rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
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xmIns:dc="http://purl.org/dc/elements/1.1/">
<rdf:Description rdf:about="http://www.foo.com/cool . html">
<dc:creator>
<rdf:Seq rdf:I1D="CreatorsAlphabeticalBySurname">
<rdf:li>Mary Andrew</rdf:li>
<rdf:li>Jacky Crystal</rdf:li>
</rdf:Seq>
</dc:creator>

<dc:identifier>
<rdf:Bag rdf:ID="MirroredSites">
<rdf:11 rdf:resource="http://www.foo.com.au/cool.html"/>
<rdf:11 rdf:resource="http://www.foo.com.it/cool . html*"/>
</rdf:Bag>
</dc:identifier>
<dc:title>
<rdf:Alt>
<rdf:11 xml:lang="en">The Coolest Web Page</rdf:li>
<rdf:11 xml:lang="it">11 Pagio di Web Fuba</rdf:li>
</rdf:Alt>
</dc:title>
</rdf:Description>
</rdf:RDF>

The topic map version demonstrates several topic map features at the same time. Each of the property
typesis declared as atopic. These topics then appear as classes within <instanceOf> elements. The
identifier and title topicsare modeled as occurrences of the main topic. Scopes are used to
differentiate between the English and the Italian versions.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/"
xmIns:xlink="http://www.w3.0rg/1999/xlink">
<topic id="resource'>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.w3.0rg/2000/01/rdf-schema#Resource"/>
</subjectldentity>
</topic>
<topic id=""seq"">
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Seq"'/>
</subjectldentity>
</topic>
<topic id="li">
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#li"'/>
</subjectldentity>
</topic>
<topic id="'creator'>
<subjectldentity>
<subjectindicatorRef xlink:href=
“"http://purl._org/dc/elements/1.1/creator'/>
</subjectldentity>
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</topic>
<topic id=""identifier'>
<subjectldentity>
<subjectliIndicatorRef xlink:href=
"http://purl.org/dc/elements/1.1/identifier'/>
</subjectldentity>
</topic>
<topic id="title'">
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://purl.org/dc/elements/1.1/title"/>
</subjectldentity>

</topic>
<topic id="mary.andrew">
<subjectldentity>

<subjectindicatorRef xlink:href=
"http://www.bogus.org/Mary%20Andrew' />

</subjectldentity>

<baseName>

<baseNameString>Mary Andrew</baseNameString>

</baseName>

</topic>
<topic id="jacky.crystal'>
<subjectldentity>

<subjectindicatorRef xlink:href=
"http://www.bogus.org/Jacky%20Crystal'/>

</subjectldentity>

<baseName>

<baseNameString>Jacky Crystal</baseNameString>

</baseName>

</topic>
<topic id="creators.list'">
<subjectldentity>

<subjectliIndicatorRef xlink:href=
"#CreatorsAlphabeticalBySurname"/>
</subjectldentity>
</topic>

<association id="CreatorsAlphabeticalBySurname">
<instanceOf>
<topicRef xlink:href="#seq"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#1i"/>
</roleSpec>
<topicRef xlink:href="#mary.andrew"/>
<topicRef xlink:href="#jacky.crystal'/>
</member>
</association>

<topic id="cool.html">
<subjectldentity>
<subjectliIndicatorRef xlink:href="http://www.foo.com/cool
</subjectldentity>
<occurrence>
<instanceOf>
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<topicRef xlink:href="#identifier"/>
</instanceOf>
<scope>
<subjectiIndicatorRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/language . xtm#en" />
</scope>
<resourceRef xlink:href="http://www.foo.com.au/cool .html"/>
</occurrence>
<occurrence>
<instanceOf>
<topicRef xlink:href="#identifier"/>
</instanceOf>
<scope>
<subjectilndicatorRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/language . xtm#it"/>
</scope>
<resourceRef xlink:href="http://www.foo.com.it/cool_html"/>
</occurrence>
<occurrence>
<instanceOf>
<topicRef xlink:href="#title"/>
</instanceOf>
<scope>
<subjectliIndicatorRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/language . xtm#en" />
</scope>
<resourceData>The Coolest Web Page</resourceData>
</occurrence>
<occurrence>
<instanceOf>
<topicRef xlink:href="#title"/>
</instanceOf>
<scope>
<subjectliIndicatorRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/language . xtm#it"/>
</scope>
<resourceData>Ill Pagio di Web Fuba</resourceData>
</occurrence>
</topic>

<association>
<member>
<roleSpec>
<topicRef xlink:href="#creator"/>
</roleSpec>
<topicRef xlink:href="#creators.list"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#resource"/>
</roleSpec>
<topicRef xlink:href="#cool.html"/>
</member>
</association>
</topicMap>
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Example 11: Relational Data Structures

RDF's data model supports only binary relations; in other words, statements specify relationships
between two resources. The following example shows a possible way to represent higher arity
relationsin RDF using just binary relations. The technique uses an intermediate resource with
additional properties of this resource giving the remaining relations. In the example, consider the
subject of one of John Smith's recent articles—library science. The Dewey Decimal Code isthe
classification method used to categorize that article. Dewey Decimal Codes are far from the only
subject categorization scheme, so to hold the classification system relation we identify an additional
resource as the value of the subject property and annotate this resource with an additional property
that identifies the categorization scheme used.

<rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmIns:dc="http://purl.org/dc/element/1.1/"
xmIns: I=""http://mycorp.com/schemas/my-schema#">
<rdf:Description rdf:about="http://www.webnuts.net/Jan97_html">
<dc:subject rdf:value="020 - Library Science"
I:Classification="Dewey Decimal Code'"/>
</rdf:Description>
</rdf:RDF>

In the topic map version, the classification code is associated directly with the Dewey Decima Code
topic. The optional —id- attribute on the <occurrence> element alows the occurrence of the code
to be referenced when used to describe the subject of the publication.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
<topicMap xmlns=http://www.topicmaps.org/xtm/1.0/
xmIns:xlink="http://www.w3.0rg/1999/xlink">
<topic id="'subject'>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“"http://purl._org/dc/elements/1.1/subject' />
</subjectldentity>
</topic>
<topic id="dewey'>
<baseName>
<baseNameString>Dewey Decimal Code</baseNameString>
</baseName>
<occurrence id="dewey.020">
<resourceData>020 - Library Science</resourceData>
</occurrence>
</topic>

<topic id="webnuts.org.Jan97'>
<subjectldentity>

<subjectindicatorRef xlink:href=

“http://www.webnuts._net/Jan97 _html"/>

</subjectldentity>
<occurrence>

<instanceOf>

<topicRef xlink:href="#subject"/>

</instanceOf>

<resourceRef xlink:href="#dewey.020"/>
</occurrence>
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</topic>
<topicMap>

Example 12: Dublin Core Metadata

The Dublin Core metadata is designed to facilitate discovery of electronic resourcesin a manner
similar to alibrary card catalog. The vocabularies defined by the Dublin Core Initiative use RDF as
the specification language. The following exampleillustrates the Digital Libraries program and
metadata about that program expressed in the Dublin Core syntax.

<rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmIns:dc="http://purl._org/dc/elements/1.1/" >
<rdf:Description rdf:about="http://www.dlib.org/">
<dc:title>D-Lib Program - Research in Digital
Libraries</dc:title>

<dc:description>The D-Lib program supports the community of people
with research interests in digital libraries and electronic
publishing.</dc:description>

<dc:Publisher>Corporation for National Research

Initiatives</dc:publisher>

<dc:date>1995-01-07</dc:date>

<dc:subject>
<rdf:Bag>
<rdf:li>Research; statistical methods</rdf:l1i>
<rdf:li>Education, research, related topics</rdf:l1i>
<rdf:li>Library use studies</rdf:li>
</rdf:Bag>

</dc:subject>

<dc:type>World Wide Web Home Page</dc:type>

<dc:format>text/html</dc:format>

<dc: language>en</dc: language>

</rdf:Description>
</rdf:RDF>

Dublin Core data can aso be modeled using topic map syntax. We define each classification of dataas
atopic. Each use of aclassification type can be modeled using occurrences.

<?xml version="1.0"?>
<IDOCTYPE topicMap SYSTEM "'xtml.dtd">
<topicMap xmlns="http://www.topicmaps.org/xtm/1.0/"
xmIns:xlink="http://www.w3.0rg/1999/xlink">
<topic id="bag'>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#Bag" />
</subjectldentity>
</topic>
<topic id="li">
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“"http://www.w3.0rg/1999/02/22-rdf-syntax-ns#li*'/>
</subjectldentity>
</topic>
<topic id="title">
<subjectldentity>
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<subjectiIndicatorRef xlink:href=
"http://purl.org/dc/elements/1.1/title"/>
</subjectldentity>
</topic>
<topic id="description">
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“"http://purl.org/dc/elements/1.1/description”/>
</subjectldentity>
</topic>
<topic id="publisher">
<subjectldentity>
<subjectiIndicatorRef xlink:href=
“"http://purl.org/dc/elements/1.1/publisher'/>
</subjectldentity>
</topic>
<topic id="date'>
<subjectldentity>
<subjectlindicatorRef xlink:href=
"http://purl.org/dc/elements/1.1/date" />
</subjectldentity>
</topic>
<topic id="subject'>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://purl.org/dc/elements/1.1/subject"/>
</subjectldentity>
</topic>
<topic id="'subject.research">
<instanceOf>
<topicRef xlink:href="#subject"/>
</instanceOf>
<baseName>
<baseNameString>Research; statistical methods</baseNameString>
</baseName>
</topic>
<topic id="subject.education'>
<instanceOf>
<topicRef xlink:href="#subject"/>
</instanceOf>
<baseName>
<baseNameString>Education, research, related
topics</baseNameString>
</baseName>
</topic>
<topic id="subject.library'>
<instanceOf>
<topicRef xlink:href="#subject"/>
</instanceOf>
<baseName>
<baseNameString>Library use studies</baseNameString>
</baseName>

</topic>
<topic id=""type'>
<subjectldentity>

<subjectindicatorRef xlink:href=
"http://purl.org/dc/elements/1.1/type"" />

267



</subjectldentity>

</topic>
<topic id="format">
<subjectldentity>

<subjectiIndicatorRef xlink:href=
"http://purl.org/dc/elements/1.1/format"/>
</subjectldentity>
</topic>
<topic id="language'>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
"http://purl.org/dc/elements/1.1/language’/>
</subjectldentity>
</topic>

<topic id="dlib.org">
<subjectldentity>
<subjectlndicatorRef xlink:href="http://www.dlib.org"/>
</subjectldentity>
<occurrence>
<instanceOf>
<topicRef xlink:href="#title"/>
</instance0Of>
<resourceData>D-Lib Program - Research in Digital
Libraries</resourceData>
</occurrence>
<occurrence>
<instanceOf>
<topicRef xlink:href="#description'/>
</instanceOf>
<resourceData>The D-Lib program supports the community of people
with research interests in digital libraries and electronic
publishing.</resourceData>
</occurrence>
<occurrence>
<instanceOf>
<topicRef xlink:href="#publisher'/>
</instance0Of>
<resourceData>Corporation for National Research
Initiatives</resourceData>
</occurrence>
<occurrence>
<instanceOf>
<topicRef xlink:href="#date"/>
</instanceOf>
<resourceData>1995-01-07</resourceData>
</occurrence>
<occurrence>
<instanceOf>
<topicRef xlink:href="#subject"/>
</instanceOf>
<resourceRef xlink:href="#subject.research'/>
</occurrence>
<occurrence>
<instanceOf>
<topicRef xlink:href="#subject"/>
</instanceOf>
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<resourceRef xlink:href="#subject.education"/>
</occurrence>
<occurrence>
<instanceOf>
<topicRef xlink:href="#subject"/>
</instanceOf>
<resourceRef xlink:href="#subject.library"/>
</occurrence>
<occurrence>
<instanceOf>
<topicRef xlink:href="#type"/>
</instanceOf>
<resourceData>World Wide Web Home Page</resourceData>
</occurrence>
<occurrence>
<instanceOf>
<topicRef xlink:href="#format'/>
</instance0f>
<resourceData>text/html</resourceData>
</occurrence>
<occurrence>
<instanceOf>
<topicRef xlink:href="#language'/>
</instance0f>
<resourceRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/language.xtm#en' />
</occurrence>
</topic>
</topicMap>

Summary

Asyou can see in the examples presented in this chapter, it is possible to model most RDF structures
using topic map syntax. In fact, it may be possible to combine the two models. Work has begun that
may |lead to a possible unification of the models. Representatives from the RDF community and the
topic map community have been discussing the best path for possibly unifying the two models. At the
very least, it seems possible to further demonstrate interoperability between the models.

In the development of the XTM specification, the XTM Authoring Group has taken a great deal of
carein considering RDF capabilities. The ability to handle resources is an excellent example of the
bridging of the two models.
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Chapter 13. Topic Maps and Semantic Networks

Eric Freese

In science fiction movies and television shows, past and present, humans of the future often interact
with computers to receive information built from a vast database of knowledge somewhere. The
computers can quickly locate and assemble, from a galaxy's worth of data, the precise information
needed at the time by the user. But how was that data organized? What mechanisms were used to
aggregate the information from what must have been millions of documents generated from thousands
of sources, including human writers and databases?

How far off isthis futuristic scenario? The future s, in fact, now—and it is no longer fiction.
Standards, specifications, and techniques now exist that allow the grouping and organization of data
so that it can be retrieved and processed quickly and efficiently. The standards include the XML
family of specifications as well as the topic map standard (1SO 13250) and specification (XTM 1.0).
The techniques include semantic networks and inferencing engines.

In this chapter well build an entire topic map that models the relationships shown in Figure 13-1,
which is from the family tree example introduced in Chapter 12. The entire XTM document devel oped

in this chapter appearsin Appendix D.

Figure 13-1. Genealogical chart

George Cara
Eric Rila Becky Todd Dawn Scolt
Olivia Jordan Keri Tiffani Carmen

Semantic Networks: The Basics

The semantic network is a representation formalism that has been used for many yearsin artificial
intelligence (Al) research. Semantic networks consist of nodes and links. Nodes usually represent
objects, concepts, or situations within a specific domain. Links represent rel ationships between the
nodes that have a semantic meaning to them. Both the nodes and the links can have labels. Continuing
with the genealogical chart, it is possible to represent a simple fact such as "Eric is a descendant of
George" in a semantic network by creating two nodes—one to represent a person named "Eric’ and
another to represent a person named "George." We then create alink specifying an "is-a-descendant-
of" relationship between the nodes (Figure 13-2).
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Figure 13-2. Diagram of a simple fact

: is-a-descendant-of
Eric » George

If we want to add another person to the pedigree, we could add a node for Oliviato the network, as
shown in Figure 13-3.

Figure 13-3. Diagram of an inherited (transitive) fact

. is-a-descendant-of . is-a-descendant-of
Olivia » Eric » George

Notice that in Figure 13-3, two initial facts ("Oliviais a descendant of Eric" and "Eric is a descendant
of George") have been represented. However, it is possible to deduce a third fact, "Oliviaisa
descendant of George," by simply following the links. The ability to deduce new facts based on
semantic relationships of the same typeis called transitivity. Transitive relationships alow new
relationships to be derived by simply creating new links by following relationships of the same type.
Generally, the semantic of alink appliesin only one direction. So it is correct to say that "Ericisa
descendant of George" but incorrect to imply that "George is a descendant of Eric." It is possible,
though, to create links that do flow in the opposite direction. Based on this, we could establish a new
link that says, "George is an ancestor of Eric" and thus "George is an ancestor of Olivia." Thisalows
the transitivity to apply in both directions.

Reflexive relationships occur when the link can be applied in al directions within a set of nodes being
related and the nodes are of the same type. Within the genealogy chart a statement such as " Spousel is
married to Spouse2" can be considered reflexive. Thus both of the following statements are true: "Eric
ismarried to Rita" and "Ritais married to Eric." Thus the "is-married-to" link is reflexive when both
nodes are instances of " Spouse.”

Symmetric relationships occur when the positioning of the nodes within the relationship does not
affect the truthfulness of the resulting statement and the nodes types are different. Using the marriage
example in adlightly different way, the following can be said: "Husband is married to Wife" and
"Wifeis married to Husband." Here the "is-married-to" link is symmetrical because the nodes are
instances of different types ("Husband" and "Wife").

Thisillustrates the careful attention that must be given when defining the semantics to be used within
aset of information. If you want alink to be both symmetrical and reflexive, you might be able to use
transitivity on the nodes to accomplish this. Within the "is-married-to" link, "Husband" and "Wife"
could be defined as subclasses of "Spouse.” "Eric" and "Rita" could then be defined as "Husband" and
"Wife", respectively, but each could still be "Spouse” since "Husband" and "Wife" can be subclasses
of the topic "Spouse." In doing so, the "iss-married-to" link is now both reflexive and symmetrical.

Semantic networks make it easy to model inheritance hierarchies and thus assert facts based on these
hierarchies. By tracing through the hierarchy and applying the relationship types, facts asserted in
higher nodes can be asserted about the lower ones without having to represent these assertions
explicitly.
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Computer languages such as Prolog can model and process the logic contained within a semantic
network. They allow the programmer to define the meanings of links programmatically so that a
computer can understand and process the links and make inferences about the nodes based on the links
between the nodes in the network.

Semantic networks are frequently used to model the knowledge stored within expert systems. Expert
systems use facts and rules to analyze complex sets of data and make inferences based on the data
within the semantic network and other inputs. The bits of knowledge that are stored within the
semantic network are combined in such away that a computer program can infer information about a
node by following the links within the network.

Semantic networks represent binary relations between nodes. In other words, a relationship generally
connects only two nodes. This may seem to be a shortcoming, but research has shown that any n-ary
relation can be decomposed into a set of binary relations. The use of binary relations does have some
effect on the representation of the information. Thisis due to the decomposition process required in
order to represent a concept. For example, a statement such as "Washington, D.C., isacity in the
United States" isfairly smple in human language. However, in a semantic network it would need to
be decomposed into several binary relations, including: "Washington, D.C., isacity" and "United
Statesis a country." These statements model the information in the sentence, but in order for the
statement to be fully understood, the semantic network would also need to include genera knowledge
facts such as, "city islocated in country.” It isthis general knowledge that can have the greatest impact
on the overal quality of the knowledge contained within the semantic network.

Comparing Topic Maps, RDF, and Semantic Networks
Interesting structural commonalities exist between topic maps, RDF, and semantic networks.

e Topic maps, RDF, and semantic networks are organized into a network of information nodes
or modules.

e Topic maps, RDF, and semantic networks allow the user to model links between the nodes.

e Topic maps, RDF, and semantic networks allow the user to attach semantic information to the
nodes and the links.

A basic difference also exists. The topic map concept focuses more on the navigation between topics
than on the processing of associations between topics, and any linking, while worthwhile, is still
considered in some applications to be of secondary importance. Semantic networks focus on the links
between the nodes and the knowledge that is represented by the linked sets of nodes. The links within
a semantic network are also directional, whereas they are not in the topic maps paradigm.

Building Semantic Networks from Topic Maps

This section walks through the devel opment of atopic map that can be used to build a semantic
network. We continue to use the geneal ogical example as we discuss some of the issues and how we
can overcome them. Y ou can find all the examples below within the complete topic map found in

Appendix D.
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Published Subject Indicators

As stated earlier, amost all objects within atopic map are topics. However, it would be useful to
define a set of objects that declare specific processing semantics within the topic map. We can use
such declarative parts to define classes of topic maps that share a common set of topics types with
predefined semantics. Examples of declarative constructs include topic classes, association type
classes, occurrence type classes, and themes. The XTM 1.0 specification uses Published Subject
Indicators (PSIs), as discussed in Chapter 5 in this book, to define aminimal set of topics that have
specific meanings attached to them. We can use PSIs to define more topics on an application-by-
application basis.

As part of the development of the sample topic map, we define a set of PSIs that will be used to assign
specific semantics to the topics within our topic map.

<topic id="topic.class">
<instanceOf>
<topicRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/core.xtm#class" />
</instanceOf>
<subjectldentity>
<subjectilndicatorRef xlink:href=
"http://www.semantext.com/psi/topic-class'/>
</subjectldentity>
<baseName>
<baseNameString>topic class</baseNameString>
</baseName>
</topic>

<topic id="association.class'">
<instanceOf>
<topicRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/core.xtm#class" />
</instanceOf>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.semantext.com/psi/association-class'/>
</subjectldentity>
<baseName>
<baseNameString>association class</baseNameString>
</baseName>
</topic>

<topic id="occurrence.class">
<instanceOf>
<topicRef xlink:href=
“http://www.topicmaps.org/xtm/1.0/core.xtm#class'/>
</instanceOf>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.semantext.com/psi/occurrence-class’/>
</subjectldentity>
<baseName>
<baseNameString>occurrence class</baseNameString>
</baseName>
</topic>
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<topic id=""theme.class">
<instanceOf>
<topicRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/core.xtm#class" />
</instanceOf>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.semantext.com/psi/theme-class’/>
</subjectldentity>
<baseName>
<baseNameString>theme class</baseNameString>
</baseName>
</topic>

These PSls define exactly what roles within our sample topic map a particular topic may play. Thisis
particularly important because many of the main building blocks within atopic map are topics. By
specifying an exact semantic under which atopic may be used, the topic map designer can convey to
users (either human or machine) exactly how he or she intended a topic to be used or processed.

Association Properties

The properties described previousy—transitivity, reflexivity, and symmetry—are necessary for using
topic maps to model semantic networks. Since associations can be seen as relationships between
topics, there needs to be away to model the semantics that these properties carry with them in topic
maps. This can aso be done through PSls.

The examples below define the properties mentioned above that associations can have.

<topic id="association.property'>
<instanceOf>
<topicRef xlink:href=
"http://www.semantext.com/psi/occurrence-class'/>
</instanceOf>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.semantext.com/psi/association-property'/>
</subjectldentity>
<baseName>
<baseNameString>association property</baseNameString>
</baseName>
</topic>

<topic id="transitive'>

<instanceOf>

<topicRef xlink:href="#association.property"/>
</instanceOf>

<subjectldentity>

<subjectiIndicatorRef xlink:href=

"http://www.semantext.com/psi/transitive-association’/>

</subjectldentity>

<baseName>

<baseNameString>transitive association</baseNameString>
</baseName>
</topic>
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<topic id="reflexive'>

<instanceOf>

<topicRef xlink:href="#association.property"/>
</instanceOf>

<subjectldentity>

<subjectiIndicatorRef xlink:href=

"http://www.semantext.com/psi/reflexive-association’/>

</subjectldentity>

<baseName>

<baseNameString>reflexive association</baseNameString>
</baseName>
</topic>

<topic id="'symmetrical’'>
<instanceOf>
<topicRef xlink:href="#association.property"/>
</instanceOf>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.semantext.com/psi/symmetrical-association'/>
</subjectldentity>
<baseName>
<baseNameString>symmetrical association</baseNameString>
</baseName>
</topic>

The topics defined above define the specific association properties that can be used within our sample
topic map. Theassociation.property topic itself will be used as a class of occurrence, while
the others are instances of that occurrence. These properties will be used as occurrences of the topics
that are instances of the occurrence class. They are essentially metadata about how these associations
are intended to be interpreted and processed. When the association classis used, these properties will
be attached to each occurrence of the association class.

Type Hierarchies

All topics, occurrences, and associations can be modeled as instances of a set of classes (types). The
classes themselves are expressed as topics. The X TM specification defines a set of association classes
for building topic hierarchies or ontologies. Class-instance is a class of association that expresses
class-nstance relationships between topics that play the roles of class and instance, respectively. The
subjects class-instance, class, and instance are all defined by PSIsin the XTM specification.
Superclass—subclassis a class of association that expresses superclass—subclass rel ationships between
topics that play the roles of superclass and subclass, respectively. The subjects superclass—subclass,
superclass, and subclass are all defined by PSIs published in the specification. It is possible for atopic
to be a superclass or subclassin one association and a class or instance in another within the same
topic map.

Many people get confused about class-nstance relationships and superclass—subclass relationships.
Within this chapter, aclassis used to describe other objects; an instance is a specific occurrence of
that class. Classes are anything that can be subdivided; instances cannot. Superclass—subclass
relationships exist only between classes.

So what constitutes a class or an instance? It depends on the application of the knowledge being
modeled. If the application is atopic map of generic familial relationships, the topic "Wife" could be
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an instance of the topic "Spouse" since it will not be broken down any further. However, in the
application being described in this chapter, the topic "Wife" is not an instance of the class " Spouse"
but a subclass of the superclass "Spouse.” The topic "Rita" is an instance of the class "Wife." The
topic "Rita"is not a subclass of anything since it will not be subdivided any further.

The superclass—subclass relationship is transitive by default. However, it is possible to infer additional
transitive associations from the instance topic within a class—instance association to any superclasses
of which the class topic is a subclass. This enables inferences beyond those explicitly present in the
topic map document, to be made automatically as the hierarchy is built by a processor. For example,
assume an association where "Husband" and "Wife" are subclasses of the superclass " Spouse.”
Assume another association in which "Eric" is an instance of the class "Husband." Based on these two
associations, it would be possible to infer that "Eric" is aso an instance of the class " Spouse.”

In addition to the type hierarchies described above, there are several association types that can be
modeled in much the same way, which would be useful in other applications. These relationships
include:

Component—object (wing/airplane)
Member—collection (tree/forest)
Portion—mass (slice/l oaf)

Stuff—object (air/atmosphere)
Feature—activity (eating/picnic)
Place—area (city/country)

Phase—process (assembly/manufacturing)

The declarations bel ow define some basic topics and begin the construction of the topic hierarchy or
ontology contained within a genealogy topic map. These declarations begin to build the relationships
between the classes that topics within the topic map might take and how the topics themselves could
be related.

<topic id="person>
<instanceOf>
<topicRef xlink:href="#topic.class"/>
</instanceOf>
<baseName>
<baseNameString>Person</baseNameString>
</baseName>
</topic>

<topic id="male'>
<instanceOf>
<topicRef xlink:href="#topic.class"/>
</instanceOf>
<baseName>
<baseNameString>Male</baseNameString>
</baseName>
</topic>

<topic id="female">
<instanceOf>
<topicRef xlink:href="#topic.class"/>
</instanceOf>
<baseName>
<baseNameString>Female</baseNameString>
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</baseName>
</topic>

<topic id="parent'>
<instanceOf>
<topicRef xlink:href="#topic.class"/>
</instanceOf>
<baseName>
<baseNameString>Parent</baseNameString>
</baseName>
</topic>

<topic id="mother">
<instanceOf>
<topicRef xlink:href="#topic.class"/>
</instanceOf>
<baseName>
<baseNameString>Mother</baseNameString>
</baseName>
</topic>

<topic id="father">
<instanceOf>
<topicRef xlink:href="#topic.class"/>
</instanceOf>
<baseName>
<baseNameString>Father</baseNameString>
</baseName>
</topic>

The code above defines several topics for several concepts or roles that appear in a genealogy. Several
other basic topics, including spouse, wife, husband, child, daughter, son, sibling, sister, and brother,
are defined within the family tree but are not listed here in the interest of space (see Appendix D for
the full listing).

<association>
<instanceOf>
<subjectindicatorRef xlink:href=
“"http://www._topicmaps.org/xtm/1.0/core.xtm
#superclass-subclass'/>
</instanceOf>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/core.xtm
#superclass'/>
</roleSpec>
<topicRef xlink:href="#parent'/>
</member>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/core.xtm#subclass"/>
</roleSpec>
<topicRef xlink:href="#mother"/>
<topicRef xlink:href="#father"/>
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</member>
</association>

We can build a hierarchy by using the superclass—subclass and the class-instance relationships. The
use of the <instanceOf> element is equivalent to defining a class-instance association. As stated
before, the superclass—subclass relationship is used to subdivide classes. For example, the parent
topic can be subdivided into mother and father.

At this point in our topic map it is possible to infer that if someone is afather, that personisaso a
male and a parent. Thisis due to the transitivity property exhibited by the class-instance and
superclass—subclass associations. None of the items in the blocks shown in the genealogical chart have
been defined. The example below starts to define those items. (Only a subset of the possible topics has
been defined for illustration purposes.)

<topic id="eric">
<instanceOf>
<topicRef xlink:href="#male"/>
</instanceOf>
<instanceOf>
<topicRef xlink:href="#person'/>
</instanceOf>
<baseName>
<baseNameString>Eric</baseNameString>
</baseName>

</topic>

<topic id="rita">
<instanceOf>
<topicRef xlink:href="#female'/>
</instanceOf>
<instanceOf>
<topicRef xlink:href="#person'/>
</instanceOf>
<baseName>
<baseNameString>Rita</baseNameString>
</baseName>
</topic>

<topic id="olivia'>
<instanceOf>
<topicRef xlink:href="#female"/>
</instanceOf>
<instanceOf>
<topicRef xlink:href="#person'/>
</instanceOf>
<baseName>
<baseNameString>0livia</baseNameString>
</baseName>
</topic>

<topic id="jordan">
<instanceOf>
<topicRef xlink:href="#male"/>
</instanceOf>
<instanceOf>
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<topicRef xlink:href="#person'/>
</instanceOf>
<baseName>
<baseNameString>Jordan</baseNameString>
</baseName>
</topic>

One challenge in defining a topic map is determining the methodology to be used for defining what
should be atopic and how the topic hierarchy is to be defined. It isimportant to use a consistent
method to ensure that the topic map structures are interpreted in the same way. One possible method is
to provide as much information as possible for each topic. For instance, for the topic named Eric, it
might be possible to also add <instanceOf> elementsfor husband, father, son, chi ld, and so
on. Another method isto define aminimal set of types and use other topic map structures such as
associations to define the additional information. This method allows us to place knowledge in the
context in which it occurs. An additional advantage to this second method is that scopes can be used to
control when specific information isin effect.

The next step isto define some associations between the topics.

<topic id="marriage'>
<instanceOf>
<topicRef xlink:href="#association.class'"/>
</instanceOf>
<baseName>
<baseNameString>Marriage</baseNameString>
</baseName>
</topic>

<association>
<instanceOf>
<topicRef xlink:href="#marriage'/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#husband"/>
</roleSpec>
<topicRef xlink:href="#eric"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#wife"/>
</roleSpec>
<topicRef xlink:href="#rita"/>
</member>
</association>

<topic id="family'>

<instanceOf>

<topicRef xlink:href="#association.class'/>
</instance0Of>

<baseName>

<baseNameString>Fami ly</baseNameString>
</baseName>
</topic>
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<association>
<instanceOf>
<topicRef xlink:href="#family"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#husband"/>
</roleSpec>
<topicRef xlink:href="#eric"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#mother"/>
</roleSpec>
<topicRef xlink:href="#rita"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#child"/>
</roleSpec>
<topicRef xlink:href="#olivia'/>
<topicRef xlink:href="#jordan"/>
</member>
</association>

Now that we've covered the basics of laying out a semantic network using X TM constructs, we turn to
the issues of the validity and consistency of the network we have created.

Topic Map Schemas

The XTM specification says almost nothing about validation and consistency. Instead, the
conformance section focuses on the understanding of the defined constructs, the interchange syntax,
and the import and export of topic maps.

However, the implementer of atopic map needs some degree of support when designing and creating
amap potentialy consisting of millions of topics and associations. The question of consistency within
the topic map becomes a key issue because it is nearly impossible to check a map of that size
manually. Chapter 14 discusses topic map schemas and consistency constraints in more depth.

The constraints used in this example are defined using a set of topic, occurrence, and association
patterns declared in a template using topic map syntax. These patterns declare the possible parameters
and their combinations. The patterns are defined as topics and associations. A predefined theme
"schema" used to scope an association signals that the association and its members have a special
meaning—they are constraints for topics/associations of the given type.

Work has begun on a Topic Map Constraint Language (TMCL) to address some of theissues raised in
this section. The examples shown below will most likely not be in accordance with TMCL since it did
not exist at the time this chapter was written. Note that current proposals for TMCL explicitly do not
address issues of cardinality, a shortcoming in my view. (See Chapter 4 for adiscussion of TMCL.)

The associations defined above exist between the members of a particular family. They define the
types of relationship and the roles played by each member. However, there is no indication of how
each member topic relates to the others. A human reader can probably figure out how the relationships
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work. However, the specification provides no guidance or mechanism on how such relationships are
to be programmatically validated. Using the schema approach, a pattern can be defined that specifies
the required and valid topics within the association. The pattern would include information such as:

e The member topic types of the association
e How many of each type can occur within the association

<topic id="minimum.occurrences">

<instanceOf>

<topicRef xlink:href="#occurrence.class"/>
</instanceOf>

<subjectldentity>

<subjectindicatorRef xlink:href=

“http://www.semantext.com/psi/minimum-occurences' />

</subjectldentity>

<baseName>

<baseNameString>minimum occurrences</baseNameString>
</baseName>
</topic>

<topic id="maximum.occurrences'>
<instanceOf>
<topicRef xlink:href="#occurrence.class"/>
</instanceOf>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.semantext.com/psi/maximum-occurrences' />
</subjectldentity>
<baseName>
<baseNameString>maximum occurrences</baseNameString>
</baseName>
</topic>

<topic id="schema'>
<instanceOf>
<topicRef xlink:href="#theme.class"/>
</instanceOf>
<subjectldentity>
<subjectiIndicatorRef xlink:href=
"http://www.semantext.com/psi/schema’/>
</subjectldentity>
<baseName>
<baseNameString>topic map schema</baseNameString>
</baseName>
</topic>

<topic id="marriage.schema'>
<instanceOf>
<topicRef xlink:href="#association.class'/>
</instanceOf>
<baseName>
<baseNameString>Marriage</baseNameString>
</baseName>
<occurrence>
<instanceOf>
<topicRef xlink:href="#association.property"/>
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</instanceOf>
<resourceRef xlink:href="#reflexive'"/>
</occurrence>
<occurrence id="minimum.spouses'>
<instanceOf>
<topicRef xlink:href="#minimum.occurrences'/>
</instanceOf>
<resourceData>2</resourcebata>
</occurrence>
<occurrence id=""maximum.spouses'>
<instanceOf>
<topicRef xlink:href="#maximum.occurrences'/>
</instance0Of>
<resourceData>2</resourcebata>
</occurrence>
</topic>

<association>
<instanceOf>
<topicRef xlink:href="#marriage.schema/>
</instanceOf>
<scope>
<topicRef xlink:href="#schema'/>
</scope>
<member>
<roleSpec>
<topicRef xlink:href="#spouse'/>
</roleSpec>
<resourceRef xlink:href="#minimum.spouses'/>
<resourceRef xlink:href="#maximum.spouses"/>
</member>
</association>

<topic id="family.schema'>
<instanceOf>
<topicRef xlink:href="#association.class'/>
</instanceOf>
<baseName>
<baseNameString>Fami ly</baseNameString>
</baseName>
<occurrence id="maximum.parents'>
<instanceOf>
<topicRef xlink:href="#maximum.occurrences'/>
</instance0Of>
<resourceData>2</resourceData>
</occurrence>
</topic>

<association>

<instanceOf>

<topicRef xlink:href="#family.schema"/>
</instanceOf>

<scope>

<topicRef xlink:href="#schema'/>
</scope>

<member>

<roleSpec>
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<topicRef xlink:href="#parent'/>
</roleSpec>
<resourceRef xlink:href="#maximum.parents'/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#child"/>
</roleSpec>
</member>
</association>

The section of code above defines two new topics that define the number of times members can occur
within an association. Occurrence declarations within the topics state that a minimum and a maximum
of two persons are required for an association following marriage . schema to validly exist within
this application. In atopic map under construction, each instance of a marriage association built using
this schema can then be checked to make sure that the marriage does in fact consist of two persons.
These two persons listed must be of type spouse due to the transitivity property of the superclass—
subclass relationship. Another occurrence states that an association following themarriage
association schemais reflexive. The fami Iy association establishes that a family can be made up of
zero, one, or two parents and any number of children.

While the description of the marriage association isfairly straightforward, as stated before, it is not
so clear how the topics within the fami ly association relate to each other. Assuming that topics are
given human-understandabl e base names, it might be possible for a person reading the topic map to
determine the interactions between the members of an association. We know that Er i c has the role of
husband within the family, Rita the role of mother, and Olivia and Jordan therole of chi ld.
However, there is nothing that explicitly states the relationships between Eric, Rita, Olivia, and
Jordan.

It would be helpful to have a mechanism to define how n-ary relationships can be interpreted. In such
amodel it would be possible to define:

The associations between the different topic, in all directions

The properties of the associations (reflexive, transitive, symmetrical)
The types of the associations

The roles each topic plays within the associations

The topic map template model proposed here can be extended to model inference rules that are then
used to infer the additional information stored in the n-ary associations. Thisis done by first defining a
set of PSIsfor the building blocks' inference rules.

<topic id="inference.rule.schema'>
<instanceOf>
<topicRef xlink:href="#theme.class"/>
</instanceOf>
<subjectldentity>
<subjectilndicatorRef xlink:href=
"http://www.semantext.com/psi/inference-rule-schema’/>
</subjectldentity>
<baseName>
<baseNameString>inference rule schema</baseNameString>
</baseName>
</topic>
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<topic id="inference.rule.variable'>
<instanceOf>
<topicRef xlink:href="#topic.class"/>
</instanceOf>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.semantext.com/psi/inference-rule-variable'/>
</subjectldentity>
<baseName>
<baseNameString>inference rule topic variable</baseNameString>
</baseName>
</topic>

<topic id="inference.rule">
<instanceOf>
<topicRef xlink:href="#association.class'/>
</instance0Of>
<subjectldentity>
<subjectindicatorRef xlink:href=
"http://www.semantext.com/psi/inference-rule/>
</subjectldentity>
<baseName>
<baseNameString>inference rule</baseNameString>
</baseName>
<occurrence id="minimum.conditions'>
<instanceOf>
<topicRef xlink:href="#minimum.occurrences'/>
</instance0Of>
<resourceData>1</resourceData>
</occurrence>
<occurrence id="minimum.statements'>
<instanceOf>
<topicRef xlink:href="#minimum.occurrences'/>
</instanceOf>
<resourceData>1</resourceData>
</occurrence>
</topic>

<topic id="inference.rule.condition">
<instanceOf>
<topicRef xlink:href="#topic.class"/>
</instance0Of>
<baseName>
<baseNameString>inference rule condition</baseNameString>
</baseName>
</topic>

<topic id="inference.rule.statement'>
<instanceOf>
<topicRef xlink:href="#topic.class"/>
</instanceOf>
<baseName>
<baseNameString>inference rule statement</baseNameString>
</baseName>
</topic>
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<association>
<instanceOf>
<topicRef xlink:href="#inference.rule'/>
</instance0Of>
<scope>
<topicRef xlink:href="#inference.rule._.schema"/>
</scope>
<member>
<roleSpec>
<topicRef xlink:href="#inference.rule.condition"/>
</roleSpec>
<resourceRef xlink:href="#minimum.conditions"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#inference.rule.statement"/>
</roleSpec>
<resourceRef xlink:href="#minimum.statements'/>
</member>
</association>

These structures are then combined to build inference rules that when processed can build additional
associations between topics. An inference rule consists of one or more conditions and one or more
statements. In logical terms, the conditions equate to "if" clauses and the statements equate to "then"
clauses. The inference.rule.variable topic type has specia meaning in this application. It
represents a placeholder for any topic that matches the conditions specified in the inference rule
construct being used.

For example, to infer the relationships between members within a fami I'y association, we could
define the following topics.

<topic id="anytopic.1">

<instanceOf>

<topicRef xlink:href="#inference.rule.variable"/>
</instanceOf>

<baseName>

<baseNameString>any topic #l</baseNameString>
</baseName>
</topic>

<topic id="anytopic.2'>

<instanceOf>

<topicRef xlink:href="#inference.rule.variable"/>
</instanceOf>

<baseName>

<baseNameString>any topic #2</baseNameString>
</baseName>
</topic>

<topic id="is.sibling.schema'">
<instanceOf>
<topicRef xlink:href="#association.class'/>
</instanceOf>
<baseName>
<baseNameString>is sibling of</baseNameString>
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</baseName>
<occurrence id="minimum.children>
<instanceOf>
<topicRef xlink:href="#minimum.occurrences'/>
</instanceOf>
<resourceData>2</resourceData>
</occurrence>
</topic>

<association>
<instanceOf>
<topicRef xlink:href="#is.sibling.schema'/>
</instance0Of>
<scope>
<topicRef xlink:href="#schema'/>
</scope>
<member>
<roleSpec>
<topicRef xlink:href="#child"/>
</roleSpec>
<resourceRef xlink:href="#minimum.children.sibling"/>
</member>
</association>

<topic id="ir.sibling.in.family.1-2">
<subjectldentity>

<subjectindicatorRef xlink:href="#N123"/>
</subjectldentity>
</topic>

<association §d="N123">
<instanceOf>
<topicRef xlink:href="#is.sibling.schema'/>
</instanceOf>
<scope>
<topicRef xlink:href="#inference.rule.schema"/>
</scope>
<member>
<roleSpec>
<topicRef xlink:href="#sibling"/>
</roleSpec>
<topicRef xlink:href="#anytopic.1"/>
<topicRef xlink:href="#anytopic.2"/>
</member>
</association>

<topic id="ir.sibling.1-2">
<subjectldentity>

<subjectilndicatorRef xlink:href="#N234"/>
</subjectldentity>
</topic>

<association i1d=""N234">
<instanceOf>
<topicRef xlink:href="#family.schema"/>
</instanceOf>
<scope>
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<topicRef xlink:href="#inference.rule._.schema"/>
</scope>

<member>

<roleSpec>

<topicRef xlink:href="#child"/>

</roleSpec>

<topicRef xlink:href="#anytopic.1"/>

<topicRef xlink:href="#anytopic.2"/>

</member>
</association>

<association>
<instanceOf>
<topicRef xlink:href="#inference.rule'/>
</instanceOf>
<scope>
<topicRef xlink:href="#inference.rule._.schema"/>
</scope>
<member>
<roleSpec>
<topicRef xlink:href="#inference.rule.condition"/>
</roleSpec>
<topicRef xlink:href="#ir._sibling.in_family.1-2"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#inference.rule.statement"/>
</roleSpec>
<topicRef xlink:href="#ir_sibling.1-2"/>
</member>
</association>

Essentially, in the inference rule above we are defining the sibling relationship between any two
children within afamily. In English prose the rule could be stated, "If two persons within afamily
both have the role of child, then both persons can be considered siblings.” The processing model for
inferencing in this proposal states that in an association of type inference-rule, when al the
premises are true, then the inferences are made. In effect, the result of processing thisruleisthe
creation of the association shown below. The accompanying topic declaration and association schema
set the rules for how the association is controlled.

<association>
<instanceOf>
<topicRef xlink:href="#sibling.schema'"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#sibling"/>
</roleSpec>
<topicRef xlink:href="#olivia'/>
<topicRef xlink:href="#jordan"/>
</member>
</association>

<topic id="sibling.schema'>

<instanceOf>
<topicRef xlink:href="#association.class"/>
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</instanceOf>
<baseName>
<baseNameString>Sibling</baseNameString>
</baseName>
<occurrence>
<instanceOf>
<topicRef xlink:href="#association.property"/>
</instance0Of>
<resourceRef xlink:href="#reflexive'/>
</occurrence>
<occurrence id="minimum.siblings'>
<instanceOf>
<topicRef xlink:href="#minimum.occurrences'/>
</instance0Of>
<resourceData>2</resourceData>
</occurrence>
</topic>

<association>
<instanceOf>
<topicRef xlink:href="#sibling.schema"/>
</instanceOf>
<scope>
<topicRef xlink:href="#schema'/>
</scope>
<member>
<roleSpec>
<topicRef xlink:href="#sibling"/>
</roleSpec>
<resourceRef xlink:href="#minimum.siblings"/>
</member>
</association>

A more complex example is defining the rule for determining whether two people are cousins within
the family tree. We can do this by extending the example above. This new rule requires severa
premises to be true before other facts can be determined.

<topic id="anytopic.3">

<instanceOf>

<topicRef xlink:href="#inference.rule_variable"/>
</instanceOf>

<baseName>

<baseNameString>any topic #3</baseNameString>
</baseName>
</topic>

<topic id="anytopic.4">

<instanceOf>

<topicRef xlink:href="#inference.rule.variable"/>
</instance0Of>

<baseName>

<baseNameString>any topic #4</baseNameString>
</baseName>
</topic>

<topic id="is.parent.schema'>
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<instanceOf>

<topicRef xlink:href="#association.class'/>
</instance0Of>

<baseName>

<baseNameString>is parent of</baseNameString>
</baseName>
</topic>

<topic id="ir.parent.in.family._.N345">
<subjectldentity>

<subjectindicatorRef xlink:href="#N345"/>
</subjectldentity>
</topic>

<association id=""N345">
<instanceOf>
<topicRef xlink:href="#is.parent.schema"/>
</instance0Of>
<scope>
<topicRef xlink:href="#inference.rule.schema"/>
</scope>
<member>
<roleSpec>
<topicRef xlink:href="#parent'/>
</roleSpec>
<topicRef xlink:href="#anytopic.1"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#child"/>
</roleSpec>
<topicRef xlink:href="#anytopic.2"/>
</member>
</association>

<topic id="ir.parent.in.family.N456">
<subjectldentity>

<subjectilndicatorRef xlink:href="#N456"/>
</subjectldentity>
</topic>

<association id="N456">
<instanceOf>
<topicRef xlink:href="#is.parent.schema"/>
</instanceOf>
<scope>
<topicRef xlink:href="#inference.rule.schema"/>
</scope>
<member>
<roleSpec>
<topicRef xlink:href="#parent'/>
</roleSpec>
<topicRef xlink:href="#anytopic.3"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#child"/>
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</roleSpec>

<topicRef xlink:href="#anytopic.4"/>
</member>
</association>

<topic id="ir.sibling.in.family_.N567">
<subjectldentity>

<subjectilndicatorRef xlink:href="#N567"/>
</subjectldentity>
</topic>

<association id="N567">
<instanceOf>
<topicRef xlink:href="#is._.sibling.schema'/>
</instanceOf>
<scope>
<topicRef xlink:href="#inference.rule.schema"/>
</scope>
<member>
<roleSpec>
<topicRef xlink:href="#child"/>
</roleSpec>
<topicRef xlink:href="#anytopic.1"/>
<topicRef xlink:href="#anytopic.3"/>
</member>
</association>

<topic id="cousin.schema'>
<instanceOf>
<topicRef xlink:href="#association.class'/>
</instanceOf>
<baseName>
<baseNameString>is cousin of</baseNameString>
</baseName>
<occurrence id="minimum.children.cousin'>
<instanceOf>
<topicRef xlink:href="#minimum.occurrences'/>
</instance0f>
<resourceData>2</resourcebata>
</occurrence>
</topic>

<topic id="ir.cousin_N678">
<subjectldentity>

<subjectindicatorRef xlink:href="#N678"/>
</subjectldentity>
</topic>

<association i1d="N678">

<instanceOf>

<topicRef xlink:href="#cousin.schema'/>
</instanceOf>

<scope>

<topicRef xlink:href="#inference.rule.schema"/>
</scope>

<member>

<roleSpec>
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<topicRef xlink:href="#cousin"/>
</roleSpec>
<topicRef xlink:href="#anytopic.2"/>
<topicRef xlink:href="#anytopic.4"/>
</member>
</association>

<association>
<instanceOf>
<topicRef xlink:href="#inference.rule'"/>
</instanceOf>
<scope>
<topicRef xlink:href="#inference.rule.schema"/>
</scope>
<member>
<roleSpec>
<topicRef xlink:href="#inference.rule.condition"/>
</roleSpec>
<topicRef xlink:href="#ir_parent.in_family.N345"/>
<topicRef xlink:href="#ir.parent.in.family._N456"/>
<topicRef xlink:href="#ir.sibling.in.family_N567"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#inference.rule.statement"/>
</roleSpec>
<topicRef xlink:href="#ir.cousin.N678"/>
</member>
</association>

This second rule can be restated in English as, "If afirst person isthe parent of a second person within
afamily, and athird person is the parent of afourth person within afamily, and the first person and
third person are siblings within afamily, then the second person and the fourth person are cousins.”
The processing of this rule on the entire family tree results in the generation of the following
association, among others.

<association>
<instanceOf>
<topicRef xlink:href="#cousin.schema"/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#cousin'/>
</roleSpec>
<topicRef xlink:href="#olivia'/>
<topicRef xlink:href="#keri"/>
</member>
</association>

Although not shown in these examples, when a set of premisesistrue, it is possible to infer several
associations at the same time. This increases the power of the inference rule mechanism by reducing
the number of times a premise must be examined before making any inference. This aso reduces the
processing required to build the semantic network. The inference rules can be stored and managed
separately and applied to topic maps as appropriate. Since they are topic maps themselves, application
of therulesis a matter of merging the topic maps and processing the rules.
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This template now provides al the information necessary for a system, or a human reader unfamiliar
with the subject matter, to establish the relationships between the topics within the association. It also
clarifies the items and the associations among them and allows new associations to be built
automatically.

Harvesting the Knowledge Identified in Markup

One of the benefits of XML isthe ability to define a set of markup tags that explicitly label the content
of adata set rather than using formatting tags such asthosein HTML. By using content tagging, you
can develop programs that identify certain topics within the information and harvest them to populate
atopic map or semantic network. In many cases, the associations or relationships between the topics
may not be explicitly stated in the markup. Tools can be developed that allow the user to define
associations and topic types so that data extracted from documents can be placed into the topic map
and interpreted by the computer. In fact, the inference rule model discussed above could be extended
to include the ability to define extraction rules. These rules could operate just like inference rules and
exist independently from the topic map being built. They could be applied to several source
documents by merging them into the topic map under construction.

Infoloom, Inc. (http://www.infoloom.com) uses an example of this process to create the topic maps for
conferences of the Graphics Communication Association (GCA), now IDEAIliance. Presenters submit
papers using a standard document type definition (DTD) that contains several content tags such as
author name, affiliation, city, state/province, country, key word, and acronym. Based on the specific
tags, topic maps can be built on the associations between the marked items. For example, within the
United States, a city occurs within a state, so topics can be defined for each city and state and
associations can be built between each city/state pair. A more detailed topic map might also include
counties, such that a particular city can occur within one or more counties (as when city and county
boundaries overlap within the same geographic area) and each county occurs within a state.

Identifying and Interpreting the Knowledge Found within
Documents

Thefield of knowledge management has been gathering momentum over the past year or so. Current
world events are causing organizations worldwide to rethink their knowledge management strategies
and tools. As new requirements for knowledge bases are devel oped, systems will need to keep pace
with the new requirements. The definition of knowledge management depends on the individual doing
the defining. In general, it is an attempt to classify and organize information within an enterprise so
that this information can be located and used. Devel opers have introduced several tools and systems
they claim perform some sort of knowledge management. However, these systems range from simple
document management systems to advanced repositories that purport to process the meaning
contained within the text to classify the information.

Many mechanisms are used within these systems to classify and organize the information. Some
simply match key words and phrases; others use statistical theories to match patterns of terms and
contextual relationships that represent an idea.
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Whether topic maps can be used to model the knowledge managed by these systems remainsto be
seen. At thistime, no developers of commercially available tools or systems advertise the ability to
use a topic map to interchange the knowledge contained within, nor do they advertise that these tools
or systems can export a topic map for interchange of the information.

This, however, does not mean that the extraction of knowledge from within documents cannot be done.
Several methods exist for identifying the structures found within natural language. Tools capable of
using the harvesting rules may be able to process the markup based on natural language to build topic
maps, but the engine underneath would need to be very powerful in order to work with the large
amounts of granular information that would be generated.

Summary

With the advent of the Web, the amount of easily available information has exploded. M ethodologies
such as RDF and topic maps were devel oped because of the need to separate the good information
from al the junk.

The XTM specification has gathered a great deal of support, as discussed in Chapter 4. Early adopters
have shown that it isindeed a useful specification and have also identified areasin which it can be
extended or improved. One of the signs of the true power of topic mapsisthat many of the extensions
can be accomplished using the topic maps paradigm.

The ability to construct semantic networks from topic maps provides an exciting possibility of having
a standard by which knowledge can be stored and interchanged. In the past, knowledge storage and
management schemes have come and gone. However, most of them provided no way to interchange
the data between systems and applications. Topic maps can interchange the gathered knowledge of an
organization.

In the near future more topic map—based systems will appear. As more topic maps are created, many
of them will be made publicly available. Astopic maps are shared and combined, the large knowledge
bases we see in those science fiction shows could well become aredlity.
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Chapter 14. Topic Map Fundamentals for Knowledge
Representation

H. Holger Rath

Topic maps offer flexible and powerful techniques for knowledge representation (KR). They define
the general concepts and provide—with intention—just the necessary minimum of semantics. But KR
requires more semantic to model ontologies, class hierarchies, association properties, inference rules,
and constraint-based validation.

This chapter explains why these semantics are needed, gives some examples of applications, and
presents an approach to atechnical solution. The solution itself will make use of the topic maps
paradigm.

KR isaready well understood within the field of artificia intelligence (Al) research. Concepts like
semantic networks and conceptual graphs were developed to model knowledge. The general approach
of the topic maps paradigm defines the basic constructs for KR with topic maps, but supporting this
particular application domain was not a design goal of the topic map standardization effort. Therefore,
the required semantics must be defined as a kind of application profile.

A Simple KR Example

KR isakey issue in enterprise knowledge management applications, for example, a corporate memory.
Thus, the example used throughout this chapter comes from this application domain.

Here's the scenario. A company runs a couple of projects they provide to customers. The project team
members, one of whom is the project manager, have certain technical skills. Every project uses a
couple of technologies, for example, specific products or standards. Based on this information, the
topic map will contain the following classes.

Topic classes (all defined astopics):

Company
Owner
Employee
Customer
Project

Project manager
Team member
Technology
Product
Standard

Association classes and their roles (all defined astopics):

e  Ownership (owner, company)
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Employment (company, employee)

Personal skill (employee, technology)
Project membership (project, team member)
Project leadership (project, project manager)
Project technology (project, technology)
Project customer (project, customer)
Company customer (company, customer)

Occurrence classes (all defined astopics):

Business plan
Contract

Résumé

Project plan

Status report
Product description
Standard text

Topicinstances and their classes:

Bertelsmann MOHN Media (company)
empolis (company)
eCOM (company)
Peter (employee)
Mike (employee)
Marisa (employee)
WK (customer)
LEX (project)

LLM (project)

SL (technology)
SGML (standard)

Association instances, their classes, and their roles:

Ownership: Bertelsmann MOHN Media (owner), empolis (company)
Ownership: empolis (owner), eCOM (company)

Employment: eCOM (company), Peter (employee), Mike (employee), Marisa
(employee)

Personal skill: Peter (employee), SGML (technology), SL (technology)
Personal skill: Mike (employee), SL (technology)

Personal skill: Marisa (employee), SGML (technology)

Project membership: LEX (project), Peter (team member), Mike (team member)
Project leadership: LEX (project), Peter (project manager)

Project technology: LEX (project), SL (technology), SGML (technology)
Project customer: LEX (project), WK (customer)

Project customer: LLM (project), WK (customer)

Company customer: eCOM (company), WK (customer)

This chapter discusses the various drawbacks of this modeling approach and presents solutions for
them. Note, for example, that no employees have been assigned to the LLM project, and Marisa,
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though an employee, isn't assigned to any projects. These facts present management issues that a topic
system using KR could assist with.

A Quick Review of Concepts for Topic Maps and KR
Listed below are some brief definitions of important concepts well use in this chapter.

e Topic map templates: the ontology part of a map containing topics that are candidates for
classes or scopes

e Classhierarchies. the super- and subclass associations of amap

e Association properties: mathematically defined properties for binary associations, like
trangitivity

e Inferencerules: the rulesthat define the possible deduction of knowledge not explicitly coded

e Congtraints: constraining conditions that support guided editing and semantic validation of
topic maps

The sum of the listed concepts plus the superclass—subclass concept—specified in XTM 1.0 for the
definition of class hierarchies—resultsin what we call atopic map schema. The schemalitself can be
expressed as a topic map. Thus, the schema map controls the "real" map and defines the semantic
needed by topic map tools. This chapter gives examples for every conceptual part of the schema.

All concepts rely on the use of Published Subject Indicators (PSIs). All the PSIsin this chapter are
either already declared in the X TM specification,’! using the domain name topicmaps.org, or are
introduced for the purposes explained in this chapter, using the domain name topicmaps.com (owned
by empolis GmbH).

(1] See http://www.topicmaps.org/xtm/index.html#psi-mandatory for a list of those PSls included in the
XTM 1.0 document.

Additional concepts like the Topic Map Query Language (TMQL) and user profiling [Ksiezyk 2000]
are not in the scope of this chapter, but both could also be expressed as topic maps. (See Chapter 4 for
adiscussion of TMQL.)

Topic Map Templates

Most of the objects that declare a topic map ontology are topics. namely, scoping topics, classes
(topics, occurrences, and associations al may be instances of classes), and roles (that topics play in an
association). But neither 1SO 13250 nor the XTM specification provides a mechanism for identifying
amap's ontology objects before they have been referenced by instances—and this can lead to some
confusion. Users often mix up ontology topics and regular topics during discussions. In addition to
that, the different tasks of topic map design, creation, and maintenance are hard to distinguish and
separate.

The same is true for the control of user accessrights: aslong as there is no distinction between parts of
the map, different rights cannot be assigned to the different parts of the map. A separate ontology part
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could a'so be used for defining categories of topic maps that share a common set of classes with
predefined semantics.

The 1SO working group has already responded to the need to separate the ontology part of a topic map.
It coined the term topic map template (here, informally, "template™") for all ontology topics of a map,

as mentioned above. At the present time this term is only "semi-official” since the concept has not yet
been refined and added to the standard.?

2 The templating ontology proposed here should be distinguished from the association templates
mentioned in the first draft of the ISO Reference Model
(http://Mmww.y12.doe.gov/sgml/sc34/document/0243.htm). There, an association template is "a topic
whose subject is a set of constraints used to validate instances of a given association type" and is
defined in terms of topic map graph constructs.

We define atemplate as a topic map that consists of scoping topics, classes, and roles. As discussed
later in this chapter, it also consists of consistency constraints and inference rules. Table 14-1 listsa
set of PSIsfor the basic classes.

These PSls serve as subject indicator references for the classes of the classes of the application
domain.

Let's return to our company scenario. The ontology topics for the example are company, employee,
customer, project, technology, product, standard, ownership, owner, employment, personal skill,
project membership, team member, project leadership, project manager, project technology, company
customer, and project customer.

The code below shows the definition of the ontology topic tc-company as atopic class and an
association role class.

<topic id=""tc-company'>
<instanceOf>
<subjectlilndicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#topic-class'/>
</instanceOf>
<instanceOf>
<subjectilndicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#association-role-class'/>
</instanceOf>
<baseName><baseNameString>company</baseNameString></baseName>
</topic>

Table 14-1. PSIs for Basic Classes

Description PSI

Topic class http://www.topicmaps.com/xtm/1.0/template.xtm#topic-class

Occurrence class http://www.topicmaps.com/xtm/1.0/template.xtm#occurrence-class

\Association class  |http://www.topicmaps.com/xtm/1.0/template.xtm#association-class

Association role http://www.topicmaps.com/xtm/1.0/template.xtm#association-role-
class class

\Scoping topic class Ihttp://www.topicmaps.com/xtm/1.0/template xtm#scoping-topic-class
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Thetopic tc-company isan instance of a classthat isidentified by the subject indicator references
http://www.topi cmaps.com/xtm/1.0/templ ate.xtm#topi c-class and

http://www.topi cmaps.com/xtm/1.0/templ ate.xtm#associ ation-rol e-class. Because of these references,
the topic map software can be aware that tc-company isatopic class and an association role class—
even before the classis referenced by atopic instance or used as an association role.

The definition of further ontology topics representing occurrence classes, association classes,
association role classes, and scoping topic classesis done in asimilar way. The "real" topic map uses
the domain-specific classes.

The code below shows the definition of the topic t-ecom to represent the company eCOM.

<topic id="t-ecom">
<instanceOf>
<topicRef xlink:href="#tc-company"/>
</instanceOf>
<baseName><baseNameString>eCOM</baseNameString></baseName>
</topic>

The application designer can choose what to call the - id- attributes and the base names. Only the
PSls are predefined.

Class Hierarchies

In our approach to topic map schemas, all topics, occurrences, and associations are instances of
classes. The classes themselves are expressed as topics. The class-instance relationship declared by
the <instanceOf> element isin fact merely a syntactically privileged association class defined in
the text of the XTM 1.0 specification. If we are looking at the class-instance relation from an
ontology/taxonomy view, then thereis ajustifiable demand for a superclass—subclass relationship as
well.

Our example contains some superclass—subclass relationships:

e Company == customer, owner

e Employee ==*team member

e Team member = project manager

e Technology ==*product, standard

The XTM specification predefines PSIs that specify both superclass—subclass and class-instance
relationships.

Note

Even if it might be possible that atopic class is also an instance of another topic class, users must
understand that this expresses not a superclass—subclass relationship but only the class-instance
relationship.
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Superclass—Subclass Relationship as Association

Both class hierarchies and association properties (see the Association Properties section below) are the
basis for compact topic maps, efficient creation and maintenance efforts, and a reduction of coding
errors. Real-life ontologies and taxonomies could not be defined without extensive use of superclass—
subclass relationships.

Our approach again makes use of PSIs, now predefined by the XTM specification (see Table 14-2).
We need them for the superclass—subclass association, superclass association role, and subclass
association role.

The code below shows an example of a class hierarchy in our application domain. (The topic classes
tc-company, tc-customer, and tc-owner form a superclass—subclass relationship: tc-
company ==*tc-customer, tc-owner.)

<association id="a-spclss-sbclss-company-customer-owner"'>
<instanceOf>
<subjectindicatorRef xlink:href=
“"http://www.topicmaps.org/xtm/1.0/psil.xtm
#superclass-subclass'/>
</instanceOf>
<member>
<roleSpec>
<subjectiIndicatorRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/psil.xtm,
#superclass'/>
</roleSpec>
<topicRef xlink:href="#tc-company'/>
</member>
<member>

Table 14-2. PSIs for Superclass—Subclass Associations

Description XTM PSI

Association class http://www.topicmaps.org/xtm/1.0/psil.xtm#superclass-

superclass-subclass subclass

Association role superclass |http://www.topicmaps.org/xtm/1.0/psil.xtm#superclass

Association role subclass http://www.topicmaps.org/xtm/1.0/psil.xtm#subclass
<roleSpec>

<subjectindicatorRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/psil.xtm
#subclass'/>
</roleSpec>
<topicRef xlink:href="#tc-customer"/>
</member>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/psil.xtm
#subclass'/>
</roleSpec>
<topicRef xlink:href="#tc-owner"/>
</member>
</association>
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Class—Instance Relationship as Association

The XTM also permits the class-instance relationship (syntactically privileged by the
<instanceOf> element) to be declared using the <association> element. Thisalowsthe
assignment of a scope to the expressed class-instance relationship, which is not possible when using
the <instanceOf> element. The technical solution again makes use of XTM PSls, listed in Table
14-3.

Table 14-3. PSIs for Class—Instance Associations

Description XTM PSI

Association class class- http://www.topicmaps.org/xtm/1.0/psil.xtm#class-
instance instance

Association role class http://www.topicmaps.org/xtm/1.0/psil.xtm#class
Association role instance http://www.topicmaps.org/xtm/1.0/psil.xtm#instance

Here's an example of an alternative definition of topic t-ecom as an instance of class tc-company.

<topic id="t-ecom">
<baseName>
<baseNameString>eCOM</baseNameString>
</baseName>
</topic>
<association id="a-clss-inst-company-bmm'>
<instanceOf>
<subjectiIndicatorRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/psil.xtm
#class-instance' />
</instanceOf>
<member>
<roleSpec>
<subjectilndicatorRef xlink:href=
“"http://www.topicmaps.org/xtm/1.0/psil.xtm
#class'/>
</roleSpec>
<topicRef xlink:href="#tc-company"/>
</member>
<member>
<roleSpec>
<subjectiIndicatorRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/psil.xtm
#instance'/>
</roleSpec>
<topicRef xlink:href="#t-ecom"/>
</member>
</association>

Association Properties
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Mathematics defines the reflexive, symmetric, transitive, antireflexive, and antisymmetric properties
for binary relationships. Because associations can be seen as relationships, we can apply these
properties to associations that connect two topics.

Taking acloser look at the benefits of each property shows that only transitivity is of real value for
topic map purposes. In our approach, transitivity allows the deduction of information from the map
that is not explicitly part of it.

Returning to our sample scenario, the ownership association is transitive because if Bertelsmann
MOHN Media owns empolis and empolis owns eCOM, then we can derive that Bertelsmann MOHN
Media owns eCOM.

Assigning properties to objectsis the task of facetsin an 1SO topic map. With XTM, afunctiona
equivalent for facets can be expressed using specialized occurrences. Therefore, we define a PSI for
an occurrence class and a PS| to which the <resourceRef> element points (Table 14-4).

Table 14-4. PSIs for the Association Property transitive

Description PSI

Occurrence class http://www.topicmaps.com/xtm/1.0/template.xtm#assoc-property
prope rty

Association property http://www.topicmaps.com/xtm/1.0/template.xtm#assoc-prop-
transitive transitive

Here's an example of code stating that the association class ac-ownership istransitive.

<topic id="ac-ownership'>
<instanceOf>
<subjectilndicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#association-class'/>
</instanceOf>
<baseName><baseNameString>0wnership</baseNameString></baseName>
<occurrence>
<instanceOf>
<subjectiIndicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#assoc-property'/>
</instanceOf>
<resourceRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#fassoc-prop-transitive'/>
</occurrence>
</topic>

Inference Rules

The definitions of superclass—subclass relationships between classes and of transitivity properties for
associations aready allow powerful inferencing of knowledge not coded in the topic map. But atopic
map may contain further knowledge that could be inferred if we specify the inference rules.
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Below isan inference rule for our example, assuming that projects are run only by employees and not
by freelancers (where $employee is an instance of the class employee).

If $employee is ateam member in project $project

And $employee works for company $company

And $project has customer $customer

Then $company has customer $customer.

Here's the rule in amore verbose form, which is closer to the topic map constructs.

If topic $employee plays role team member in association project member ship together with topic
$project playing role project

And topic $employee plays role employee in association employment together with topic $company
playing role company

And topic $project plays role project in association project customer together with topic $customer
playing role customer

Then topic $company plays role company in association company customer together with topic
$customer playing role customer.

This quite simple rule is anayzed further below.

e The"if [condition] then [inference]" structure defines the inference rule. The condition might
be built by severa subconditions connected by the logical (Boolean) connector AND.

e The variables $employee, $project, $company, and $customer have to be instantiated when
the ruleis evaluated (that is, matched against the concrete topic map).

e Inthe project membership, employment, and project customer associations, instances of the
topic variables have to play the appropriate roles.

e Thecompany customer association isinferred, and the instances of the topic variables play
the roles company and customer.

An elegant solution makes use of the reification of an association as atopic which can then be used as
amember of another association.

An Inference Rule Example
The code in this section defines the inference rules for the team member role, as described above.

Here we define our topic variables.

<topic id=""ir-t-AN-EMPLOYEE"'>
<instanceOf>
<subjectiIndicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#inference-variable'/>
</instanceOf>
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<baseName>
<scope>
<subjectindicatorRef xlink:href=
“"http://www.topicmaps.com/xtm/1._0/template.xtm
#inference-rule-schema'/>
</scope>
<baseNameString>AN EMPLOYEE</baseNameString>
</baseName>

</topic>
<topic id=""ir-t-A-PROJECT">
<instanceOf>

<subjectindicatorRef xlink:ref=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#inference-variable'/>
</instanceOf>
<baseName>
<scope>
<subjectindicatorRef xlink:href=
“"http://www.topicmaps.com/xtm/1._0/template.xtm
#inference-rule-schema'/>
</scope>
<baseNameString>A PROJECT</baseNameString>
</baseName>

</topic>
<topic id=""ir-t-A-COMPANY"">
<instanceOf>

<subjectindicatorRef xlink:href=
“"http://www.topicmaps.com/xtm/1._0/template.xtm
#inference-variable'/>
</instanceOf>
<baseName>
<scope>
<subjectliIndicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#inference-rule-schema'/>
</scope>
<baseNameString>A COMPANY</baseNameString>
</baseName>

</topic>
<topic id=""ir-t-A-CUSTOMER">
<instanceOf>

<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#inference-variable'/>
</instanceOf>
<baseName>
<scope>
<subjectilndicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#inference-rule-schema'/>
</scope>
<baseNameString>A CUSTOMER</baseNameString>
</baseName>
</topic>
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The ir-project-membership association pattern uses two topic variables with the base names AN
EMPLOYEE (and ID ir-t-AN-EMPLOYEE ) and A PROJECT (and ID ir-t-A-PROJECT),
respectively.

<association id="ir-project-membership">
<instanceOf>
<topicRef xlink:href="#at-project-membership'/>
</instanceOf>
<scope>
<subjectlindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#inference-rule-schema'/>
</scope>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#t-employee" />
</roleSpec>
<topicRef xlink:href="#ir-t-AN-EMPLOYEE" />
</member>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
“"http://www.topicmaps.com/xtm/1._0/template.xtm
#t-project/>
</roleSpec>
<topicRef xlink:href="#ir-t-A-PROJECT"/>
</member>
</association>

The i r-employment association pattern relates two topic variables with the base names A
COMPANY and AN EMPLOYEE, respectively.

<association id="ir-employment">
<instanceOf>
<topicRef xlink:href="#at-employment"/>
</instanceOf>
<scope>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#inference-rule-schema"/>
</scope>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#t-company"'/>
</roleSpec>
<topicRef xlink:href="#ir-t-A-COMPANY"/>
</member>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm

306



#t-employee' />
</roleSpec>
<topicRef xlink:href="#ir-t-AN-EMPLOYEE" />
</member>
</association>

The ir-project-customer association pattern relates two topic variables with the base names A
PROJECT and A CUSTOMER, respectively.

<association id="ir-project-customer'>
<instanceOf>
<topicRef xlink:href="#at-project-customer'/>
</instanceOf>
<scope>
<subjectilndicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#inference-rule-schema'/>
</scope>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#t-project''/>
</roleSpec>
<topicRef xlink:href="#ir-t-A-PROJECT"/>
</member>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
“"http://www.topicmaps.com/xtm/1._0/template.xtm

#t-customer'/>
</roleSpec>
<topicRef xlink:href="#ir-t-A-CUSTOMER"/>
</member>
</association>

The i r-company-customer association pattern relates two topic variables with the base names A
COMPANY with A CUSTOMER, respectively.

<association id="ir-company-customer'>
<instanceOf>
<topicRef xlink:href="#at-company-customer"'/>
</instanceOf>
<scope>
<subjectiIndicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#inference-rule-schema"/>
</scope>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
“http://www.topicmaps.com/xtm/1._0/template.xtm
#t-company"'/>
</roleSpec>
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<topicRef xlink:href="#ir-t-A-COMPANY"/>
</member>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#t-customer'/>
</roleSpec>
<topicRef xlink:href="#ir-t-A-CUSTOMER"/>
</member>
</association>

Before the associations can be used as role playersin the inference role association, they have to be
reified by topics.

<topic id="t-reified-ir-project-membership'>
<subjectldentity>
<resourceRef xlink:href="#ir-project-membership'/>
</subjectldentity>
</topic>
<topic id="t-reified-ir-employment'>
<subjectldentity>
<resourceRef xlink:href="#ir-employment"/>
</subjectldentity>
</topic>
<topic id="t-reified-ir-project-customer'>
<subjectldentity>
<resourceRef xlink:href="#ir-project-customer'/>
</subjectldentity>
</topic>
<topic id="t-reified-ir-company-customer'>
<subjectldentity>
<resourceRef xlink:href="#ir-company-customer'/>
</subjectldentity>
</topic>

The association of class inference-rule refersto the four other associations and assigns them the
appropriate roles. Thereified ir-project-membership, ir-employment, and ir-project-
customer association patterns become conditions—implicitly connected by Boolean AND
operators?—and the reified i r-company-customer association pattern becomes the THEN of the
inferencerule.

B A Boolean OR could be modeled by further inference rule associations. More complex Boolean
operator combinations could be modeled with OR and NOT associations that combine the conditions
accordingly—but this might lead to quite complex association hierarchies and would probably be better
solved with a programming language.

<association id="ir-1">

<instanceOf>

<subjectiIndicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#inference-rule'/>

</instance0Of>

<scope>
<subjectindicatorRef xlink:href=
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"http://www.topicmaps.com/xtm/1.0/template.xtm
#inference-rule-schema'/>
</scope>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#inference-condition'/>
</roleSpec>
<topicRef xlink:href="#t-reified-ir-project-membership"/>
</member>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#inference-condition"/>
</roleSpec>
<topicRef xlink:href="#t-reified-ir-employment"/>
</member>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
“"http://www.topicmaps.com/xtm/1._0/template.xtm
#inference-condition'/>
</roleSpec>
<topicRef xlink:href="#t-reified-ir-project-customer'/>
</member>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#inference-statement'/>
</roleSpec>
<topicRef xlink:href="#t-reified-ir-company-customer"/>
</member>
</association>

Table 14-5 lists al the necessary PSls for the inference rule code.

The any topic is used in a condition association if an association class, topic, or role could be any
topic—it isavariable that is not instantiated.

Table 14-5. PSis for Inference Rules

Description PSI

Topic map object, part of  |http://www.topicmaps.com/xtm/1.0/template.xtm#inference-
inference rule schema, which |rule-schema
is identified by a scoping

topict
Topic class inference http://www.topicmaps.com/xtm/1.0/template.xtm#inference-
variable variable

Association class inference |http://www.topicmaps.com/xtm/1.0/template.xtm#inference-
rule rule

Association role inference |http://www.topicmaps.com/xtm/1.0/template.xtm#inference-
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lcondition lcondition

Association role inference |http://www.topicmaps.com/xtm/1.0/template.xtm#inference-
statement statement

‘The any topic !http://www.topicmaps.com/xtm/l.O/template.xtm#anv-topic

 The inference rule patterns must be distinguishable from the constraint patterns. Therefore, a
separate scoping topic is needed.

Consistency Constraints

SO 13250 and the XTM specification cover the subjects of validation and consistency only dlightly.
The Conformance section of 1SO 13250 focuses on the understanding of the defined constructs, the
interchange syntax, and the import/export of topic maps.

Both the designer and the editor of topic maps need system support when designing and creating a
map that will consist of millions of topics and associations. The question of the consistency of the map
becomes a key issue because it is hearly impossible to check a map of that size manually. For that
reason we need concepts to declare consistency constraints and to validate that those constraints have
been obeyed [Rath 1999; Grgnmo 2000].

Consequently, a separate schema is needed that contains all the information necessary for the
validation process. We call such constructs consistency constraints or just constraints. The validation
isthe task of the topic map development environment (for example, an editor or an editorial system).

It should be performed permanently or on demand—Iike structure validation in an SGML/XML editor.

In our approach the constraints are either declared in the template as a set of topic, occurrence, and
association patterns or implemented with a programming language using the API of the topic map
editor/engine. The latter option gives more freedom, but for the price of alot of effort. The first option
is probably sufficient for most applications.

e Hereare examples of atopic constraint and an association constraint, respectively.

e Atopicof classproject hasto have at least one English name, one project plan, and
between one and ten status reports, and it has to be associated with a project manager.

e Anassociation of classproject membership hasto have exactly one project that has one
or more project team members.

Constraint Patterns

The constraints are defined as patterns to which topics and associations must conform in order to be
valid against atopic map schema. These patterns declare the possible parameters and their
combinations. The patterns are defined as topics and associations. A predefined scoping topic schema
which is used as the scope signal s that these topics and associations have a special meaning—they are
congtraints for topics/associations of the given class.

The any topic introduced earlier will be used if the pattern needs awild card for topics. A predefined

scoping topic is assigned to the association as the scope if some topics must participate (playing the
specified role) in the association.
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The declaration of minimum and maximum numbers of objectsin a pattern (like names, occurrences,
and association roles) is accomplished indirectly through <resourceData> occurrences assigned to
atopic reifying the appropriate object.

The PSls shown in Table 14-6 define the "constraint schema' scoping topic, the "required association
role" scoping topic, and both the "minimum™ and "maximum" occurrence classes.

Table 14-6. PSls for Constraints

\Description |PSI

Topic map object is part of |http://www.topicmaps.com/xtm/1.0/template.xtm#constraint-
constraint schema, which is  [schema
identified by a scoping topic.

The topic has to be used in  |http://www.topicmaps.com/xtm/1.0/template.xtm#topic-role-

the association that is requirement
identified by a scoping topic.
This occurrence class http://www.topicmaps.com/xtm/1.0/template.xtm#min-number

indicates the minimum
number of reified object.

This occurrence class http://www.topicmaps.com/xtm/1.0/template.xtm#max-number
indicates the maximum

number of reified object.

Topic Class Example

The example below shows a pattern that constrains the topic class tc-project.

<topic id="X">

<instanceOf>
<topicRef xlink:href="#tc-project'/>
</instanceOf>
<baseName id="bn-project-english">
<scope>

<subjectiIndicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#constraint-schema'/>
<topicRef xlink:href=
"http://www.topicmaps.org/xtm/1.0/language . xtm
#en"/>
</scope>
<baseNameString>X</baseNameString>
</baseName>
<occurrence id="o-project-plan’>
<instanceOf>
<topicRef xlink:href="#oc-project-plan'/>
</instanceOf>
<scope>
<subjectindicatorRef xlink:href=
“http://www.topicmaps.com/xtm/1._0/template.xtm
#constraint-schema'/>
</scope>
<resourceData>X</resourceData>
</occurrence>

311


http://www.topicmaps.com/xtm/1.0/template.xtm#constraint-schema
http://www.topicmaps.com/xtm/1.0/template.xtm#constraint-schema
http://www.topicmaps.com/xtm/1.0/template.xtm#topic-role-requirement
http://www.topicmaps.com/xtm/1.0/template.xtm#topic-role-requirement
http://www.topicmaps.com/xtm/1.0/template.xtm#min-number
http://www.topicmaps.com/xtm/1.0/template.xtm#max-number

<occurrence id="o-status-report'>
<instanceOf>
<topicRef xlink:href="#oc-status-report'/>
</instance0Of>
<scope>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#constraint-schema'/>
</scope>
<resourceData>X</resourceData>
</occurrence>
</topic>
<topic id="t-reified-bn-project-english'>
<subjectldentity>
<resourceRef xlink:href="#bn-project-english"/>
</subjectldentity>
<occurrence>
<instanceOf>
<subjectlindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#min-number*'/>
</instanceOf>
<scope>
<subjectiIndicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#constraint-schema'/>
</scope>
<resourceData>1</resourcebData>
</occurrence>
</topic>
<topic id="t-reified-o-status-report'>
<subjectldentity>
<resourceRef xlink:href="#o-status-report'/>
</subjectldentity>
<occurrence>
<instanceOf>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#min-number"'/>
</instanceOf>
<scope>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#constraint-schema'/>
</scope>
<resourceData>1</resourceData>
</occurrence>
<occurrence>
<instanceOf>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#max-number*'/>
</instance0Of>
<scope>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#constraint-schema'/>
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</scope>
<resourceData>10</resourceData>
</occurrence>
</topic>

Here's an explanation of the constraint for topics of class tc-project, as expressed above.

By convention, adata value of capital X means any value. Thus, attributes of type —id-, elements of
type <baseNameString>, and occurrences may have any value.

Thetopics that are instances of the PSI [...]#min-number declare that there must be a minimum
number of instances of the reified element in the topic map—but more instances than the minimum
are allowed.Thus, there may be 1-n elements of type <baseName> with scope English. (The XTM
PSI for the English language is used here).

Thetopics that are instances of the PSI [...]#max-number declare that there may be a maximum
number of instances of the reified element in the topic map—but fewer instances than the maximum
are allowed. Thus, there may be 1-10 occurrences of class oc-status-report.

If no topic for minimum or maximum number reifies an element, the same number of that element in
the pattern must be in the topic map. Thus, there must be one occurrence of role classoc-project-
plan.

Association Class Example

Thereis also a pattern for association classes that controls the scope, the combination of valid
association roles using mi n-number/max-number topics, and the valid topic classes for every role.

The code below shows an example of a pattern that constrains the association classac-project-
membership.

<association id="X">
<instanceOf>
<topicRef xlink:href="#ac-project-membership'/>
</instanceOf>
<scope>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#constraint-schema'/>
</scope>
<member>
<roleSpec>
<topicRef xlink:href="#tc-project'/>
</roleSpec>
<topicRef xlink:href="#tc-project'/>
</member>
<member id=""m-team-member">
<roleSpec>
<topicRef xlink:href="#tc-team-member'/>
</roleSpec>
<topicRef xlink:href="#tc-employee'/>
</member>
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</association>
<association id="X">
<instanceOf>
<topicRef xlink:href="#ac-project-membership'/>
</instanceOf>
<scope>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#constraint-schema'/>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#topic-role-requirement'>
</scope>
<member>
<roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#any-topic"/>
</roleSpec>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1.0/template.xtm
#any-topic''/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#tc-project'/>
</roleSpec>
<topicRef xlink:href="#tc-project"/>
</member>
</association>
<topic id="t-reified-m-team-member'>
<subjectldentity>
<resourceRef xlink:href="#m-team-member"/>
</subjectldentity>
<occurrence>
<instanceOf>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#min-number*' />
</instanceOf>
<scope>
<subjectindicatorRef xlink:href=
"http://www.topicmaps.com/xtm/1._0/template.xtm
#constraint-schema'/>
</scope>
<resourceData>1</resourceData>
</occurrence>
</topic>

Here's the explanation of the constraint for associations of classac-project-membership.

The listed association roles are mandatory because the <member> elements are not reified by amin-
number topic.

All ac-project-membership associations have to have the one association role tc-project.
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Theschema [..]#topic-role-requirement signalsthat every topic of an explicitly given class
hasto play the listed role in at least one association of the given class. Every topic of class tc-
project hasto play therole tc-project in at least one association of classac-project-
membership.

Themin-number topic means that there has to be a minimum number of the reified association
members in the topic map, but more than that number are allowed. The max-number topic means
that there could be a maximum number of the reified association members in the topic map, but fewer
than that number are allowed.

An association of classac-project-membership consists of at least one team member.

Constraints and Class Hierarchies

The defined constraints are automatically valid for all subclasses of the topic class or the association
class. Subclasses of the defined association roles and topic classes playing that role are automatically
valid aswell.

The declaration of class hierarchies (for example, class tc-product isasubclass of tc-
technology) smplifies the declaration of constraints. Declaring the constraint for a general
superclass automatically declares the same constraint for all its subclasses. An example would be
SGML, which, if atopic of class tc-standard, could be allowed to play the role tc-technology
inan ac-project-technology association.

Summary

Topic maps provide a powerful paradigm for defining intelligent link networks over continually
growing information pools. Real-world topic maps consist of alarge number of objects that require
validation to assure the quality of the map. The following concepts help with quality assurance or
make implicitly coded knowledge explicit.

Topic map templates define the ontology of the application domain.
Class hierarchies express the superclass—subclass relationships.
Association properties assign transitivity to binary associations.
Inference rules declare how to derive implicit knowledge.
Constraints are the validation rules.

The sum of these concepts describes the topic map schema.

As discussed in this chapter, the topic map schema can be modeled as a topic map. Using the topic
maps paradigm also for the definition of the listed control structures allows self-control of topic maps
and simple handling by topic map tools. PSIs distinguish the schema objects from the objects of a
"regular" topic map.
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Chapter 15. Topic Maps in Knowledge Organization

(1 This chapter elaborates on ideas | first presented in earlier papers [Sigel 1999, 2000a, 2000b].

Alexander Sigel

Suggestions for Reading This Chapter

Reading Prerequisites.

Because knowledge organization (KO) is a broader and more abstract context for topic maps (TMs),
before reading on, make sure you have acquainted yourself with the basic topic map concepts and
technology as presented in this book (for example, Chapters 2, 6 and 14) so that you understand the
core concepts of TMs and have worked through some examples.

Suggested Reading Path for Practitioners.
| recommend that you read through the following parts of this chapter first:

e Thebeginning of this section, through to the end of the KO, Knowledge Structures, and TMs
subsection

The entire subsection, Some Definitions: What Is and Does KO? To What End KO?

The example in the Key Ingredients of KO Theory and an Introductory Example subsection
The in-text summary in the Overview: Problems and Principles subsection

The KO in Practice subsection

From the KO as a Use Case for TMs section to the end of the chapter

Since the What Is KO? section discusses relevant elements of KO theory of potential valuefor aTM
methodology on arather abstract level, you may want to skip most of it until a second, in-depth
reading. (Everyoneisinvited to reread it.) The KO as a Use Case for TMs section reads more easily
since there the relationship between TMs and KO isworked out in more practical terms. Note that this
chapter uses several abbreviations; you may wish to refer to the list of abbreviations at the end of this
chapter as you're reading.

The Overlap between KO and TMs

Thereisanatural overlap and complement between KO and TMs. | am convinced that KO, with its
relevant knowledge of and experiences in concept organization, can strongly contribute in this area.
Since this idea impacts both the KO and TM communities, this chapter offers an invitation to anyone
interested in TMs to draw from the KO background and to KO experts to include the case of KO with
TMsin their research.2

ko experts are interested in how TMs might aid the process of organizing knowledge, what this might
mean in practice, and which consequences this might have for indexing theory.
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KO is about organizing objects of thought (and associated carriers of information) so that humans can
work with them more easily. The central aim isimproved access, more sophisticated finding aids, and
aclearer overview. To this end, KO deals with structured metadata (for example, indexing). KO
expresses and orders statements about subject matter, which are comprised of concepts and relations.
TMsalow usto express, reuse, find, or merge such statements of complex knowledge networks on a
new level. In anutshell, KO knows about the methodol ogical issue of how to organize assertions, and
TMs, in their assertion-centric view [Newcomb 2001a], areideal tools for managing such organized
assertions, even during the very process of organizing them.

Presumably you now want to know just how KO can help to get your job done better. Most likely,
your job is to improve the organization of a body of knowledge in your application domain.2! That's
why you're interested in TMs as atechnology and tool. Y ou need a methodol ogy to build future-proof
TMs or an interoperable PS| infrastructure. Probably you are expecting to find here the ultimate
answers to the following questions.

B you might also be a TM expert, seeking to improve TM methodology, architecture, and applications.

e What isthe essence of KO? How is KO applied? Who applies KO to what end?

e How could the main issues in KO inform my understanding of TMs such that | can apply
TMs more efficiently?

e How can KO methodology and techniques help me design and construct better TMsand TM
infrastructures?

e How can | profit from KO experiences for my task? Which problems has KO surmounted?
Which problem is KO tackling now?

| would have liked to write such a how-to tutorial, with lots of practical examples, scenarios, and
concrete recommendations, so that TM adepts could draw from lessons learned in KO. However, |
must ask you to lower your expectations. What | did accomplish, albeit with the notable bias of a
researcher in conceptual KO, isto chart the territory, to discuss selected issues of mutual interest, and
to illustrate them with examples, thereby focusing on KO asaTM use case. | consider this chapter a
first step in an ongoing effort to close the gaps between both communities by actively adapting and
transferring knowledge™ Although the exploration of the intellectual crossover between both
communities (KOXTM) has aready begun, thereis till along way to go. KO researchers have had
their first experiences with TM tools but still 1ack experience with large-scale application projects.
Therefore, not much can be said definitively, and a systematic and comprehensive treatment remains a
desideratum. A next step would be to further explore the central issues in practice and come up with a
best-practice document.”!

| am not aware of much other significant work on transferring KO expertise to TMs, except by
Svenonius [2001], Vizine-Goetz [2001], and the Networked Knowledge Organization Systems/Services
group (NKOS; see http://nkos.slis.kent.edu/). Unfortunately, | could not attend Elaine Svenonius's
Extreme Markup 2001 keynote address, but Ann Wrightson remarked [personal communication via e-
mail, August 2001] that she was "well received, and will | guess become a 'marker' for topic map folks in
KO, much as John Sowa has become a 'marker' in KR [knowledge representation].”

B) Not unlike what Murray Altheim started; see
http://www.infoloom.com/pipermail/topicmapmail/200193/003001.html.

Remember: the basic problem is that we are dealing here with human thought and social processes.
This very nature makesiit difficult to provide sound advice on how to do something (for example, how
to automate indexing, how to best design a TM). Perhaps more than elsewhere, there exists no silver
bullet, and advice depends much on the individual case. In the following pages, | have italicized some
important recommendations.
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With such arecent and rapidly evolving areaas TMs, | can only set the scene and stimulate open
dialogue and exchange in order to learn more. In the spirit of this book, | encourage you to share your
suggestions with me at the Web site for this book, so that | can improve this chapter.

KO, Knowledge Structures, and TMs

KO istheinterdisciplinary field that theoretically reflects the practical activity of organizing
knowledge for specific purposes and discourse communities. Let's begin by considering knowledge as
an intellectual construction by a cognitive subject, mediated by a sign system such as language, which
isthe result of an interpretative process with regard to circumstances, or knowledge objects, in the
"rea" world. Of paramount interest are intersubjectively validated knowledge structures, that is, social
or cultural constructs: the view (conceptualization) a discourse community shares on relevant objects
of discourse and how such a community thinks those objects are interrelated ! In this sense, KO is
about finding such conceptualizations and modeling them as ontol ogies analyzing language-mediated
discourse (in particular in its presence in documents and information needs) according to the deep
structures involved, representing their essence in the form of normalized subject metadata assigned to
information resources.

(6] Compare with the figures in Chapter 5 by Bernard Vatant on the coevolution of a shared
conceptualization.

A certain normalization of knowledge structures (as, for example, in vocabulary control) isa
necessary means to achieve predictability in indexing and searching, such that like phenomenaare
grouped together as much as possible, independent from their unlimited variety of surface structures.
KO ultimately aids inquiry—human understanding and problem solving™—in two ways: (1) by
collocating like subjects (and information resources "about" like subjects) and (2) by summarizing the
contribution and potential usefulness of information resources with respect to such subjects, according
to different views, and in varying selectivity and depth.

7] Compare with Jaenecke [1994].

TMsalow knowledge structures to be expressed as structured link networks, shared, and merged.
TMs can be employed to express both contradictory discourse community views and subject metadata
for knowledge repositories.

KO, therefore, is about how to arrive at and represent appropriate conceptua access structuresto aid
working with knowledge (knowledge networks or knowledge spaces). TMs are a specia paradigm and
technology to handle such networks, particularly to model (represent, explicate) knowledge structures.
Thus with TMs you can create sophisticated finding aids that allow semantic searching and visua
browsing of those complex knowledge structures.

KOxTM: Impact Directions and Open Questions

In this section, | briefly sketch KOXTM areasin general and raise important questions. Since they are
open research questions, my main concern isto raise awareness of them, not to answer them.

Given there exists exploitable, fruitful overlap at all, what kinds of interrelations might be interesting?
Basically, we can consider two cases.
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1. Wecan apply principles, methods, and experiences from KO to TM authoring and usage,
including merging. When KO challenges inevitably haunt us also in their new TM disguise,
some KO background will certainly be of help.

2. Wecaninvestigate the effect of the TM paradigm on the ease of use and quality of practical
KO and KO theory. (TMs are avaluable KO toal, thus anyone interested in KO should have a
closer look at them).

Respectively, | have called those impact directions (1) KO for TMs (KO practice and research asa
quarry for TMs) and (2) KO with TMs or TMsin KO (the title of this chapter).

| aso have come up with two basic questions.

1. How can we, with principled KO, prepare for better semantic interoperability between
independently authored TMs and between independently operated PSI registries?

2. How could TM-based services aleviate pressing KO problems, in particular, how to
reorganize, enhance, and semantically integrate heterogeneous subject data?

My response to these two questions is to enumerate two simple beliefs: (1) It is possible to apply KO
experiencesin a PS| architecture such that unnecessary scattering of like topics (and PSIs) is
diminished, and (2) TMs can help with some KO problems (for example, through flexible indexing
views, scope filtering, semantic retrieval, or ontology-based modeling of a more formal semanticsin
order to achieve semantic interoperability).

In my view, the most important of the several crucial issues discussed within both the TM and the KO
communitiesisto arrange for semantic interoperability of the resulting interlinked knowledge
network, which is also a hot topic for the Semantic Web.2! The message is that KO has some stake in
thisarea[ISKO et al. 1996].

) See http://www.semanticweb.org/. See also the coverage of Semantic Web within the Electronic
Transactions on Artificial Intelligence (ETAI) site, http://www.etaij.org/seweb/; several workshops, for
example, http://semanticweb2001.aifb.uni-karlsruhe.de/; and Fensel et al. [2000].

KO strives to virtually integrate knowledge organization systems (KOSs) and subject metadata. This
allows transparent switching and intermediating between diverging expressions of conceptualizations.

As examples of semantic interoperability problemsin the design of knowledge networks, consider the
following:

e Theinterpretation of what aresource (for example, a Web page) is about

e What agiven metadata entry (for example, a descriptor or a class) means to different actors

e How abrokering system can decide that two classes from different classification systems are
about the same subject

Semantic interoperability becomes even more important if we are interested in knowledge structures
rather than their carriers (knowledge sources; for example, documents). Just as RDF is said to be
rather resource-centric and TMs to be rather topic-centric, KO sees a shift from the document-oriented
to the predication-oriented paradigm. Bibliographic reference systems deal with bibliographic entities
like books and papers, but not with predications made in or attributable to such entities. Modern KO,
formal semantics in knowledge representation (KR), and the Semantic Web meet in the issue of
semantic interoperability both because ontologies help to achieve this interoperability and because a
larger indexing depth leads toward KR of selected predications. Primarily, we are interested in
relationships between predications, and only secondarily in relationships between documents. The
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separation of the knowledge structure level from the document level in TMs aids semantic
interoperability: it becomes possible to model views of different socia worlds on how to express
subject matter in language. Interoperability is achieved by flexibly keeping such interpretation
contexts apart, or by combining them, as needed. With TMs we can represent the usage of
terminologies in different language worlds.

KR and related fields need semantic interoperability for information fusion, intelligent information
integration [IJCAI 1999], and the cooperation between information agents who have to exchange and
negotiate their ontological commitments. Let me give some examples of current work in semantic
interoperability of relevance to KO.

Heflin and Hendler [2000] discuss why semantic interoperability is not solved by XML, why
Resource Description Framework (RDF) is only a partial solution, and how Simple HTML Ontology
Extension (SHOE) might help.! Amann and Fundulaki [1999, p. 249] interpret the RDF schema
resulting from their integration of ontologies and thesauri as the domain model in mediation-based
systems playing "an essential role in achieving semantic interoperability between the sources.”

® This should apply all the more to Ontology Inference Layer (OIL) and now DARPA Agent Markup
Language + OIL (DAML+OIL) since SHOE is a kind of precursor.

Hunter [2001] is an example for modern KO and its utmost importance for the organization of
digitized and digital document-like objects2%! She stresses that metadata interoperability is a
fundamental requirement for access to information within Networked KOSs (NKOS) and concludes
that using XSLT to map between metadata descriptions originating from different domainsis good
only for syntactical and structural mapping; you have to hard-code semantic mappings. In her view,
the only possibility for providing flexible semantic mappingsis with the employment of semantic
knowledge bases (ontol ogies, thesauri).

(19 5ee also the NKOS Web site, http://nkos.slis.kent.edu/ (including the participants' page,

http://nkos.slis.kent.edu/NKOS participants.html), and proceedings from two workshops [NKOS 2000,
2001].

What Are Useful KO Principles? What Is Principled KO?2L

0 pm always looking for ways to improve this section. Use the book's Web site to comment.

Principled KO refersto principles and criteria sought in KO theory: that it is desirable to be able to
appeal to some guideline in order to decide how to organize alarge knowledge structure and how to
evaluate its design. In the ideal case, these principles would have certain explanatory power and could
predict what "sound"®2 KO is and why, or could even help to generate and evaluate "sound" KOSs.
Such principles, meant to aid in quality assurance, must necessarily be linked to the purpose and goal
of KO; hence they are always epistemologically bound to users and embedded in usage contexts. They
are also linked to a healthy scientific approach, but our interest is morein their utility than the ethics
involved. Principled KO asks, for example, the following questions.

f12] My use of "sound" here is inspired by "sound inferencing" and decidability in mathematics. However,
since KO deals with soft factors (people and social phenomena), no context-free formal system or
algorithm for "good" KO exists.

e What constitutes "good" or "sound" (ecologically valid or grounded) KOSs?

¢ Why does this KOS or indexing constitute "good" or "bad" indexing? For which users and
usage contexts?
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e Under which circumstances (and why) is KO A a better overview or conceptual access
structure for user U than KO B?

From this we see that evaluation and judgment of KO are not that easy. At least in part, the quality of
a KOS depends on the context of its application. Therefore, absolute rules that you could follow might
not even exist. Keep thisin mind during your search for indexing rules and principles. KO
introductions, manuals, and textbooks™2! or the 1SO standards for documentation and information
science®! may transmit the notion that such rules exist (for example, that there exists a fool proof
recipe for how to make athesaurus). However, critics claim that while much effort has been devoted
to how to technically express recognized conceptual structures in concrete KOSs, we still know little
about the most interesting (and most challenging) part of intellectual KO: how to reliably recognize
and construct such structures. Of minor importance are the more numerous abstract rules on how to
represent a conceptualization in a concrete KOS (for example, in thesaurus construction). In the words
of Mai:

23] See, for example, Soergel [1985], Fugmann [1993, 1999], lyer [1995], Lancaster [1998], Svenonius

[2000], Craven [1997—-2002], and Aitchison et al. [2001]. Concerning Svenonius, | heard criticisms by an
NKOS proponent that while her book is very valuable, it unfortunately does not cover more modern KO
approaches. This is a pity, given the lack of good textbooks in this area.

14 See 1SO [1999 (for example, on abstracting, mono- and multilingual thesauri, and documentary

languages).

What becomes much more important is the interpretative processes in knowledge organization and the
cultural and social context of which the knowledge organization isapart... . [The technical approach
to KOJ often ignores the most difficult part of creating a knowledge organization, namely the
application of these rules and guidelines in specific domains.22 [Mai 1999, pp. 547, 555]

(8w specific domains" may be misleading. What is meant is that instead of searching for abstract

rules, KO should be more informed by context-dependent methods like activity-theoretical domain
analysis.

In my view, KO principles do exist but are only partially discovered. It isimportant to adapt abstract
principles aready recognized in concrete situationsto TM design in order to avoid fundamental
mistakes.

What Are Pressing KO Problems?

There exist quite afew pressing KO problems, as reflected in reviews of KO conferences and the
corresponding sections of the bibliography of the literature on KO [KO_1999]. There exists the
longstanding KO problem of the comparability and compatibility between KOSs, that is, semantic
interoperability. For illustrative purposes | quote some of the special challenges formulated by Green,
whichin my view are aso part of the challengesin TM design.

Isthere a universal set of relationship types applicable across all contexts?

How can we build integrated knowledge organization schemes that reflect a multiplicity of relational
views?

Isthe incorporation of arelational approach to retrieval feasible, given the volume and diversity of
material online?
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How could we evaluate the impact of incorporating arelational approach to online retrieval ? [Green

1998]

Thefirst question Green poses is part of the question asking which set of basic concepts and relations
we should use. The second is related to view-based indexing. The third and fourth ask for the
feasibility and evaluation of indexing with many semantic relations (and hence of semantic retrieva
along those relations). We still know little about principles for sound ontology design, about how to
determine the quality of concrete KOSs and subject metadata for an information resource, 22 about
limitations of subject analysis (with the tension between relativism and objectivism), about the relative
merits and problems of universal versus special KOSs (and the balance between universals and
cultural multiplicity), or about the implications of the trend from decentralized provision and control
over KOSs and subject metadata to a more decentralized model.

(18] This would have to include qualitative explanations of indexing reasons, as stated from the viewpoint

of the information needs of the communities for which the indexing is done.

What Is KO?14

(71 ¢ you want to learn more about KO, | strongly recommend resources related to the International
Society for Knowledge Organization (ISKO). The organization's Web site is at http://www.isko.org/.
ISKO holds an international conference every two years, and regional ISKO chapters have their own
conferences. ISKO runs the journal KO—Knowledge Organization. An excellent classified bibliography
covering the last ten years of ISKO is available [KO 1999], although up to now only on paper, and a
three-volume bibliography for earlier periods exists [Dahlberg 1982a, 1984, 1985]. There are several
book series. Unfortunately, the volume about ten years of ISKO Festschrift containing reprints of
important KO articles (edited by Schmitz-Esser) has not yet appeared. The most recent international
ISKO conference was held in 2000 in Toronto. The proceedings volume [Beghtol et al. 2000] contains
several papers of relevance for TMs (some are also cited in this chapter). Excellent reports on this
conference (which communicate insights about current KO directions and views) appeared in the KO
journal [Green 2000b; Mai 2000b]. Proceedings volumes of previous ISKO conferences also exist [Ohly
et al. 2000; El Hadi et al. 1998; Green 1996a; Meder et al. 1995; Albrechtsen and Ornager 1994;
Fugmann 1990]. As of this writing, the next international ISKO conference will be held in July 2002 in
Granada.

Some Definitions: What Is and Does KO? To What End KO?

Thefield of KO is certainly not new. It is rooted in thousands of years of experience, mostly in the
library and information science (LIS) area. Likewise, the need for systematic representation of
knowledge was recognized long ago.@l KO began to flourish in the last quarter of the nineteenth
century with universal classification systems like the Dewey Decimal Classification (DDC) published
in 1876 and the Universal Decimal Classification (UDC) published in 1899. Bliss[1929, 1933], who
early used the term organization of knowledge, inspired the baptism of the whole field. The specific
term knowledge organization was coined upon the foundation of ISKO (July 22, 1989) and was soon
widely adopted.

18] See, for example, Barth [1996] on 5,000 years of libraries (particularly Chapter 3 on Mesopotamia and

Egypt and Chapter 4 on Greek and Roman civilization).

Anderson defines KO asiif it were centered around documents only, instead of around knowledge
structures. According to him, KO is
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the description of documents, their content, features and purposes, and the organization of these
descriptions so as to make these documents and their parts accessible to persons seeking them or the
messages that they contain. Knowledge organization encompasses every type and method of indexing,
abstracting, cataloguing, classification, records management, bibliography and the creation of textua
or bibliographic databases for information retrieval. [Anderson 1997, p. 336]

Before | quote Dahlberg's important systematic and differentia definition, | have to introduce her
"Systematifier,” based on her Syndisciplinarity theory [Dahlberg 1994], on which Mclnerney [1997]
writes, "The Systematifier looks at the facets of any knowledge field to represent concepts embedded
within it and can be applied to multidisciplinary, transdisciplinary and other forms of interdisciplinary
endeavors.”

Dahlberg's own Information Coding Classification (ICC) [Dahlberg 1982a, 1982b, 1996a]*% applies
those principles, as does her definition of KO reprinted below (translated by me from the original
German). For clarity's sake, in the following | have added her nine Systematifier facets in square
brackets. (Initems 5 and 6, the facet used under item 4 continues.)

1] See also http://index.bonn.iz-soz.de/~sigel/ISKO/ICC/.

[Knowledge Organization is a] subject field concerned with the organization of
a. Knowledge items (concepts) and

b. Objects of al types (mineras, plants, animal's, documents, images, objects in museums, etc.) which
one relates to corresponding concepts or concept classes in order to capture the knowledge about the
world of the known in an ordered form and to be able to disseminate this knowledge for utilization.

Knowledge Organization embraces the following nine subfields:

1. [Theories, Principles] The suppositions from epistemol ogy, mathematics, system theory,
coghitive sciences and science of science for the organization of concepts, as well astheir historical
background;

2. [Object, Component] The knowledge about the elements and structures of concept systems;

3. [Activity, Process] The methodology for intellectual creation, maintenance and revision of
these systems and their computerization, including issues of the paradigmatic and syntagmatic
relationing of its element and items, as well as making these systems compatible and evaluating them;

4. [Property, Attribute] The methodology of intellectual and automatic application of these
systems by classification and indexing,

5. [Property, Attribute continued] the knowledge about the existing universal and

6. [Property, Attribute continued] the specia taxonomies and classification systems as well
as documentation languages (thesauri);

7. [Concepts influencing or coming from outside Fields] Theissuesthat result from
influences of the linguistic and terminology areas, including the problems of retrieval, especially
onlineretrieval;
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8. [Application and Determination] The applications of subject analysis and representation
of al types of documentsin all subject areas;

9. [Distribution and Synthesis: Actuosciences and Professional Aspects] The
complete environment of knowledge organization at the working place, in single centers, societies,
countries and in the international area, as well asissues of education, economics, users, etc. [Dahlberg
1998, pp. 966-967]

The interdisciplinarity of KO becomes clear from what Jaenecke formulates:

Knowledge organization comprises activities carried out in single branches of science in the form of
disciplines engaged in the production, representation, processing, and utilization of knowledge,
including those rendering assistance to th