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1Introduction to Quantum
Mechanics

As thou knowest not what is the way of the spirit, . . . , even so thou knowest not the works of God
who maketh all.
Ecclesiastes 11: 5.

Quantum mechanics determines the properties of physical systems such as atoms, molecules, condensed phase materials,
light, etc. It developed out of the failure of classical mechanics, i.e., the failure of Newton’s laws and classical electro-
magnetism, to properly describe such systems. The failure of classical mechanics is particularly acute for systems on the
nanoscale, hence the critical need for quantum mechanics in nanotechnology. But even for such macroscopic objects as
metal or semiconductor materials, classical mechanics fails in describing their electronic and physical properties because
the properties of the electrons in these systems is not properly accounted for.

In this chapter, we shall take the first steps in our study of quantum mechanics. We will treat a number of physi-
cal phenomena that cannot be described classically. These phenomena clearly show that a theory other than classical
mechanics is necessary for atomic and subatomic phenomena. We shall consider Energy Quantization, Blackbody Radi-
ation, Wave–Particle Duality, Angular Momentum Quantization, Quantum Mechanical Tunneling, and Quantum Entan-
glement in Sec. 1.1. Then, in Sec. 1.2, we present a brief overview of nanotechnology and information science, and
detail why quantum mechanics is so vital for these fields. Today we are able to manipulate matter, atom by atom, and
sometimes even electron by electron. But this ability is rather recent. Although it was dreamed of as early as the late
1950s,1 it is only in the last several decades that this dream has become a reality. Nanoscience and nanotechnology are
the science and technology (and perhaps the art) of manipulating materials on an atomic and molecular scale. The hope is
that nanoscience and nanotechnology will evolve to the point that we will be able to build submicroscopic size devices,
and completely control the structure of matter with molecular precision, so as to build complex microscopic objects.
Information technology is also entering a regime where quantum mechanics plays a role. By information technology
we mean technology for managing and processing information. As computer memory and processor devices get smaller,
quantum mechanics begins to play a role in their behavior. Moreover, serious consideration is being given to new types of
information technology devices based upon quantum bits (quantum two-level systems) rather than normal bits (classical
devices that can be in either of two states typically called “0” and “1”). Such devices are inherently quantum mechan-
ical in their behavior. Although we are slowly improving our ability to manipulate matter at the atomic level, there is
a lot of room for improvement. The better we understand quantum mechanics, the better will be our ability to advance
nanoscience and nanotechnology. Section 1.3 introduces some of the most basic concepts of quantum mechanics, such as
the superposition principle of quantum states, operators that act on quantum states, the nature of measurement in quan-
tum mechanics, the concept of an entangled quantum state, and propagation of quantum states in time. Then we develop
the solution to a few simple one-dimensional quantum problems, including a particle in a box, reflection and trans-
mission, barrier penetration and 1D quantum tunneling, 1D bound states, resonance states, and the quantum harmonic
oscillator.

The Appendices are meant to help bring readers up to the knowledge level in mathematics required for understanding
quantum mechanics: appendices on linear algebra and Dirac notation for vectors in Hilbert space, some simple ordi-
nary differential equations, vector analysis, Fourier analysis and group theory are provided. If you find yourself having

1 See, e.g., Nobel prize winner Richard Feynman’s 1959 lecture “There’s Plenty of Room at the Bottom” [17], in which he said, “The principles of
physics, as far as I can see, do not speak against the possibility of maneuvering things atom by atom. It is not an attempt to violate any laws; it is
something, in principle, that can be done; but in practice, it has not been done because we are too big.”
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2 CHAPTER 1 Introduction to Quantum Mechanics

trouble with the mathematics used in the ensuing chapters, you should refer to the appendices, and to the references
provided therein. Specifically, Appendix A on linear algebra and Dirac notation contains material that is directly relevant
and intimately connected with the formulation of quantum mechanics and should be studied before beginning Sec. 1.3
which presents some of the main concepts of quantum mechanics and Chapter 2 which presents the formalism of quan-
tum mechanics. Readers without any background in probability theory should consult a source containing at least the
rudiments of probability theory [12–16] before beginning Sec. 1.3.

Let us begin.

1.1 WHAT IS QUANTUM MECHANICS?

Classical mechanics is an excellent approximation to describe phenomena involving systems with large masses and
systems that are not confined to very small volumes (e.g., a rock thrown in the earth’s gravitational field, a system of
planets orbiting around a sun, a spinning top, or a heavy charged ion in an electrical potential). However, it fails totally at
the atomic level. Quantum mechanics is the only theory that properly describes atomic and subatomic phenomena; it and
only it explains why an atom or molecule, or even a solid body, can exist, and it allows us to determine the properties
of such systems. Quantum mechanics allows us to predict and understand the structure of atoms and molecules,
atomic-level structure of bulk crystals and interfaces, equations of state, phase diagrams of materials and the nature
of phase transitions, melting points, elastic moduli, defect formation energies, tensile and shear strengths of materials,
fracture energies, phonon spectra (i.e., the vibrational frequencies of condensed phase materials), specific heats of
materials, thermal expansion coefficients, thermal conductivities, electrical conductivities and conductances, magnetic
properties, surface energies, diffusion and reaction energetics, etc.

At around the turn of the twentieth century, it became clear that the laws of classical physics were incapable of
describing atoms and molecules. Moreover, classical laws could not properly treat light fields emanating from the sun or
from a red-hot piece of metal. The laws of quantum mechanics were put on firm footing in the late 1920s after a quarter
of a century of great turmoil in which an ad hoc set of hypotheses were added to classical mechanics in an attempt to
patch it up so it can describe systems that are inherently quantum in nature. We shall review the nature of the crisis that
developed in science at around the turn of the twentieth century in some detail to better understand the need for quantum
mechanics, i.e., the need to replace classical mechanics.

1.1.1 A BRIEF EARLY HISTORY OF QUANTUM MECHANICS

The history of the early discoveries that led to the development of quantum mechanics, and some of its early successes,
is summarized in Table 1.1. We shall discuss these discoveries in the beginning sections of this chapter, and throughout
this book. A rapid growth in the number of discoveries of quantum phenomena began in the mid 1930s, and continues to
this day.

1.1.2 ENERGY QUANTIZATION

In classical mechanics, a mechanical system can be in a state of every possible energy, with the proviso that the energy
is bounded from below by the minimum of the potential. Not so in quantum mechanics; only specific bound state energies
exist. Let us take the hydrogen atom as an example. The spectrum of the light emitted by an excited hydrogen atom is
shown in Fig. 1.1.2 As we shall see shortly, light can be described as being made up of particles called photons, and light
of frequency ν is made up of photons with energy E= hν, where h is a dimensional constant called the Planck constant

2 The spectrum in the figure is plotted in terms of wavelength λ rather than frequency. The wavelength and frequency of a photon are related by the
relation ν= c/λ, where c is the speed of light in vacuum, c= 2.99792458× 108 m/s.
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1.1 What is Quantum Mechanics? 3

Table 1.1 The early history of quantum mechanics.

Year Discoverer Discovery

1888 Heinrich Rudolf Hertz Observation of the photoelectric effect

1896 Henrik A. Lorentz
Pieter Zeeman

Explanation of normal Zeeman effect
(splitting of spectral lines in a magnetic field)

1896 Antoine-Henri
Becquerel

Discovery of penetrating radiation (radioactivity, α rays)

1897 Joseph John Thomson Discovery of electrons

1900 Max Planck Blackbody radiation law

1905 Albert Einstein Explanation of the photoelectric effect

1905 Albert Einstein Explanation of Brownian motion

1910 Max von Laue,
William L. Bragg
William H. Bragg

Diffraction of x-rays from crystals; x-ray spectrometer developed

1913 Niels H. D. Bohr Bohr semiclassical theory of the quantization of energy levels

1914 James Franck
Gustav Hertz

Franck–Hertz experiment showed quantized atomic energy levels

1922 Otto Stern
Walther Gerlach

Demonstration of atomic magnetic moments that give rise to
magnetic phenomena

1923 Arthur H. Compton Compton Effect (scattering of photons by free electrons)

1924 Louis-Victor de Broglie Wave–particle duality

1924 Wolfgang Pauli Postulated the existence of spin angular momentum

1925 Samuel Goudsmit
George Uhlenbeck

Postulated that electrons have spin angular momentum

1925 W. Heisenberg Developed the matrix form of quantum mechanics

1926 Erwin Schrödinger Developed the wave equation for matter, i.e., the Schrödinger
equation

1925 Wolfgang Pauli Pauli exclusion principle for electrons

1926 Max Born Statistical interpretation of wave mechanics

1926 Llewellyn H. Thomas Thomas precession factor in the spin–orbit Hamiltonian

1926 Enrico Fermi Fermi statistics and Fermi distribution of fermions

(Continued)
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Table 1.1 (Continued)

Year Discoverer Discovery

1927 Clinton Davisson
Lester Germer

Electron matter-waves diffracting off crystals, confirming existence
of de Broglie waves

1927 W. Heisenberg Formulation of the uncertainty principle

1927 Paul A. M. Dirac Quantum theory of radiation

1927 Robert Mulliken
Friedrich Hund

Development of molecular orbital theory

1928 Paul A. M. Dirac Relativistic theory of the electron – Dirac equation

1928 George Gamow Decay of nuclei via quantum tunneling of α particles proposed

1928 Chandrasekhara
Venkata Raman

Raman scattering, i.e., inelastic light scattering observed in liquids

1929 W. Heisenberg
Wolfgang Pauli

General quantum theory of fields

1930 Douglas Hartree
Vladimir Fock

The Hartree–Fock method (mean-field approximation to
many-body quantum mechanics)

1931 Maria Göppert-Mayer Calculation of two-photon absorption cross section

1932 John von Neumann Quantum theory put into operator form

1932 James Chadwick Discovery of the neutron

1934 Enrico Fermi Theory of weak interactions (beta decay)

1935 Albert Einstein, Boris
Podolsky, Nathan Rosen

Formulation of the EPR paradox

with units J s in SI (International System of Units), h= 6.62606878 × 10−34 J s. The energy of a photon emitted in the
decay of a hydrogenic state of energy Ei to a state of lower energy Ef is equal to the energy difference Ei − Ef ,

hν = Ei − Ef . (1.1)

Figure 1.1 shows a discrete spectrum, i.e., it is composed of well-defined frequencies. Hence, energies of the hydro-
gen atom are discrete. This discrete nature of the energies of an electron around a proton is not understandable from
a classical mechanics perspective, wherein states of the hydrogen atom should be able to take on all possible energy
values. The “quantization” of the observed energies as determined from the emission spectrum just doesn’t make sense
from a classical mechanics point of view. This situation of discrete energies exists not only for hydrogen atoms, but
for all atoms and molecules, and in fact for all bound states of quantum systems. This said, we further note that a
continuum of energies is possible for unbound states (in the case of the hydrogen atom, these correspond to states
where the electron is not bound to the proton – they are scattering states with positive energy, as opposed to the
bound states that have negative energy relative to a proton and an electron at rest and infinitely separated in distance.
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FIG 1.1 The emission spectrum of hydrogen. (a) Lyman, Balmer, Paschen, and Brackett
transitions in hydrogen. (b) Two views of the Balmer spectrum in hydrogen versus
wavelength. The n′ → n transitions, where n, n′ are principal quantum numbers, are
called “Balmer” when n= 2. Balmer lines with n′= 3 are called α, β for n′= 4, γ for
n′= 5, etc. The H in Hα , Hβ , etc., stands for hydrogen.

For bound states, the potential
energy of the electron is negative
and larger in magnitude than the
kinetic energy of the electron. In
general, a quantum system has both
a discrete set of bound states and a
continuous set of unbound states.

As an aside, we note that some-
times the frequency of a photon
is given as the angular frequency
ω in units of radians per second,
which is related to the frequency
ν by the relation, ω= 2πν, i.e.,
ω [rad/s]= 2π × ν [cycles/s]. The
conservation of energy condition
(1.1) for photoemission, hν=
Ei − Ef , can therefore be written
as h̄ω=Ei − Ef , where h̄
(pronounced “h-bar”) is Planck’s
constant divided by 2π , h̄≡ h

2π =

1.0545716× 10−34 J s.
The energies of the bound states

of a hydrogen atom are given (to an
excellent approximation) by the formula En =−α

2(mec2) 1
2n2 , where the dimensionless constant α= 1/137.03599976=

7.297352533× 10−3 is called the fine structure constant, me is the mass of the electron, and n is an integer, n= 1, 2, . . . ,
called the principal quantum number. The fine structure constant is given in terms of the electron charge (−e), h̄, and

the speed of light, c, by α≡ e2

4π h̄c in SI units (α≡ e2

h̄c in Gaussian units – see Sec. 3.2.6 for a full discussion of atomic

units). It is a small number, since the strength of the electromagnetic interaction is small. The product of α2 and the rest
mass energy mec2 (recall the famous Einstein formula E=mc2 for the rest mass energy of a particle) sets the scale of
the hydrogen atom energies. The lowest energy of a hydrogen atom is obtained with n= 1, E1= −α

2mec2/2, and bound
states exist for every integer value of n (we shall consider the hydrogen atom in detail in Sec. 3.2.6 – here, simply note
that bound states of a hydrogen atom exist only at very special values of energy).

The quantized nature of atomic states was a complete puzzle at the turn of the twentieth century. After Rutherford
proposed a model of the atom wherein electrons orbit an atomic nucleus like planets round the Sun in 1911, he assigned
his graduate student Neils Bohr the task of explaining the empirical spectral behavior being studied by others with his
nuclear model. Bohr combined Einstein’s idea of photons that were used to explain the photoelectric effect (1905) (see
Sec. 1.1.7) and Balmer’s empirical formula for the spectra of atoms (1885) to produce a revolutionary quantum theory
of atomic energy levels. Bohr’s theory (1913) began with two assumptions: (1) There exist stationary orbits for electrons
orbiting the nucleus and the electrons in these orbits do not radiate energy. Electrons do not spiral into the nucleus (i.e.,
do not lose energy E via photoemission, as would be predicted by the Larmor formula, dE/dt=−(2e2/3c3)|dv/dt|2,
which says that the energy loss rate, dE/dt, is proportional to the square of the acceleration) because they have
quantized angular momentum. (2) Electrons can gain (lose) energy upon absorption (emission) of a photon, thereby
going to another orbit with higher (lower) energy. This energy change is quantized according to Planck’s relationship
hν=Ei − Ef .

In 1914, James Franck and Gustav Hertz performed an experiment that conclusively demonstrated the existence of
quantized excited states in mercury atoms, thereby helping to confirm the Bohr quantum theory developed a year earlier.
Electrons were accelerated by a voltage toward a positively charged grid in a glass tube filled with mercury vapor. Behind
the grid was a collection plate held at a small negative voltage with respect to the grid. When the accelerating voltage
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provided enough energy to the free electrons, inelastic collisions of these electrons with an atom in the vapor could force
it into an excited state, with a concomitant energy loss of the free electron equal to the excitation energy of the atom.
A series of dips in the measured current at constant volt increments (of 4.9 volts) showed that a specific amount of energy
(4.9 eV) was being lost by the electrons and imparted to the atoms. Franck and Hertz won the Nobel Prize in 1925 for
proving that energies of atomic states are quantized.

1.1.3 WAVES, LIGHT, AND BLACKBODY RADIATION

Isaac Newton thought light consisted of particles. These particles could bounce back upon reflection from a mirror or a
pool of water. But it became clear from the work of Christian Huygens (the Huygens principle – 1670), Leonhard Euler
(wave theory used to predict construction of achromatic lenses), Thomas Young (principle of interference3 – 1801),
Augustin Jean Fresnel (partial refraction and reflection from interface – 1801), and Josef Fraunhofer (diffraction4 grat-
ings – 1801) among many others, that light behaves as a wave and shows interference and diffraction phenomena. Optics
is integrated into electromagnetic theory, which is a wave theory. The wave equation in vacuum for electromagnetic
fields, i.e., electric fields E(r, t) and magnetic fields H(r, t), is given by(

∇
2
−

1

c2

∂2

∂t2

)
E(r, t) = 0, (1.2)

with an identical equation for the magnetic field H(r, t). (Readers not comfortable with the Laplacian operator, ∇2, or
differential operators in general, please see Appendix C). These wave equations describe all propagation phenomena for
light in vacuum [18].

Solutions to (1.2) can be formed from plane waves,

E(r, t) = Ek,ω ei(k·r−ωt), (1.3)

which are solutions to (1.2) as long as k2
=ω2/c2, for any vector amplitude Ek,ω, as can be easily verified by substituting

(1.3) into Eq. (1.2). Any superposition (i.e., linear combination) of these solutions is also a solution (just as a superposition
of water waves in a lake that originate from two people throwing a stone into the lake co-exist, and propagate through
one another), since the wave equation (1.2) is a linear equation. The waves in (1.3) are called plane waves, because their
wave fronts (the surface of points in physical space having the same phase) are planes perpendicular to the vector k. The
vector k is called the wave vector and the relation k2

=ω2/c2, which is required for (1.3) to be a solution to (1.2), is
called the dispersion relation; it relates the photon momentum h̄k to the photon energy h̄ω (as discussed below).

Blackbody radiation, the electromagnetic radiation of a body that absorbs all radiation that impinges upon it (and
therefore looks black at very low temperatures) could not be explained by electromagnetic theory at the turn of the
twentieth century. When matter is in thermal equilibrium with the electromagnetic radiation surrounding it, the radiation
emitted by the body is completely determined in terms of the temperature of the body. Such matter is called a blackbody,
and therefore the radiation is called blackbody radiation. In order to explain the spectrum of blackbody radiation, Max
Planck suggested the hypothesis of the quantization of energy (1900): for an electromagnetic wave of angular frequency
ω, the energy of the radiation was taken to be proportional to h̄ω. Einstein generalized this hypothesis to obtain a particle
picture of electromagnetic radiation (1905): light consists of a beam of photons, each possessing an energy h̄ω, and the
energy density is given by the product of the density of photons of angular frequency ω times h̄ω. Einstein then showed
how the introduction of photons made it possible to understand the unexplained characteristics of the photoelectric effect
(see below). In 1923, Arthur Holly Compton showed that photons actually exist by discovering the Compton effect

3 Interference is the addition of two or more waves that results in a new wave pattern. The new wave, which also satisfies the wave equation, is the
superposition (see Appendix A.1.1) of the component waves. The superposition can be constructive, meaning the amplitude of the superposition is
larger than that of its individual components, or destructive, in which case their is cancellation of the component waves.
4 Diffraction is the change in the direction and intensity of a wave after passing an obstacle or an aperture.
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(the scattering of photons by free electrons). The scattering behavior showed that a photon had an energy E= h̄ω and
a momentum p= (h̄ω/c)u, where u is a unit vector in the direction of the propagation of the photon (for comparison
with matter-waves, see the discussion of de Broglie waves in the next section). The dispersion relation (i.e., the relation
between energy and momentum) for photons can therefore be written as linear relation,

E = pc. (1.4)

The blackbody radiation law was developed by Max Planck in 1900. Let uω(T)dω be the mean energy per unit
volume in the frequency range between ω and ω + dω. Planck’s blackbody radiation law can be written as follows:

FIG 1.2 Planck’s blackbody radiation law, f (x)= x3/(ex
− 1), where the

dimensionless variable x ≡ h̄ω/kBT .

uω(T) =
h̄

π2c3

(
kBT

h̄

)3 x3

ex − 1
. (1.5)

Here x is a dimensionless variable, x≡ h̄ω/kBT , and
kB is the Boltzmann constant, kB= 1.3806503 ×
10−23 J K−1. The blackbody radiation law states
that the energy density per unit frequency is a
universal function of one dimensionless parame-
ter x, f (x)= x3/(ex

− 1). The factor (ex
− 1)−1

appearing on the RHS of Eq. (1.5) arises due to
the Bose–Einstein distribution for integer-spin par-
ticles (in this case, photons). A plot of the func-
tion f (x)= x3/(ex

− 1) versus x that appears on
the RHS of Eq. (1.5) is shown in Fig. 1.2. The
low frequency (x � 1) dependence of the Planck
blackbody energy density goes as ω2, as is clear
from expanding the exponent in the denominator
of Eq. (1.5), whereas the high frequency depen-
dence is exponential, uω(T)∼ exp(−x) for x� 1,
as you will show in Problem 1.1. The high fre-
quency behavior (the exponential tail) is called the Wien tail, and was understood in terms of statistical mechanics
(the Boltzmann distribution). The low frequency limit of the blackbody spectrum, uω(T) ∼ x2 for x � 1, is known
as the Rayleigh–Jeans limit. The connection between the high and low frequency limits was not understood until the
ideas of Planck and Einstein were introduced at the turn of the twentieth century. The frequency at which uω(T) is a
maximum can be easily determined by setting the derivative duω(T)/dω equal to zero, and is numerically determined
to be ωmax≈ 2.82 kBT/h̄. This result is sometimes called Wien’s formula or the Wien displacement law. You will derive
the Planck blackbody radiation law, Eq. (1.5), in Chapter 9, where you will multiply the following three factors to obtain
uω(T): the energy of a photon of angular frequency ω, h̄ω, the thermal occupation probability given by the Bose–Einstein
distribution, (ex

− 1)−1, and the density of photon states per unit energy per unit volume, which is proportional to ω2.

Problem 1.1

Expand Eq. (1.5) for x� 1 and x� 1 to derive the Rayleigh–Jeans limit and the Wien tail.

The total energy density in all frequencies, u(T), is given by integrating Eq. (1.5) over frequency (i.e., over
xkBT/h̄). The integral can be evaluated analytically and one finds, u(T)= 4σT4/c, where the constant σ is given

by σ =
π2k4

B

60h̄3c2 = 5.6697 × 10−5 erg s−1 cm−2 K−4, and is called the Stefan–Boltzmann constant. The T4 temperature
dependence of the total energy emitted and the numerical value agree with experimental observations. The energy per
unit time per unit area, i.e., the intensity, emitted by the blackbody is given by I(T)= cu(T)/4= σT4. Note that Planck’s
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constant is an integral part of the discussion of blackbody radiation. Even the Stefan–Boltzmann constant involves h̄,
hence, arguably, involves quantum mechanics.

1.1.4 WAVE–PARTICLE DUALITY

In the previous section we discussed the fact that light can have both particle and wave properties. Figure 1.3(a) shows a
schematic representation of an experiment to look for the interference in the intensity of the light on a screen, a distance
d behind an opaque wall with two narrow slits cut into it is obtained when a monochromatic plane wave light field with
angular frequency ω impinges upon the opaque wall. Such an experiment was first carried out with light by Thomas
Young in 1801. It seemed amazing at the start of the quantum era that mono-energetic particles show the same type of
interference pattern, but now it is well known that matter-waves (i.e., particles with mass, which also behave as waves)
can experience interference and diffraction just like light. We shall introduce these two concepts in this section. In what
follows, we consider only a scalar field (electric field of light is a vector field), as is the case for (spinless) matter-waves.

Waves in 3D emanating from a point have intensities that fall off as the inverse of the distance squared from the
source, 1/r2 (since the surface area of a sphere is 4πr2 and the integrated intensity is constant on the surface of a sphere,
no matter its size). In the Young double-slit experiment, each point along each slit serves as a source for light. The fields
from the two slits are to be added together coherently, and then the resulting field is squared to obtain the intensity. The
resulting intensity pattern has interference fringe patterns as is shown in Fig. 1.3(c).

Let us first consider the field emanating from two holes located at positions (0, 0,±a/2) before considering the Young
double-slit experiment in which light emanates from all the points along the slits {(0, y,±a/2)}. The intensity at a point
(d, 0, z) on the screen as a function of wall-to-screen distance d, the distance between the holes a, and the z coordinate,
I(d, z), is given by:

I(d, z) = C

∣∣∣∣eik1·r1

r1
+

eik2·r2

r2

∣∣∣∣2 . (1.6)

Here C is a constant; since we calculate only the relative intensity, we do not need to determine C. The length of the
vectors k1 and k2 is k=ω/c (recall that the wavelength–wavenumber relation is λ= 2π/k), and the wave vector ki

points from the ith hole to the point (d, 0, z) on the screen, as shown in Fig. 1.3(a) with y taken to be zero because now we
are considering the case of two holes located at (0, 0,±a/2). The distances r1 and r2 are the distances from the holes to
the point (d, 0, z) on the screen, i.e., r1=

√
d2 + (z− a/2)2, r2=

√
d2 + (z+ a/2)2. In order to evaluate the right hand

side (RHS) of Eq. (1.6), the arguments of the exponentials must be determined, and they are simply k1 · r1= kr1 and
k2 · r2= kr2. The intensity falls off with d as 1/d2 at large d. Figure 1.3(b) shows the interference pattern obtained in the
calculated relative intensity at the screen as a function of z for two values of the distance between the slits, a= 100 and
533 µm, when d= 1000 µm and kd= 100. For a= 100, only a few interference fringes are seen, but for a= 533, a dense
pattern is obtained. The intensity fall off with increasing z as can be seen clearly for |z| > a. If we neglect the difference
between r1 and r2 in the denominators on the RHS of Eq. (1.6), and also in the exponentials, the intensity can be written
in the asymptotic form I(d, z)= 2C

d2+z2 [1+ cos((k2 − k1) · r)]. Expanding the argument of the cosine for large d, i.e.,

d � a, z, the relative intensity can be written as I(d, z)= 2C
d2 [1+ cos(ak sin θ)], where sin θ ≈ z/d.

Problem 1.2

Consider two fields emanating from points i= 1, 2 in Fig. 1.3(a) with y= 0, having field amplitudes,

Ei(r, t)=E0
eiki ·ri

ri
e−iωt, where the wave vectors ki are in the direction from the points to (d, 0, z) on the screen.

(a) Show that I(d, z)= 2C
d2 [1+ cos(ak sin θ)] results from Eq. (1.6) when the screen is far away from the opaque

wall, d � a, z, where sin θ ≈ z/d.
(b) From the form of the intensity in (a), find the angles θ for which the intensity vanish.
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FIG 1.3 Interference pattern in a Young double-slit experiment. (a) Schematic of the geometry of the double-slit setup. (b) Relative intensity
at the screen from two holes in the opaque wall situated at (0, 0,±a/2) versus z for two values of a. (c) Relative intensity at the
screen from two slits in the opaque wall versus z for two values of a.
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Let us now return to the Young’s double-slit case. We can think of the slits as a continuous set of holes at (0, y,±a/2).
The distances r1 and r2 are given by r1=

√
d2 + y2 + (z− a/2)2, r2=

√
d2 + y2 + (z+ a/2)2, and the electric field

arising at point (d, 0, z) is given by the integral over y of the electric fields from each of the “holes” running along the
slits. Hence, the intensity is given by

I(d, z) = C

∣∣∣∣∣∣
∞∫
−∞

dy

(
eik1r1

r1
+

eik2r2

r2

)∣∣∣∣∣∣
2

= Cπ2
∣∣∣∣H(1)

0

(
k

√
d2 + (z−

a

2
)2
)
+ H(1)

0

(
k

√
d2 + (z+

a

2
)2
)∣∣∣∣2 ,

(1.7)

where H(1)
0 is the first Hankel function of order zero (discussed in Appendix B). Figure 1.3(c) shows the intensity pattern

at the screen as a function of z for two values of the distance between the slits, a= 100 and 533. The intensity fall off

with increasing z is now somewhat slower than in Fig. 1.3(b). Asymptotically, H(1)
n (ζ ) −−−→

ζ→∞

√
2
πz ei(ζ−nπ/2−π/4), and

therefore the asymptotic intensity pattern for large d is given by I(z, d)= 4C
πkd [1+ cos(ak sin θ)], where sin θ ≈ z/d. The

1/d intensity dependence (rather than 1/d2 as above) arises because the circumference of a circle of radius d is 2πd.
Otherwise, the Young double-slit case is not all that different from the double hole case discussed above.

Another wave property of light is seen in the diffraction pattern of the light intensity from a single finite-width slit
(i.e., cover one of the slits in the Young double-slit experiment so the light can go through only one of the slits and look
at the intensity on a screen sufficiently far behind the opaque wall containing the single-slit). The intensity on the screen
a distance d behind the wall versus position x takes the form

I(x, d) = I0
kLx

4πd

(
sin(kLxx/2d)

(kLxx/2d)2

)2

, (1.8)

where again k=ω/c is the wave vector of the light, d is the distance from the opaque wall to the screen, and Lx is the
width of the slit. The diffraction pattern from a rectangle of dimensions Lx and Ly cut into the opaque wall is given by the
expression

I(x, y, d) = I0
k2LxLy

16π2d2

(
sin(kLxx/2d)

(kLxx/2d)

)2
(

sin2(kLyy/2d)

(kLyy/2d)2

)2

.

The intensity pattern from a square aperture, Lx=Ly, is shown in Fig. 1.4(a). One can also consider a hole of circular
aperture cut into the wall; Figure 1.4(b) shows the interference pattern from a circular aperture of radius a (i.e., a round
pinhole),

I(r, d) = I0
a2k2

16π2d2

(
2J1(kar/d)

(kar/d)

)2

,

where J1(·) is the Bessel function of the first kind of order unity. Again, a distinctive diffraction pattern is obtained. We
conclude from the interference and diffraction patterns in Figs 1.3 and 1.4 and the discussion of the previous section that
light propagation phenomena can be fully understood only by considering both the wave and the particle aspects of light.
This seems to be a paradox, but the paradox is resolved in terms of a fully quantum theory of light.

Today we know that beams of mono-energetic particles having mass (e.g., electrons, atoms, C60 molecules, etc.) also
show interference and diffraction phenomena, just like light. In 1924, Louis de Broglie, as part of his Ph.D. thesis, recon-
sidered the theory associated with Compton scattering experiments and hypothesized that matter (specifically electrons,
but quite generally any matter), could exhibit wave properties. At that time, this “matter-wave” hypothesis sent a shock
wave through the scientific community. de Broglie showed that mono-energetic particles having a momentum p=mv
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(a) (b)

FIG 1.4 (a) Diffraction pattern from a square aperture in an opaque wall. (b) Diffraction pattern for
a circular aperture. The intensity patterns are measured on a screen sufficiently far behind
the wall.

FIG 1.5 (a) Diagram of an x-ray spectrometer for investigating crystal structure. (b) Spectral
reflection by Bragg scattering. (Adapted from Pauling, General Chemistry [19].)

propagating in the direction û
should behave as a wave with
wavelength λ specified by the
relation

p =
2π h̄

λ
û, (1.9)

where λ is the wavelength of the
matter-wave. This hypothesis
justified Bohr’s assumption,
made in 1913, that electrons
maintained stable orbitals at
special designated radii and
did not spiral into the nucleus
because they had quantized
angular momentum (see next
section). In 1927, Davisson and
Germer designed an experiment
to measure the energies of
electrons scattered from a metal
surface. Electrons were accel-
erated by a voltage drop and
allowed to strike the surface
of nickel metal. The electron
beam scattered off the metal
according to the Bragg’s law
of scattering (see paragraph
below) that was already known
for scattering of photons off
crystals. This confirmed de
Broglie’s matter wave hypoth-
esis. In 1929, de Broglie was
awarded the Nobel Prize in
Physics for his discovery of the
wave nature of electrons. So,
we conclude that both particles
and light show “wave–particle
duality”.

Before concluding this sec-
tion, we mention one more
important wave phenomenon,
this time in the context of wave
scattering of light off a periodic
potential. The structure of crys-
tals is studied by x-ray diffrac-
tion, a technique first developed by Max von Laue, William L. Bragg, and (his father) William H. Bragg, who developed
the first x-ray spectrometer around 1910. Figure 1.5(a) shows a schematic diagram of an x-ray spectrometer for investi-
gating crystal structure. The condition for Bragg scattering is that the path length difference between waves that scattered
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off two different atomic planes of atoms separated by a distance d in the crystal, 2d sin θ [see Fig. 1.5(b)] equal an integral
multiple of the x-ray wavelength λ,

2d sin θ = nλ, (1.10)

or k ·d= nπ , where k=p/h̄= (2π/λ) û. Then constructive interference of these waves result. The reason x-rays are used
is that the wavelength λ of the light should be comparable to d so that condition (1.10) can be satisfied for small integers
n. This type of scattering off periodic structures is called Bragg scattering. It is the basis for much of our understanding
of crystal structure in solid-state physics. Not only x-rays Bragg scatter off crystals, but any wave with a wavelength
comparable to the crystal period as long as the wave interacts with the crystal, e.g., high energy electron beams (with de
Broglie wavelengths on the order of d), as we have seen in the previous paragraph.

1.1.5 ANGULAR MOMENTUM QUANTIZATION

Otto Stern and Walther Gerlach carried out an experiment in 1922 that showed that spin angular momentum is quantized.
This experiment is now known as the Stern–Gerlach experiment, and is depicted schematically in Fig. 1.6. They passed

FIG 1.6 The Stern–Gerlach experiment. A beam of particles with magnetic moment µ passes
through an inhomogeneous magnetic field. A force on the particles results. Particles in
different spin states experience different forces. For spin 1/2 particles, a bimodal
distribution of particle deflections is observed.

silver atoms,5 through an inho-
mogeneous magnetic field, and
the resulting force deflected the
atoms into two opposite direc-
tions. We now understand the fact
that the deflection pattern had two
oppositely displaced components
(and no component which had
zero displacement), as indicating
a half-integer angular momentum
(in units of h̄, see below) of the sil-
ver atoms. The deflection depends
on the projection of the magnetic
moment (which is proportional to
the angular momentum) of the
atom on the magnetic field axis,
and only two projections are pos-
sible for spin 1/2 (projection 1/2
and −1/2).

A particle that possesses a
nonvanishing angular momentum,
also has a nonvanishing mag-
netic moment, µ, and the magnetic
energy Umag of such a particle in a
magnetic field H is given by6

Umag = −µ ·H. (1.11)

5 The ground state electronic configuration of silver atoms is, . . . 5s 2S1/2, meaning that a silver atom has zero orbital angular momentum but a total
angular momentum of 1/2.
6 Sometimes, Eqs (1.11) and (1.12) are written in terms of the magnetic induction field B. In Gaussian units, the B and H fields are equal in vacuum
(see Table 3.2), but in SI units, they have different units and magnitudes since B=µ0H, where µ0= 4π × 10−7 N A−2 is the permeability of free
space.
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The force on the particle is simply given by the gradient of this potential energy by

Fmag = −∇Umag = ∇(µ ·H). (1.12)

The magnetic moment of a particle is known to be proportional to its angular momentum J,

µ ∝ J. (1.13)

Equation (1.12) states that when the magnetic field H(r) is inhomogeneous, the particle experiences a force. For example,
consider a magnetic field with a z component that depends upon z, (H(r))z=Hz(z). The magnetic force in the z direction
is given by Fmag,z=µz

∂Hz(z)
∂z . In classical mechanics, all possible angles θ between the vectors µ and H(r) are possible,

and the force depends on the angle, Fmag,z= (µ cos θ) ∂Hz(z)
∂z , so why should only two displacements corresponding to

two central values of the force be observed in a Stern–Gerlach experiment? According to classical mechanics, the atoms
should be deflected in a manner that depends on the angle between µ and H(r), rather than having the bimodal deflection
actually observed. The answer to this question came only with the development of quantum mechanics. In quantum
mechanics, the projection of the angular momentum, and hence of the magnetic moment, on any axis (in this case, on the
magnetic field direction) is quantized. Therefore it cannot take on any arbitrary value; in the case of a spin 1/2 particle,
only two values of the projection are possible, h̄/2 and −h̄/2. Moreover, the length of the angular momentum vector, |J|,
is found to be given by

√
3/4 h̄ for a spin 1/2 particle. This is all very strange and difficult to interpret for the classically

trained scientist! It will become clear, even simple, once we learn the quantum theory of angular momentum.
The angular momentum of silver atoms arises from the angular momentum (actually, spin) of the electrons comprising

the atom, but this connection of the angular momentum of the atoms with the spin of the electrons contained in the atoms
was not made until after 1925 when Samuel A. Goudsmit and George E. Uhlenbeck, under the guidance of their supervisor
Paul Ehrenfest at the University of Leiden, proposed that the electron has its own intrinsic spin angular momentum S and
intrinsic magnetic moment µ. Some additional history of spin is discussed in the beginning of Chapter 4. A classical
analogy to the spin of an electron orbiting a nucleus in an atom is the rotation of the earth as it orbits around the sun.
The spin of the electron is like the spin of the earth around its axis (which takes 24 hours to complete a turn). In quantum
mechanics, apart from the spatial degrees of freedom of elementary particles, an inner degree of freedom called “spin”
exists. We say that a particle has spin s if it can have 2s+ 1 projections of its spin on an external axis. For example, “spin
1/2” can be described by a two-dimensional vector where the two components are for spin-up and spin-down; i.e., the
spin states |↑〉 and |↓〉 can be represented by two-component vectors

|↑〉 ≡

(
1
0

)
, |↓〉 ≡

(
0
1

)
. (1.14)

Similarly, “spin 1” states can be represented by vectors of dimension 3, i.e., the projection of the angular momentum on
an external axis (say, the z-axis) can take the values+1, 0, and−1 (in units of h̄), and these three states can be represented
by three-dimensional vectors, as will be discussed in Chapter 3.

Photons have an internal angular momentum that is associated with their polarization state. We know that light prop-
agating along a given direction, say along the z-axis, can be linearly polarized along a given axis perpendicular to the
z-axis. The polarized light along this axis can be decomposed into right and left circular polarizations. A right circularly
polarized photon has angular momentum given by 1h̄ along its direction of propagation, whereas the angular momentum
of a left circularly polarized photon is −1h̄. So, not only matter-waves have a spin angular momentum, but light waves
also do, and this angular momentum is quantized in units of h̄.

1.1.6 TUNNELING

In 1928, George Gamow proposed that some unstable nuclei decay via quantum mechanical tunneling of alpha parti-
cles, i.e., 4

2He particles,7 out of the nucleus. The alpha particles penetrate through the nuclear Coulomb potential barrier

7 In the notation used here, the superscript, 4, is the number of nucleons and the subscript, 2, is the number of protons in the nucleus.
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FIG 1.7 Alpha particle decay of a nucleus. An alpha
particle, at the energy indicated, can tunnel out of
the nucleus and penetrate through the repulsive
Coulomb potential. The asymptotic kinetic energy
E of the alpha particle is indicated.

(resulting from the combination of the attractive nuclear forces
and the repulsive Coulomb force — the remaining nucleus and
the alpha particle are both positively charged, hence, a repulsive
Coulomb potential exists between them, see Fig. 1.7), and manage
to leave the nucleus even though their energy is not sufficient to
classically surmount the barrier by a process called nuclear fission.
An analogy is a ball with an insufficient initial velocity (hence,
kinetic energy) to roll over a mound, yet having a finite probabil-
ity to make it over the mound. An example of alpha decay is the
process:

238
92 U→ 234

90 Th+ 4
2He. (1.15)

Figure 1.7 schematically represents the alpha decay of a nucleus
in terms of a potential between the alpha particle and the remain-
ing nucleus, which includes the short-range attractive potential
between the alpha particle and the remaining nucleus, due to the
strong attractive nuclear force between nucleons in the nucleus,
and the long-range repulsive Coulomb potential between the alpha
particle and the remaining nucleus. The alpha particle tunnels out
of the nucleus through the repulsive Coulomb potential.

The phenomenon of quantum tunneling is used extensively
in nanotechnology. Here, we briefly mention only two applications: field-effect transistors and scanning tunneling
microscopy. At this point, these are applications that are difficult to describe, since we have not yet developed the back-
ground knowledge required; we nevertheless do so, simply to underscore the application to which quantum tunneling is
put in modern-day instruments.

Field-effect transistors are solid state devices made out of semiconductors; they were first envisioned by William
Shockley in 1945 and first developed based on Shockley’s original field-effect theories by Bell Labs scientist John
Atalla in 1960. Electrons emitted from the cathode pass through a potential barrier created and controlled by a vari-
able electric field. The electric field controls the shape and height of the tunneling barrier, and therefore the current
flowing in the transistor. Most field-effect transistors in use today are metal-oxide-semiconductor field-effect transis-
tors (MOSFETs). Figure 1.8 shows a schematic diagram of a MOSFET. They have four terminals, source, drain, gate,

FIG 1.8 Schematic illustration of a metal-oxide-semiconductor field-effect
transistor (MOSFET). See text for explanation.

and body. Commonly, the source terminal is con-
nected to the body terminal. The voltage applied
between the gate and source terminals modulates
the current between the source and drain terminals.
If no positive voltage is applied between gate and
source the MOSFET is nonconducting. A positive
voltage applied to the gate sets up an electric field
between it and the rest of the transistor. The posi-
tive gate voltage pushes away the holes (effectively
positively charged particles) inside the p-type sub-
strate and attracts the moveable electrons in the n-
type regions under the source and drain electrodes.
This produces a layer just under the gate insulator,
in the p-doped Si region, through which electrons
can propagate from source to drain. Increasing the
positive gate voltage pushes the holes further away
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FIG 1.9 Schematic representation of a scanning tunneling microscope (STM), an instrument for imaging surfaces at atomic resolution.
Reproduced from http://en.wikipedia.org/wiki/Scanning tunneling microscope

and enlarges the thickness of the channel. Based on quantum tunneling arguments (that will be elucidated in Sec. 1.3.11),
the current flowing between source and drain is expected to depend exponentially in the gate voltage.

Scanning tunneling microscopy (STM), invented in 1981 by Gerd Binnig and Heinrich Rohrer (Nobel Prize in Physics,
1986), is a commonly used technique for viewing surface structure of conducting materials on a nanoscale. It relies on
quantum tunneling of electrons from the atomically sharp voltage-biased microscope tip to the sample (or vice versa).
The current between tip and surface is controlled by means of the voltage difference applied between the tip and surface.
Without introducing a potential difference, there is a potential barrier for electrons to go between tip and surface (or vice
versa) and the current is exponentially dependent on the distance between probe and the surface. Controlling the potential
changes the potential barrier, hence the extent of the tunneling and thus the current magnitude. A 3D map of the surface
of a conducting material can be built up from STM measurements. Figure 1.9 shows a schematic diagram of an STM
apparatus. Insulators cannot be scanned by STM since electrons have no available energy states to tunnel into or out of in
the completely filled bands in insulators, but atomic force microscopes (see Sec. 1.2.1) can be used to look at the surfaces
of insulators.

1.1.7 PHOTOELECTRIC EFFECT

In 1888, Heinrich Rudolf Hertz carried out an experiment that kicked off the quantum revolution. He illuminated a
surface of a metal with narrow bandwidth (i.e., single frequency) ultraviolet light and the radiation was absorbed in the
metal. When the frequency of the radiation was above a given threshold frequency, ν0 (specific to the metal being used),
a current of electrons was produced. He measured the current as a function of the frequency of radiation, intensity of
radiation, and potential at which the surface of the metal was held relative to ground. Figure 1.10(a) shows a schematic
of the experiment and illustrates photons in a ultra-violet (uv) light beam impinging on the metal and liberating electrons

http://en.wikipedia.org/wiki/Scanning_tunneling_microscope
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FIG 1.10 Schematic representation of a photoelectric effect experiment. (a-1): Metal
surface subjected to a photon beam with photons of frequency ν. (a-2):
Experimental setup with a potential drop between metal and electron
detector. (a-3): Experimental setup with a potential barrier between metal
and electron detector. (b) Metal–vacuum interface showing occupied
electron states in the metal, work function W, photon energy hν, and
maximum electron kinetic energy leaving the metal,
EKE= hν −W − (−eV).

that leave the metal: (1) without a potential
applied to the metal, (2) with a potential
drop between metal and electron detector,
and (3) with a potential barrier applied.
Fig. 1.10(b) shows the energy levels of
electrons in the metal, and the external
potential applied across the system. Hertz
found that no electrons were emitted for
radiation with a frequency below that of
the threshold ν0, independent of the inten-
sity of the radiation. This result was not
understood, and could not be understood
based on the physics known at the time.
In 1905, Einstein proposed his explanation
of Hertz’s experiment; he was awarded
the Nobel prize in physics (1921) for this
work. Einstein explained that the light
photons in the beam have a characteris-
tic energy hν given by their frequency ν,
where h is Planck’s constant. If the pho-
ton energy hν is larger than the work func-
tion W = hν0, defined as the difference
of the potential energy outside the metal
and the energy, EF , of the highest state
populated by electrons in the metal [see
Fig. 1.10(b)], there will be electrons that
are ejected from the material. If ν is too
low (below the frequency ν0), there are no
electrons that are able to escape the sur-
face of the metal. Increasing the light beam
intensity does not change the energy of the
constituent photons (although the number
of photons will increase in proportion to
the light intensity), and thus the energy
of the emitted electrons does not depend
on the intensity of the incoming light. All
the energy of a photon must be absorbed
upon its absorption, and this energy is used
to liberate one electron from the metal, if
its energy is large enough; otherwise the
electron cannot get out of the metal. If
the photon energy is larger than the work
function of the metal, the liberated photo-
electron will have a maximum final kinetic
energy as a free particle given by EKE= hν−W. However, if an external potential V is applied to the surface of the metal
relative to the anode that the free electrons strike, the maximum electron kinetic energy will equal EKE= hν−W−(−eV).
Figure 1.11 shows the linear relation between the maximum kinetic energy of the electrons (measured in units of GHz,
the energy in Joules is given by E [J] = h [J s] ×E [GHz] ×109), versus photon frequency. Note that in the units chosen,
the slope of the line in the figure is unity. The electron current versus frequency, the maximum electron kinetic energy
versus photon intensity, and the electron current versus photon intensity are shown in Figs 1.11(a–d).
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FIG 1.11 Photoelectric characteristics. (a) EKE versus ν. (b) Electron photo-current versus ν. (c) EKE versus intensity I. (d) Photo-current
versus I.

Hopefully, the discussion in the last few sections has given you a hint of some of the strange and wonderful phe-
nomena that occur in the quantum world. In the next section we discuss how quantum phenomena come into play in
nanotechnology and information technology.

1.2 NANOTECHNOLOGY AND INFORMATION TECHNOLOGY

Nanoscience and nanotechnology can be defined as the science and technology of manipulating materials on an atomic
scale. Nanotechnology is used to develop molecular devices such as molecular gears and other molecular machines,
nanometer-scale electronic systems, nanocomputers, quantum computers based on qubits (quantum bits), microscopic
size atomic clocks, and protein-based molecular devices. For the latter, it might be possible to exploit a host of examples
of natural self-replicating machines (e.g., bacteria, viruses) to make such devices efficiently and cheaply.
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Nanotechnology makes use of existing micromanipulation techniques, such as the scanning tunneling microscopy
(STM) and atomic force microscopy (AFM), deep ultraviolet lithography, electron beam lithography, focused ion beam
machining, nanoimprint lithography, atomic layer deposition, molecular vapor deposition, molecular beam epitaxy, and
molecular self-assembly techniques such as those employing diblock copolymers.8 Although some of these techniques
were developed before the onset of the nano-era, they are all an integral part of the field. They will undoubtedly evolve
and improve, even as new techniques are developed. In recent years, the quest for new devices capable of manipulating
electron spins via magnetic fields, in a similar manner to electron charge controlled by electric fields, are beginning to be
developed; this new area is called spintronics. Conventional electronic devices rely on the transport of electrical charge
carriers – electrons or holes – in semiconductors (e.g., silicon). Exploiting the spin of the electron rather than (or in
addition to) its charge is expected to lead to a remarkable new generation of spintronic devices that will be smaller, more
versatile, and more robust than those currently used in silicon chips and circuit elements. Moreover, an electron spin
is a natural candidate for a qubit, and hence, spintronics might be the ultimate scientific basis for quantum information
devices. The main idea is that information can be stored in electron spins in a particular spin orientation (up or down),
and can then be carried along a wire, and eventually read at a terminal. Spin orientation of conduction electrons survives
for a relatively long time (nanoseconds, compared to femtoseconds for electron momentum decay). This makes spin-
tronic devices particularly attractive for memory storage and magnetic sensors applications, and, potentially for quantum
computing and quantum information, where an electron spin can serve as a qubit.

In Chapter 5 we take up the subject of information science and technology, first in a classical setting, and then in the
quantum information context. In Chapter 9 we introduce some of the important solid-state and condensed matter concepts
that are so important to nanotechnolgy, and in Chapter 13 we shall study Quantum Dots, Quantum Wires, Quantum Wells,
and Nanotubes. This section is meant only to briefly introduce these topics.

1.2.1 STM AND AFM MICROSCOPIES

Scanning tunneling microscopy (STM) and atomic force microscopy (AFM) are two of the important techniques used to
characterize surfaces of materials on a nanometer scale. We have already briefly discussed STM at the end of Sec. 1.1.6
(see Fig. 1.9 for a schematic of an STM setup) and we shall have more to say about it later in this chapter in Sec. 1.3.14.
For nonconducting materials STM cannot be used, since electrons cannot flow in insulators, as already discussed, but
AFM can. Gerd Binnig, Calvin Quate, and Christoph Gerber developed AFM in 1986. AFM measures the forces that
act between the tip and a surface, and uses this information to produce atomic-scale images of the surface. Mechanical
contact forces, long-range van der Waals forces, capillary forces, electrostatic forces such as the image-dipole force
between a charge and a surface, magnetic forces, Casimir forces (due to vacuum fluctuations – see Chapter 14), can be
measured by AFM, and in general, more than one of these forces contributes to the total force measured. An atomic
force microscope consists of a microscopic scale cantilever with a sharp tip to scan a surface, as shown schematically
in Fig. 1.12. The cantilever is typically silicon or silicon nitride and the tip is nanometer size. When the tip is brought
near a sample surface, forces between the tip and the sample deflect the cantilever in proportion to the force exerted on
it. The deflection can be measured using reflection of a laser beam from the top of the cantilever into a photodiode array,
or by piezoelectric probes. A feedback mechanism is employed to adjust the tip to sample distance to maintain a constant
force between tip and sample. AFMs can be operated in a number of modes, including static and oscillating cantilever
modes. In the latter, the oscillation amplitude, phase and resonance frequency are modified by tip–sample interaction.
The changes in oscillation with respect to the external reference oscillation provide information about the sample.

1.2.2 MOLECULAR ELECTRONICS

Nanoelectronics and molecular electronics are two rapidly developing research areas in nanotechnology. Electronic con-
duction in mesoscopic systems (“meso” comes from the Greek and means middle or intermediate, and refers here to
systems that are larger than atoms or molecules, yet smaller than micron scale systems) is now understood in terms of a

8 Block copolymers are molecules composed of long sequences (blocks) of monomer units, covalently bound together. A diblock copolymer is
composed of two unlike units, say A and B, bound together in the form ABABAB. . .
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FIG 1.12 Schematic illustration of an atomic force microscope. Reproduced from
http://en.wikipedia.org/wiki/Atomic force microscope

general quantum scattering theory approach.
The conductance (and hence the resistance)
of mesoscopic systems can be calculated in
terms of what are called Landauer formu-
las, named after Rolf Landauer who pioneered
the quantum scattering approach applied to
electronic conductance. Quantized conduc-
tance of electronic waveguide like mesoscopic
systems (i.e., “point contacts”) is now well
understood. The Coulomb blockade trans-
port regime wherein mesoscopic structures are
charged with a finite number of electrons and
their capacitance determines transport of fur-
ther electrons through the structures is also
well understood. When impurities or disloca-
tions or a random potential are present, local-
ization of the electron wave functions occurs
if the degree of randomness of the impurities
or defects is sufficiently large. Dephasing by
coupling to the environment is also an impor-
tant mechanism that affects electron transport.
Our knowledge of the interaction of atoms and
molecules with surfaces, and of the principles
of operation of scanning tunneling microscopy
and atomic force microscopy are crucial to fur-
ther progress in nano-electronics.

A basic building block of all electronics today is the transistor, a semiconductor device that uses a small amount of
voltage or electrical current to control a larger voltage or current. For example, a transistor can be used to set the voltage
on a wire to be either high or low, representing a binary 1 or 0, respectively. Transistors can have very fast response
(as fast as 10−11 s, or 100 GHz), and are used in a very wide variety of applications: amplification, switching, signal
modulation, etc. Transistors are used for both digital and analog electronic circuits. Transistors govern the operation of
computers, TVs, cellular phones, and practically all other modern electronics. Two important types of transistors used
today are field-effect transistors (FETs), sometimes called unipolar transistors, in which an input voltage controls a output
voltage or current, and bipolar junction transistors (BJT), in which an input current controls an output current.

Molecular electronics involves the use of molecular building blocks for the fabrication of electronic components for
passive elements such as wires and for active elements such as transistors. The hope is that molecular electronics will
change the size scale of today’s electronic devices, which are on the order of micrometers, to that of tens of nanometers.
At such small scales, electronic transport should be described quantum mechanically, but the fact that the molecular
wires and transistors interact with the “outside world” makes this an open quantum system problem, which is also a
nonequilibrium problem since there is a potential across the molecular device and current flows through it. Such problems
are hard to treat, unless significant approximations are introduced, but methods are beginning to be developed for such
problems (e.g., time-dependent density functional theory).

1.2.3 QUANTUM DOTS, WIRES AND WELLS, AND NANOTUBES

Most quantum mechanical-based devices require the confinement of electrons such that they are prevented from moving
in specified directions. If the number of these forbidden (or blocked) directions is three, two, or one, the system is said
to be zero-, one-, or two-dimensional, respectively. Such devices are called low-dimensional systems. Here we briefly
describe the most common devices realizing this important physics.

http://en.wikipedia.org/wiki/Atomic_force_microscope
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A quantum dot is a mesoscopic device that confines electrons in a small volume in all three dimensions. It can be
attached to metallic electrodes and serve as an element in an electrical circuit. When an external potential is applied
across the dot, it serves as a gate controlling the number of electrons in the dot and the electron passage through the dot.
The device can be so effective that electrons can be added one by one, and for that reason, a quantum dot is sometimes
referred to as single electron transistor. Geometrically, a quantum dot is a zero-dimensional system. A quantum wire
confines the electrons in two directions; the electrons are free to propagate in the third direction, whose size is very
much bigger than the confinement size in the two confined directions. A nanotube is an example of a quantum wire. The
physics of interacting electrons in 1D is rather rich and exposes some spectacular phenomena referred to as Luttinger
liquid behavior. A quantum well effectively confines electrons to a plane; the confinement direction is so small that only
one mode in this direction can be populated. The study of electron properties in 2D systems (quantum wells), also expose
some spectacular phenomena, such as the quantum Hall effect which will be discussed in Sec. 9.5.8.

FIG 1.13 Schematic illustration of 0D, 1D, 2D, and 3D quantum structures made of carbon
atoms.

Figure 1.13 shows 0D, 1D, 2D,
and 3D structures made of carbon
atoms. The 0D case shows the car-
bon fullerene molecule C60 named
Buckminsterfullerene, “buckyball”
for short, which is a naturally occur-
ring quantum dot (see also
Fig. 13.31). It was named after
Richard Buckminster Fuller, who
developed the geodesic dome (a
spherical shell structure based on
a network of great circles, i.e.,
geodesics). Its physical appearance
is like that of a soccer ball, except
its size is smaller by a factor of
about 107. This molecule was
discovered by Robert Curl, Harold
Kroto, and Richard Smalley (Nobel
Prize laureates in chemistry, 1996);
it is a prototypical quantum dot.
Another example of quantum dot systems are semiconductors grown using controlled solution precipitation methods. For
example, CdSe quantum dots of sizes in the range of 4–5 nm are relatively easy to grow. Upon illuminating such particles
with ultraviolet light, the particles fluoresce with wavelengths that depend sensitively on the size of the quantum dot.

Quantum wires and nanotubes [see Fig. 1.13(b)] can be conducting and can then be used as a conveyor of electrons.
It is possible to make quantum wires out of carbon nanotubes, but inorganic nanotubes can also be fabricated and even
DNA nanotubes have been produced. The radius of the wire determines the degree of confinement; the smaller the radius,
the more important the quantum effects in the wire. Nanotubes that are 10,000 times thinner than a human hair have been
made. Nanotubes is one of the hot topics in nanotechnology. An important spin-off of the fullerene research that led to the
discovery of the C60 buckyball molecule are nanotubes based on carbon or other elements, e.g., WS2 and MoS2. These
systems consist of graphitic layers wrapped into cylinders. Figure 1.13(b) shows a single-walled carbon nanotube, which
serves as a quantum wire and restricts motion of conduction electrons to be in the direction of the wire. They are only few
nanometers in diameter, but can be up to a millimeter long. Their properties (e.g., specific heat, heat transport, thermal
conductivity), synthesis, and characterization have been extensively studied.

Quantum confinement in quantum wells begins when the quantum well thickness becomes comparable to the de
Broglie wavelength of the carriers. Quantum wells can be formed using semiconductor structures that can be grown
by molecular beam epitaxy or chemical vapor deposition with monolayer thickness control. Moreover, the 2D sheet of
carbon known as graphene [see Fig. 1.13(c)] is another example of a quantum system confined to 2D.
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1.2.4 BIO-NANOTECHNOLOGY

Bio-nanotechnology is an interdisciplinary field that deals with biological and medical applications of biomaterials, biosen-
sors, drugs and drug delivery systems. It also involves understanding the structure and function of biological devices at
the nanoscale, from the level of single molecules up to complex molecular machines. The latter important subtopic in
bio-nanotechnology involves molecular motors and intelligent molecular machines that can be applied to bio-sensing for
health care applications. If we learn to integrate electrical and optical biomolecules to produce active devices, networks
and bio-sensors, and develop the skills to produce DNA-based nanostructures and machines, the promise of designer-
devices tailored to specific tasks will be fulfilled, and the potential of bio-nanotechnology will come to fruition. As the
scale of such devices get smaller, classical descriptions fail and quantum mechanics is required. Although much of bio-
nanotechnology is adequately described by classical mechanics, many exceptions exist, e.g., the photosynthesis process
involves the absorption of a photon and the transfer of energy to an electron, a process that requires a quantum description.
Another possible example involves the folding of proteins which requires that the protein move from conformational local
minima of the multidimensional protein potential to one or a few lowest local minima: this process might involve quantum
tunneling over barriers on the potential, and this would occur in a dissipative and decohering environment.

1.2.5 INFORMATION TECHNOLOGY

Information science and information technology today encompass many aspects of computing, communications, data
storage and data security technologies. These involve networking, computer design, database and software design, cryp-
tography, hardware devices, etc.

There are many devices that are used today to create, transmit, transform, and interact with information in electronic
form. Understanding how such devices work requires knowledge of physics, including quantum physics. Moreover, quite
a few of these devices operate close to fundamental physical limits, including the quantum limit.

Information is physical; it is stored in bits (or qubits) that are physical, and is transported and communicated in ways
that directly involve physics. Even the measure of information (the determination of the amount of information contained
in a particular message or file) involves physical concepts. Bounds on information storage and information transfer are
determined by physical arguments. In short, information is part of physics (as much so as force or energy).

Until recently, only classical protocols for information storage, transfer, retrieval and processing were studied. But
slowly, the study of quantum information began in the middle of the twentieth century, and has blossomed into an
important branch of atomic, molecular, and optical physics. Quantum information was suddenly popularized by the
discovery of a quantum mechanical algorithm for factoring numbers by Peter Shor in 1997. If quantum computers capable
of running the Shor algorithm were available, the encryption systems (that are based on the RSA algorithm for factoring
large numbers) that we use to secure information in banking systems, and on the web, would be rendered useless. But,
what quantum mechanics takes away, it gives back; protocols that ensure information security by virtue of quantum
mechanical laws have been developed. Therefore, quantum information has become a very hot topic. We take up this
subject in Chapter 5.

1.3 A FIRST TASTE OF QUANTUM MECHANICS

We shall now begin to describe some of the most basic features of quantum mechanics so as to learn the language of quan-
tum theory. In so doing, we highlight the probabilistic nature of quantum mechanics, describe the superposition principle
of quantum states, discuss the operators that act on quantum states, detail the nature of the operators that can be mea-
sured, introduce the concept of an entangled quantum state, introduce the postulates of quantum mechanics, and describe
how quantum states develop in time (i.e., propagate). We then run through some of the simplest quantum paradigms:
one-dimensional quantum systems, a particle in a box and a particle in a piecewise-constant potential, quantum tunnel-
ing, and the quantum harmonic oscillator. These topics are treated here, in this introductory chapter, so the reader can
become acquainted with the basic quantum mechanical concepts before starting to deal with some of the more formal
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aspects of the theory, such as the uncertainty principle, the correspondence principle and mixed (impure) quantum states.
Appendix A, which introduces the mathematics of vector spaces, the notion of inner product and additional linear algebra
concepts, should be studied in conjunction with Secs. 1.3.1–1.3.6. Please turn now to Appendix A for a quick review of
linear algebra and Dirac notation. Then, continue reading this chapter. Furthermore, after you finish studying Chapter 2,
you may want to come back and re-read this first-taste material; it will then seem really easy!

Quantum mechanics is the best verified scientific theory we ever had; experimental measurements have verified the
theoretical predictions of quantum mechanics to unbelievable accuracy. Nevertheless, there are problems, like its incom-
patibility with general relativity. And there are conceptual issues regarding quantum measurement theory and decoherence
phenomena. These problems should be kept in mind. The reader should also keep in mind that scientific theories cannot
be proven right; they can only be proven wrong (if their predictions do not square with measurements).

1.3.1 QUANTUM STATES AND PROBABILITY DISTRIBUTIONS

States in quantum mechanics are denoted by vectors in a vector space (for a discussion of vector spaces, see Appendix A).
In what is now known as Dirac notation for vectors in a vector space, a state vector is denoted by the symbol | 〉, and
the state vector of a given state ψ is denoted by the symbol |ψ〉. In quantum mechanics, a specific preparation of a state
of a system does not explicitly determine the outcome of a subsequent measurement of the system, but rather only the
probabilities of the various possible outcomes. That is, the preparation determines the probability distributions for all
possible measurements that can be performed following the preparation.

For example, after preparing a spin 1/2 particle (e.g., an electron) in a given spin state, we can measure the spin
projection along a certain axis, say, the z-axis, using a Stern–Gerlach apparatus. If the particle is in spin state |↑〉, and we
perform a measurement of its spin projection along the z-axis, we will get +1/2 (in units of h̄) for the spin projection. If
the particle is in spin state |↓〉, and we perform the same measurement, we will get −1/2 (in units of h̄). However, as we
shall see shortly, if we perform a measurement on an arbitrary state of the electron and we get +1/2, this does not mean
that the state before the measurement was |↑〉. It could have been the superposition state, e.g., |ψ〉 = α|↑〉 + β|↓〉 with
nonvanishing α and β, and |α|2 + |β|2 = 1. If this were indeed the state of the particle, and if we have many identical
copies of the particle in this state, and we perform a measurement on each one of them, we would measure +1/2 with
probability |α|2, and −1/2 with probability |β|2 = 1 − |α|2. In any case, if we measure +1/2, the state immediately
after the measurement is |↑〉 (this is one of the postulates of quantum mechanics, as explained in Sec. 1.3.4). Below we
shall represent the states |↑〉 and |↓〉 as the two-dimensional vectors

(1
0

)
and

(0
1

)
respectively. The superposition state

|ψ〉 = α|↑〉 + β|↓〉 will then be represented as α
(1

0

)
+ β

(0
1

)
=
(
α
β

)
.

An observable is a property of the system that can be measured, hence every measurement of the system specifies a
given observable. The position, momentum, momentum squared, and energy of the system, are all examples of observ-
ables that can be measured, as is the projection of the spin of a particle on any axis. Observables are represented in
quantum mechanics by operators that operate on state vectors, as we shall see in what follows. The quantum state of the
system specifies the probability distributions obtained in all such measurements.

In a particular coordinate system with coordinates q, the state |ψ〉 specifies a function ψ(q) of the coordi-
nates, 〈q|ψ〉≡ψ(q) [q could be three-dimensional for a system consisting of a single particle in three dimensions,
q≡ r= (x, y, z), or could in general be n-dimensional, e.g., n= 3N for N particles in three dimensions]. The quantity
ψ(q) is called the wave function of the state ψ in coordinate (configuration) space. It is the projection of the state |ψ〉
onto |q〉 (which is the state with the particle located at position q). The quantity 〈q|ψ〉 is a complex number and can
be viewed as a complex valued function of the coordinates q.9 Moreover, the quantities 〈q|ψ〉 and 〈p|ψ〉 can be inter-
preted as the inner product of the state vector |ψ〉 with state vectors |q〉 and |p〉, respectively, as explained in detail in
Sec. 1.3.8 entitled “Position and Momentum States, |x〉 and |p〉”. When the wave function is properly normalized (see
next paragraph), the square of the modulus of this function determines the probability distribution of the state as a func-
tion of the coordinates, i.e., the quantity |ψ(q)|2 dq is the probability that a measurement will find the system in the

9 As explained below, 〈q|ψ〉 is the wave function in position space, and the wave function in momentum space, 〈p|ψ〉≡ψ(p), can also be defined, and
is related to the wave function in coordinate space through a Fourier transform relation.
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element dq of configuration space about the point q, P(q) dq= |ψ(q)|2 dq. The probability of the possible outcomes of
any measurements can be calculated using the wave function ψ(q), as explained below. If a particle has a spin, the full
wave function describing the state of the particle must also have a spin part; often it is possible to write the full wave
function as a product of a spatial wave function and a spin wave function (this will be detailed in Sec. 4.2).

In order to insure a probability interpretation of |ψ |2, we can normalize the wave function ψ to ensure that it has unit
length. Upon doing so, the wave function at position q is given by 9(q)= ψ(q)

√∫
|ψ(q)|2 dq

, and therefore
∫
|9(q)|2 dq= 1,

as you can easily verify. This is what we mean by the wave function being normalized. The square of the length of the
state vector |ψ〉 is 〈ψ |ψ〉≡

∫
ψ∗(q)ψ(q) dq, since 〈ψ |ψ〉=

∫
dq 〈ψ |q〉 〈q|ψ〉 because

∫
dq |q〉 〈q| = 1 (this is a state-

ment of the completeness of the states |q〉). The square of the length of |9〉, 〈9|9〉= 〈ψ |ψ〉
〈ψ |ψ〉

, is unity (hence the length

‖9‖≡
√
〈9|9〉= 1).

Two state vectors |ψ1〉 and |ψ2〉 (or two wave functions ψ1 and ψ2) are said to be orthogonal if
〈ψ1|ψ2〉≡

∫
ψ∗1 (q)ψ2(q) dq= 0. For the discussion of the mathematics required to calculate the length of a state vector,

and the orthogonality properties of state vectors, see Appendix A.
The quantum mechanical state of a system, and therefore its wave function, can vary with time, i.e., the state |ψ〉

depends on time, |ψ(t)〉, and the wave function is a function of time, ψ(q, t). If the wave function is known at some
initial instant, then it is in principle determined at every succeeding instant of time by the time-dependent Schrödinger
equation [as we shall see in Secs. 1.3.5 and 1.3.4, ih̄ ∂

∂tψ(t)=Hψ(t), where H is the Hamiltonian operator, or in Dirac

notation for state vectors, ih̄ ∂
∂t |ψ(t)〉= Ĥ|ψ(t)〉].

The superposition principle is valid in any linear mathematical construct, such as linear vector spaces and linear
differential equations. In optics, the superposition principle states that the sum of two optical waves is also an optical
wave. Interference phenomena in optics result due to this superposition. In quantum mechanics, it is the wave functions,
or the state vectors, that obey the superposition principle; arbitrary linear combinations of state vectors or wave functions
can be added to one another. Such linear combinations occur when the state of the system simultaneously “possesses”
two or more values for an observable quantity (e.g., a state having more than one value of the energy).

As an example, let us consider a hydrogen atom that was originally in its ground state, |ψ1〉 (i.e., its wave function
is the ground state wave function ψ1(q)), and in a given experiment, the atom suffers a collision so its state can change
to the excited state |ψ2〉; let us assume that only these two states are populated in the experiment. When one repeats this
same experiment many times, one finds that there is a probability P1 for finding the hydrogen atom in the ground state,
and a probability P2= 1 − P1 for finding it in a given excited state |ψ2〉. The probabilities, of course, depend on the
details of the type of collision, but the sum of the probabilities must equal unity, P1 + P2= 1. In quantum mechanics,
one writes the state of the hydrogen atom after the collision as |ψ〉= c1|ψ1〉 + c2|ψ2〉, where |c1|

2
=P1 and |c2|

2
=P2,

and the wave function of the hydrogen atom after the collision is written as ψ = c1ψ1 + c2ψ2. We say that the state of
the hydrogen atom after the collision, |ψ〉, is in a superposition of states |ψ1〉 and |ψ2〉 with probability amplitudes c1

and c2, respectively. Alternatively, we say that the wave function of the hydrogen atom is in a superposition of wave
functions ψ1 and ψ2 with probability amplitudes c1 and c2, respectively. P1 and P2 specify the amplitudes c1 and c2 only
up to a phase. In quantum mechanics the amplitudes ci= |ci| eiθi can be complex numbers; their phases are not specified
by their magnitudes. Hence, c1 and c2 completely specify the probabilities P1 and P2, but not vice versa. The possibility
of combining quantum states in coherent superpositions that are qualitatively different from their individual components
introduces a nonclassical nature to the concept of a state of a system.

As another example, consider the spin 1/2 particle case discussed at the beginning of this section, wherein the particle
can be in spin state |↑〉 or in state |↓〉 [another notation that is often used for the spin-up and spin-down states is |+〉 and
|−〉, respectively (moreover, several additional notations are also commonly used – see Sec. 4.2)]. Experimentally, it is
possible to put the spin 1/2 particle into a superposition state |ψ〉 given by

|ψ〉 = α|↑〉 + β|↓〉 [or |ψ〉 = α|+〉 + β|−〉],

or |ψ〉 = α

(
1
0

)
+ β

(
0
1

)
=

(
α

β

)
, (1.16)
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with amplitudes α and β such that |α|2 + |β|2= 1. This state |ψ〉 does not have a well-specified projection of angular
momentum along the z-axis. If a measurement is done to determine the projection of the angular momentum, the prob-
ability of finding the particle in spin-up, P+1/2, is |α|2 and the probability P−1/2 is |β|2. That is, if measurements are
performed on identically prepared spin 1/2 particles, with all of them put into the state |ψ〉, the probability of measuring
spin-up will be P+1/2= |α|

2, and spin-down will be P−1/2= |β|
2. In future chapters we shall see that any two-level sys-

tem can be mapped onto the spin 1/2 particle case, and vice versa, so this example is really no different than that in the
previous paragraph.

In classical optics, coherence refers to the condition of phase stability that is necessary for interference to be observ-
able. In quantum theory, the concept of coherence is related to the amplitudes ci of the basis functions φi used in describing
the wave function of the system in a coherent superposition,

ψ =
∑

i

ciφi,

(
or |ψ〉 =

∑
i

ci|φi〉

)
, (1.17)

and the necessity that they be well determined and stable. In other words, the amplitudes ci of the basis states |φi〉 in the
expansion |ψ〉=

∑
i ci|φi〉 should be completely determined (the mathematical definition of basis states and completeness

are discussed in Appendix A). [It is possible to put a system into an incoherent state, i.e., into what is known as a mixed
state, wherein the phases of the amplitudes are not well determined. We shall learn more about mixed states in Sec. 2.5,
and about decoherence processes that can cause incoherent states to develop in Chapter 17, linked to the book web page.]

One can ask whether it is possible to put a macroscopic system (or if you like, a macroscopic object) into a superpo-
sition state. In Schrödinger’s famous cat paradox, the question asked is whether one can put a cat into a superposition
state |ψ〉cat=

1
√

2
(|ψalive〉 + |ψdead〉). In this state, the cat is neither alive nor dead, but is in a linear combination of the

two (until we perform a measurement and collapse the cat’s wave function, see Sec. 1.3.4; if we find the cat to be dead,
we would be responsible for its death because we carried out the measurement). It turns out to be exceedingly difficult to
put macroscopic objects into such a superposition state (often called a Schrödinger cat state because of decoherence, as
will be discussed in Sec. 5.4 and Chapter 17.

1.3.2 OBSERVABLE OPERATORS

A physical variable that can, in principle, be measured is called an observable. In quantum mechanics, observables are
represented as operators that are applied to state vectors (alternatively, to wave functions). Upon applying an operator Ô
to a state |ψ〉 one obtains another state |φ〉: |φ〉= Ô|ψ〉. Equivalently, upon applying an operator O to a wave function ψ
one obtains another wave function φ: φ=Oψ (see Sec. A.2 in Appendix A). The mean value (often called the average
or expectation value) of an operator O in a given state |ψ〉 (wave function ψ) is given by

〈O〉ψ ≡ 〈ψ |Ô|ψ〉 =
∫

dqψ∗(q)Oψ(q). (1.18)

The expectation value 〈ψ |Ô|ψ〉 is in general a complex number, but if the operator is an observable [i.e., if the operator
is Hermitian (sometimes called self-adjoint)], it must be real (measurable quantities must be real). When the system is
in state |ψ〉, the average over many measurements of a physically observable quantity corresponding to the operator O
should be compared with the theoretical value given by the mean value of O within the state vector |ψ〉, 〈ψ |Ô|ψ〉. We
shall sometimes write 〈ψ |O|ψ〉 in order to simplify notation, i.e., we shall often leave off the hat in writing operators
when it is clear that we are talking about operators. We also sometimes blur the distinction between an operator that acts
on |ψ〉 in the vector (Hilbert) space and an operator acting on the wave function ψ(q) in coordinate (configuration) space.

An operator is said to be linear if it has the properties O(ψ1 + ψ2)=Oψ1 + Oψ2 and O(cψ)= cOψ , where ψ1,
ψ2, and ψ are arbitrary wave functions and c is an arbitrary (real or complex) number. In Dirac notation, Ô(|ψ1〉 +

|ψ2〉)= Ô|ψ1〉+ Ô|ψ2〉 and Ô(c|ψ〉)= cÔ|ψ〉. If we expand the wave function ψ in a set of basis states as in Eq. (1.17),
then Oψ =

∑
i ciOφi (in Dirac notation, Ô|ψ〉 =

∑
i ciÔ|φi〉). The mean value (i.e., the expectation value) of O can

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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then be easily expanded using the basis set expansion as follows:

〈ψ |Ô|ψ〉 =
∑

i,j

c∗i cj

∫
dqφ∗i (q)Oφj(q). (1.19)

For any operator O there are special functions, let us denote them as φj, such that when the operator acts on any one
of these functions, it simply returns the same function times a (in general, complex) number oj:

Oφj = ojφj, (or Ô|φj〉= oj|φj〉). (1.20)

These special functions are called eigenfunctions (eigen comes from the German word meaning self), and the numbers
oj are called eigenvalues. The eigenfunctions φj of the operator O are the solutions of the equation (1.20) where the
eigenvalues oj are the values of the constant for which this equation has solutions. For example, the eigenvalues and
eigenvectors of the z projection of the spin operator, Sz, for a spin 1/2 particle are o1= h̄/2 and o2= −h̄/2, and |φ1〉 = |↑〉

and |φ2〉= |↓〉, respectively. We have already seen that the states |↑〉 and |↓〉 are represented by
(1

0

)
and

(0
1

)
. We shall see

in future chapters that the operator Sz is represented by the matrix (h̄/2)
(1 0

0 −1

)
, whose eigenvalues and eigenvectors are

as stated in the previous two sentences.
The eigenvalues of an operator corresponding to a real physical quantity, i.e., of an observable operator, and the mean

value of such an operator in every state |ψ〉, 〈ψ |Ô|ψ〉, must be real. This imposes a restriction on the corresponding
observable operators. Operators that are Hermitian (self-adjoint) [see Appendix A, Eq. (A.40)] must have real eigenval-
ues, and it is a necessary condition that observable operators be Hermitian. In order to define a Hermitian operator, we
must first define the Hermitian conjugate of an operator. The Hermitian conjugate of an operator O, O†, is defined as the
operator that satisfies the following equation for any vectors |ψ1〉 and |ψ2〉:

〈ψ2|Ô†
|ψ1〉 = 〈ψ1|Ô|ψ2〉

∗. (1.21)

In wave function notation, (1.21) is
∫

dqψ∗2 (q)O
†ψ1(q)=

[∫
dqψ∗1 (q)Oψ2(q)

]∗. An operator H is Hermitian if it is
equal to its Hermitian conjugate:

H = H†. (1.22)

The eigenvalues {hi} of a Hermitian operator H are real, and their eigenvectors are orthogonal. That is,

Hφi = hi φi, (or Ĥ|φi〉 = hi|φi〉), (1.23)

with h∗i = hi (real eigenvalues) and

〈φi|φj〉 ≡

∫
φ∗i (q)φj(q) dq = 0 if i 6= j. (1.24)

These properties are proved in Sec. A.2 of Appendix A [see proof near Eq. (A.41)].
We shall see that operators in quantum mechanics can be represented by matrices. The Hermitian conjugate of a matrix

O, O†, is defined such that

O†
≡
(
Ot)∗ , (1.25)

where Ot indicates transpose of the matrix O, i.e., in terms of matrix elements,(
O†
)

i,j
= O∗j,i. (1.26)

A matrix H is Hermitian if

H†
= H, i.e.,

(
H†
)

i,j
≡ H∗j,i = Hi,j. (1.27)
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Not only are the eigenvalues {hi} of a Hermitian matrix H real, but its eigenvectors are orthogonal. That is,∑
l

Hk,lφ
(i)
l = hiφ

(i)
k , (1.28)

where hi is real, φ(i)k is the kth component of the ith eigenvector (and corresponds to the state vector |φi〉 in Hilbert space),

and
∑

l φ
(i)∗
l φ

( j)
l = δi,j (in Dirac notation, 〈φi|φj〉= δi,j). Here the eigenvectors have been normalized so that they are not

only orthogonal, but they are orthonormal.
Operators representing real physical quantities (observables) must be Hermitian. The definition of an observable oper-

ator is typically broadened in quantum mechanics to be any self-adjoint (Hermitian) operator on the quantum vector space
of states, without reference to whether it could, in practice, be measured.

The expectation value of a Hermitian operator O in state ψ [see (1.19)] is particularly easy to calculate when ψ is
expanded using the eigenstates of O:

〈ψ |Ô|ψ〉 =
∑

i,j

c∗i cj

∫
dqφ∗i (q)Oφj(q) =

∑
i,j

c∗i cjoj

∫
dqφ∗i (q)φj(q) =

∑
i

|ci|
2oi. (1.29)

Here we have used the orthonormality property
∫

dqφ∗i (q)φj(q)= δi,j. For example, for the spin 1/2 particle example in
the superposition state (1.16), |ψ〉=α|↑〉 + β|↓〉, the mean value of the z projection of the spin operator, Sz, is given by
〈ψ |Sz|ψ〉= (α

∗
〈↑| + β∗〈↓|)Sz(α|↑〉 + β|↓〉), which can be written as

〈ψ |Sz|ψ〉 =
h̄

2

(
α∗ β∗

) ( 1 0
0 −1

)(
α

β

)
=

h̄

2

[
|α|2 − |β|2

]
. (1.30)

Since the states |↑〉 and |↓〉 are eigenstates of Sz with eigenvalues o1= (h̄/2), o2= (−h̄/2), and 〈φi|φj〉= δi,j, the inner
product in (1.30) is particularly simple to evaluate; this will be further detailed in Sec. 4.2).

1.3.3 QUANTUM ENTANGLEMENT

Entangled states of a system consisting of two or more particles are purely quantum in nature; no classical analog exists.
These specially correlated states have features that can be very disorienting if considered within the laws of classical
mechanics. We shall first explain what is meant by an entangled state, and then discuss the disorienting features of these
states.

An entangled multiparticle state is one that cannot be written as a product of single particle states. This feature of
quantum mechanics was originally called “Verschränkung” (loosely translated as interconnection) by Schrödinger, and
it underlies some important relations between subsystems of a compound quantum system. Let us give two examples of
entangled states for two-particle systems.

The first example is the singlet spin-state for two spin 1/2 particles:

|singlet〉=
1
√

2
(|↑〉|↓〉 − |↓〉|↑〉) . (1.31)

Here, the left state refers to particle 1 and the right one to particle 2, i.e., |singlet〉= 1
√

2
(|↑〉1|↓〉2 − |↓〉1|↑〉2). Clearly,

this state cannot be written as a product of single particle spin states in the form |χα〉|χβ〉; it is a superposition of |χα〉|χβ〉
and |χβ〉|χα〉 with a well-defined phase relation between them. The state of the first particle is entangled with that of the
second particle, and vice versa. In the case of (1.31), if the first particle is spin-up the second is spin down, whereas
if the first particle is spin-down, the second is spin-up. More generally, states of the form (c1|↑〉|↓〉 + c2|↓〉|↑〉) with
nonvanishing coefficients c1 and c2 are entangled (typically, we consider normalized states so |c1|

2
+ |c2|

2
= 1). Clearly

the triplet spin-state,

|triplet〉=
1
√

2
(|↑〉|↓〉 + |↓〉|↑〉), (1.32)
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is also entangled.10 If a measurement is performed on either the singlet or triplet, even after the spins are well-separated
in physical space, and particle 1 is determined experimentally to be in, say, state |↑〉, particle 2 is in state |↓〉 with unit
probability. Similarly, if 1 is in state |↓〉, 2 is in state |↑〉 with unit probability. Additional examples of entangled spin
states are 1

√
2
(|↑〉|↑〉 + |↓〉|↓〉), and, more generally, the states (d1|↑〉|↑〉 + d2|↓〉|↓〉).

It is important to stress the nonclassical nature of these states. Let us consider a particle of zero spin that is at rest
and disintegrates into two particles, which, by conservation of linear momentum go in opposite directions, each with
spin 1/2 so that the state of the two spin 1/2 particles is the spin singlet state. After the disintegration, we measure the
spins of the particles with two Stern–Gerlach apparatuses located on opposite sides of the initial particle at rest. Many
identical systems are prepared and the same measurement is performed on all of the identical systems. The probability of
measuring spin-up for particle 1 is 50%, but having measured spin-up, the probability of measuring spin-down for particle
2 is 100%. Moreover, if instead, we were to measure the spin of particle 2, the probability of measuring spin-up would
be 50%, but having measured spin-up for particle 2, the probability of measuring spin-down for particle 1 is 100%. This
type of behavior is not possible in a classical world. We shall discuss such nonclassical behavior further in Sec. 5.7 in
connection with an experiment suggested by Einstein, Podolsky, and Rosen; here we simply set the stage for the argument
that will be discussed there. The famous paradox involving entangled states, developed originally by Einstein, Podolsky,
and Rosen (EPR) in 1935 [20], criticized aspects of quantum mechanics, and highlighted the disorienting features of
entangled states. EPR tried to answer the question: “Can the quantum-mechanical description of ‘reality’ be considered
complete?,” where a “complete theory” is one that has the property that “every element of physical reality must have
a counterpart in the physical theory.” Reality (or realism) means that all measurement outcomes depend on preexisting
properties of objects that are independent of the measurement. The EPR argument about the incompleteness of quantum
mechanics was not, however, universally accepted. For example, Bohr viewed the EPR argument as a demonstration
of the inapplicability of classical descriptions to quantum phenomena. Today, most scientists accept Bohr’s view, but
Einstein was never convinced. In 1964, Bell investigated the EPR conclusion – that the quantum description of physical
reality is not complete – by using it as a working hypothesis and quantified the EPR idea of a deterministic world. In a
deterministic world, (1) measurement results are determined by properties the particles carry prior to, and independent
of, the measurement (this is what is called “realism”), and (2) results obtained at one location are independent of any
actions performed at space-like separation (this is called “locality” – the prohibition of any influences between events
in space-like separated regions). Recent experiments show that quantum mechanics does properly predict the results of
experiments that violate EPR’s criteria of reality and locality. We shall take up the EPR paradox and its generalization,
developed by John S. Bell, in Secs. 5.7–5.8. For the moment, we simply observe that the nature of entanglement is one
of the most nonclassical aspects of quantum mechanics.

Upon “throwing away” (i.e., determining not to measure) particle 2 of the singlet state, and probing (i.e., performing a
measurement on) the state of particle 1, having discarded particle 2, we find that it is not in a pure state, given by a wave
function, but rather it is in a mixed state with probability 50% for finding spin-up and 50% for spin-down. A mixed state
cannot be written in terms of a wave function (or ket state), but is specified by a density matrix. We will take up this topic
further in Sec. 2.5.

The second example of an entangled state is the spatial wave function

8(r1, r2) = C
(

eik·r1 eik′·r2 + eik′·r1 eik·r2
)

, (1.33)

Again, this wave function cannot be written as a product of the form 8(r1, r2)=ψα(r1)ψβ(r2). Another way of writing
(1.33) is

|8〉 = C
(
|k〉|k′〉 + |k′〉|k〉

)
. (1.34)

The analogy with the triplet spin-state (1.32) is clear. Normalization of the wave function is determined by the coefficient
C, but it has no bearing on the entanglement of the two particles.

10 There are two more triplet states, |↑〉|↑〉 and |↓〉|↓〉, that are not entangled; these states are called triplets because there are three states that have a
certain property in common, as discussed in Sec. 4.7.
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1.3.4 THE POSTULATES OF QUANTUM MECHANICS

Quantum mechanics can be formulated in terms of a few postulates, i.e., theoretical principles based on experimental
observations. The goal of this section is to introduce such principles. We shall state the postulates, first using Dirac
notation, and then restate them in terms of wave functions.

Postulates

1. At each instant of time, t, the state of a physical system is represented by a vector (sometimes called a ket) |ψ(t)〉 in
the vector space of states.

2. Every observable attribute of a physical system is described by an operator that acts on the ket that describes the
system.

3. The only possible result of the measurement of an observable A is one of the eigenvalues of the operator Â repre-

senting the observable. An observable must be represented by a Hermitian operator.
Since measurement results are real numbers, the eigenvalues of operators corresponding to observables are real.

The operator representing an observable is often called an observable operator, or observable for short. All eigenval-
ues of Hermitian operators are real, and their eigenvectors are orthogonal (and can be normalized), 〈φi|φj〉= δij.

4. When a measurement of an observable A is made on a generic state |ψ〉, the probability of obtaining an eigenvalue
ai is given by |〈φi|ψ〉|

2, where |φi〉 is the eigenstate of the observable operator Â with eigenvalue ai.
The complex number 〈φi|ψ〉 is known as the “probability amplitude” to measure Ai as the value for A in the state

|ψ〉.
5. Immediately after the measurement of an observable A that has yielded a value ai, the state of the system is the

normalized eigenstate |φi〉.
With the system initially in state |ψ〉, measurement of an observable A collapses the wave function. If the result

of the measurement is ai, the wave function collapses to state |φi〉.
“Collapse of the wave function” is the most controversial postulate. A viewpoint on this controversy will be

presented in Secs. 2.4 and 2.5.4.
There are several other formulations of the measurement postulates [the measurement operator formulation,

POVM (positive operator-valued measure) representation, etc.] but the present projective measurement formulation
is by far the most common.

6. The time evolution of the state of a quantum system is specified by the state vector |ψ(t)〉= Û(t, t0)|ψ(t0)〉, where
the operator Û is unitary (Û Û†

= 1), and therefore preserves the normalization of the associated ket, and is called the
evolution operator:

|ψ (t)〉 = Û (t, t0) |ψ (t0)〉 . (1.35)

For a system with a time independent Hamiltonian Ĥ, Û(t, t0)= exp(−iĤ(t − t0)/h̄). In general (i.e., even for time-
dependent Hamiltonians)

ih̄
∂Û(t, t0)

∂t
= Ĥ(t)Û(t, t0). (1.36)

This is equivalent to saying that |ψ(t)〉 satisfies the Schrödinger equation, ih̄ ∂
∂t |ψ(t)〉= Ĥ|ψ(t)〉.

7. The state space of a composite system is the tensor product of the state spaces of the constituent systems:

|ψ〉N-particle=
∑
αβ...ζ

Cαβ...ζ |α〉 |β〉 ... |ζ 〉 . (1.37)

The RHS contains the tensor product of N single-particle states, and the coefficients C are complex amplitudes such
that |ψ〉N-particle is normalized. Hence, the quantum mechanical vector space required for describing many particles
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is huge. Consider the size of the space for N spin 1/2 particles, where the size of the space for each particle is 2.
Each particle can be in an arbitrary superposition of two basis states, | ↑〉 and | ↓〉, so the N-particle state can be
in an arbitrary superposition of 2N basis states. For N= 10 there are 210

= 1024 basis states, but for 100 particles,
2N
≈ 1.27 × 1030 (and this without considering the positional degrees of freedom of the particles). The size of the

vector space grows exponentially with the number of particles!

Wave function form of the postulates

For the sake of emphasis, and to reinforce the relation between the vector space and wave function notations of quantum
mechanics, we restate the postulates in wave function notation.

1. At each instant of time, t, the state of a physical system is represented by a wave function that can be written in
coordinate space in the form ψ(x, t)(≡ 〈x|ψ(t)〉), where x represents all the coordinates of the particles in the system.

2. Every observable attribute of a physical system is described by an operator that acts on the wave functions that
describe the system.

For example, the momentum operator can be represented by the operator, (h̄/i)∇x, and the position operator by x.
3. The only possible result of the measurement of an observable A is one of the eigenvalues of the operator Â repre-

senting the observable.
Observable operators are Hermitian. All eigenvalues of Hermitian operators are real, and their eigenfunctions are

orthogonal:

〈φi|φj〉=

∫
dxφ∗i (x)φj(x)= δij.

4. When a measurement of an observable A is made on a generic wave function ψ(x), the probability of obtaining an
eigenvalue ai is given by |〈φi|ψ〉|

2
=
∣∣∫ dxφ∗i (x)ψ(x)

∣∣2, where φi is the eigenfunction of the observable operator Â
with eigenvalue ai.

The complex number 〈φi|ψ〉, is called the “probability amplitude” to measure ai in a measurement of A in the
state ψ .

5. Immediately after measurement of an observable A has yielded a value ai, the system is in the state represented by
the normalized eigenfunction φi.

With the system initially in the state represented by the wave function ψ , measurement of an observable A col-
lapses the wave function. If the result of the measurement is ai, the wave function collapses to the normalized wave
function φi.

6. The time evolution of the state of a quantum system is specified by the wave function ψ(t)=
U(t, t0)ψ(t0), for some unitary operator U called the evolution operator, which preserves the normalization of the
associated wave function. For a time independent Hamiltonian, U(t, t0)= exp(−iH(t − t0)/h̄). In general (i.e., for
time-dependent Hamiltonians), ih̄ ∂U(t,t0)

∂t = H(t)U(t, t0).

This is equivalent to saying that ψ(t) satisfies the Schrödinger equation, ih̄ ∂
∂tψ(t)= Ĥψ(t).

7. The wave function of a composite system is the sum of products of the wave functions of the constituent systems:

ψ(x1, . . . , xn)N-particle=
∑
αβ...ζ

Cαβ...ζφα(x1)φβ(x2) . . . φζ (xN).

1.3.5 TIME-DEPENDENT AND -INDEPENDENT SCHRÖDINGER EQUATIONS

There is a significant difference in the way a state is propagated in time in quantum mechanics and in classical mechanics.
In order to describe the propagation in time of a quantum mechanical state, and also in order to better understand the
nature of a stationary quantum mechanical state (i.e., a quantum state that has a trivial time dependence corresponding
to a change of phase of the state with time), it helps to understand how a classical state is propagated in time. The
quantum propagation in time is described mathematically using the Hamiltonian, i.e., the “energy” operator. The concept
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of a Hamiltonian comes from classical mechanics. The reader who has not encountered the concept of a Hamiltonian in
classical mechanics might want to have a quick look at Secs. 16.1–16.7, linked to the book web page, before continuing
to read this chapter. This will build familiarity with the Hamiltonian, and will allow a better understanding of just how
different quantum and classical mechanics are.

In quantum mechanics, propagation in time of the wave function of the system, let us call it 9(t) here, is given by a
wave equation, called the Schrödinger equation, which contains the Hamiltonian, Ĥ of the system. The Hamiltonian is
constructed by taking the classical Hamiltonian function H(p, r, t), where p and r are the momenta and coordinates of
the system (see Sec. 16.2), and turning it into an operator H, which acts on the wave function 9(t). The Schrödinger
equation is given by

ih̄
∂

∂t
9(t) = H9(t). (1.38)

[or, equivalently, ih̄ ∂
∂t |9(t)〉= Ĥ|9(t)〉]. For a particle of mass m in a potential V(r, t), the Hamiltonian is H(t)= p2

2m +

V(r, t) [or equivalently, Ĥ(t) = p̂2

2m + V̂(t)]. We shall see in Sec. 1.3.6 that in classical mechanics, as well as in quantum
mechanics, the momentum is the generator of space translations (and the Hamiltonian is the generator of time transla-
tions). This property determines that the quantum mechanical momentum operator is given by p= ( h̄

i ∇). (This result is
further supported by the analogy of the resulting wave equation for matter wave, the time-dependent Schrödinger equa-
tion, to the wave equation for light. The latter is second order in time, whereas the former is first order in time, yet the
nature of plane waves for free particles and plane waves for light in vacuum is strikingly similar, as we shall soon see,
and the nature of superposition of solutions for the two wave equations is completely analogous.) The time-dependent
Schrödinger equation takes the form11

ih̄
∂9

∂t
= −

h̄2

2m
∇

29 + V(r, t)9. (1.39)

Let us first consider the case of a time-independent potential. Then, it is possible to write the wave function as the
product of a spatial function and a time-dependent function 9(r, t)=ψ(r)φ(t), as can be shown by the method of sep-
aration of variables. Substituting this product form into the time-dependent Schrödinger equation, dividing the resulting
equation by the product ψ(r) φ(t), and moving the parts of the resulting equation that depend on r and t to opposite sides
of the equation results in the following expression:

−
h̄2

2m∇
2ψ(r)+ V(r)ψ(r)

ψ(r)
= ih̄

∂φ(t)/∂t

φ(t)
. (1.40)

Hence, we can conclude that both sides of the resulting equation must be equal to a constant independent of r and t, since
a function that depends only on r cannot equal a function that depends only on t unless both functions are constants. Since
the units of both sides of the equation are energy, we will call the constant E. We now have the two equations obtained by
setting the LHS of Eq. (1.40) equal to E, and the RHS of (1.40) equal to E. We can integrate the equation for φ to obtain

φ(t) = φ0 exp(−iEt/h̄). (1.41)

The spatial wave function ψ(r) satisfies the equation,

−
h̄2

2m
∇

2ψ + V(r)ψ = Eψ , (1.42)

which is called the time-independent Schrödinger equation.

11 To write the Schrödinger equation in curvilinear coordinates, see Sec. C.4 in Appendix C, and in particular see Eq. (C.53) to express ∇2 in curvilinear
coordinates.

https://sites.google.com/site/thequantumbook/
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For a vanishing potential, V(r)= 0, it is easy to see by direct substitution that the plane wave, ψ(r)=Cp eip·r/h̄, where
Cp is some normalization constant (which may or may not depend on p), is a solution with energy E= p2/2m. The full
wave function is then given by the product form

9(r, t) = Cp ei(p·r/h̄− p2

2m t/h̄). (1.43)

In analogy, the plane wave solution to the wave equation for light, Eq. (1.2), is

E(r, t) = Ek ei(k·r−ωt), (1.44)

where E(r, t) is the spatially and temporally dependent electric field, Ek is a constant vector, and (1.44) is a solution
provided ω= kc. The energy of the ‘photon’ corresponding to this field is E= h̄ω= h̄kc, and its momentum is p= h̄k.

In the previous paragraphs, we explicitly considered the case of a system consisting of one particle, but we could
have considered any number of particles, as long as the Hamiltonian is not explicitly time-dependent, and a similar result
would have been obtained. For example, the N-particle Hamiltonian for particles in an external potential U(r) interacting
with each other through an interaction potential V(ri − rj) is

H =
N∑

i=1

[
p2

i

2m
+ U(ri)

]
+

1

2

N∑
i6=j=1

V(ri − rj). (1.45)

The separation of variables method can again be used to write the wave function as the product of spatial and temporal
functions, 9({ri}, t)=ψ({ri})φ(t). The time-independent Schrödinger equation for the spatial wave function becomes

Hψα(r1, r2, . . . , rN) = Eαψα(r1, r2, . . . , rN). (1.46)

The eigenvalues Eα and eigenfunctions ψα(r1, r2, . . . , rN) of this equation determine the time-dependent wave functions,
9α(r1, r2, . . . , rN , t)=ψα(r1, r2, . . . , rN) e−iEα t/h̄, which are products of a function of {ri} and a function of t. Linear
combinations of these solutions are also a solution of the time-dependent Schrödinger equation (1.38); depending upon
initial conditions, a linear combination of solutions may be required. That is, if at time t = 0, the initial state is of the form
9(r1, r2, . . . , rN , 0)=

∑
α cαψα(r1, r2, . . . , rN), then the time-dependent solution that satisfies this initial condition is

9(r1, r2, . . . , rN , t) =
∑
α

cα ψα(r1, r2, . . . , rN) e−iEα t/h̄. (1.47)

Problem 1.3

(a) Use the separation of variables method to show that a solution ψ(x, y) to the time-independent Schrödinger
equation [Hx(x)+ Hy(y)]ψ(x, y)=Eψ(x, y) can be written as ψ(x, y)=ϕ(x)φ(y) with ϕ(x) and φ(y) satisfying
the equations, Hx(x)ϕ(x)= εϕ(x) and Hy(x)φ(x) = εφ(x), if ε + ε=E.

(b) Generalize (a) to the case of a multidimensional Hamiltonian that is additive,
H(x1, x2, . . . , xn)=H1(x1)+ · · · + Hn(xn).

Answer: (b) Hψ(x1, x2, . . . , xn)=Eψ(x1, x2, . . . , xn), ψ(x1, . . . , xn)=ϕ1(x1) . . . ϕn(xn), E = ε1 + · · · + εn, and
Hi(xi)ϕi(xi)= εiϕi(xi).
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1.3.6 MOMENTUM, ENERGY, AND ANGULAR MOMENTUM

In classical mechanics, the energy of a system is specified by the Hamiltonian (see Secs. 16.2 and 16.4), and therefore
it should come as no surprise that the energy operator in quantum mechanics is the Hamiltonian. Moreover, in classi-
cal mechanics, the Hamiltonian is the generator of time-translations, as it is in quantum mechanics (see below). Quite
generally, the space–time symmetries of displacements (i.e., translations), rotations and time-translations can be used
to derive the quantum mechanical operators for momentum, angular momentum, and energy, just as they are used in
classical mechanics to derive these classical quantities. These operators can also be obtained using wave–particle duality
arguments; the latter method is perhaps more intuitive, but less appealing.

For systems that are homogeneous, the state of the system must be invariant under displacement, i.e., under translation
of the system in space (or translation of the coordinate system used to describe the system). Similarly, systems that are
spherically symmetric are invariant under rotations. Furthermore, even if the system is not spatially homogeneous or
spherically symmetric, translating or rotating the system (or the coordinate system used to describe the system) does not
change it in any significant way as long as the system is not in an external potential. The same is true of any Galilean
transformation (i.e., translations, rotations, boosts of the system by a uniform velocity, or time-translations) applied to
the system (or of the coordinate system), as we shall see below. For each such space–time transformation there is a
corresponding transformation of observables and of state vectors, both classically and quantum mechanically.

Transformation operators in quantum mechanics must be unitary (or anti-unitary, as is the case with the time-inversion
transformation, but we shall not consider this case at present), U−1

= U†. This requirement arises because a trans-
formation U which changes states, |ψ〉 → |ψ ′〉 = U|ψ〉, must keep inner products unchanged, 〈φ|ψ〉 → 〈φ′|ψ ′〉 =
(〈φ|U†)U|ψ〉 = 〈φ|ψ〉, hence U†U = 1. To determine how operators are affected by transformations, consider the trans-
formation of the state vector O|ψ〉: O|ψ〉 → U(O|ψ〉)=UOU†U|ψ〉, where we have inserted unity in the form U†U
to obtain the last equality. Since this argument holds for any state vector |ψ〉, we conclude an opertor is transformed as
follows:

O→ O′ = UOU†. (1.48)

It is useful to incorporate the displacement parameter of the transformation within the symbol for the transformation
operator, e.g., if we translate the system by the vector R in coordinate space, the operator that represents this translation in
Hilbert space will be denoted as U(R). The translation of the coordinate of a particle located at r in configuration (coordi-
nate) space by the vector R will be denoted by T (R), i.e., T (R)r = r+R. Note that translation of the coordinate system
by R means that the particle coordinate goes to r−R, so translating the particle and translating the coordinate system are
very different operations. Note also the distinction between the operator that translates a coordinate of a particle, T (R),
and the operator that translates a state vector in Hilbert space, U(R).

If we first displace the system by R, and then carry out another displacement by R′, the resulting transformation
operator is given by the product U(R′)U(R). But this resulting transformation is equivalent to a transformation by a
displacement R′ + R. Hence, we must have (at least up to a phase),

U(R′ + R) = U(R′)U(R). (1.49)

The group of displacements is abelian, i.e., U(R′)U(R)=U(R)U(R′). We mention parenthetically that rotational trans-
formations are not necessarily abelian (see below), but the group property that the product of two rotations is another
rotation does hold, i.e., the product of two rotational transformations of a state vector corresponds to another rotational
transformation.

A unitary operator U can be written in terms of a Hermitian operator K as follows: U(R)= eiK(R). In other words,
if U(R) is unitary, K(R) is Hermitian (and vice versa). It is easy to see that UU†

= eiKe−iK†
= eiKe−iK

= 1, and
U†U= e−iK†

eiK
= e−iKeiK

= 1. Moreover, from Eq. (1.49) we find that K(R′ + R)=K(R)+ K(R′).
The inner product of the transformed state |ψ ′〉 = U(R)|ψ〉 with |r〉 yields the wave function 〈r|ψ ′〉 = ψ ′(r) =

〈r|U(R)|ψ〉. Let us try to understand what this wave function is. First, we note that it follows from the definition of the
displacement operator U(R) that U(R)|r〉 = |r+ R〉, and by taking the Hermitian conjugate of this equation, 〈r+ R| =

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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〈r|U†(R). But U†(R) is the inverse of U(R) (by the unitarity property), as is U(−R), hence U†(R) = U(−R). We
therefore find that 〈r + R| = 〈r|U(−R) and 〈r − R| = 〈r|U(R). Hence, 〈r|ψ〉 → 〈r|ψ ′〉 = 〈r|U(R)|ψ〉 = 〈r − R|ψ〉,
and therefore

ψ(r)→ ψ ′(r) ≡ 〈r|ψ ′〉 = 〈r|U(R)|ψ〉 = U(R)ψ(r) = ψ(r− R) . (1.50)

Hence, ψ(r− R) = U(R)ψ(r), from which we can easily surmise,

ψ(r+ R) = 〈r|U−1(R)|ψ〉 = U−1(R)ψ(r) = U(−R)ψ(r) . (1.51)

An explicit construction of U(R) will now be presented.
Consider a system consisting of a single particle in 3D with wave function ψ(r), and apply an infinitesimal transfor-

mation of coordinates so that r→ r+ δr. Let us expand the wave function ψ(r+ δr) about r:

ψ(r+ δr) = ψ(r)+∇ψ · δr+ · · · = [1+ δr ·∇ + · · · ]ψ(r). (1.52)

Hence, the coordinate transformation, r→ r+ δr, leads to application of the operator [1+ δr ·∇+· · · ], which, according
to the previous paragraph, is transformation operator U(−δr), so U(−δr) = [1 + i δr · ( h̄

i ∇)/h̄ + · · · ]. Note that in the
second term we arbitrarily multiplied and divided by ih̄ for convenience in the discussion that follows. The operator
U(−δr) is the transformation operator for translation of the wave function by−δr, not by δr, as explained in the previous
paragraph; hence U(δr)={1+ i[−δr ·( h̄

i ∇)/h̄]+· · · }. This infinitesimal displacement operator can be written in terms of

the infinitesimal Hermitian operator δK= [−δr · ( h̄
i ∇)/h̄] as follows: U(δr)= ei δK

= ei[−δr·( h̄
i ∇)/h̄]

= [1− i δr · ( h̄
i ∇)/h̄+

· · · ]. Thus, the operator for translation by any coordinate R is

U(R) = e−iR·( h̄
i ∇)/h̄. (1.53)

To conclude, we have seen that

ψ(r+ R) = U(−R)ψ(r) = eiR·( h̄
i ∇)/h̄ψ(r). (1.54)

We say that the operator ( h̄
i ∇) is the generator of the translations, and the operator eiR·( h̄

i ∇)/h̄ translates the wave function
by R. The operator ( h̄

i ∇) is the momentum operator, as we shall see below.

Generators of Galilean Transformations

The direct connection of the generator of translations and the momentum can be understood in the broad context of gen-
erators of Galilean transformations.12 Quite generally, space–time symmetries include symmetry under transformations
comprised of rotations, translations, and transformations between uniformly moving frames of reference [21–24]. The
latter are Galilean (or relativistically, Lorentz) transformations that boost the velocities of one coordinate system relative
to another (or boost the velocity of a particle within a certain reference frame). If the velocity is small compared to the
speed of light, Lorentz transformations reduce to Galilean transformations. The set of all such nonrelativistic transfor-
mations (including translations, rotations, velocity boosts, and time-translations) are the elements of a group called the
Galilei group. Under a general Galilean transformation, the coordinate r and the velocity ṙ transform as follows:

r→ r′ = Rr− vt − R, ṙ→ ṙ′ = Rṙ− v. (1.55)

Here v is a velocity boost vector, R is a displacement vector, and R is a 3×3 rotation matrix.

12 Galilean transformations transform between the coordinates of two reference frames that differ by constant relative motion within the constructs of
Newtonian physics [21, 22]. Commonly, the definition of Galilean transformations is broadened to include not only velocity boosts, but also translations,
rotations, and time-translations. In the context of relativistic mechanics, Galilean transformations are replaced by Lorentz transformations [21–24].
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In classical mechanics, the generator of translations is the momentum p. Hence, by association with classical mechan-
ics, the operator h̄

i ∇ that was derived above to be the generator of translations in quantum mechanics must be the
momentum operator p̂ (see the discussion of plane waves in the next section to confirm this connection). The transforma-
tion operator U(R) that represents the translation of the particle by a vector R (or, if you like, translation of the coordinate
system by a vector −R) transforms the wave function ψ(r) to ψ(r − R)=U(R)ψ(r) and transforms the operator r̂ to
r̂− R is given by U(R)= e−ip̂·R/h̄, i.e.,

ψ(r− R) = e−ip̂·R/h̄ ψ(r), e−ip̂·R/h̄ r̂ eip̂·R/h̄
= r̂− R. (1.56)

Moreover, in classical mechanics, the generator of rotations is the angular momentum, J, the generator of boosts in
velocity is G≡mr, and the generator of time-translations is the Hamiltonian, H [9, 24].

In order to cement (or at least reinforce) the connection between the operator h̄
i ∇, which is the generator of translations,

and the momentum operator, p̂, let us apply h̄
i ∇ to a plane wave state. We do so in the next subsection, and then return to

Galilean transformations immediately thereafter.

Plane Waves

Plane waves are eigenfunctions of the momentum operator h̄
i ∇:

h̄

i
∇ψ(r) = pψ(r). (1.57)

The eigenvalue of h̄
i ∇ appearing on the RHS of (1.57), is denoted p; we can denote the eigenfunction as ψp(r). The

solution to Eq. (1.57) is

ψp(r) = C eip·r/h̄, (1.58)

where C is a constant, as can be verified by direct substitution into Eq. (1.57).

Since h̄
i ∇ is the momentum operator p̂, the kinetic energy operator for a particle of mass m is p̂2

2m = −
h̄2

2m∇2. The
plane wave function (1.58) is also an eigenfunction of the kinetic energy operator, with eigenvalue E=p2/2m. Thus,
E=p2/2m is the eigenvalue of the free particle Hamiltonian Ĥ= p̂2/2m, and the plane wave (1.58) is the eigenfunction
of the free particle Hamiltonian. The wave vector k≡p/h̄ is related to the energy through the quadratic dispersion relation
E= h̄2k2/(2m). Clearly this is a very different dispersion relation than obtained for photons in Eq. (1.4).

Translation of a plane wave introduces an additional phase multiplying the wave function:

ψp(r+ R) = U(−R) ψp(r) = eip·R/h̄ ψp(r). (1.59)

The phase of the phase factor on the RHS of (1.59) is the scalar product of the momentum eigenvalue p and the displace-
ment R.

The plane wave state (1.58) is not normalizable in the usual sense. In order to determine what kind of normalization
of plane waves is possible, it is useful to introduce the Dirac delta function. We shall do this immediately after the next
subsection.

As we shall see, plane waves are very useful in quantum mechanics; they are often used as basis functions with which
to expand wave functions.

Generators of Galilean Transformations Continued

Let us consider an infinitely small rotation, δϕ by the angle δϕ about a rotation axis ϕ̂. The change in the coordinate
vector δr resulting from such a rotation is given by

δr = δϕ × r. (1.60)
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The change in the wave function due to such an infinitesimal rotation is given by

ψ(r+ δr) = ψ(r)+ δr ·∇ψ = ψ(r)+ δϕ × r ·∇ψ

= ψ(r)+ i
δϕ

h̄
·

(
r×

(
h̄

i

)
∇

)
ψ =

(
1+ i

δϕ

h̄
· L
)
ψ . (1.61)

This infinitesimal rotation, when repeated many times, yields a finite rotation as specified below. Thus, the operator that
generates the unitary rotational transformation is the angular momentum operator L≡ r× p= r× (−ih̄)∇. We therefore
conclude that

ψ(Rϕr) = U(−ϕ)ψ(r) = eiϕ·L/h̄ψ(r). (1.62)

The unitary operator for rotation by ϕ is

U(ϕ) = e−iϕ·L/h̄, (1.63)

and its power series expansion is e−iϕ·L/h̄
= 1 − iϕ · L/h̄ + · · · , where the first two terms on the RHS are sufficient

for very small ϕ. Here Rϕr is the rotation of the coordinate r by the angle ϕ about a rotation axis ϕ̂, and U(ϕ) is the
transformation of the state vector in Hilbert space due to the rotation. Note again the inverse relation that exists between
the effects of coordinate transformations on state vectors and transformations on coordinates. We will see in Sec. 3.3 that
the 3×3 rotation matrix Rϕ = e−iϕ·L/h̄, where L is the 3×3 representation of the angular momentum operator.

We should mention that rotational transformations about different rotational axes do not commute, e.g.,
Rϕx

Rϕy
6=Rϕy

Rϕx
. Moreover, different components of the angular momentum operator also do not commute, e.g.,

LxLy 6= LyLx. Hence, the unitary transformation operators that correspond to rotations about different axes also do not
commute, e.g., Ux(φx)Uy(φy) 6= Uy(φy)Ux(φx), i.e., the order of rotations about different axes is important.

We will study rotational transformations at length in Sec. 3.3. The discussion here is only a preamble to the subject of
rotations and angular momentum.

Discussion of unitary transformations that boost the velocity of a particle by a certain velocity vector, and that accel-
erate a particle will be delayed until Chapter 2, Sec. 2.9.4, after we have developed some more expertise.

It is easy to determine the generator of time-translations by expanding the wave function ψ(t + δt) in a Taylor series
about time t:

ψ(t + δt) = ψ(t)+

(
∂

∂t
ψ

)
t
δt + · · · (1.64)

One of the postulates of quantum mechanics, see Sec. 1.3.4, which is essentially equivalent to the time-dependent
Schrödinger equation, is that the time evolution of a state vector is given by

ψ(t) = U(t, t0)ψ(t0), (1.65)

where U is called the evolution operator, and

ih̄
∂U(t, t0)

∂t
= H(t)U(t, t0). (1.66)

Here H(t) is the Hamiltonian, which may or may not be dependent on time. Hence, using (1.65) (or using the time-
dependent Schrödinger equation), ψ(t+ δt)=U(t+ δt, t)ψ(t)= [1− i δt H(t)

h̄ + · · · ]ψ(t). Thus, we see that the generator
of time-translations is the Hamiltonian. It is easy to verify by direct substitution into (1.66) that for a time-independent
Hamiltonian, H,

U(t, t0) = e−iH(t−t0)/h̄. (1.67)

Clearly, the operator U(t, 0) is the evolution operator from time t = 0 to time t. The evolution operator satisfies the
condition, U(t1 + t2, 0)=U(t1 + t2, t1)U(t1, 0), regardless of whether the Hamiltonian is time-dependent or not. For a
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time-independent Hamiltonian, U(t2, t1) depends only upon the time-difference t2 − t1. Moreover, U(t, t0) is unitary, and
U(t0, t)U(t, t0)= 1.

Note that, the relation that exists between the effects of coordinate transformations on state vectors and transforma-
tions on coordinates, Eqs (1.50) and (1.51), does not exist with regard to time transformations. Time appears only as
a parameter in the wave function, and this is different from the way that space variables are treated in nonrelativistic
quantum mechanics.

1.3.7 DIRAC DELTA FUNCTIONS

The Dirac delta function is defined such that it vanishes everywhere except at one point and there it is infinite, and its
integral equals unity. It can be defined as the limit of a normalized gaussian function as follows:

δ(x) ≡ lim
σ→0

1
√

2πσ 2
e
−

x2

2σ2 . (1.68)

Mathematicians would say that the Dirac delta function is not a well-defined function, but rather a generalized func-
tion. The delta function δ(x − x0) is simply a shifted delta function that vanishes everywhere except at x= x0; clearly,

δ(x− x0)= limσ→0
1

√

2πσ 2
e
−(x−x0)

2

2σ2 . By definition of the delta function, the following integral, whose integrand contains

δ(x− x0), depends only on the integrand at the point x0:

∞∫
−∞

dx g(x) δ(x− x0) = g(x0). (1.69)

If g(x)= 1, the integral is unity; if g(x)= x3, the integral equals x3
0, etc.

The eigenvalue equation for the position operator, x̂ψ(x) = x0ψ(x), where x0 is the real eigenvalue, has the formal
solution,

ψ(x) = δ(x− x0), (1.70)

i.e., ψ(x) is the delta function centered at x0.

Problem 1.4

(a) Show that limε→0+
1
π

ε

x2+ε2 = δ(x).

(b) Show that limε→0+
1
2ε e−|x|/ε = δ(x).

Answer: (a) For x 6= 0, limε→0
ε

x2+ε2 = 0. For any value of ε, 1
π

∫
dx ε

x2+ε2 = sgn(ε). (b) 1
2ε

∫
∞

−∞
dx e−|x|/ε = 1.

Integrals of the form
∫
∞

−∞
dx g(x)δ(f (x)) can be evaluated easily by making a change of variables. Letting y= f (x), so

dy= (df /dx) dx and x= f−1(y), where f−1 is the inverse of the function f , we find,

∞∫
−∞

dx g(x) δ(f (x)) =
∑

i

∣∣∣∣df

dx

∣∣∣∣−1

x=xi

g(f−1(xi)), (1.71)

where xi are the roots of the equation f (x) = 0. For example,
∫
∞

−∞
dx g(x)δ(ax)= |a|−1g(0). Another example involves

the following integral, with a> 0:

∞∫
−∞

dx g(x) δ(ax2
− y0) =

1

2
√

ay0
g(
√

y0/a)+
1

2
√

ay0
g(−

√
y0/a).
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The derivative of a delta function, δ′(x), i.e., d
dxδ(x), is another generalized function related to the delta function. Its

behavior can be understood by considering
∫
∞

−∞
dx g(x)δ′(x), and integrating by parts to find

∞∫
−∞

dx g(x) δ′(x) = −

∞∫
−∞

dx g′(x) δ(x) = −g′(0). (1.72)

Another related function is the step function, often called the Heaviside step function, 2(x)= intx−∞dx′ δ(x′);2(x) = 0
for x < 0 and 2(x)= 1 for x ≥ 0.

The 3D delta function, δ(r)≡ δ(x)δ(y)δ(z), is sometimes denoted by δ(3)(r). It has the following properties:∫
dr g(r) δ(ar) = |a|−3 g(0), (1.73)∫

dr g(r) δ(ar− y0) = |a|
−3 g(y0/a). (1.74)

The 2D delta function can be used in two-dimensional integrals, e.g., it can be used to specify a specific solid angle, as in
δ(2)(�p −�p′), see below.

An important equation involving delta functions is∫
dr ei(k−k′)·r

= (2π)3δ(k− k′). (1.75)

[Typically, we shall not explicitly write out three-dimensional integrals but only use a single integral sign, just as we
have in (1.75).] To show that this equation is correct, multiply both sides of Eq. (1.75) by an arbitrary function f̃ (k′) and
integrate over k′ to obtain ∫

dk′ f̃ (k′)
∫

dr ei(k−k′)·r
= (2π)3 f̃ (k). (1.76)

The integral on the left hand side (LHS) of (1.76) can be computed by first doing the integral over k′ and noting that it
yields the Fourier transform of the function f̃ , i.e., (1.76) becomes, after dividing the resulting equation by (2π)3:

(2π)−3/2
∫

dr f (r) eik·r
= f̃ (k), (1.77)

where f is the inverse Fourier transform of f̃ .13 The quantity on the LHS of (1.77) is, by definition, the Fourier transform
of f , denoted by f̃ . We have thereby verified that (1.75) is valid.

Plane waves cannot be normalized to unit norm, but they can be “momentum-normalized” or “energy-normalized” or
“flux-normalized”. Since,

〈ψp′ |ψp〉 = C∗p′Cp

∫
dr ei(p−p′)·r/h̄

= C∗p′Cp(2π h̄)3δ(p− p′), (1.78)

the delta function normalized plane wave state is taken to have normalization coefficient Cp= (2π h̄)−3/2, so
〈ψp′ |ψp〉= δ(p− p′) where

ψp(r) = 〈r|p〉 = (2π h̄)−3/2 eip·r/h̄. (1.79)

13 The Fourier transform of a function f (x) in one dimension is defined as follows: f̃ (k)= (2π)−1/2
∫
∞

−∞
dx f (x)eikx. The inverse transform is defined as

f (x)= (2π)−1/2
∫
∞

−∞
dk f̃ (k)e−ikx. The three-dimensional Fourier transform of the function f (r) is defined as, f̃ (k)= (2π)−3/2

∫
∞

−∞
dr f (r)eik·r, and the

inverse transform is f (r)= (2π)−3/2
∫
∞

−∞
dk f̃ (k)e−ik·r. See Appendix D and Refs. [25, 26].
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Often, the variable commonly used is not the momentum p, but rather the wavenumber k = p/h̄. Then the plane wave in
d-dimensions takes the form ψk(r)= (2π)−d/2 eik·r.

Let us explicitly consider plane waves in 1D. Normalization is then carried out in one dimension so that 〈ψp|ψp′〉=

δ(p−p′). For an energy-normalized the plane wave, 〈ψE|ψE′〉 = δ(E−E′) [note that δ( p2

2m −
p′2

2m ) =
m
p δ(p−p′)]. Hence,

the momentum and energy normalized 1D plane waves are given by

ψp(x) =

(
1

2π h̄

)1/2

eipx/h̄, (1.80)

ψE(x) =

(
m

p

)1/2 ( 1

2π h̄

)1/2

eipx/h̄, (1.81)

respectively. These solutions can be written in terms of the wave number k= p/h̄. The wave function ψk(x) is normal-
ized so that 〈ψk|ψk′〉= δ(k − k′) and the properly normalized wave function is ψk(x)= (2π)−1/2eikx. Thus, the energy-
normalized 1D plane waves are flux normalized [this will be used in the discussion of the probability flux vector in the
paragraph containing Eq. (1.99)].

To energy normalize a 3D plane wave, note that

δ(p− p′) =
δ(p− p′)

p2
δ(�p −�p′), (1.82)

since
∫

dp f (p)δ(p − p′)=
∫

dp p2
∫

d�p f (p)δ(p − p′)= f (p′). The factor 1/p2 on the RHS of (1.82) serves to cancel

the p2 in the volume element dp= p2dpd�p. Since δ
( p2

2m −
p′2

2m

)
=

m
p δ(p− p′), we see that δ(p− p′)= p

m
1
p2 δ
( p2

2m −
p′2

2m

)
δ(�p −�p′). Hence, we conclude that CE,�p = (mp)1/2(2π h̄)−3/2, i.e.,

ψE,�p(r) = (mp)1/2(2π h̄)−3/2eip·r/h̄, (1.83)

and, 〈ψE′,�p′
|ψE,�p〉= δ(E − E′)δ(2)(�p −�p′)= (m/p) δ(p− p′).

1.3.8 POSITION AND MOMENTUM STATES, |x〉 AND |p〉

The state vector |p〉 in Hilbert space for a particle with momentum p, is said to have position representation
ψp(r)=〈r|p〉= (2π h̄)−3/2 eip·r/h̄ (in 1D, ψp(x)=〈x|p〉= (2π h̄)−1/2 eipx/h̄). The state vector in Hilbert space for a parti-
cle located at coordinate x is |x〉 (and at coordinate r is |r〉). Since the set of states {|x〉} are complete,

∫
dx |x〉〈x| = 1, we

can use these states as a basis. Furthermore, the set of states {|p〉} is also complete, so they too can be used as a basis.
Let us ask, what is 〈r|x〉? To answer this question, we insert the unity operator, in the form 1=

∫
dp |p〉〈p|, between

the bra and the ket in 〈r|x〉,

〈r|x〉 =
∫

dp 〈r|p〉 〈p|x〉, (1.84)

and use (1.79) to obtain

〈r|x〉 = (2π h̄)−3
∫

dp eip·(r−x)/h̄
= δ(r− x). (1.85)

Compare this with Eq. (1.70), the 1D case. We conclude that |x〉 is an eigenstate of the operator r̂ with eigenvalue
x, r̂|x〉= x|x〉, and 〈r|x〉 is the eigenfunction of the operator r with eigenvalue x, r〈r|x〉= x〈r|x〉, and moreover 〈r|x〉
vanishes unless r = x.

Similarly, by inserting the identity operator written in the form 1=
∫

dr |r〉〈r| into the middle of 〈p′|p〉, it is easy to
show that

〈p′|p〉 = δ(p− p′). (1.86)
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The ket |p〉 is the eigenstate of the operator p̂ with eigenvalue p, p̂|p〉=p|p〉, and the braket 〈p′|p〉 vanishes unless p′ = p.

Problem 1.5

(a) Show that 〈x|x̂|x′〉= xδ(x− x′).
(b) Show that 〈p|p̂|p′〉= p δ(p− p′).
(c) Show that 〈p|x̂|x〉 = (2π h̄)−1/2 x e−ipx/h̄.

1.3.9 EHRENFEST’S THEOREM

The time-dependent Schrödinger equation can be used to calculate time derivatives of expectation values of dynamical
variables, 〈O〉(t)≡〈9(r, t)|O|9(r, t)〉=

∫
dr9∗(r, t)O9(r, t). The time-derivative, d

dt 〈O〉, can be directly related to
the time derivatives of dynamical variables in classical mechanics (see Chapter 16, linked to the book web page). For

example, let us consider a single particle in an external potential, so H= p2

2m+V(r). The expectation values of the position
and momentum are 〈r〉≡

∫
dr9∗(r, t)r9(r, t) and 〈p〉≡

∫
dr9∗(r, t)p9(r, t). We shall calculate the time derivatives of

these quantities, noting that only the wave functions in the expectation values vary with time. Using the time-dependent
Schrödinger equation we can express the time derivatives of the expectation values as follows:

d

dt
〈r〉 =

1

ih̄
〈rH − Hr〉, (1.87a)

d

dt
〈p〉 =

1

ih̄
〈pH − Hp〉. (1.87b)

The expectation values on the LHS of (1.87) contain quantities called commutators. The commutator of operators Â
and B̂ is defined as follows:14

[Â, B̂] ≡
(

ÂB̂− B̂Â
)

. (1.88)

The RHSs of Eqs (1.87) involve the commutators [r, H] and [p, H], respectively. These commutators do not vanish when

the Hamiltonian is given by p2

2m + V(r), as we shall soon see.

Problem 1.6

(a) Derive Eqs (1.87) using the time-dependent Schrödinger equation (1.38) and its complex conjugate,
−ih̄ ∂

∂t9
∗(t)=H9∗(t).

(b) Show that for any time-independent operator O, d
dt 〈O〉=

1
ih̄ 〈[O, H]〉.

More generally, for a time-independent operator, O, 〈O〉= 1
ih̄ 〈[O, H]〉, whereas for a time-dependent operator, O(t),

d

dt
〈O(t)〉 =

1

ih̄
〈[O(t), H]〉 +

〈
∂O(t)
∂t

〉
. (1.89)

14 It is also common to define the anticommutator of Â and B̂ as {Â, B̂}≡
(

ÂB̂+ B̂Â
)

.

https://sites.google.com/site/thequantumbook/
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To calculate the effect of an operator that is a commutator, [Â, B̂], it is easiest to apply the commutator to a wave
function to determine what it does. For example, let us calculate [px, x]φ(r):

[px, x]φ(r) = px(xφ(r))− xpx φ(r) =
h̄

i
φ(r). (1.90)

Hence [px, x]= h̄/i, since (1.90) is true for any wave function φ(r). Moreover, it is clear that this generalizes to
[pi, rj]= h̄

i δij.
As another example, let us calculate [p, H]φ(r):

[p, H]φ(r) =
{(

p
p2

2m
−

p2

2m
p
)
+ (pV(r)− V(r)p)

}
φ(r). (1.91)

The first term in the square parenthesis on the RHS of Eq. (1.91) vanishes, since the order of the operators can be
interchanged there, but the second term does not vanish since p (V(r)φ(r)) = (h̄/i) [(∇V) φ + V∇φ], and therefore the
second term on the RHS of Eq. (1.91) equals h̄

i (∇V) φ. Hence, since this holds for any function φ, we conclude that
[p, H]= (h̄/i) (∇V). Now, let us calculate [r, H]φ(r):

[r, H]φ(r) =
{(

r
p2

2m
−

p2

2m
r
)
+ (rV(r)− V(r)r)

}
φ(r). (1.92)

The second term in the curly parenthesis on the RHS of Eq. (1.92) vanishes, and the first term can be easily evaluated to
be (p/m)φ. Since this relation holds for any function φ, we conclude that [r, H]=p/m.

We can now substitute the commutators that we have evaluated back into (1.87) to finally obtain:

d

dt
〈r〉 =

〈p〉
m

, (1.93a)

d

dt
〈p〉 = −〈∇V〉. (1.93b)

Equations (1.93) are called Ehrenfest’s theorem after the physicist and mathematician Paul Ehrenfest; they are very
similar to the classical equations of motion of Hamilton (see Sec. 16.2 which is available on the book web page), to the
extent that the quantity −〈∇V〉 appearing on the RHS of (1.93b) is interpreted as the average force on the particle. The
general form of Ehrenfest’s theorem can be stated as follows: the time derivative of the expectation value of a quantum
mechanical operator that is time-independent, i.e., does not explicitly depend on time, is equal to 1

ih̄ times the expectation
value of the commutator of that operator with the Hamiltonian of the system (see part (d) of Problem 1.7).

Problem 1.7

(a) Complete the algebra to derive Eq. (1.90).

(b) Explicitly show that [r, H]=p/m for H= p2

2m + V(r).
(c) Redo the algebra to derive (1.87) to obtain the time derivative of the expectation value of an operator Â(t) that is

time dependent, i.e., calculate d
dt 〈Â(t)〉, to obtain the general form of Ehrenfest’s theorem.

Problem 1.8

Prove the following commutator identities:

(a) [Â, B̂]= − [B̂, Â].
(b) [Â1 + Â2, B̂]= [Â1, B̂]+ [Â2, B̂].

https://sites.google.com/site/thequantumbook/
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(c) [Â1Â2, B̂]= Â1[Â2, B̂]+ [Â1, B̂]Â2.
(d) Prove the anticommutator identities:

(1) {Â, B̂}= {B̂, Â},
(2) {Â1Â2, B̂}= Â1{Â2, B̂} + {Â1, B̂}Â2,
(3) {Â1Â2, B̂}= Â1{Â2, B̂} + {Â1, B̂}Â2.

(e) Prove the identity [Â, B̂Ĉ]={Â, B̂}Ĉ − B̂{Â, Ĉ}.

Problem 1.9

Prove the following commutator relations:

(a) [(p̂x)
2, x̂]= 2h̄

i p̂x.
(b) [p̂x, (x̂)2]= 2h̄

i x̂.
(c) [(p̂x)

2, (x̂)2]= 2h̄
i (p̂xx̂+ x̂p̂x)=

2h̄
i (2x̂p̂x +

h̄
i ).

(d) [r× p, r2]= 0.

1.3.10 ONE-DIMENSIONAL WAVE EQUATIONS

If the motion of a particle depends on only a single coordinate, say x, the 1D time-independent Schrödinger equation is

−
h̄2

2m

d2ψ

dx2
+ V(x)ψ = Eψ . (1.94)

For the 1D Schrödinger equation, it is useful to define the local wave vector K(x) by the relation K2(x)≡ 2m
h̄2 (E − V(x)),

since then Eq. (1.94) can be put in the compact and simple form d2ψ

dx2 = − K2(x)ψ . This equation is a 1D Helmholtz
equation.

Note that, if the potential for a particle in 3D is given by a sum of the form, V(r)=V1(x) + V2(y) + V3(z), the
time-independent Schrödinger equation separates so that the wave function is given by a product of wave functions,
ψ(r)=ψ1(x)ψ2(y)ψ3(z), each of which satisfies a 1D equation, and the total energy is given by E=E1 + E2 + E3.

Problem 1.10

Prove the statement above by writing the 3D time-independent Schrödinger equation and use the separation of
variables method (divide the equation by ψ1(x)ψ2(y)ψ3(z), then separate the functions of the variables x, y and z in
the resulting equation).

Bound state solutions of a 1D potential are nondegenerate (only one eigenfunction has a given eigenenergy). To prove

this, assume the opposite; suppose ψ1(x) and ψ2(x) are two solutions with the same energy. Then d2ψ1
dx2 /ψ1=

d2ψ2
dx2 /ψ2=

−K2(x), hence d2ψ1
dx2 ψ2−

d2ψ2
dx2 ψ1= 0. Integrating, we find dψ1

dx ψ2−
dψ2
dx ψ1= constant (independent of x), and since, for

bound states ψ1(∞)=ψ2(∞)= 0, we find the constant equals zero and hence dψ1
dx ψ1=

dψ2
dx ψ2, which can be integrated

to obtainψ1=Cψ2, where C is some constant. Thus, the two solutions are identical. (Note that this result is not applicable
to 1D on a ring of length L with periodic boundary conditions, since the bound state wave function need not vanish at
infinity.)
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For a potential that tends to finite limits as x→±∞, it is easy to determine the asymptotic form of the wave function.
For energy E<V(−∞) and E<V(∞), only isolated eigenenergies are possible, and the wave function must asymptot-
ically go to zero exponentially as x → ±∞. The energy eigenvalues must, in general, be numerically determined by
integrating the Schrödinger equation from the left and from the right, and matching the logarithmic derivative of the wave
functions, d(lnψ)

dx =
dψ
dx /ψ(x) at some intermediate value of x, say at x= xm. The isolated energies where this matching is

possible are the bound state energies.
Quite generally, the asymptotic form of the wave function for E < V(∞), is given by ψ(x) −−−→

x→∞
c∞e−κ∞x, where

κ∞≡
√
|E − V(∞)|/h̄, and, depending upon whether x→−∞ is open,

ψ(x) −−−−→
x→−∞

{
c−∞eκ−∞x for E < V(−∞),
c−∞ cos(K−∞x+ δ−∞) for E > V(−∞),

(1.95)

where κ−∞≡
√
|E − V(−∞)|/h̄ and K−∞≡

√
E − V(−∞)/h̄ and δ−∞ is a constant phase that is determined by the

boundary conditions.
If E>V(∞), ψ(x) −−−→

x→∞
c∞ cos(K∞x+ δ∞), and Eq. (1.95) still applies as x→−∞.

The momentum and energy normalization of the 1D continuum wave functions have already discussed, see Eqs (1.80)
and (1.81). Bound state wave functions are normalized to unity, 〈ψ |ψ〉≡

∫
dx |ψ(x)|2= 1.

1.3.11 PARTICLE-IN-A-BOX AND PIECEWISE-CONSTANT POTENTIALS

The solutions to the time-independent Schrödinger equation for a piecewise-constant potential are known analytically. It
is instructive to work out the solutions for such potentials, and we shall do so for the cases shown in Fig. 1.14. Matching of
the wave function at the discontinuities of the potential, and assigning the correct asymptotic forms of the wave function
are the two constraints that need to be implemented.

The general solution to the equation, d2ψ

dx2 = − K2ψ , for K2
≡ 2m(E− V0)/h̄2 > 0 is, ψ(x)=AeiKx

+ Be−iKx, and for

K2
≡ 2m(E − V0)/h̄2 < 0 is, ψ(x)=A′eκx

+ B′e−κx, where κ2
≡ 2m(V0 − E)/h̄2> 0. The constant coefficients, A and

B, or A′ and B′, are arbitrary and must be determined by matching the boundary and continuity conditions for the wave
function and its derivative, as explained below.

FIG 1.14 Piecewise-constant potentials. (a) Infinite square well. (b) Square step potential.
(c) Square barrier potential. (d) Finite depth square well.

First consider the infinite
square well shown in Fig. 1.14(a).
Since the potential is infinite out-
side the well, the wave function
must vanish outside 0 ≤ x ≤ L.
Inside the box, k2

= 2mE/h̄2> 0,
and since the wave function must
vanish at the origin, we have
ψ(x)=A sin(kx). Moreover,
since ψ(L) = 0, we conclude that
only values of k= nπ/L, where
n= 1, 2, . . . are possible. Note
that only nonnegative integers are
taken, since the negative integers
only change the sign of the wave
function, and therefore to not
produce a different solution.
We shall normalize the wave
functions ψ(x)=A sin(nπx/L)
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so that 〈ψ |ψ〉=
∫ L

0 dx |ψ(x)|2= 1, hence A=
√

2/L. Thus the bound state solutions are given by

ψn(x) =

√
2

L
sin
(nπx

L

)
. (1.96)

and the energy eigenvalues are

En =
h̄2k2

n

2m
=

h̄2π2n2

2mL2
. (1.97)

Problem 1.11

Consider the 1D time-independent Schrödinger equation with zero potential in the region 0 ≤ x ≤ L, with periodic
boundary conditions, ψ(0)=ψ(L) and ψ ′(0)=ψ ′(L). This corresponds to wrapping the line 0 ≤ x ≤ L into a ring
so that the points x= 0 and x=L correspond to the same the point.

(a) Verify that ψ(x)=A eikx
+ B e−ikx satisfies the Schrödinger equation.

(b) Show that either A or B should be zero.
(c) Find the values of k that satisfy the boundary conditions.
(d) Find the amplitude A that normalizes the wave function.
(e) Determine the probability of finding the particle between x and x+ dx.

(f) Calculate the expectation values 〈x2
〉 and 〈 p2

2m 〉.

Answers: (b) k= 2πn/L. (c) A= 1/
√

L. (d) P(x)dx= dx/L. (e) 〈x2
〉=L2/3, 〈 p2

2m 〉=
2n2π2

mL2 .

The solutions are plotted in Fig. 1.15 for the lowest three energy eigenvalues. The number of nodes in the wave
function ψn(x) equals n−1. The more nodes, the higher the energy because the kinetic energy (i.e., the second derivative

in the Schrödinger equation) increases as n2. The lowest energy solution (n= 1) has finite energy h̄2π2

2mL2 . Clearly, the
discrete nature of the allowed energies and the minimum possible energy are very different from the classical behavior
of a particle in a box (infinite square well) potential. The solutions with odd (even) n are symmetric (antisymmetric) with
respect to inversion about the center of the well, x− L/2→−(x− L/2). This symmetry upon flipping in the sign of the
spatial coordinate is called parity, and results because the potential is symmetric under the inversion transformation. We
defer the consideration of parity symmetry [see the discussion near Eq. (1.109) and Sec. 2.9.2].

Problem 1.12

For a particle of mass m in a hard-wall box, 0 ≤ x ≤ L:

(a) Determine the expectation value 〈ψn|x|ψn〉.
(b) Determine the expectation values 〈ψn|p|ψn〉 and 〈ψn|p2

|ψn〉.
(c) Find an analytic expression for the expectation value 〈ψn|p2xp2

|ψn〉.
(d) For a particle in the ground state, find the probability of finding in the region 0 ≤ x ≤ L/3.

Answers: (a) 〈ψn|x|ψn〉=L/2. (b) 〈ψn|p|ψn〉= 0, 〈ψn|p2
|ψn〉=

h̄2π2n2

L2 .

(c)
(

h̄2π2n2

L2

)2
L
2 . (d) P= 2

L

∫ L/3
0 dx sin2 πx/L ≈ 0.1955.
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1

2

3

1
/2

n

FIG 1.15 The three lowest energy eigenfunctions for a particle in a box
(infinite square well) versus x.

Next we consider scattering off the step poten-
tial shown in Fig. 1.14(b). The nature of a scatter-
ing problem is very different from that of a bound
state problem. Here the total energy E is given and
we seek reflection and transmission coefficients for
the scattering. We consider the scattering with inci-
dent wave from the left which has a reflected com-
ponent and a transmitted component if E>V0. You
will be asked to consider the case where the incident
wave comes from the right in a problem below. We
denote the amplitudes of the reflected and transmit-
ted waves by r and t. Aside from an overall mul-
tiplicative constant which has no physical bearing
(see discussion of the probability current density
below), the wave function takes the form

ψ(x) =

{
eikx
+ r e−ikx for x < 0,

t eiKx for x > 0,
(1.98)

where K2
= 2m(E − V0)/h̄2. Despite the fact that the potential is discontinuous at x= 0, the wave function and its first

derivative must be continuous [since the density and flux (see next paragraph) must be continuous]. Setting ψ(0−) =
ψ(0+), we find that r and t satisfy the equation 1 + r = t, and setting d

dxψ(0
−)= d

dxψ(0
+), we find 1 − r= K

k t; hence

t= 2
1+K/k , r= 1−K/k

1+K/k . Figure 1.16a plots the real and imaginary parts of the wave function for V0/E= 3/4, so K = k/2,
and the transmission and reflection amplitudes are t= 4/3 and r= 1/3, respectively.

Problem 1.13

Consider the scattering off the step potential in Fig. 1.14(b) with incident wave from the right for E > V0. Take the
wave function to be of the form

ψ(x) =

{
t′ e−ikx for x < 0,
e−iKx

+ r′ eiKx for x > 0,

(a) Determine the reflection and transmission amplitudes r′ and t′.
(b) Show that t′ → 0 as E→ V0 from above, and note how counterintuitive this is.
Answers: (a) r′ = K−k

K+k , t′ = 2K
K+k . (b) K → 0 as E→ V0, hence t′ → 0.

In order to better understand the nature of the reflection and transmission in this case, where the asymptotic momentum
is different as x → ±∞, we need to develop the concept of the probability flux vector, sometimes also called the prob-
ability current density. We shall do so here in arbitrary dimension, since the arguments here are dimension-independent.
Consider a specific region of coordinate space, V . Let us calculate the volume integral (in 3D or in 1D or arbitrary dimen-
sion d),

∫
V dr |ψ(r, t)|2, which is the probability of finding the particle in the region. The rate of change of this probability

is given by

∂

∂t

∫
V

dr |ψ(r, t)|2 =
∫
V

dr
(
∂ψ∗

∂t
ψ + ψ∗

∂ψ

∂t

)
=

ih̄

2m

∫
V

dr (ψ∗∇2ψ −∇2ψ∗ψ)

=
ih̄

2m

∫
V

dr ∇ · (ψ∗∇ψ − (∇ψ∗)ψ),
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FIG 1.16 Real and imaginary parts of the wave
function for the step potential shown in
Fig. 1.14(b) with the step at x = 0. (a) RHS is
open [ψ in Eq. (1.98)] and K/k= 1/2, and (b)
RHS is closed [ψ of Eq. (1.103)] and κ/k= 1.

where we used the divergence theorem, Eq. (C.22), in the last equal-
ity. Since the region V is arbitrary, we conclude that

∂n(r, t)

∂t
+∇ · J(r, t)= 0, (1.99)

where n(r, t)= |ψ(r, t)|2 is the probability density and J is the prob-
ability flux vector (sometimes called the probability current density),

J(r, t) = Re [ψ∗(r, t)
p
m
ψ(r, t)]

=
h̄

2mi

{
ψ∗(r, t)∇ψ(r, t)− [∇ψ∗(r, t)]ψ(r, t)

}
. (1.100)

Equation (1.99) is the continuity equation, ∂n(r, t)/∂t+∇·J(r, t)= 0,
which expresses the conservation of probability (and/or particle num-
ber). Integrating (1.99) over a volume V , and applying the divergence
theorem (see Appendix C.3) to change the volume integral of the
divergence of a vector into the surface integral of the vector gives,

∂

∂t

∫
V

dr n(r, t)+
∮
S

dS · J(r, t) = 0. (1.101)

The rate of change of probability for the particle to be within the
volume V plus the net outward flux through the surface S surrounding
the volume,

∮
S dS · J(r, t), vanishes. The probability current density

can be rewritten as J(r, t)=Re(ψ∗v̂ψ) with the velocity operator
v̂≡ p̂/m= (h̄/i)∇/m. This is probably the easiest way to remember
the probability current density.

Problem 1.14

(a) For ψ(r, t) = N ei(k·r−ωt), calculate J(r, t) and 〈ψ(t)| p̂m |ψ(t)〉.

(b) For the wave packet, ψ(x, t) = 1

[2πσ 2(t)]1/4 e
−
(x−h̄κt/m)2

4σ2(t)
+iκx+i

p2
0

2m
t
h̄ , calculate Jx(x, t) and 〈ψ(t)| p̂x

m |ψ(t)〉.

Answers: (a) J(r, t)= N 2h̄κ
m , 〈ψ(t)| p̂m |ψ(t)〉=

N 2h̄kV
m .

(b) Jx(x, t)= h̄κ
m

1

[2πσ 2(t)]1/2 e
−
(x−h̄κt/m)2

2σ2(t) , 〈ψ(t)| p̂x
m |ψ(t)〉= h̄κ/m.

When applied to the scattering off the step potential in Fig. 1.14b, conservation of flux,
∮

dS · J= 0, gives the relation,

K|t|2 + k|r|2= k, i.e., (1−K/k)2+4K/k
(1+K/k)2

= 1. The probability current density in the incident wave is k × 1, in the reflected

wave is k|r|2, and in the transmitted wave is K|t|2. We define the transmission coefficient T of the particle as the ratio of
the probability current density in the transmitted wave to that in the incident wave,

T =
K|t|2

k
=

K

k
|t|2. (1.102)
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Similarly we can define the reflection coefficient R as the ratio of the density in the reflected wave to that in the incident
wave. Hence,R= 1−T = 1− K

k |t|
2. For the step potential in Fig. 1.14(b) with V0/E= 3/4, so K = k/2, the transmission

coefficient is T = 8/9 and the reflection coefficient R= 1/9.
For the step potential of Fig. 1.14(b), but now for E < V0, i.e., considering the case where the region x> 0 of the step

potential is classically forbidden, the wave function incident from the left must have a reflection probability |r|2 equal to
unity, and the wave function in the classically forbidden region must decay away as x increases. The form of the wave
function is therefore given by

ψ(x) =

{
eikx
+ r e−ikx for x < 0,

t e−κx for x > 0,
(1.103)

where κ2
= 2m(V0 − E)/h̄2. Equating the wave function on the two sides of x= 0, we find 1 + r= t, and equating

the derivative on the two sides, we find 1 − r= (iκ/k)t; hence t= 2
1+iκ/k and r= 1−iκ/k

1+iκ/k . Figure 1.16a plots the real
and imaginary parts of the wave function for V0/E= 6/3, i.e., κ/k= 1. The wave function decays very quickly in the
classically forbidden region; it falls to 1/e of its magnitude after a distance x= κ−1. The reflection probability is, of
course, unity |r|2= 1 since all particles are eventually reflected by the barrier (i.e., all flux is reflected, despite the finite
probability of finding particles in the forbidden region near the barrier edge).

Let us now turn to the barrier potential in Fig. 1.14(c). We shall first consider the case when the energy is less than
the potential barrier height, E < V0, and flux is incident from the left. The wave function with the right boundary
conditions is

ψ(x) =


eikx
+ r e−ikx for x < 0,

A eκx
+ B e−κx for 0 ≤ x ≤ a,

t eikx for x> a.
(1.104)

Matching wave function and derivative at x= 0, we obtain the equations, 1 + r=A + B, and 1 − r= κ
ik (A − B), and

at x= a we obtain, Aeκa
+ Be−κa

= teika, and κ
ik (Aeκa

− Be−κa)= teika. These four linear equations can be solved
for the four unknowns r, A, B, and t. We explicitly present the formulas only for the transmission and reflection
amplitudes:

t =
4ie−ikakκ

(−κ2 + k2 + 2ikκ)eκa + (κ2 − k2 + 2ikκ)e−κa
, (1.105)

r =
(k2
+ κ2)(eκa

− e−κa)

(−κ2 + k2 + 2ikκ)eκa + (κ2 − k2 + 2ikκ)e−κa
. (1.106)

The transmission and reflection amplitudes satisfy the condition, |t|2 + |r|2= 1. Figure 1.17(a) shows the wave function
for κ/k= 1/4 (E/V0≈ 0.9411) and a= 3. The reflection and transmission coefficients, |t|2 and |r|2, are plotted versus
energy (up to the barrier height) in Fig. 1.17(b). For small energies, the transmission is exponentially small. The ratio of
the transmission to reflection amplitudes is given by t/r= 4iκk

(k2+κ2)(eκa−e−κa)
e−ika, so if the factor e−ika is taken out of the

transmission amplitude and is instead taken to multiply the plane wave factor eikx in (1.104), the reflection and transmis-
sion amplitudes are π/2 out of phase. It should be mentioned for future reference that the phase of the transmission and
reflection amplitudes can be determined (i.e., can be measured) if interference experiments are carried out. Figure 1.17(c)
shows the wave functions for barrier penetration of a wide barrier and a narrow barrier.

For E>V0 (not shown in Fig. 1.17), the form for the wave function in the region 0 ≤ x ≤ a is given byψ(x)=A eiKx
+

B e−iKx.
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FIG 1.17 (a) Real and imaginary parts of the wave function, ψ(x) versus kx, for the barrier potential in Eq. (1.104) with κ/k= 1/4
(E/V0≈ 0.9411) and a= 3. (b) Transmission and reflection coefficients |t|2 and |r|2 versus E/V0. (c) Real part of the wave
function ψ(x) versus coordinate x for barrier penetration of a wide and a narrow barrier (the imaginary part behaves similarly).

Problem 1.15

Calculate the reflection and transmission coefficients for the barrier potential in Fig. 1.14(c) for E>V0.

Answer: |t|2= 4k2K2

4k2K2+(k2−K2)2 sin2(Ka)
, |r|2= 1− |t|2. The transmission |t|2 versus energy can show oscillations, due

to the sine function term in the denominator of the expression for |t|2, similar to the oscillations in Fig. 1.19.

Bound States in a Potential Well

The finite well potential in Fig. 1.14(d) possesses at least one bound state, no matter how small the well depth, and as the
well depth increases, more bound states develop. Let us search for the bound state energy E that is negative. The wave
function outside the potential well must decay exponentially as x→ −∞, and as x→ +∞, so we take the form of the
wave function to be:

ψ(x) =


Aeκx for x < 0,
BeiKx

+ Ce−iKx for 0 ≤ x ≤ a,
De−κx for x > a.

(1.107)

where κ =
√

2m|E|/h̄2 and K=
√

2m(V0 − |E|)/h̄2. Matching the wave function and its derivative at x= 0 yields the
equations, A=B + C, κK A= i(B − C), and matching the wave function and its derivative at x= a yields the equations,



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 04-ch01-001-060-9780444537867 2012/12/4 17:31 Page 48 #48

48 CHAPTER 1 Introduction to Quantum Mechanics

BeiKa
+ Ce−iKa

=De−κa, iK(BeiKa
− Ce−iKa)= − κDe−κa. These equations can be written as a matrix equation,

M


A
B
C
D

 =


0
0
0
0

 , (1.108)

where the matrix M is a 4× 4 matrix, whose determinant must be zero for there to be a bound state solution. Setting the
determinant of the matrix M equal to zero yields an equation for the bound state energies.

In order to simplify the calculation of the bound state energies and eigenstates, let us make use of parity symmetry
(symmetry under inversion of coordinates) to classify the eigenfunctions of the potential shown in Fig. 1.14(d). To do so,
let us shift the potential by −a/2 so that it is symmetric under inversion of the coordinates, x→ −x, i.e., V(−x)=V(x).
Then the wave functions must have a definite symmetry under this transformation of coordinates, as we shall now show.
Applying the inversion transformation P (i.e., the parity operator) to the Schrödinger equation, Hψ =Eψ , to obtain
PHψ =EPψ , inserting unity in the form P−1P between H and ψ on the right hand side of the equation, PHP−1Pψ =
EPψ , and noting that PHP−1

=H because the potential is symmetric, we find that both ψ(x) and Pψ(x)≡ψ(−x)
satisfy the same wave equation. Unless the wave function is degenerate (i.e., there are more than one solution of the
wave equation with the same energy), this implies that ψ(−x)= εψ(x). Applying the parity operator again, we find that
ε2
= 1, hence, ε= ±1. Thus, all nondegenerate eigenfunctions are either even or odd under parity inversion. These wave

functions said to have even parity or odd parity. In our case, the even solutions are of the form

ψ(x) =


Aeκx for x < −a/2,
B cos(Kx) for −a/2 ≤ x ≤ a/2,
Ae−κx for x > a/2.

(1.109)

Matching the even wave function and its derivative yields, Ae−κa/2
=B cos(Ka/2), κAe−κa/2

=KB sin(Ka/2), hence

tan(Ka/2) = κ/K. (1.110)

FIG 1.18 Graphical solution of Eq. (1.110) for the even parity bound
state energies of a square well potential for three different
values of a: a= 1, a= 4, and a= 6. The function tan(Ka/2) is
drawn in various shades of blue for different a, and κ/K is
drawn as a red dot-dashed curve. Solutions are indicated by
open circles.

The odd solutions are of the form

ψ(x) =


Aeκx for x < −a/2,
B sin(Kx) for −a/2 ≤ x ≤ a/2,
−Ae−κx for x > a/2.

(1.111)
Matching the odd wave function and its deriva-
tive yields, Ae−κa/2

= − B sin(Ka/2), κAe−κa/2
=

KB cos(Ka/2), hence

cot(Ka/2) = −κ/K. (1.112)

No odd bound state exists unless V0a2>π2h̄2/(8m),
one bound state exists if π2h̄2/(8m) < V0a2

≤

9π2h̄2/(8m), etc.
The transcendental equations (1.110) and (1.112)

must be solved numerically to obtain the eigen-
values for the even and odd solutions respectively.
Figure 1.18 shows the graphical solution of Eq. (1.110)
for the even bound states. The dashed curve shows
κ/K versus E/V0, and the solid curves plot tan(Ka/2)
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versus E/V0 for various values of a. The intersection point(s) of the dashed curve and the solid curve, indicated by
open circles, specify the bound state energy (energies). We used units where V0=m= h̄= 1, and we solved Eq. (1.110)
graphically for three values of a: a= 1, a= 4, and a= 6. For a= 1 and a= 4 there is only one bound state of even parity,
but for a= 6, two bound state energies are obtained. As a is increased still further, more and more even bound states
will be obtained. A similar graphical solution can be implemented for (1.112) to find the odd bound state energies in the
square well potential.

FIG 1.19 Bound state energies, and transmission |t|2 versus E/|V0| for a

square well with
√

2m|V0|/h̄
2 a= 3π . The resonances in the

transmission for E> 0 are clearly seen.

Clearly, as V0 → ∞, the solutions go to the even
and odd solutions of the infinite square well, and the
tunneling of the wave function into the classically for-
bidden regions becomes exponentially small.

The bound state energies for the square well poten-
tial in Fig. 1.14(d) and the transmission |t|2 ver-

sus E/|V0|, with
√

2m|V0|/h̄2 a= 3π are shown in
Figure 1.19. The peaks in the transmission are reso-
nances (see Sec. 12.6 in the Scattering Chapter for a
complete discussion of resonances, but basically, the
idea is that the particle gets stuck in the well for a long
time at these energies), which appear at the energies of
the bound state levels of an infinite square well of the
same width.

In 1D (and also 2D, see Sec. 12.9.1) an attractive
potential always has a bound state, regardless of how
small the well depth V0 or width a [see Fig. 1.14(d)].

To show this, consider a potential with well depth that satisfies V0 � h̄2/(ma2). The physical interpretation of this
condition is that the well depth is much smaller than the kinetic energy the particle would have if it were totally confined
in the well. Let us move the origin of the coordinate system to someplace near the middle of the well. We hypothesize
that the magnitude of the bound state energy, |E|, is much smaller than V0; this will be confirmed by our result. Hence, we
neglect E on the RHS of the Schrödinger equation, d2ψ/dx2

=
2m
h̄2 [V(x) − E]ψ , within the well. Integrating from −a/2

to a/2 we find,

dψ

dx

∣∣∣∣a/2
−a/2
=

2m

h̄2

∞∫
−∞

dx V(x)ψ(x), (1.113)

where we have extended the integral from −∞ to ∞ but the integrand vanishes beyond ±a/2 since the potential
vanishes there. Without loss of generality, we can take the wave function to be unity within the well, and to be
of the form ψ(x)= e±κx to the right and left of the well, where h̄2κ2/(2m)= |E|. Substituting into (1.113) we find,
−2κ = 2m

h̄2

∫
∞

−∞
dx V(x), hence

|E| =
m

2h̄2

 ∞∫
−∞

dx V(x)

2

. (1.114)

In accordance with our hypothesis, the bound state energy is small, in fact, second-order small in the well-depth and
well-width.

2D and 3D Wells

The solution of the Schrödinger equation for piecewise-constant potentials in 2D (or 3D) can often also be obtained ana-
lytically. Solutions to the Schrödinger equation in a potential that separates, e.g., V(x, y)=V1(x)+V2(y), can be formed as
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products of the wave functions for the 1D potentials. For example, for the 2D infinite box potential, the solutions are given

by ψnx,ny(x, y)=
√

4
LxLy

sin( nxπx
Lx
) sin

( nyπy
Ly

)
, and their energies are Enx,ny = h̄2(k2

nx
+ k2

ny
)/(2m)= h̄2π2

2m

(
n2

x
L2

x
+

n2
y

L2
y

)
. For a

3D infinite box potential, the solutions are given by

ψnx,ny,nz(x, y, z) =

√
8

LxLyLz
sin

(
nxπx

Lx

)
sin

(
nyπy

Ly

)
sin

(
nzπy

Lz

)
, (1.115)

and the energy eigenvalues are

Enx,ny,nz =

h̄2(k2
nx
+ k2

ny
+ k2

nz
)

2m
=

h̄2π2

2m

(
n2

x

L2
x
+

n2
y

L2
y
+

n2
z

L2
z

)
. (1.116)

For Lx=Ly=Lz≡L, the lowest energy corresponds to nx= ny= nz= 1, i.e., E1,1,1 = 3 h̄2π2

2mL2 (note that the ni cannot
equal zero, for otherwise the wave function vanishes). The first excited state corresponds to ny= nz= 1 and nx= 2 and

the permutations of these quantum numbers, i.e., E2,1,1=E1,2,1=E1,1,2 = 6 h̄2π2

2mL2 . Hence, the first excited state is triply

degenerate. The second excited state is also triply degenerate, E2,2,1 = E2,1,2=E1,2,2 = 9 h̄2π2

2mL2 .
A quantum well potential is one that confines particles, originally free to move in three dimensions, to two dimensions

so they are free to move only in a planar region, a quantum wire potential is one that confines particles to move only in
a line and confines them in the two orthogonal directions, and a quantum dot potential is one that confines particles in
all three directions so they are localized near a certain point. Semiconductor nanostructures that confines the motion of
conduction band electrons, valence band holes (missing electrons), or excitons (pairs of conduction band electrons and
valence band holes) in one, two or three dimensions can be readily fabricated. The Schrödinger equation for electrons
can be easily solved for such structures. For example, we shall do so for quantum wells and wires in Sec. 9.1.1, and for
spherical quantum dot structures in Sec. 3.2.2.

Problem 1.16

(a) Calculate 〈ψnx,ny,nz |x|ψnx,ny,nz〉, 〈ψnx,ny,nz |px|ψnx,ny,nz〉, 〈ψnx,ny,nz |p
2
x |ψnx,ny,nz〉.

(b) Calculate 〈ψnx,ny,nz |p
2
|ψnx,ny,nz〉.

(c) Calculate 〈ψnx,ny,nz |x
2
|ψnx,ny,nz〉.

(d) For Lx=Ly=Lz≡L, find the energy and degeneracy of the third excited state.

Answer: (a) 〈ψnx,ny,nz |x|ψnx,ny,nz〉=Lx/2, 〈ψnx,ny,nz |px|ψnx,ny,nz〉= 0. (b) 2mEnx,ny,nz = h̄2π2
(

n2
x

L2
x
+

n2
y

L2
y
+

n2
z

L2
z

)
. (c)

(2n2
xπ

2
−3)L2

x
6n2

xπ
2 . (d) E3,1,1 = E1,3,1=E1,1,3 = 11 h̄2π2

2mL2 .

Tunneling Through a Double Barrier: Resonances

Let us now consider the potential in Fig. 1.20(a). This potential with Lb →∞ is similar to the potential in Fig. 1.14(d),
which has bound states. Therefore, it should come as no surprise that the transmission |t|2 has peaks at energies where the
potential with Lb →∞ has bound states [see Fig. 1.20(b)]. These peaks are called resonances; they are the quasi-bound
states that are vestiges of the bound states of the potential with Lb → ∞. The nature of these resonances is somewhat
different from those we encountered in Fig. 1.19; see Sec. 12.6 for a full discussion of resonances.
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FIG 1.20 Tunneling through barriers. (a) One-dimensional double barrier potential. (b) Transmission through the barriers versus energy. (c)
The potential with a bias voltage ϕ applied. (d) Schematic illustration of the current versus bias potential 1V .

The potential in Fig. 1.20(a) is a simple model of a solid-state device composed of a multilayer structure formed by a
stacking of two semiconductor single crystal thin films of different composition or doping. The double barrier resonance
structure can be made of GaAs/GaAlAs layers in which an undoped GaAs is sandwiched between two potential barriers
of GaAlAs. The device is then connected to leads, and a bias potential 1V = eϕ, where 1V has units of energy and ϕ of
electric potential (volts), can be imposed across the device so that a current I flows. Figure 1.20(c) shows the potential
versus position. Experimentally one can measure the current versus voltage curve, I(ϕ) (from which the differential
conductance g = dI/dϕ can be determined). The current is due to electrons to the left of the double barrier that move
to the right provided the electrons are within a range of energies 1V . The question of how the measured current can
be calculated from the solution of the Schrödinger equation will be addressed in future chapters, but here we note that
when the bias voltage is small, the conductance is directly proportional to the transmission coefficient. Figure 1.20(d)
schematically depicts the current expected through the device as a function of 1V . The quasi-bound states in the well
affect the tunneling, and peaks in the current versus voltage result. The occurrence of peaks in the I(ϕ) curve indicate that
the differential conductance changes sign, being positive to the left of the peak and negative to the right. This property is
a key element in the quantum electronics device known as the resonant tunneling diode.

Metal–Vacuum and Semiconductor–Vacuum Interfaces

True metal–vacuum, semiconductor–metal or semiconductor–vacuum interfaces are not discontinuous. The potential
energy of the electrons change continuously over an interval whose dimensions are of the order of the interatomic
distances in the metal or semiconductor. The potential energy near the surface can be written approximately as

V(x)= − V0
(
1+ ex/a

)−1
, which approximates to the previously used discontinuous potential as a → 0. Figure 1.21

plots V(x) versus x. The solution of the Schrödinger equation, − h̄2

2m
d2ψ

dx2 − V0
(
1+ ex/a

)−1
ψ =Eψ , can be written in

terms of a hypergeometric function [see Eq. (B.33) in Appendix B] and the reflection probability can also be obtained
analytically. We shall not pause to do so here.

Electrons in metals can essentially be regarded as free particles. Consider a thin metal film grown on a semiconductor
surface. The free electrons in the metal film cannot escape the metal into air because of the work function and cannot
escape into the semiconductor if the band edge of the semiconductor is lower in energy valence band in the metal, i.e., if
the valence band in the metal is in the energy gap of the semiconductor. Figure 1.22 schematically shows the arrangement,
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FIG 1.21 Interface potential V(x)= −V0(1+ ex/a)−1.

semiconductor thin
metal
film

vacuum

EF

Ec

Ev

Ev

Evacuum

xd0

EF

(iii) Energy band diagram with band bending

(ii) Energy bands without interaction of metal-semiconductor

(i) Thin metal layer - semiconductor interface

Ev

Ec

Evacuum

Ec

E
ne

rg
y

x

FIG 1.22 Thin metal-film semiconductor interface.

the electron energy distributions in the metal and
semiconductor and the potentials that the elec-
trons experience in the vacuum, metal, and semi-
conductor. The electrons are confined perpen-
dicular to the surface to be within the metal.
This leads to a set of standing waves, allow-
ing only specific wave vectors in the perpen-
dicular direction (no such restriction exists in
the parallel direction and electrons are free to
propagate with any wave vectors in the paral-
lel directions). The electronic states form energy
bands, as shown in Fig. 1.22, one for each wave
vector allowed by the confinement. The energy
of the bands depends on film thickness, and
therefore thickness-dependent properties result.
For example, the work function can show an
oscillatory thickness dependence. The oscilla-
tions occur because the quantum well states shift
to lower energies as the film thickness increases.
At regular thickness intervals, new states become
populated as the state energies decrease with
increasing film thickness. But film thickness is
not a continuous variable; it varies in steps of
the thickness of a layer of metal atoms. If the
period of the oscillations is incommensurate with
the layer thickness, a beat period appears in trans-
port properties.

The idea of energy eigenvalues of a periodic
potential, such as a sinusoidal potential or a series
of square well potentials, that form energy bands,
as shown in Fig. 1.23 will be discussed at length
in Chapter 9. Any periodic potential, whether the
potential is in 1D, 2D, or 3D, will have eigenval-
ues that consist of bands, with band gaps between
the bands, as shown schematically in Fig. 1.23.

1.3.12 THE DELTA
FUNCTION POTENTIAL

Another simple model potential whose properties
can be solved analytically is the delta function
potential, V(x)= Ṽ0δ(x). The potential strength
parameter Ṽ0, which has units of energy times
length, can be either positive (repulsive potential)
or negative (attractive potential). Away from the
origin, the solutions to the Schrödinger equation,

−
h̄2

2m

d2ψ

dx2
+ Ṽ0δ(x) ψ = Eψ , (1.117)
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FIG 1.23 Lowest lying energy bands of a one-dimensional potential.

are plane waves, e±ikx with k2
= 2mE/h̄2 if E > 0,

and e±κx with κ2
= 2m|E|/h̄2 if E < 0 (for the case

when Ṽ0 < 0). At the origin, one can match the
wave function and its derivative to the right of the
origin and to the left as follows:

ψ(0−) = ψ(0+) ≡ ψ(0),

ψ ′(0−)− ψ ′(0+) =
2mṼ0

h̄2
ψ(0). (1.118)

The latter equation follows by integrating the Schrödinger equation over a small region containing the origin, i.e.,∫ ε
−ε

dx [− h̄2

2m
d2ψ

dx2 + Ṽ0δ(x)ψ − Eψ = 0] −−→
ε→0

−
h̄2

2m [ψ ′(0−) − ψ ′(0+)] + Ṽ0ψ(0)= 0. We shall consider two problems

with delta function potentials; a scattering wave impinging on a delta function potential from the left, and a bound state
problem in an attractive delta function potential.

For the scattering problem, let us take the wave function to be of the form ψ(x)= eikx
+ re−ikx for x < 0, and

ψ(x)= teikx for x > 0. Matching gives 1+ r = t, and ik(1− r)= t
(
ik + 2mṼ0

h̄2

)
. Hence, t= 1

1−imṼ0/k
and r= imṼ0/k

1−imṼ0/k
.

For the 1D bound state in an attractive delta function potential, the wave function takes the form ψ(x)=A eκx for

x < 0, and ψ(x)=B e−κx for x > 0. Matching gives A=B and E= − mṼ
2
0

2h̄2 . Only one bound state exists for the attractive
delta function potential in 1D, with energy E proportional to the square of the strength of the attractive potential.

1.3.13 WAVE PACKETS

We have determined the continuum wave functions for piecewise-constant potentials in Sec. 1.3.11. These wave func-
tions, ψE(x), are eigenstates of the Hamiltonian. But how are these wave functions related to classical motion of a particle
in these potentials? In order to obtain classical-like motion of a particle, we must start from a wave function of a form that
is perceptibly different from zero only in a very small region of space in order to mimic the characteristic of a classical
particle that is localized about a given point in space at a given time. Such a wave function is called a wave packet. We
can make such wave packets by taking superpositions of the energy eigenstates that we calculated above.

For example, suppose that at time t= 0 our wave function takes the form ψ(x, t= 0)=N exp
(
−
(x−x0)

2

4σ 2

)
eikx, where x0

is a point very far to the left of a barrier potential centered near the origin. This initial wave packet is localized (centered)
around the point x0 and has central momentum p= h̄k, with a spread of momenta around this central momentum. The
initial state ψ(x, 0) can be expanded in energy eigenstates (having the right asymptotic behavior, e.g., coming from the
left), ψE(x), in the form ψ(x, 0)=

∫
dE b(E)ψE(x), and the amplitudes b(E) can be ascertained by projection of this

initial condition onto ψE(x) to be given by b(E)=
∫

dxψ∗E(x)ψ(x, 0). The time-dependent wave packet is then given
by ψ(x, t) =

∫
dE b(E)ψE(x)e−iEt/h̄. This type of wave function expansion in terms of a superposition of eigenstates of

the Hamiltonian is very general. Given any initial wave packet at time t= 0, ψ(x, 0)=ψ0(x), the solution of the time-
dependent Schrödinger equation having this initial condition can be obtained as a superposition of eigenstates of the
Hamiltonian, φm(x), in the form, ψ(x, t)=

∑
m bm φm(x)e−iEmt/h̄, by finding the amplitudes bm such that at time t= 0,

ψ(x, t= 0)=ψ0(x). If the spectrum contains both a discrete and continuous region,

ψ(x, t) =
∑

m

bm φm(x)e
−iEmt/h̄

+

∫
dE b(E) φE(x)e

−iEt/h̄. (1.119)

Quite generally, this method can be used to form time-dependent wave packets in terms of basis states that are eigenstates
of the Hamiltonian (see Sec. 6.6, and particularly see Fig. 6.20) for an illustration of how a wave packet propagates as a
function of time.
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Problem 1.17

Consider the 1D Gaussian wave packet, ψ0(x)=N exp
(
−

x2

4σ 2

)
eiκx moving in free space so H= p2/2m.

(a) Calculate 〈x〉t=0, (1x)t=0,〈p〉t=0, (1p)t=0.
(b) Determine the Fourier transform of the wave packet, ψ0(k).
(c) Find an analytic expression for time-dependent wave packet, ψ(x, t)= 1

√
2π

∫
∞

−∞
dkψ0(k)e−iω(k)t, with

ψ(x, t = 0)=ψ0(x) and ω(k)= h̄k2

2m .
(d) Calculate 〈x〉t, (1x)t,〈p〉t, (1p)t.

Answers: (b) ψ0(k)=N
√

2σ e−σ
2(κ−k)2 .

(c) ψ(x, t)=N
[
2πσ 2

]1/4
[2πσ 2(t)]1/4 e

−
(x−h̄κt/m)2

4σ2(t)
+iκ(x−h̄κt/m)+iφ(t)

,

where σ 2(t)= σ 2
+ i h̄t

2m and φ(t)= h̄2κ2

2m
t
h̄ .

(d) 〈x〉t= h̄κt/m, (1x)t= σ
√

1+ h̄2t2

4m2σ 4 , 〈p〉t= h̄κ , (1p)t=
h̄

2σ .

1.3.14 THE LINEAR POTENTIAL AND QUANTUM TUNNELING

Quantum tunneling can occur through regions where the potential energy is larger than the total energy E. We have already
seen an example of quantum tunneling through a piecewise-constant barrier potential in Sec. 1.3.11, where we learned

that the general solution of the Schrödinger equation for piecewise-constant potential V0>E, − h̄2

2m
d2ψ

dx2 + V0ψ = Eψ , is

ψ(x)= a exp(κx)+ b exp(−κx) where κ ≡
√

2m(V0 − E)/h̄2> 0.
Quantum tunneling through a region where the potential has a constant slope can be described in terms of well-known

functions called Airy functions (see [27]), i.e., the solution of the Schrödinger equation for a linear potential, V(x)=Fx,
is given in terms of Airy functions. A linear potential is experienced by a particle of charge q in a constant electric field,
E , where the constant F = − qE and the force F is F= − dV/dx= −F = qE . The Schrödinger equation takes the form

d2ψ

dx2
−

2m

h̄2
(Fx− E)ψ = 0. (1.120)

By making the transformation z= ax+b with the coefficients a= (2mF/h̄2)1/3 and b= −(2mF/h̄2)1/3E/F , Eq. (1.120)
takes the form

d2ψ

dz2
= zψ(z). (1.121)

The general solution of this equation is given in terms of Airy functions [see Eq. (B.10)]: ψ(z)= c Ai(z) +
d Bi(z). Figure 1.24 plots the Airy functions. The function Ai(z) decays exponentially in the classically
forbidden region, z> 0, whereas the unction Bi(z) exponentially increases in this region. Both functions oscillate in
the classically allowed region (where E > V), z< 0. The asymptotic forms of these functions as z →±∞ is given in
Eqs (B.12–B.15). The magnitude of the oscillation in the classically allowed region decreases as |z|−1/4, and the functions
Ai(z) and Bi(z) are out of phase in this region. In the classically forbidden region Ai(z) decays exponentially as Ai(z)∼

e−
∫ z

0 dz z1/2
= e−

2
3 z3/2

.
The important experimental technique of scanning tunneling microscopy (STM) is used to view surfaces of conducting

materials at nanometer resolution uses tunneling of electrons from the surface of the material to the STM tip. Figure 1.25
shows the potential energy that an electron feels near the surface when a attractive potential is applied. This is a simplified
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FIG 1.24 Airy functions Ai(z) and Bi(z) versus z.
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FIG 1.25 Electron tunneling from a metal surface in the presence of an
external electric field E that yields an applied potential −eEz
experienced by the electrons that tunnel into the vacuum
region. See text for details.

1D view of the potential wherein we neglect the other
dimensions orthogonal to the tip to closest-contact-
point on the surface. The potential experienced by
electrons upon tunneling out of the conducting mate-
rial is due to the applied potential −eEz, where E is
the electric field strength, and to the attractive image
potential, Vimage(z), that results from the effective
polarization of the conductor due to repulsion of elec-
trons in the conductor near the tunneling electron,

Vimage(z)= −
e2

4z . Hence, the total potential that an
electron in the region z > 0 experiences, V(z) =

−eEz − e2

4z , has a barrier that electrons with energy
equal to the Fermi energy EF (the energy of the high-
est occupied state in a conductor) must overcome in
order to tunnel to the tip, as shown in Fig. 1.25.
We shall see in Sec. 7.2.1 that, to a good approx-
imation, the tunneling probability is proportional to∣∣∣∣∫ ztp

0 dz e
−

√
2m
h̄2 [E−V(z)]

∣∣∣∣2, where in our case the turning

point (defined as the coordinate position ztp at which
the potential V(z) equals the energy E), ztp=

W
eE , and

the energy E=EF . The quantity appearing in the
exponential of this expression is the local momen-
tum p(z)=

√
2m[E − V(z)] divided by h̄; so, to a good

approximation, the amplitude for tunneling is given by
the exponential of −

∫
dz p(z)/h̄, where the integral is

over the classically forbidden region of coordinates.

1.3.15 THE HARMONIC OSCILLATOR

Let us consider the quantum mechanics of a parti-
cle in a harmonic oscillator potential V(x)= 1

2 kx2,
where k is the spring force constant that is related
to the frequency of the motion (see Sec. 16.1, linked
to the book web page) by the relation ω=

√
k/m,

i.e., V(x)= mω2

2 x2. The time-independent Schrödinger
equation is(

−
h̄2

2m

d2

dx2
+

1

2
mω2x2

)
ψ = Eψ . (1.122)

It is convenient to define new dimensionless variables; a dimensionless length variable y ≡ x/lho, a dimensionless
energy variable E ≡ E/Eho and a dimensionless momentum variable py ≡ px/pho and use these variables in considering
the quantum harmonic oscillator problem. Here, lho, Eho, and pho are the “natural” length, energy, and momentum values
that are determined by the harmonic oscillator potential in the system of units we are using. We shall employ the same
dimensionless variable approach for re-writing the quantum problem for any type of power law potential of the form,
V(x)=Cjxj, whether the power j can be a positive or negative integer (Coulomb potential, j = −1, van der Waals

https://sites.google.com/site/thequantumbook/
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potential j= − 6, dipole–dipole potential, j= − 3). This is a valuable dimensional analysis technique that should be
learned once-and-for-all, so we will go through the technique in detail. We need to find the appropriate variables lho, Eho,

and pho. To do so, let us first multiply Eq. (1.122) by (−2m/h̄2) to obtain
(

d2

dx2 −
m2ω2

h̄2 x2
+

2m
h̄2 E

)
ψ = 0. Since the first

term in the parenthesis has units of 1/l2, each of the terms in the parenthesis must have the same dimension. By equating

the units of the first and second terms, we find that 1
[x2]
=

m2ω2

h̄2 [x2], where [·] means “units of ·”. Hence, we conclude

that [x] ≡ lho=

√
h̄

mω . By equating the units of the second and third terms in the parenthesis, m2ω2

h̄2
h̄

mω =
2m
h̄2 [E], we find

[E] ≡ Eho= h̄ω. The units of momentum are those of h̄/[x], since p= h̄
i
∂
∂x , so [p] ≡ pho= h̄/[x]=

√
h̄mω. We have thus

determined the parameters lho, pho, and Eho:

lho =

√
h̄

mω
, pho =

√
h̄mω, Eho = h̄ω. (1.123)

The dimensionless units of length, momentum, and energy are therefore x/lho, p/pho and E/Eho.
We can rewrite Eq. (1.122) using the dimensionless variables y= x/lho and E ≡ E/Eho by substituting x= ylho and

E= E h̄ω to obtain, (
−

1

2

d2

dy2
ψ(y)+

1

2
y2
)
ψ(y)= Eψ(y), (1.124)

or, upon rearranging,

d2

dy2
ψ(y)+

(
2E − y2

)
ψ(y) = 0. (1.125)

This is the time-independent Schrödinger equation for the harmonic oscillator in dimensionless units.
It is particularly easy to solve Eq. (1.125) for large y. Then, we can neglect 2E in the second term on the LHS of

the equation, obtaining
( d2

dy2 − y2
)
ψ(y)= 0. If we substitute ψ(y)= exp(−y2/2), we can see that this is a solution,

since 1 can be neglected in comparison with y2 [note that ψ(y)= exp(y2/2) is also a solution, but the wave function
must remain finite for all x (since the probability is proportional to the absolute square of the wave function), so we
rule this wave function out]. Now, given the asymptotic form we have just found, let us try a solution of the form
ψ(y)=H(y) exp(−y2/2) and find H(y). Upon substituting this form into Eq. (1.125), the equation we obtain for H(y) is

d2H

dy2
− 2y

dH

dy
+ (β − 1)H = 0, (1.126)

where we have defined β ≡ 2E . Let us find H(y) by assuming it can be written as a power series. Since the coefficient
of the term with the highest derivative is unity, it follows from the theory of differential equations that the solution of
Eq. (1.126) can have no singularities for finite y, and a power series solution has an infinite radius of convergence. Upon

substituting the power series H(y)=
∞∑

j=0
ajyj into (1.126) and equating the coefficient of each power of y to zero, we

find the recursion formula aj+2=
2j+1−β
(j+2)(j+1)aj. Hence, the series terminates if β = 2n + 1 for some integer n. Moreover,

if the series does not terminate, the function H(y) diverges as ey2
as y → ±∞. We therefore conclude that the energy

eigenvalues are given by En= (n+ 1/2)h̄ω with n an integer, and the functions Hn(y) are polynomials of order n. These
polynomials are called Hermite polynomials, and the differential equation (1.126), with β = 2n+ 1 is called the Hermite
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differential equation. The properties of these polynomials are well known [27]. Their generating function is given by

exp(−t2 + 2ty) =
∞∑

n=0

Hn(y)
tn

n!
. (1.127)

The recursion relation for the Hermite polynomials are

2yHn(y) = Hn+1(y)+ 2nHn−1(y), (1.128)

and
d

dy
Hn(y) = 2nHn−1(y). (1.129)

The lowest few Hermite polynomials are: H0(y)= 1, H1(y) = 2y, H2(y)= 4y2
− 2, H3(y)= 3y3

− 12y. One can readily

normalize the wave functions, ψn(x)=NnHn
( x

lho

)
exp

(
−

x2

2l2ho

)
, i.e., find the normalization coefficients Nn such that∫

∞

−∞
dx |ψ(x)|2= 1: Nn= (π

1/22nn!)−1/2. Upon converting back to dimensional variables, the normalized harmonic
oscillator eigenfunctions (which have dimension (length)−1/2) are

ψn(x) =

(
mω

π h̄

)1/4 1

2n/2
√

n!
Hn

(
x

lho

)
exp

[
−

(
x2

2l2ho

)]
, (1.130)

and the eigenenergies are

En = (n+ 1/2)h̄ω. (1.131)

Figure 1.26 shows the six lowest eigenstate wave functions ψn(x) of the harmonic oscillator potential as a function of
x, superimposed over the harmonic potential with the x axes shifted to coincide with the energy En= (n + 1/2)h̄ω. The
probability for finding the particle as a function of x is Pn(x)= |ψn(x)|2. The eigenfunctions ψn(x) are not only normal-
ized, but they are orthonormal, 〈ψn|ψn′〉= δn,n′ , because, as we shall learn in Chapter 2, eigenfunctions of Hermitian
operators are orthogonal. The solutions with even (odd) n are symmetric (antisymmetric) with respect to inversion about
the center of the well, x→ −x. This parity symmetry upon flipping in the sign of the spatial coordinate results because
the potential is symmetric under the inversion transformation (see Sec. 2.9.2).

Problem 1.18

(a) Using the generating function (1.127), show that Hn(y)=
∂n

∂tn exp(−t2 + 2ty)
∣∣∣
t=0

.

(b) Confirm that H1(y), H2(y), and H3(y) satisfy (a).
(c) Use the recursion relation (1.128) to determine H4(y) given H2(y) and H3(y) (see above).
(d) Confirm that your result in (c) satisfies (1.129).

The harmonic oscillator potential has only a discrete spectrum; no continuum exists. The bound-state energy eigen-
values are equally spaced,1En ≡ En+1−En= h̄ω, and the lowest energy eigenvalue is nonzero, E0= h̄ω/2. E0 is called
the zero-point energy of the oscillator. The lowest energy wave function ψ0 has no nodes, the first excited state wave
function ψ1 has one node, the second excited state has two nodes, etc.

The spatial probability distribution of the ground state wave function is

P(x) = |ψ0(x)|
2
=

(
1

π l2ho

)1/2

exp

[
−

(
x2

l2ho

)]
. (1.132)
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A normal Gaussian probability distribution is given by P(x) = 1
√

2πσ 2
e
−

x2

2σ2 where σ is the width of the distribution.

Comparing with (1.132), we find that the spatial width σ of the density for the ground state harmonic oscillator wave
function is such that

FIG 1.26 The lowest six eigenstate wave functions for the harmonic oscillator
potential versus position x.

σ 2
=

l2ho

2
=

h̄

2mω
. (1.133)

In other words, if we write the ground state har-
monic oscillator wave function in terms of the
width of the density, σ , we obtain

ψn=0(x) =

(
1

2πσ 2

)1/4

exp

(
−

x2

4σ 2

)
.

(1.134)
Wave functions allow us to calculate expec-

tation values of dynamical variables, O, by cal-
culating the expectation values (i.e., the diagonal
matrix elements),

〈ψn|O|ψn〉 =

∫
dxψ∗n (x)Oψn(x). (1.135)

Moreover, the recursion relations (1.128) and
(1.129) can be used to obtain analytic expres-
sions for expectation values of the position
and momentum operators, and their powers. As
we shall see in later chapters, transitions from
level n′ to level n will involve matrix ele-
ments of various dynamical variables O of the
form 〈ψn|O|ψn′〉 =

∫
dxψ∗n (x)Oψn′(x). In Prob-

lem 1.19 you are asked to calculate various
expectation values and matrix elements of pow-
ers of position and momentum operators.

We shall return to the harmonic oscillator problem in Sec. 2.7.2 where we solve it in an entirely different fashion,
using raising and lowering operators. This elegant and powerful matrix mechanics method is at the heart of quantum
mechanical treatments applied to solve numerous quantum mechanical problems. However, we need to develop additional
tools before presenting the matrix mechanics method, and that is done in Chapter 2.

Problem 1.19

(a) Calculate 〈ψn|x|ψn〉, 〈ψn|p|ψn〉, 〈ψn|x2
|ψn〉, 〈ψn|p2

|ψn〉.

(b) Calculate 〈ψn|V(x)|ψn〉 and 〈ψn|
p2

2m |ψn〉.
(c) Calculate 〈ψn|x|ψn′〉 and 〈ψn|p|ψn′〉.
(d) Calculate

∑
n′〈ψn|x|ψn′〉〈ψn′ |x|ψn〉 and show that it equals 〈ψn|x2

|ψn〉.
(e) Show that

∑
n′(〈ψn|x|ψn′〉〈ψn′ |p|ψj〉 − 〈ψn|p|ψn′〉〈ψn′ |x|ψj〉)=

h̄
i δnj.

Answers: (a) 〈x〉= 0, 〈p〉= 0, for reasons associated with parity symmetry. The expectation value
〈ψn|x2

|ψn〉=
h̄

mω (n+ 1/2), can be obtained using Eq. (1.128) by applying one power of x in x2
= x · x to both |ψn〉
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and 〈ψn| in the matrix element, and 〈ψn|p2
|ψn〉=mh̄ω(n+ 1/2) can be obtained by applying Eq. (1.129) in the

same way.

(b) 〈ψn|V(x)|ψn〉= 〈ψn|
p2

2m |ψn〉=
1
2 h̄ω(n+ 1/2).

(c) Using the recursion relation (1.128) and the orthonormality properties of the wave functions, we find,

〈ψn|x|ψn′〉=

√
h̄

2mω

(√
n δn,n′+1 +

√
n+ 1 δn,n′−1

)
. Using the recursion relation (1.129) and orthonormality, we find

〈ψn|p|ψn′〉=mω
√

h̄
2mω (−i)

(√
n δn,n′+1 −

√
n+ 1 δn,n′−1

)
.
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2The Formalism of Quantum
Mechanics

The first systematic formulation of the propositions and mathematical structure of quantum mechanics was set out by Paul
A. M. Dirac in his book entitled The Principles of Quantum Mechanics [5] in 1930, just 4 years after the Schrödinger equa-
tion was developed. This was quickly followed in 1932 by John von Neumann’s axiomatic formulation of the foundations
of quantum mechanics [28]. Quantum mechanics is couched in the language of linear vector spaces and in probability
theory. We shall assume that the reader is familiar with the material in the initial discussion of the structure of quantum
mechanics presented in Sec. 1.3, in the linear algebra Appendix A, and with probability theory.

This chapter begins in Sec. 2.1 with a short reminder of Dirac notation for vector spaces with an inner product, and
the completeness and orthogonality conditions in Hilbert space. Position and momentum representations are the focus
of Sec. 2.1.1. Basis-state expansion methods are treated in Sec. 2.1.2. The properties of Hermitian and anti-Hermitian
operators and compatible operators are considered in Sec. 2.2, and the uncertainty principle is explained in Sec. 2.3.
A discussion of measurements in quantum mechanics is presented in Sec. 2.4 (this topic is revisited in Sec. 2.5.4 using
density matrix language). The density matrix formulation of quantum mechanics is considered in Sec. 2.5. The Wigner
representation is discussed in Sec. 2.6, and Schrödinger and Heisenberg representations are formulated in Sec. 2.7. The
correspondence principle and the classical limit of quantum mechanics are considered in Sec. 2.8, and finally Sec. 2.9
takes up the topic of symmetry and conservation laws in quantum mechanics.

2.1 HILBERT SPACE AND DIRAC NOTATION

Quantum states are represented by vectors in a Hilbert space H, as defined in Appendix A. Dirac notation simplifies the
mathematical language required for handling manipulations in H. In Dirac notation, a quantum state ψ is represented
by a ket vector |ψ〉 in the Hilbert space H. A Hilbert space is an inner product space that is complete and separable (in
quantum mechanics, an infinite number of states of a system can exist, and then the notion of separability is needed). For
any two vectors |ψ〉 and |χ〉, the inner product 〈χ |ψ〉 is a complex number that specifies their overlap. The length of a
vector |ψ〉 is given by

√
〈ψ |ψ〉. A dual space of vectors can be defined; a vector 〈ψ | in the dual space is called a bra.

If this paragraph is not clear to you, you should read (or reread) Appendix A before continuing.
In quantum mechanics, we assume that a complete basis of kets {|φn〉} exists. This is a general property of Hilbert

spaces. Hence, any ket can be written as a superposition (linear combination) of basis kets [see Eq. (2.2)]. The basis vec-
tors can be taken to be orthogonal (they are often taken to be eigenstates of a Hermitian operator, which are orthogonal).
Completeness and orthogonality (orthonormality) can be written as [see Eq. (A.32) in Appendix A][∑

n

|φn〉〈φn|

]
= 1,

〈φi|φj〉 = δij,

(2.1a)

(2.1b)

where 1 is the unit operator in H. If H is infinite dimensional, the completeness relation should be understood as a limit
(see Appendix A). Any ket |ψ〉 can be expanded in terms of basis vectors,

|ψ〉=

[∑
n

|φn〉〈φn|

]
|ψ〉=

∑
n

|φn〉 〈φn|ψ〉. (2.2)
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A dual space vector 〈ψ | is called a bra and “lives” in the space dual to the space of ket vectors. A bra 〈ψ | can be
expanded as

〈ψ | = 〈ψ |

[∑
n

|φn〉〈φn|

]
=

∑
n

〈ψ |φn〉 〈φn|, (2.3)

where (2.3) can be obtained by taking the Hermitian conjugate of (2.2). The corresponding wave functions in position
space (see Sec. 1.3.8) can be written as

〈x|ψ〉= 〈x|

[∑
n

|φn〉〈φn|

]
|ψ〉=

∑
n

〈x|φn〉 〈φn|ψ〉=
∑

n

cnφn(x), (2.4)

〈ψ |x〉= 〈ψ |

[∑
n

|φn〉〈φn|

]
|x〉=

∑
n

〈ψ |φn〉 〈φn|x〉=
∑

n

c∗nφ
∗
n (x), (2.5)

where cn≡〈φn|ψ〉. Equation (2.5) can be obtained by complex conjugation of (2.4) since 〈ψ |x〉= 〈x|ψ〉∗=ψ∗(x). Oper-
ators can be written in terms of basis vectors as matrices

Â=

[∑
n

|φn〉〈φn|

]
Â

[∑
m

|φm〉〈φm|

]
=

∑
nm

|φn〉Anm〈φm|, (2.6)

where Anm=〈φm|Â|φn〉 is the matrix representing the operator Â in the basis {|φn〉}. Arbitrary matrix elements of opera-
tors can be calculated as follows:

〈χ |Â|ψ〉 = 〈χ |

[∑
n

|φn〉〈φn|

]
Â

[∑
m

|φm〉〈φm|

]
|ψ〉

= 〈χ |φn〉Anm〈φm|ψ〉≡χnAnmφm. (2.7)

In the last line of (2.7), we used Einstein notation, and therefore, the sums over m and n are implied by the repeated indices.
Using Einstein notation, (2.2) can be written as |ψ〉= cn|φn〉, with cn=〈φn|ψ〉, and similarly, (2.3) as 〈ψ | = 〈φn|c∗n.

In order to elucidate Eqs (2.1) through (2.3), let us consider an example of a basis set for a two-level system, e.g., a
spin 1/2 particle. A set of basis vectors that span the Hilbert space are

|φ1〉= |↑〉=

(
1
0

)
, |φ2〉= |↓〉=

(
0
1

)
. (2.8)

Hence,

|φ1〉〈φ1| =

(
1
0

)
(1 0) =

(
1 0
0 0

)
, (2.9)

|φ2〉〈φ2| =

(
0
1

)
(0 1) =

(
0 0
0 1

)
, (2.10)

and (2.1) becomes [∑
n

|φn〉〈φn|

]
= |φ1〉〈φ1| + |φ2〉〈φ2| =

(
1 0
0 1

)
, (2.11a)

〈φ1|φ1〉= (1 0)

(
1
0

)
= 1, 〈φ1|φ2〉= (1 0)

(
0
1

)
= 0, etc. (2.11b)
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Equation (2.2) becomes

|ψ〉=
∑

n

cn|φn〉= c1

(
1
0

)
+ c2

(
0
1

)
=

(
c1

c2

)
, (2.12)

where cj=〈φj|ψ〉, and similarly, (2.3) takes the form

〈ψ | =
∑

n

c∗n〈φn| = c∗1 (1 0)+ c∗2 (0 1) =
(
c∗1 c∗2

)
. (2.13)

A three-level system can be described similarly but with three-dimensional vectors, |ψ〉†=
(
c∗1 c∗2 c∗3

)
(similar to the

algebra of three-dimensional coordinate vectors but where the vector components are complex, i.e., C3 rather than R3).
The harmonic oscillator is another example; it is an infinite-dimensional vector space that is discrete (see Secs. 1.3.15
and 2.7.2).

Problem 2.1

(a) Write the arbitrary operator Â as a matrix for a two-level system using Eq. (2.6).
(b) Write (Â|ψ〉)† in matrix notation for a two-level system.

Answer: (a) Â=

(
A11 A12

A21 A22

)
. (b) (Â|ψ〉)†=

(
c∗1 c∗2

) (A∗11 A∗21

A∗12 A∗22

)
.

Problem 2.2

Write Eqs (2.1) through (2.3) using a harmonic oscillator basis, retaining only the N lowest energy basis states.
Hint: |φj〉

†
= (0 0 . . . 0 1 0 0 . . . 0), where the 1 is in the jth column.

A word of caution is in order with respect to the lack of consistency in the literature, as well as in this book, in using
the hat notation for operators. Often, the hat is not explicitly used despite the fact that one is considering an operator; it
is simply implied.

2.1.1 POSITION AND MOMENTUM REPRESENTATIONS

The position space wave function, ψ(r), corresponding to a state |ψ〉 is given by ψ(r)=〈r|ψ〉; it is called the position
representation of state |ψ〉 (see Sec. 1.3.8).

The same state can be represented in the momentum representation by the momentum-space wave function,
ψ̃(p)=〈p|ψ〉 (note that often the tilde is not written). By inserting a complete set of states {|r〉} between the bra 〈p|
and the ket |ψ〉, i.e., by inserting the unity operator, 1=

∫
dr |r〉 〈r|, we can write ψ̃(p) as follows:

ψ̃(p)≡〈p|ψ〉=
∫

dr〈p|r〉〈r|ψ〉. (2.14)

Using Eq. (1.79) to evaluate 〈p|r〉, 〈p|r〉= 〈r|p〉∗= (2π h̄)−3/2e−ip·r/h̄, we find

ψ̃(p)= (2π h̄)−3/2
∫

dr e−ip·r/h̄ ψ(r). (2.15)

Thus, the momentum representation of the wave function, ψ̃(p), is the Fourier transform (see Appendix D) of the position
representation wave function, ψ(r). Often, one simply denotes ψ̃(p) by the symbol ψ(p), despite the danger involved in
this notation. In 1D, Eq. (2.15) is given by ψ̃(p)≡〈p|ψ〉= (2π h̄)−1/2

∫
dx e−ipx/h̄ ψ(x).
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In the position representation, the quantity 〈r|r̂|ψ〉 is simply equal to rψ(r). In momentum space,

〈p|r̂|ψ〉=
∫

dr〈p|r〉〈r|r̂|ψ〉= (2π h̄)−3/2
∫

dr e−ip·r/h̄ rψ(r)= ih̄∇pψ̃(p). (2.16)

Hence, the operator r̂ in momentum space is ih̄∇p, and the operator g(r̂) in momentum space is g(ih̄∇p).
In the momentum representation, the quantity 〈p|p̂|ψ〉 is simply equal to pψ̃(p). In position space,

〈r|p̂|ψ〉=
∫

dp〈r|p〉〈p|p̂|ψ〉= (2π h̄)−3/2
∫

dr e−ip·r/h̄ p ψ̃(p)=
h̄

i
∇rψ(r). (2.17)

That is, the operator p̂ in position space is h̄
i ∇r, as we already know from Chapter 1 (see Sec. 1.3.6). Note that pψ(r) can

be written as 〈r|p̂|ψ〉. Clearly, the operator f (p̂) in position space is f
(

h̄
i ∇r

)
.

2.1.2 BASIS-STATE EXPANSIONS

An important method for solving quantum problems, e.g., obtaining eigenvalues and eigenvectors of an operator (e.g.,
the Hamiltonian), is to expand the operator and the eigenvectors in terms of basis states {|φj〉}. This maps the original
problem onto a matrix eigenvalue–eigenvector problem. The matrix obtained for Hermitian operators by expanding it in
a basis is Hermitian. Therefore, its eigenvalues are real and its eigenvectors can be made orthonormal (see Sec. A.2 in the
Appendix). It is crucial to understand this method. The only approximation made using this method is that, in practice, it
is required to truncate the basis to a finite number of basis states. Numerically, it is easy to follow the convergence of the
eigenvalues to make sure that enough basis states have been taken.

Given the time-independent Scrödinger equation, H|ψ〉=E|ψ〉, one expands the state |ψ〉 in a set of orthonormal basis
states {|φj〉}, i.e., |ψ〉=

∑
j cj|φj〉, where cj=〈φj|ψ〉, and orthonormality means 〈φj|φi〉= δji. Inserting the completeness

relation,
∑

j |φj〉〈φj| = 1, into the Scrödinger equation we obtain

H

∑
j

|φj〉〈φj|

 |ψ〉=E|ψ〉. (2.18)

Applying the bra 〈φj| from the left, we find the matrix eigenvalue equation,∑
j

Hijcj=E ci, (2.19)

where Hij=〈φi|H|φj〉. We now truncate the number of basis states to N states, so the Hamiltonian matrix {Hij} is of size
N × N (the only approximation made in this method). Convergence as a function of the number of basis states can and
should be checked by increasing the number of basis states taken and monitoring the convergence of the eigenvalues. The
eigenvalue E can be obtained by solving the determinantal equation, |Hji − Eδji| = 0, thereby obtaining N eigenvalues
Ek, k= 1, . . . , N. Once the kth eigenvalue is known, the vector of amplitudes for the kth eigenvector |ψk〉 is obtained by
solving the linear set of equations,

∑
j Hijc

(k)
j =Ek c(k)i , or, using a simplified notation,

N∑
j=1

Hijcjk=Ek cik. (2.20)

The second index on the amplitudes cik (which was written above as a superscript) is often written as a subscript [as in
(2.20)], and specifies that these are the amplitudes of the kth eigenvector |ψk〉. The kth eigenvector |ψk〉 can be written as
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|ψk〉=
∑

j cjk|φj〉. Schematically, the eigenvalue–eigenvector problem of Eq. (2.20) is of the form



. . .

H

. . .




c


k

=Ek


c


k

,

where the Hermitian Hamiltonian matrix is expressed in the basis {|φj〉}, i.e., H={Hij}. One obtains the eigenvectors by
solving the linear equations for the amplitudes cjk of all k. The methods of linear algebra for determining the eigenvalues
Ek by solving the determinantal equation |H − E1| = 0 and then solving the linear equations for the eigenvectors cjk are
discussed in detail in Sec. A.2 of the Appendix.

A judicious choice of basis states can often reduce the number of basis states needed in the calculation. If the Hamilto-
nian H is close to a zero-order Hamiltonian, H0, with known eigenstates {|φj〉}, i.e., if H=H0 + V , with V “small”, then
the eigenstates {|φj〉} can be a good choice of basis states.

Problem 2.3

(a) Why is the relation
∑

j c∗jkcjk′ = δk,k′ true for two distinct eigenvalues Ek and Ek′ , but not necessarily true for two
degenerate eigenvalues?

(b) Review the Gram–Schmidt orthogonalization scheme (Sec. A.1.1 of Appendix A) for orthogonalization that can
be used to make all eigenvectors of a Hermitian matrix orthogonal. That is, the eigenvectors for a degenerate
eigenvalue can be diagonalized using Gram–Schmidt scheme.

Answer: (a) See the proof in Sec. A.2.3 of Appendix A).

Note that the basis-set expansion method turns quantum mechanical calculations into matrix calculations. This method
was introduced by Werner Heisenberg and Pascual Jordan. The matrix representation of quantum mechanics is referred
to as Heisenberg matrix mechanics.

Basis-set expansion methods can also be applied to calculate the dynamics of quantum systems. Suppose we have
a system with a time-independent Hamiltonian H and the system starts off in a state that is not an eigenstate of the
Hamiltonian. We want to determine how the system evolves as a function of time, |9(t)〉. The preferred basis set to use
for this problem is the set of eigenstates of the Hamiltionian, {|ψj〉}. Since this set is complete, we can expand the initial
state in terms of this set, and since the set is orthonormal, it is simple to calculate the bj amplitudes of the initial state,

|9(0)〉=
∑

j

bj|ψj〉, bj=〈ψj|9(0)〉. (2.21)

Furthermore, since we know the time dependence of the energy eigenstates, the time dependence of a superposition of
energy eigenstates is also simple,

|9(t)〉=
∑

j

bj e−iEjt/h̄|ψj〉. (2.22)

We will return to basis-state expansion methods to solve some problems where the Hamiltonian is time-dependent in
Secs. 6.6, 6.7, and 7.1.1.
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2.2 HERMITIAN AND ANTI-HERMITIAN OPERATORS

The importance of Hermitian operators as operators that can be measured, i.e., operators that can represent physical
observables, has already been noted in Sec. 1.3.2, and has been reinforced as part of the postulates of quantum mechanics.
Properties of Hermitian operators are reviewed in Appendix A; recall that there we defined the Hermitian conjugate of
an operator Ô, Ô†, via the relation between the matrix elements of Ô in Eq. (A.36). A Hermitian operator Ĥ was defined
so that Ĥ= Ĥ†. Moreover, we defined an anti-Hermitian operator such that it satisfies the relation Â= −Â†. Matrix
representations of Hermitian and anti-Hermitian operators yield Hermitian and anti-Hermitian matrices. The properties of
the eigenvalues and eigenvectors of Hermitian and anti-Hermitian matrices were discussed in Sec. A.2.3 of Appendix A.

In some cases, care must be exercised in forming a Hermitian operator from a classical observable. For example, if the
classical Hamiltonian of a system contains a term of the form p · r, this term is not a Hermitian quantum operator. The
appropriate Hermitian quantum operator is (p · r+ r ·p)/2, i.e., one must symmetrize the operator. For example, consider
the Hamiltonian for a charged particle in an electromagnetic field, H(r, p, t)= 1

2m

(
p− q

c A(r, t)
)2
+ qϕ(r, t). In writing

(p− (q/c)A(r, t))2 as a quantum operator, one must properly symmetrize; the Hermitian quantum operator is given by
p2
− (q/c)[p · A(r, t)+ A(r, t) · p]/2+ q2A2(r, t)/c2.

2.2.1 COMPATIBLE OPERATORS AND DEGENERACY

Two observables (i.e., Hermitian operators) are compatible if they share the same eigenfunctions (but they do not neces-
sarily have the same eigenvalues). Consequently, two compatible observables can be simultaneously precisely measured
(see the Uncertainty Principle in the next section). Two compatible operators Q̂ and R̂ can be put into the form:

Q̂ =
∑

n

|φn〉qn〈φn|, (2.23)

R̂ =
∑

n

|φn〉rn〈φn|.

Compatible operators commute with one another. This is trivial to show using Eq. (2.23) and the orthonormality
condition for eigenvectors of Hermitian operators:

Q̂R̂=
∑

n

|φn〉qn〈φn|
∑

m

|φm〉rm〈φm| =
∑

n

|φn〉qnrn〈φn| = R̂Q̂. (2.24)

For example, the momentum operator p̂ and the kinetic energy operator T̂ = p̂2/2m are compatible, and the postition
operator r̂ and the potential energy operator V̂(r) are compatible.

The converse is also true: any two commuting Hermitian operators are compatible, as we shall now show. Consider
two Hermitian operators (or matrices) Q̂ and R̂ and diagonalize them, so Q̂ takes the form,

〈q, ν|Q̂|q′, ν′〉= qδqq′δνν′ . (2.25)

The index ν accounts for the possibility of degeneracy of the eigenvalues, where degeneracy means that two or more
eigenvectors of the operator have the same eigenvalues. Now, suppose the Hermitian operator (matrix) R̂ commutes with
Q̂. Taking matrix elements of [Q̂, R̂]= 0, we find:

〈q, ν|Q̂R̂− R̂Q̂|q′, ν′〉= (q− q′)〈q, ν|R̂|q′, ν′〉= 0. (2.26)

For q 6= q′, we conclude that the off diagonal in “q” elements of R̂ vanish, i.e., 〈q, ν|R̂|q′, ν′〉= R̂(q)
νν′
δqq′ . We can now

diagonalize the νν′ blocks of R̂ since this does not affect the rest of the matrix. Hence, the operators (matrices) Q̂ and R̂
are now compatible.

The statement, two compatible operators have simultaneous eigenvectors, can be generalized to the case when we
have more than two mutually compatible operators,

[R1, R2]= [R1, R3]= [R2, R3]= . . . = 0. (2.27)
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Assume that we have found a maximal set of commuting observables, i.e., we cannot add any more observables to our list
of commuting observables appearing in (2.27). The eigenvalues of individual operators {Ri} may have degeneracies, but
if we specify a combination of eigenvalues, (rn1,1, rn2,2, rn3,3, . . .), then the corresponding simultaneous eigenvector of
R1, R2, R3, . . . is uniquely specified. We can use a collective index K≡ (rn1,1, rn2,2, rn3,3, . . .) to identify the eigenvector.
The orthogonality relations for |K〉= |rn1,1, rn2,2, . . .〉 are

〈K|K′〉= δK,K′ = δrn1,1,rn′1,1
δrn2,2,rn′2,2

. . . , (2.28)

and the completeness relation is ∑
K

|K〉〈K| = 1. (2.29)

2.3 THE UNCERTAINTY PRINCIPLE

Diffraction of light and particle waves cannot be reconciled with the idea that light or particles move in paths (well-
defined trajectories). Nevertheless, a measurement of the coordinates of a particle can always be performed with any
desired accuracy, at least in principle. In quantum mechanics, a (somewhat) localized particle can be described by a wave
function ψ(r, t) (in Sec. 1.3.13, we used the term wave packet) that is a superposition (sum) over energies and wave
vectors as follows:

ψ(r, t)=
∫

dk
∫

dE ψ̃(k, E) ei(k·r−Et/h̄). (2.30)

The amplitudes ψ̃(k, E) can be viewed as the Fourier transform of ψ(r, t) (see Appendix D). If one attempts to measure
the location of the particle at a given time, the resulting measurement can yield a result anywhere within the extent of
the wave function. It is, of course, more likely to find the particle in regions where the amplitude ψ(r, t) is large since
|ψ(r, t)|2 is the probability density function for finding the particle at position r at time t. However, there is no theoretical
limitation in making the probability density as narrow as possible, so the position of the particle at a given time can
be very well specified. However, if the wave packet ψ(r, t) is very well localized, then the amplitude ψ̃(k, E) will be
delocalized in momentum space (note that the momentum is simply related to the wave vector, p= h̄k) so the product in
the uncertainty of the position and the momentum cannot be smaller than a certain value.

There is another way to view this uncertainty in position and momentum. If two observables are represented by
commuting operators, then one can measure the physical observables with simultaneously arbitrary accuracy. However,
if the operators do not commute, as is the case for x and px (or y and py), then a simultaneous measurement will not be
exactly repeatable. There will be a spread in the measurement results, such that the product of the standard deviations
will exceed a minimum value. The minimum of the product of the standard deviations depends on the observables; more
specifically on the commutator of the observables. This is one way to state the Heisenberg Uncertainty Principle. We
shall prove the uncertainty principle in this section.

An uncertainty principle also exists for energy and time. We may wish to measure the energy E emitted during the
time interval 1t corresponding to an atomic process, e.g., the energy of an excited state that decays radiatively with a
certain lifetime. The minimum uncertainty in the electromagnetic wave energy, E, is then related to the time interval 1t
and is given by

1E1t= h̄1ω1t ≥ h̄/2.

This uncertainty is due to Fourier expansion [see Eq. (D.26) of Appendix D] of the wave function and is formally similar
to the uncertainty in position and momentum due to the Fourier expansion in Eq. (2.30). Note that t is not an operator in
nonrelativistic quantum mechanics, so there is no commutator relation between E and t. Hence, at least at first sight, it
is different from the Uncertainty Principle for non-commuting operators, such as x and p, but in fact the two are related
[e.g., see Problem 2.4(d)]. We shall now take up the latter subject.
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The Heisenberg’s Uncertainty Principle states:

(1A)2 (1B)2 ≥

∣∣∣∣ 〈[A, B]〉

2

∣∣∣∣2 . (2.31)

Here, expectation values are calculated with some arbitrary state |ψ〉. To prove this inequality, we will need some math-
ematical machinery. One of the required ingredients is the Cauchy–Schwartz Inequality (sometimes called the Schwartz
Inequality),

〈φ|φ〉〈ξ |ξ〉 ≥ |〈φ|ξ〉|2 . (2.32)

The proof of the Schwartz Inequality is given in Appendix A [see Eq. (A.9)]. Another ingredient is the following lemma.
Lemma: Let α≡A− 〈A〉 and β ≡ B− 〈B〉. Then [α,β]= [A, B]. The proof of the Lemma is simple:

[α,β] = (A− 〈A〉) (B− 〈B〉)− (B− 〈B〉) (A− 〈A〉)

[α,β]=AB− 〈B〉A− 〈A〉B+ 〈A〉 〈B〉

− BA+ 〈B〉A+ 〈A〉B− 〈A〉 〈B〉

[α,β] =AB− BA= [A, B] .

Now, with the definitions of α and β, we have that

(1A)2 =〈(A− 〈A〉)2〉= 〈α2
〉, (1B)2 =〈(B− 〈B〉)2〉= 〈β2

〉.

Hence,

(1A)2 (1B)2 =
〈
α2
〉 〈
β2
〉

.

That is, (1A)2 (1B)2 =〈ψ |α2
|ψ〉〈ψ |β2

|ψ〉. Let us define the following kets,

|j〉 ≡α |ψ〉 and |k〉 ≡β |ψ〉 .

With these definitions, (1A)2 (1B)2 = (〈ψ |α) (α|ψ〉) (〈ψ |β) (β|ψ〉) can be written as (1A)2 (1B)2 =〈j|j〉〈k|k〉>
|〈j|k〉|2, where the Cauchy–Schwartz inequality has been used [see Eq. (A.9) in Appendix A]. Thus,

(1A)2 (1B)2 > |〈j|k〉|2

i.e., (1A)2 (1B)2 > (Re(〈j|k〉))2 + (Im(〈j|k〉))2 .

Hence, clearly,

(1A)2 (1B)2 > (Im (〈j|k〉))2 =

∣∣∣∣ 〈j | k〉 − 〈k | j〉2i

∣∣∣∣ 2

(1A)2 (1B)2 >

∣∣∣∣ 〈ψ |αβ |ψ〉 − 〈ψ |βα |ψ〉2i

∣∣∣∣2
(1A)2 (1B)2 >

∣∣∣∣ 〈[α,β]〉

2

∣∣∣∣2
(1A)2 (1B)2 >

∣∣∣∣ 〈[A, B]〉

2

∣∣∣∣2 .

This completes the proof of the Uncertainty Principle.
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Applying the Uncertainty Principle to the operators x and px, we find [see Eq. (1.90) for the commutation relation]

(1x)2 (1px)
2 >

∣∣∣∣ 〈[x, px]〉

2

∣∣∣∣2 = (h̄/2)2. (2.33)

No matter what state the system is in, the product of1x and1p must be larger than or equal to h̄/2. In particular, we can

calculate1x1px for the ground state 1D harmonic oscillator wave function ψ(x)= 1
(2πσ 2)1/4

exp(− x2

4σ 2 ). Then, it is easy

to show that 〈x〉= 0, (1x)2 = σ 2, 〈p〉= 0, and (1p)2 = h̄2

4σ 2 , so the Gaussian wave function is a minimum uncertainty
wave function, i.e., the uncertainty is the minimum allowed by the Uncertainty Principle.

Problem 2.4

Consider the 1D Gaussian wave packet, ψ0(x)=N exp
(
−

x2

4σ 2

)
eiκx.

(a) Determine the Fourier transform of the wave packet, ψ̃0(k).

(b) Find ψ(x, t) given the initial wave packet ψ0(x) and Hamiltonian H= p2
x

2m .
(c) Calculate 〈x〉t, (1x)t, 〈p〉t, and (1p)t for the wave packet in part (d).
(d) Determine the product (1x)t(1p)t.

Answers: Note that this problem is basically a repeat of Problem 1.17.

(a) ψ̃0(k)=N
√

2σ e−σ
2(κ−k)2 .

(b) ψ(x, t)=N
[
2πσ 2

]1/4
[2πσ 2(t)]1/4 e

−
(x−h̄κt/m)2

4σ2(t)
+iκ(x−h̄κt/m)+iφ(t)

where σ 2(t)= σ 2
+ i h̄t

2m and φ(t)= h̄2κ2

2m
t
h̄ .

(c) 〈x〉t= h̄κt/m, (1x)t= σ
√

1+ h̄2t2

4m2σ 4 , 〈p〉t= h̄κ , (1p)t=
h̄

2σ .

(d) (1x)t(1p)t=
h̄
2

√
1+ h̄2t2

4m2σ 4 .

Problem 2.5

For the free-particle wave packet ψ(x, t) you found in Problem 2.4(b), show that 1E1t > h̄, where here we define

1E≡〈 p2

2m 〉 −
〈p〉2

2m , and 1t is the time required for most of the wave packet to pass a fixed point x0.

2.4 THE MEASUREMENT PROBLEM

There appears to be a discrepancy associated with the relationship of the time evolution postulate and the measurement
postulates. In quantum mechanics, a pure state of a physical system is completely described by the wave functionψ (or the
state vector |ψ〉). |ψ〉 yields information about the system by specifying the probabilities of the results of measurements
made on the system by a measurement apparatus. The time evolution postulate specifies the deterministic change of the
state of an isolated system with Hamiltonian H(t) according to the time-dependent Schrödinger equation,

ih̄
∂|ψ(t)〉

∂t
=H(t)|ψ(t)〉. (2.34)

Consider an isolated system consisting of the subsystem to be measured plus the measurement apparatus. The measure-
ment postulates appear to specify a fundamentally different type of evolution for the state function of the subsystem
that is to be measured. The subsystem evolves discontinuously by measurement into one of the eigenstates φ1,φ2, . . . of
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the operator Ô that is being measured, so that the initial state ψ is changed into one of these eigenstates, say |φi〉, with
probability |〈φi|ψ〉|

2. Are these two types of evolution consistent? Specifically, during the measurement process, can the
state of the whole system (subsystem and measurement apparatus) be described by deterministic evolution? If it can, why
is it necessary to invoke discontinuous evolution of the subsystem? If it cannot, then there are isolated systems that do
not obey the time evolution postulate. There have been many attempts to derive the measurement postulates from the
other postulates. To some extent, “the measurement problem” in quantum mechanics is still open and is an active field
of research. Nevertheless, there has never been a discrepancy between quantum mechanical results calculated using the
measurement postulates and experimental results.

Let us consider a simple example, or schematic illustration, of a measurement, viewed in a totally quantum mechanical
setting, where both the system being measured and the measurement apparatus are treated quantum mechanically. We
are given a two-level system (e.g., a spin 1/2 particle) that starts out in state |ψ0〉= a0|↑〉 + b0|↓〉 and an experimental
apparatus that starts out in a definite “ready to measure” pure state |A〉0≡ |A0〉. The meaning of pure state will be elabo-
rated below; for now, note only that we have assumed that the apparatus is initially in a specific quantum state that can be
described by a state vector (or, if you like, a wave function). The fundamental postulates of quantum mechanics specify
that the combined system-apparatus state evolves by unitary evolution. By measurement of the spin 1/2 system we mean
that, after the interaction of the spin with the apparatus, we are able to determine which spin state the system is in by exam-
ining the apparatus. The combined system-apparatus starts out in the initial state, |90〉= |ψ0〉|A0〉= (a0|↑〉 + b0|↓〉) |A0〉.
By virtue of the unitary evolution postulate and the necessity that the state of the two-level system be determined by
examining the apparatus, the combined system must have evolved into the state,

|9〉=
(
a|↑〉|A↑〉 + b|↓〉|A↓〉

)
, (2.35)

where |A↑〉 and |A↓〉 are apparatus states that allow us to determine the state of the spin 1/2 system. If we find the
apparatus in state |A↑〉, we know that the spin 1/2 system is in state |↑〉, and if we find the apparatus in state |A↓〉, we
know that the spin 1/2 system is in state |↓〉. But the probability of finding the apparatus in state |A↑〉 on any given
realization of the experiment is |a|2, and the probability of finding the apparatus in state |A↓〉 on any given realization
of the experiment is |b|2. This is the quantum view of a measurement, wherein both the system being measured and the
measurement apparatus are treated as quantum systems. Note that the measurement problem remains; it has just been
pushed one step backward. Given (2.35) as the state of the total system after the measurement, the necessity for the
collapse (measurement) postulate still exists.

One of the factors that we have not considered in the example of the previous paragraph is that macroscopic systems
(such as most measurement apparatuses) are never isolated from their environments. Hence, they do not evolve according
to the Schrödinger equation, which is applicable only to a closed system, but suffer from the natural loss of “quantum
coherence” which can leak into the environment. A lot more will be said about the effects of decoherence in what follows,
e.g., in Sec. 2.5.4, we shall see how the measurement problem can be resolved (or at least ameliorated) by considering
decoherence via interaction with an environment. This will require us to use a density matrix formulation of quantum
states, a topic we take up now.

2.5 MIXED STATES: DENSITY MATRIX FORMULATION

The density matrix ρ of a pure state |9〉 is an operator defined by ρ≡ |9〉〈9|. For example, given a two-level spin system
in state |9〉= (a|↑〉 + b|↓〉), the density matrix is given by

ρ = |9〉〈9| = (a|↑〉 + b|↓〉)
(
a∗〈↑| + b∗〈↓|

)
=
(

aa∗|↑〉〈↑| + ab∗|↑〉〈↓| + ba∗|↓〉〈↑| + bb∗|↓〉〈↓|
)

=

(
a

(
1
0

)
+ b

(
0
1

)) (
a∗
(
1 0
)
+ b∗

(
0 1
))

=

(
aa∗ ab∗

ba∗ bb∗

)
. (2.36)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 05-ch02-061-104-9780444537867 2012/12/4 14:52 Page 71 #11

2.5 Mixed States: Density Matrix Formulation 71

In the first line of Eq. (2.36), we used the definition of the density matrix as the outer product of a ket vector and a bra
vector (see Sec. A.2.1). In the second line, we simply opened the parenthesis. In the third line, we introduced the row
vector notation (i.e., the representation) in (1.14) for the kets |↑〉 and |↓〉 and took their Hermitian conjugates to form the
bra vectors that are represented by row vectors, to form the representation of the first line. In the last line, we multiplied
the row and column vectors to obtain 2×2 matrices and collected these to form one 2×2 matrix. The diagonal elements
of the density matrix are the probabilities of the up and down spin states, P↑= aa∗ and P↓= bb∗, and the off diagonal
elements, ρ↑,↓= ab∗ and ρ↓,↑= ba∗, are called the coherences. They depend on the phase of the amplitudes a and b. We
shall have much to say about the physical interpretation and significance of the coherences in the chapters that follow.

The density matrix of a system in a pure state |9(t)〉 at time t is ρ(t)= |9(t)〉〈9(t)|. The density matrix evolves
according to the Liouville-von Neumann equation,

ih̄
∂

∂t
ρ(t)= [H(t), ρ(t)], (2.37)

as easily verified by taking the time derivative of |9(t)〉〈9(t)|. Clearly, from its definition, ρ(t)=U(t, 0)ρ(0)U†(t, 0),
where U(t, 0) is the evolution operator of Eq. (1.35).

A quantum system in an ensemble of pure states, |φi〉, with probabilities pi > 0, is represented by the density matrix

ρ=
∑

i

pi|φi〉〈φi|,
∑

i

pi = 1. (2.38)

The density matrix is sometimes called the statistical operator, particularly in the context of statistical mechanics; some-
times it is called the density operator.

The density matrix has trace unity, Tr ρ= 1, since Tr ρ=
∑

i pi Tr |φi〉〈φi| =
∑

i pi, and the sum of the probabilities
must equal unity. The density matrix must be Hermitian, ρ†

= ρ. Moreover, since the quantities pi are probabilities,
pi ≥ 0. Hence, the expectation value of the density matrix for any arbitrary state |ϕ〉 is greater or equal to zero, i.e., the
density matrix is a positive operator. This is easy to show as follows:

〈ϕ|ρ|ϕ〉=
∑

i

pi〈ϕ|φi〉〈φi|ϕ〉=
∑

i

pi |〈ϕ|φi〉|
2
≥ 0.

Positivity implies that the eigenvalues of the density matrix must be nonnegative. Any Hermitian positive operator having
trace unity can be written in the form

∑
i λi|φi〉〈φi|, where λi are real nonnegative eigenvalues with

∑
i λi= 1 and {|φi〉}

are orthonormal vectors. This is equivalent to saying that any Hermitian operator (matrix) can be diagonalized, and
furthermore, if positive, the eigenvalues are nonnegative.

Problem 2.6

(a) Prove that the eigenvalues of a density matrix must be nonnegative.
(b) Prove that the sum of the eigenvalues of the density matrix equal unity.
(c) Prove that the diagonal elements of a density matrix are nonnegative.

Problem 2.7

Consider a pure state, |φϑ 〉= 1
√

2

(
|↑〉 + eiϑ

|↓〉
)
.

(a) Write the density matrix ρϑ = |φϑ 〉〈φϑ | as a 2×2 matrix.
(b) Suppose ϑ is uniformly distributed over the interval [0, 2π ]. Write the mixed state density matrix

ρ̄≡ 1
2π

∫ 2π
0 dϑ ρϑ as a 2×2 matrix.

(c) Find ρ̄≡
∫

dϑ P(ϑ)ρϑ if P(ϑ)= 1
√

4πγ
e−

ϑ2
4γ and |φϑ 〉=

(
a|↑〉 + b eiϑ

|↓〉
)
.
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Answers: (a) ρϑ = 1
2

(
1 e−iϑ

eiϑ 1

)
. (b) ρ̄= 1

2

(
1 0
0 1

)
.

(c) ρ̄=

(
|a|2 ab∗e−γ

a∗be−γ |b|2

)
.

Any mixed state at time t= 0, ρ(0), can be written in the form of (2.38), and evolves in time as

ρ(t)=U(t, 0)ρ(0)U†(t, 0)=
∑

i

pi U(t, 0)|φi〉〈φi|U†(t, 0), (2.39)

where U(t, 0) is the evolution operator of the system. The density matrix in (2.39) satisfies Eq. (2.37).
If we perform a measurement corresponding to an observable A on the system with density matrix ρ, the expectation

value obtained is given by

〈A〉=TrAρ. (2.40)

If the system is in state (2.38), we obtain 〈A〉=
∑

i pi 〈φi|A|φi〉. Moreover, if |φi〉 are eigenstates of the operator A with
eigenvalues Ai, we find 〈A〉=

∑
i piAi. Hence, the probability of obtaining a measured value Ai is pi.

A density matrix description of a subsystem is necessary when incomplete information regarding the whole system
results due to averaging over degrees of freedom not explicitly taken into account in the description of the subsystem.
That part of the whole system that will be fully described is called “the subsystem”, and that part associated with the
degrees of freedom that will not be explicitly treated is called “the bath” or “the environment.” This breakup of the whole
system into subsystem and bath is similar to that used in statistical mechanics. Averaging over the degrees of freedom
not explicitly taken into account results in a mixed state of the subsystem even if the whole system is in a pure state;
the subsystem can no longer be described in terms of a wave function. Such mixed states of the subsystem must be
described in terms of a density matrix [see Eq. (2.45)] and cannot be described by a pure state. The equation of motion
for the density matrix is called the Liouville-von Neumann equation or the Bloch density matrix equation because of its
similarity to the Bloch equation for spin systems. The density matrix formalism was developed independently by Lev
Landau and John von Neumann. We now take up this topic.

Reduction schemes for eliminating the degrees of freedom of the bath have been extensively studied (for details
see Sec. 17.3 on the book web page). For example, in the context of the interaction of light with matter, optical Bloch
equations for the density matrix describing the matter have become a standard method to determine the dynamics of a
system described by a finite number of states (e.g., the two-level system) that undergoes interactions with a bath composed
of many degrees of freedom. In the context of the optical Bloch equations, the modes of the radiation field participating
in spontaneous emission from the subsystem levels are adiabatically eliminated (i.e., are reduced out of the problem).
Elimination of the bath degrees of freedom leads to a density matrix to describe the ground- and excited-state populations
(diagonal elements of the density matrix) and coherences (off-diagonal elements of the density matrix) of the subsystem.

Readers familiar with statistical mechanics will recognize the density matrix of a (sub-)system in equilibrium with a
thermal reservoir at temperature T ,

ρT =Z−1
∑

i

e−βEi |ψi〉 〈ψi|, Z=
∑

j

e−βEj , (2.41)

where β = (kBT)−1, |ψi〉 and Ei are the ith energy eigenstate and eigenenergy and Z is the partition function,
Z=

∑
j e−βEj =Tr e−βH where H is the Hamiltonian. In position representation, ρT(r, r′)=Z−1∑

i e−βEi〈r|ψi〉 〈ψi|r′〉,
and the partition function can be written as Z=Tr e−βH

=
∫

dr 〈r|ρT |r〉=
∫

dr ρT(r, r). Hence, the thermal density
matrix can be written as

ρT =
e−βH

Z
, Z=Tr e−βH , (2.42)

https://sites.google.com/site/thequantumbook/
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and the thermal average of an operator A is

〈A〉T =TrAρT =
TrA e−βH

Tr e−βH
=

∑
i e−βEi〈ψi|A|ψi〉∑

j e−βEj
. (2.43)

A useful observable operator is the projector (or projection operator)1 onto a state, say |φj〉, Pφj = |φj〉〈φj|.
For a mixed state that can be written as ρ=

∑
i pi |φj〉 〈φj|, the probability of finding the system in state |φj〉 is

〈Pφj〉=TrPφjρ=
∑

i pi 〈φi|Pφj |φi〉= pj, i.e., the expectation value of Pφj is just the probability of finding the system
in state |φj〉. The probability of finding the system in an arbitrary state |ϑ〉 is given by

〈Pϑ 〉=
∑

i

pi 〈φi|Pϑ |φi〉=
∑

i

pi |〈φi|ϑ〉|
2 . (2.44)

The reduced density matrix for a subsystem S of a physical system composed of subsystems S and B (the bath) is
defined by the trace over the bath degrees of freedom, i.e., by the partial trace,

ρS=TrB ρSB. (2.45)

Here, TrB indicates a trace over degrees of freedom of the bath B, and ρSB is the density matrix of the whole system. Even
if the whole system SB is in a pure state that can be described by a wave function, subsystem S (or subsystem B) cannot
in general be described by a pure state if subsystems S and B interact with each other, i.e., are entangled (see Sec. 1.3.3).
A mixed state representation in terms of the density matrix for subsystem S, ρS, is necessary.

We now give three examples of density matrices. Consider first the singlet state that was introduced in Sec. 1.3.3,
|singlet〉= 1

√
2
(|↑〉1|↓〉2 − |↓〉1|↑〉2), where particles 1 and 2 are spatially separated. Suppose we are not interested in

or cannot measure particle 2, perhaps because it has undergone some decoherence (it interacted with other degrees of
freedom that are not under control), but we are intensely interested in particle 1. The state of particle 1 is obtained by
taking the trace over particle 2 (in this case, we can call it the bath):

ρ1 = Tr2 {|singlet〉〈singlet|}

=
1

2

∑
α

2〈α| [ (|↑〉1|↓〉2 − |↓〉1|↑〉2) (1〈↑|2〈↓| − 1〈↓|2〈↑|) ] |α〉2

=
1

2
( |↑〉〈↑| + |↓〉〈↓| ) =

1

2

(
1 0
0 1

)
, (2.46)

where the last equality is in the representation of the density matrix in the basis given by (1.14). The probability of finding
particle 1 in state spin-up is 50%, as is the probability of finding it in state spin-down, but particle 1 is not in a coherent
superposition of spin-up and spin-down; it is in a mixed state with no discernible amplitudes of spin-up and spin-down
(certainly no discernible phase to the amplitudes).

The second example involves the two-particle spatial wave function in volume V ,

9(r1, r2)=
1

√
2(
√

V)2

(
eik·r1 eik′·r2 + eik′·r1 eik·r2

)
. (2.47)

Upon forming the density matrix for the system consisting of the two particles, and tracing over particle 2, we find

ρ1=Tr2 {|9〉〈9|} =
1

V

1

2

(
|k〉〈k| + |k′〉〈k′|

)
. (2.48)

Hence, the system is in an “incoherent superposition” of the two momentum states with 50% probability for being in each
state.

1 A projector, or projection operator, P , is an operator that is Hermitian and idempotent, P2
=P . The eigenvalues of such operators are either 0 or 1.
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The next example involves the excitation of a ground-state hydrogen atom by a short pulse of unidirectional high
energy electrons with a probability distribution function P(E) for electron kinetic energy E (the shorter the pulse duration,
the wider the distribution in energy). We chose the basis set for the hydrogen atom to be the energy and angular momentum
eigenstates, denoted by φj≡ψnlm(r) (see Sec. 3.2.6). As a result of inelastic electron scattering by the hydrogen atom, the
hydrogen atom can be left in an excited state. The angular distribution of the scattered electrons after collision depends
on the final excited state ψnlm(r). The amplitude at time t of state ψnlm(r) produced by scattering an electron of initial
kinetic energy E that is scattered into a solid angle � is denoted as cE,�,nlm(t) and the hydrogenic state created by the
electron scattering after the collision is

9E,�(r, t)=
∑
nlm

cE,�,nlm(t)ψnlm(r). (2.49)

The amplitude cE,�,nlm(t) for scattering an electron of energy E so that it is scattered into a solid angle� can be calculated
using quantum scattering methods. If the scattering angle of the scattered electrons is not measured, i.e., is averaged over,
the state created by the scattering electrons is not a pure state; one must integrate over initial scattering energies and over
all final scattering angles to obtain the representation of the (mixed) state obtained for the hydrogen atom if the angular
distribution of the scattered electron is not measured:

ρ(r, r′, t)=
∫

dE P(E)
∫

d�9E,�(r, t)9∗E,�(r
′, t). (2.50)

The expectation value of an operator O within the mixed state is given by

〈O(t)〉 =
∫

dE P(E)
∫

d� 〈9E,�(t)|O|9E,�(t)〉=
∫

dE P(E)
∫

d�∑
n′l′m′

∑
nlm

c∗E,�,n′l′m′(t) cE,�,nlm(t)On′l′m′,nlm,
(2.51)

where

On′l′m′,nlm=

∫
dr′

∫
drψ∗n′l′m′(r

′)O(r′, r)ψnlm(r). (2.52)

The expectation value in Eq. (2.51) can be written as

〈O(t)〉=
∫

dr′
∫

dr O(r′, r)ρ(r, r′, t)=Tr [O ρ(t)] , (2.53)

where ρ(t) is the time-dependent density matrix of the hydrogen atom. In coordinate representation, it is given by

ρ(r, r′, t) =
∫

dE P(E)
∫

d�9E,�(r, t)9∗E,�(r
′, t) =

∫
dE P(E)

∫
d�∑

n′l′m′

∑
nlm

cE,�,n′l′m′(t) c∗E,�,nlm(t) ψn′l′m′(r) ψ
∗

nlm(r
′). (2.54)

It is useful to define the density matrix elements, ρn′l′m′,nlm(t), such that

ρ(r, r′, t)=
∑
n′l′m′

∑
nlm

ρn′l′m′,nlm(t) ψn′l′m′(r) ψ
∗

nlm(r
′). (2.55)

By comparing Eqs (2.54) and (2.55), we find that the density matrix elements ρn′l′m′,nlm(t) are given by

ρn′l′m′,nlm(t)=
∫

dE P(E)
∫

d� cE,�,n′l′m′(t) c∗E,�,nlm(t). (2.56)
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It is important to understand that the state 8(r, t)=
∫

dE P(E)
∫

d�9E,�(r, t) does not properly describe the state of
the hydrogen atom after the collision with the electrons when the electrons have been scattered into various scattering
angles, and these angles have not been observed. Taking the expectation value of an operator O in such a state, i.e., 〈O(t)〉,
does not properly determine the expectation value of the operator O at time t. In the description of the hydrogen atom
used here, the free-electron scattering angle and energy have been “traced over,” i.e., averaged over, and the state of the
hydrogen atom is a mixed state described by a density matrix.

Problem 2.8

(a) Generalize the measurement postulates so that they apply to a system in a mixed state.
(b) Verify that the generalization reduces to the standard statement of the postulates when the system is in a pure

state, ρ= |9〉 〈9|.
(c) Generalize the seventh postulate to a system in a mixed state.

Answer: (a) The first measurement postulate is generalized to the following:
When a measurement of an observable A is made on a mixed state described by a density matrix ρ, the probability
of obtaining an eigenvalue ai is given by Tr [|φi〉 〈φi|ρ]=〈φi|ρ|φi〉, where |φi〉 is the eigenvector of the observable
operator Â with eigenvalue ai. The second measurement postulate is generalized (trivially) to the following:
Immediately after measurement of an observable A has yielded a value ai, the system is in the pure state represented
by the normalized eigenfunction |φi〉, i.e., the pure-state density matrix |φi〉 〈φi|.
(c) The state space of a composite system is the tensor product of the state spaces of the constituent systems:
ρN-particle= ρA ⊗ ρB ⊗ . . .⊗ ρN . Examples will be discussed in Secs. 6.1 and 6.2.

Problem 2.9

(a) Determine the probability of finding the system in state |r〉 if the state of the system is given by the density
matrix ρ. Hint: use the projection operator P̂r= |r〉〈r|.

(b) Determine the probability of finding the system in state |p〉 if the state of the system is given by the density
matrix ρ.

(c) Calculate the expectation value of the projection operator Pϕ = |ϕ〉〈ϕ|, using the position space representation.

Answer: (a) P(r)=Tr(ρP̂r)=
∑

i〈φi|ρ|r〉〈r|φi〉= 〈r|ρ|r〉, where the last step is perhaps easiest to understand by
using a position basis, |φi〉 → |r′〉. (b) P(p)=〈p|ρ|p〉. (c) 〈Pϕ〉=Tr ρPϕ =

∫
drdr′ ϕ(r)ρ(r, r′)ϕ∗(r′).

2.5.1 MANY-PARTICLE SYSTEMS: CORRELATION FUNCTIONS

Let us now consider a system composed of many particles. For a pure state of an N-particle system, the coordinate-space
density matrix can be written as

ρ(x1, . . . , xN , x′1, . . . , x′N)=〈x1, . . . , xN |ρ̂|x
′

1, . . . , x′N〉=ψ(x1, . . . , xN)ψ
∗(x′1, . . . , x′N), (2.57)

where we use the usual abbreviation x ≡ r, ms for space and spin coordinates. If no spin coordinates are required, we just
neglect ms (i.e., no spin degrees of freedom are necessary). The expectation value of a general N-particle operator Ô is
given by

〈Ô〉 = Tr Ôρ=
∫

dx1

∫
dx2 . . .

∫
dxN Ô ρ(x1, x2, . . . , xN , x1, x2, . . . , xN)

=

∫
dx1

∫
dx2 . . .

∫
dxNψ

∗(x1, x2, . . . , xN)Ôψ(x1, x2, . . . , xN).
(2.58)
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More generally, for a mixed state of N-particles,

ρ(x1, . . . , xN , x′1, . . . , x′N) = 〈x1, . . . , xN |ρ̂|x
′

1, . . . , x′N〉 (2.59)

=

∑
i

piψi(x1, . . . , xN)ψ
∗
i (x
′

1, . . . , x′N).

Even in the more general case of a mixed state, the expectation value of a general N-particle operator Ô is still given
by the first line of Eq. (2.58). The operators that are typically dealt with in quantum mechanics are one- or two-particle
operators, and these operators can be calculated from reduced density matrices. The reduced single-particle density matrix
is defined as

ρ(x1, x′1)=N
∫

dx2 . . .

∫
dxNρ(x1, x2, . . . , xN , x′1, x2, . . . , xN), (2.60)

where the factor N normalizes the reduced single-particle density matrix such that
∫

dx1ρ(x1, x1)=N (rather than unity).
Similarly, the reduced two-particle density matrix is defined as

ρ2(x1, x2, x′1, x′2)=
N(N − 1)

2

∫
dx3 . . .

∫
dxNρ(x1, x2, x3, . . . , xN , x′1, x′2, x3, . . . , xN), (2.61)

where N(N − 1)/2 is a convenient normalization. If the density matrix is a function of time, so are the reduced density
matrices. Moreover, unequal-time density matrices can be defined to generalize the equal-time density matrices, e.g.,
ρ(x1, t1, . . . , xN , tN , x′1, t′1, . . . , x′N , t′N)=

∑
i pi ψi,j1(x1, t1) . . . ψi,jN (xN , tN) ψ∗i,j1(x

′

1, t′1) . . . ψ
∗
i,jN (x

′
N , t′N).

The first-order spatial coherence, often called the first-order correlation function, is defined by

g(1)(x, x′)≡
ρ(x, x′)
√

n(x) n(x′)
, (2.62)

where ρ(x, x′) is the single-particle density matrix and the density n(x) is given by the diagonal element of ρ(x, x′),
i.e., n(x) ≡ ρ(x, x) is a measure of the visibility of interference between parts of the atomic gas coming from x and x′.
Furthermore, temporal coherence can be defined in terms of the first-order temporal correlation function,

g(1)(x, t, x, t′)≡
ρ(x, t, x, t′)
√

n(x, t) n(x, t′)
. (2.63)

The pair correlation function, g(2)(x1, x2), often called the second-order correlation function, is defined in terms of
the diagonal element of ρ2(x1, x2, x′1, x′2) as

g(2)(x1, x2)≡
ρ2(x1, x2, x1, x2)

n(x1) n(x2)
, (2.64)

where, clearly, n(xi)≡ ρ(xi, xi). For very large |x1 − x2|,

g(2)(x1, x2) −−−−−−−→
|x1−x2|→∞

1. (2.65)

Temporal pair correlation functions can also be defined in a similar fashion. The concepts of first-order correlation func-
tion and pair correlation function are very useful in studies of many-body systems. We shall have more to say about these
quantities in Chapter 14 on many-body theory. There, we shall come back to Eqs (2.62) and (2.64), analyze them, and
rewrite them in second-quantized language.
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2.5.2 PURITY AND VON NEUMANN ENTROPY

How can one decide whether a given density matrix represents a pure state or a mixed state? One measure, denoted the
purity of a state, is given by

P(ρ)≡Tr ρ2. (2.66)

If the purity is unity, i.e., P(ρ)= 1, the state is a pure state, and if P(ρ)< 1, the state is a mixed state. Since a
density matrix is a positive Hermitian operator, it can always be put into the form ρ=

∑
i pi|φi〉〈φi|, where pi are

real nonnegative eigenvalues with
∑

i pi= 1 and {|φi〉} are orthonormal vectors. Hence, Tr ρ2
=Tr

(∑
i pi|φi〉〈φi|

)2
=

Tr
(∑

i p2
i |φi〉〈φi|

)2
=
∑

i p2
i .

If the sum is over only one state, the state is pure and the purity is unity, whereas if more than one state is present in the
sum, the state is mixed and the purity is less than unity. If Tr ρ2

=Tr ρ, the eigenvalues of ρ are 0 and 1. Since Tr ρ= 1, the
sum of these eigenvalues is 1. If the purity of the density matrix is unity, there is only a single eigenvector |ϕ〉 that satisfies
ρ|ϕ〉= |ϕ〉 and we can write ρ as ρ= |ϕ〉〈ϕ|. Thus, when diagonalized, the density matrix of a pure state takes the form

FIG 2.1 The von Neumann entropy of a spin 1/2 incoherent density matrix,
S(ρ)= − [p log2 p+ (1− p) log2(1− p)] versus p.

ρ=



0 0
. . .

0
1

0
. . .

0 0


.

Another measure of whether a state is pure is the
von Neumann entropy of ρ defined as

S(ρ)≡ − Tr ρ log ρ. (2.67)

For the incoherent density matrix, ρ=
∑

i pi|i〉〈i|,
we find S(ρ)= −

∑
i pi log pi. For a pure state, only

one pi is non zero and it equals unity, so S(ρ)= 0;
for a mixed state S(ρ) > 0. Note that the von Neu-
mann entropy is unitless (it does not have units of
thermodynamic entropy). The logarithm is typically evaluated in base 2 if one is considering spin 1/2 systems, so,
e.g., if p1= p2= 1/2, S(ρ)= log2 2= 1. Figure 2.1 plots the von Neumann entropy of a spin 1/2 density matrix,
S(ρ)= − [p log2 p − (1 − p) log2(1 − p)] versus p. The maximum entropy occurs for p= (1 − p)= 1/2, where S = 1,
and the entropy vanishes for p= 0 and p= 1.

2.5.3 DISTANCE BETWEEN STATES

There are several ways to define the distance between two quantum states. One way is the trace distance:

D(ρ1, ρ2)≡
1

2
Tr |ρ1 − ρ2|, (2.68)

where, for an arbitrary matrix M, |M| is defined as the positive square root of M†M, |M| ≡
√

M†M.2 The trace distance
D(ρ1, ρ2) is a measure of the distance between density matrices, satisfying 0 ≤ D ≤ 1, and it yields a measure of the

2 M†M is Hermitian, so it has a “full” set of eigenvalues λi and Tr |M| =
∑

i
√
λi.
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physical distinguishability of quantum states. A unitary transformation of the density matrices, ρi → UρiU†, does not
change their trace distance. As an example of the calculation of the trace distance, let us take a two-level density matrix

case with ρ1= ρ= 1+
(

z x− iy
x+ iy −z

)
and

ρ2= ρ + δρ= ρ +

(
δz δx− iδy

δx+ iδy −δz

)
, (2.69)

where this form is required so that ρ2 remains a density matrix. Then, D(ρ1, ρ2)= (1/2)Tr
√
δρ†δρ=

(1/2)
√
δx2 + δy2 + δz2 Tr 1=

√
δx2 + δy2 + δz2.

Another distance measure between two quantum states is called the fidelity and is defined as

F(ρ1, ρ2)≡Tr
√
ρ

1/2
1 ρ2ρ

1/2
1 . (2.70)

This measure is also invariant under unitary transformations. For the above example, it does not produce a simple answer;
nevertheless, this measure has many of the nice features of the trace distance. As an example, suppose we take ρ1 to be a
pure state, ρ1= |ψ〉 〈ψ |, and ρ2= ρ. Then,

F(ρ1, ρ2)=
√
〈ψ |ρ|ψ〉. (2.71)

Hence, the fidelity is the square root of the overlap of the pure state and the density matrix.

Problem 2.10

Prove Eq. (2.71) by considering the matrix ρ1/2
1 and showing that it equals ρ1 for the case of ρ1= |ψ〉 〈ψ |.

2.5.4 THE MEASUREMENT PROBLEM REVISITED

Let us now revisit the measurement problem discussed in Sec. 2.4, armed with the density matrix formalism. We again
consider a two-level system in contact with a measurement apparatus, but now examine the effects of coupling of the
measurement apparatus to the environment. Macroscopic systems, even if they are small, are never isolated from their
environments, so if the measurement apparatus is a macroscopic system, we need to consider the effects of its coupling
to the environment. In the treatment here, we will closely follow Zurek [29].

A density matrix corresponding to the pure state in Eq. (2.35), |9〉=
(
a|↑〉|A↑〉 + b|↓〉|A↓〉

)
, can be used to describe

the probability distribution over the alternative outcomes. The outcomes of the measurement can be made independent
of one another by taking the pure-state density matrix, ρpure= |9〉 〈9|,

ρpure=
(
a|↑〉|A↑〉 + b|↓〉|A↓〉

) (
a∗〈↑|〈A↑| + b∗〈↓|〈A↓|

)
, (2.72)

and canceling the off-diagonal terms that determine the quantum correlations (i.e., the entanglement), so that a reduced
density matrix with only classical correlations emerges, we obtain:

ρdec= |a|
2
|↑〉〈↑| |A↑〉〈A↑| + |b|

2
|↓〉〈↓| |A↓〉〈A↓|. (2.73)

The decohered density matrix ρdec is easier to interpret as a description of a measurement than ρpure, although both
contain identical probabilities for finding spin-up or spin-down, because ρdec does not have any quantum correlation
between the system and the apparatus; only classical type correlation is present. The density matrix (2.73) emerges from
(2.72) if we add an environmental variable to the description of the measurement process and trace over the environment
as follows.

We consider a quantum two-level system, the apparatus and the environment, where the environment is also a quantum
system. The combined (two-level-system)-apparatus environment starts out in the initial state, |90〉≡ |ψ0〉|A0〉|E0〉=
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(a0|↑〉 + b0|↓〉) |A0〉|E0〉, where |E0〉 is the initial state of the environment and |A0〉 is the initial state of the measurement
apparatus. We now parallel the treatment in Sec. 2.4. By virtue of the interaction of the two-level system and the apparatus,
and the unitary evolution postulate, Eq. (1.35), the combined (two-level-system)-apparatus subsystem evolves into the
pure state

(
a|↑〉|A↑〉 + b|↓〉|A↓〉

)
, so that

|90〉 ⇒ |9〉=
(
a|↑〉|A↑〉 + b|↓〉|A↓〉

)
|E0〉. (2.74)

Following the first step of the measurement process, i.e., the evolution (2.74) that establishes a correlation between
the two-level system and the apparatus, or concurrent with it, the apparatus and the environment similarly interact and
become correlated:

|9〉 ⇒ |9 ′〉= a|↑〉|A↑〉|E↑〉 + b|↓〉|A↓〉|E↓〉. (2.75)

The apparatus-environment interaction has extended the correlation to the environment. When the state of the environ-
ment |E↑〉, corresponding to the state |A↑〉 of the apparatus, and |E↓〉, corresponding to the state |A↓〉 of the apparatus
are orthogonal, 〈Ei|Ej〉= δij, the density matrix for the combined system-apparatus subsystem can be obtained by tracing
over the information in the uncontrolled and unknown degrees of freedom of the environment:

TrE(|9
′
〉〈9 ′| = |a|2 |↑〉〈↑| |A↑〉〈A↑| + |b|

2
|↓〉〈↓| |A↓〉〈A↓| = ρdec. (2.76)

In contrast to the treatment in Sec. 2.4 using (2.35), here, using the density matrix in Eq. (2.76), the collapse postulate
is not necessary to describe the results of the experiment that measures the state of the two-level system. Invoking
decoherence of the apparatus due to its interaction with the environment, we have finessed the need for the collapse
measurement postulate.

For completeness, we mention that it is possible to do other types of measurements besides the projective measure-
ments discussed in the postulates. There are weak measurements, demolition measurements, POVM measurements (Posi-
tive Operator-Valued Measure), and von Neumann measurements.

2.6 THE WIGNER REPRESENTATION

The Wigner representation of the density matrix, W(p, r, t), provides information about the state of the system in phase
space, {(p, r)}. It allows both a position and a momentum view of the state of a system, in contradistinction to the wave
function representation in position space, ψ(r), which provides information about the position distribution, or the wave
function representation in momentum space, ψ(p), which yields the momentum distribution. The Wigner function for a
system with N degrees of freedom is defined in terms of the density matrix, ρ(t), as3

W(p, r, t)= (2π h̄)−N
∫

du eip·u/h̄ρ
(

r−
u
2

, r+
u
2

, t
)

, (2.77)

where the integral is over N coordinate dimensions, and all the vectors are N-dimensional (for n particles in 3D, N = 3n).
If the system is in a pure state, ρ̂= |ψ〉〈ψ |, (2.77) takes the form

W(p, r, t)= (2π h̄)−N
∫

du eip·u/h̄ψ
(

r−
u
2

, t
)
ψ∗

(
r+

u
2

, t
)

. (2.78)

3 Eq. (2.77) can be written, W(p, r, t)= (2π h̄)−N
∫

du eip·u/h̄
〈r− u

2 |ρ(t)|r+
u
2 〉.
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Defining the coordinate vectors R= r+ u/2 and R′= r− u/2, Eq. (2.77) can be written as

W

(
p,

R+ R′

2
, t

)
= (2π h̄)−N

∫
d(R− R′) eip·(R−R′)/h̄ρ(R′, R, t), (2.79)

where ρ(R′, R, t) in the integrand should be expressed as a function of (R+R′)/2 and R−R′. W(p, R+R′
2 , t) is a function

of the momentum variable p, the Fourier transform variable of the relative coordinate (R− R′), and the “center of mass
coordinate” RCM≡ (R + R′)/2. The inverse transform required to obtain the density matrix ρ(R′, R, t) in terms of the
Wigner function is

ρ(R′, R, t)=
∫

dp e−ip·(R−R′)/h̄ W

(
p,

R+ R′

2
, t

)
. (2.80)

Problem 2.11

Show that for a pure state, (a) W(p, r, t) is real. (b) |W(p, r, t)| ≤ (π h̄)−N , by defining the normalized wave
functions φ1(u, t)≡ 2−N/2e−ip·u/h̄ψ(r− u

2 , t) and φ2(u, t)≡ 2−N/2ψ(r+ u
2 , t), writing the Wigner function as

W(p, r, t)= (π h̄)−N
∫

duφ∗1 (u, t)φ2(u, t)= (π h̄)−N
〈φ1|φ2〉, and using the Cauchy–Schwartz inequality, Eq. (A.9),

|〈φ1|φ2〉|
2
≤ 〈φ1|φ1〉〈φ2|φ2〉.

Integrating the Wigner function W(p, r, t) over the momentum p, and making use of the equation
∫

dp e−ip·u/h̄
=

(2π h̄)Nδ(u), yields the probability distribution for finding the system at coordinate r,

P(r, t)=
∫

dp W(p, r, t)= ρ(r, r, t). (2.81)

Integrating (2.77) over coordinates r yields, after twice inserting a complete set of momentum states,
∫

dp |p〉〈p| = 1,
into 〈r− u

2 |ρ(t)|r+
u
2 〉, the probability distribution function for finding the system at momentum p,

P(p, t)=
∫

dr W(p, r, t)= ρ(p, p, t). (2.82)

Integrating W(p, r, t) over both momenta and coordinates yields unity,∫
dp
∫

dr W(p, r, t)= 1. (2.83)

Note from (2.83) that W has dimensions of [dp dr]−1; this accounts for the units of the factor of (2π h̄)−N on the RHS
of the definition of the Wigner function (2.78). More explicitly, ψ in the integrand of (2.78) has units [r]−1/2, so ψ∗ψ
has units [r]−1 (as is clear from the equation,

∫
drψ∗ψ = 1). The factor (2π h̄)−N in (2.78) guarantees that the units

of
∫

dp
∫

dr W(p, r, t) are dimensionless and it equals unity. Unfortunately, the Wigner function is not a probability
distribution function (despite the fact that P(r, t) and P(p, t) are); it can be negative in regions of phase space, as shown
below.4 It is sometimes called a quasi-probability distribution.

4 A quantity known as the Husimi distribution, a Gaussian smoothing of the Wigner function, is defined in a manner that guarantees it to be nonnegative,
and therefore, it can have a probability interpretation. But the Husimi distribution does not satisfy relations (2.81) or (2.82). We shall not discuss the
Husimi distribution here; the interested reader is referred to Ballentine [9].
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As an example, consider the calculation of the Wigner representation of a pure-state Gaussian wave function,

ψ(x)= 1
(2πσ 2)1/4

e
−

x2

4σ2 . We need to evaluate ρ( x−y
2 , x+y

2 )=ψ(
x−y

2 )ψ∗(
x+y

2 ):

ψ

(
x− y

2

)
ψ∗

(
x+ y

2

)
=

1

(2πσ 2)1/2
e
−(x−y)2

16σ2 e
−(x+y)2

16σ2 .

The Fourier transform of this quantity is the Wigner function,

W(p, x)= (2π h̄)−1
∫

dy eipy/h̄ ψ

(
x− y

2

)
ψ∗

(
x+ y

2

)
.

Note that the Fourier transform of a Gaussian is a Gaussian. You are asked to carry out this Fourier transform in Prob-
lem 2.12(a). Note also that in this case W(p, x) is nonnegative.

Problem 2.12

(a) Complete the calculation of the Wigner representation for the ground-state harmonic oscillator wave function
in 1D.

(b) Calculate the Wigner function for the wave function ψ(x)= (2πσ 2)−1/4 e
−[x−x0(t)]

2

4σ2 eip0x/h̄.

Answer: (a) W(p, x)= (π h̄)−1e
−p2

2σ2
p e

−x2

2σ2 , where σp= h̄/2σ.

(b) W(p, x)= (π h̄)−1e
−(p−p0)

2

2σ2
p e

−[x−x0(t)]
2

2σ2 .

Problem 2.13

(a) Calculate the Wigner function for the two-particle entangled wave function ψ(x1, x2)=
∫

dp ei(x1−x2−x0)p=

2πδ(x1 − x2 − x0).

(b) Calculate the Wigner function W(p1, p2, x1, x2) for ψ(x1, x2)=
1√

2πσ 2
p

∫
dp e
−

p2

2σ2
p ei(x1−x2−x0)p.

Answer: (a) W(p1, p2, x1, x2)= (2π h̄)−2
∫

du1du2 ei(p1u1+p2u2) ψ(x1 − u1/2, x2 − u2/2) ψ∗(x1 + u1/2, x2 + u2/2).
Now substitute the wave function to obtain W(p1, p2, x1, x2)= (h̄)−2

∫
du1du2 ei(p1u1+p2u2) δ(x1 − u1/2− x2 +

u2/2− x0) δ(x1 + u1/2− x2 − u2/2− x0). The first delta function implies u1= 2(x1 − x2 − x0)+ u2. Substituting
this value of u1 into the integral yields W(p1, p2, x1, x2)= h̄−2 ∫ du2 ei[p1(2(x1−x2−x0)+u2)+p2u2]

×
1
2δ(x1 − x2 − x0)=

π h̄−2e2ip1(x1−x2−x0) δ(p1 + p2) δ(x1 − x2 − x0). Alternatively, one could use the wave function
φ(x1, x2)= ei(x1−x2−x0)p, and finally do the integrals

∫
dpφ(x1, x2). This is the way to proceed in part (b).

The Wigner representation of the density matrix for the pure state given by the sum of two Gaussians separated by a
distance 2c,

ψ(x)=

√√√√ 1

2
(
1+ e

−
c2

4σ2
) 1(

2πσ 2
)1/4 [e

−(x−c)2

4σ2 + e
−(x+c)2

4σ2

]
, (2.84)
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yields a Wigner function that is negative in some regions of phase space,

W(p, x)=
1(

1+ e
−

c2

2σ2

)e
−(p)2

2σ2
p

[
e
−(x−c)2

2σ2 + e
−(x+c)2

2σ2 + 2 e
−x2

2σ2 cos(2cp)

]
, (2.85)

FIG 2.2 Wigner function W(p, x) of the sum of two Gaussians, Eq. (2.85),
with 2c= 3 Bohr and σ = 0.5 Bohr.

where σp= h̄/2σ . No matter how far apart the two
gaussians are, the Wigner function continues to be
negative near (p= ± π

2c , x= 0). Figure 2.2 plots the
Wigner function in (2.85) in phase space.

In analogy with the definition (2.77) of the
Wigner representation for the density matrix, the
Wigner representation for any operator A, i.e., the
Wigner transform of the operator whose position
representation is A(r, r′, t), is defined as

Aw(p, r, t)≡
∫

du eip·u/h̄A
(

r−
u
2

, r+
u
2

, t
)

.

(2.86)

This is almost identical to the definition of the
Wigner function in (2.77). The only difference is the
factor of (2π h̄)−N ; this difference is necessary so that the units of the Wigner representation of operators come out rea-
sonably. For example, if we consider the operator V(r, r′)=〈r|V|r′〉=V(r)δ(r − r′), we have that Vw(p, r)=V(r). As

another example, consider the Wigner representation of the kinetic energy operator T , 〈p|T|p′〉= p2

2mδ(p−p′). In position
space,

〈r|T|r′〉=
∫

dp
∫

dp′ 〈r|p〉
[

p2

2m
δ(p− p′)

]
〈p′|r′〉=

1

(2π)3

∫
dp′

p′2

2m
eip′·(r−r′)/h̄.

Applying this expression to 〈r − u
2 |T|r +

u
2 〉 and substituting into (2.86), we find Tw(p, r)= p2

2m . Thus, the Wigner
representation of operators having a simple momentum representation is also simple. Note that the Wigner representation
of an operator can be written [by twice inserting a complete set of momentum states,

∫
dp |p〉〈p| = 1, into 〈r− u

2 |A(t)|r+
u
2 〉 that appears on the RHS of (2.86)] as the Fourier transform of the momentum space representation of the operator as
follows:

Aw(p, r, t)= (2π h̄)−N
∫

dp′ e−ip′·r/h̄A
(

p−
p′

2
, p+

p′

2
, t

)
, (2.87)

Note that the Wigner representation of the density matrix is the Wigner function up to a constant,

ρw(p, r, t)= (2π h̄)NW(p, r, t). (2.88)

The average of a dynamical variable A(t) in the state specified by the density matrix ρ is given by 〈A〉=Tr (ρA).
We can express this average in terms of the Wigner function W(p, r, t). To do so, let us first represent the trace of ρA in
position representation:

〈A(t)〉=Tr [ρ(t)A(t)]=
∫

dr
∫

dr′ ρ(r′, r)A(r, r′, t). (2.89)

We now express ρ(r′, r, t) on the RHS of (2.89) using Eq. (2.80):

〈A(t)〉=
∫

dr
∫

dr′
∫

dp e−ip·(r−r′)/h̄ W

(
p,

r+ r′

2
, t

)
A(r, r′, t). (2.90)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 05-ch02-061-104-9780444537867 2012/12/4 14:52 Page 83 #23

2.6 The Wigner Representation 83

Rewriting this equation in terms of the variables R= r+r′
2 and u= r− r′ and renaming the integration variable R to be r,

we find

〈A(t)〉=
∫

dr
∫

dp W(p, r, t)
∫

du e−ip·u/h̄A
(

r+
u
2

, r−
u
2

, t
)

. (2.91)

Recalling the definition of the Wigner representation of an operator, Eq. (2.86), and using (2.88), we can write this
expectation value of the operator A(t) as

〈A(t)〉= (2π h̄)−N
∫

dr
∫

dp ρw(p, r, t)Aw(p, r, t). (2.92)

By comparing (2.89) and (2.92), we conclude that,

Tr (AB)= (2π h̄)−N
∫

dr
∫

dpAw(p, r, t)Bw(p, r, t). (2.93)

The product of operators in the Wigner representation can be expressed as

[ÂB̂]w(p, r)= [Â]w(p, r) exp

{
ih̄

2
3

}
[B̂]w(p, r), (2.94)

where the differential operator 3 is

3=
←−
∇ p ·
−→
∇ r −

←−
∇ r ·
−→
∇ p, (2.95)

as you will show in Problem 2.14, and the gradient operators act to the left or to the right as indicated. The symmetrized
and antisymmetrized products are therefore given by

1

2
[ÂB̂+ B̂Â]w(p, r)= [Â]w(p, r) cos

{
h̄

2
3

}
[B̂]w(p, r), (2.96)

1

2
[ÂB̂− B̂Â]w(p, r)= i[Â]w(p, r) sin

{
h̄

2
3

}
[B̂]w(p, r). (2.97)

We shall have occasion to use these results in studying the dynamics of the Wigner function and in deriving semiclassical
expressions for the Wigner function in the next subsection.

Problem 2.14

(a) Carry out the algebra leading to (2.87) by twice inserting a complete set of momentum states,
∫

dp |p〉〈p| = 1.
(b) Prove Eq. (2.94) by showing that

∫
du eip·u/h̄

〈r− u
2 |ÂB̂|r+ u

2 〉

=
∫

du eip·u/h̄
〈
r− u

2 |Â|r+
u
2

〉
exp

{
ih̄
2 3

} ∫
du′ eip·u′/h̄

〈
r− u′

2 |B̂|r+
u′
2

〉
, by inserting a complete set of states

on the LHS between Â and B̂.

In order to find the dynamical equation for the Wigner function W(p, r, t) [or ρw(p, r, t)], let us take the Wigner
transform (2.86) of the Liouville-von Neumann equation for the density matrix, ih̄ ∂

∂tρ(t)= [H(t), ρ(t)]. When the Hamil-

tonian is given by H(p, r, t)= p2

2m + V(r, t), for either one particle in 3D or for an N-dimensional system, we obtain
ih̄ ∂
∂tρw(p, r, t)= (Tρ − ρT)w(p, r)+ (Vρ − ρV)w. In Problem 2.15, you will show that

(Tρ − ρT)w(p, r)=
p
m
·

h̄

i
∇rρw(p, r, t). (2.98)
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The Wigner transform of (Vρ−ρV) does not yield a simple expression, so we shall simply leave it in symbolic form and
write the quantum Liouville equation as:

∂

∂t
ρw(p, r, t)+

p
m
·∇rρw(p, r, t)= −

i

h̄
(Vρ − ρV)w(p, r, t). (2.99)

The quantity (Vρ − ρV)w appearing on the RHS of (2.99) can be expanded in a power series in position representation:

(Vρ − ρV)w(p, r, t)=
∫

du eip·u/h̄ρ
(

r−
u
2

, r+
u
2

, t
) [

V
(

r−
u
2

)
− V

(
r+

u
2

)]
=

∫
du eip·u/h̄ρ

(
r−

u
2

, r+
u
2

, t
)−2

∑
odd j

(u/2)j

j!
(∇r)

j V

 .

Carrying out the integral over u yields,

(Vρ − ρV)w(p, r, t)=

−2
∑
odd j

(
h̄
2i∇p

)j

j!
ρw(p, r, t) · (∇r)

j V(r)

 . (2.100)

The RHS is an odd power series in h̄, with lowest order term ih̄∇pρw(p, r, t) ·∇rV(r). Substituting only this lowest order
term into (2.99) yields,

∂

∂t
ρw(p, r, t)+

p
m
·∇rρw(p, r, t)+ f ·∇pρw(p, r, t)= 0, (2.101)

where the force is f= −∇rV(r). This equation is called the Liouville equation [see Eq. (16.33) on the book web page].
It is also called the Vlasov equation or the collisionless Boltzmann equation in fluid mechanics and plasma physics. Note
that h̄ does not appear in this lowest order equation; Eq. (2.101) exactly describes how a classical gas moves in phase
space. The higher order terms in (2.100) give rise to quantum corrections of the equation of motion of ρw.

Problem 2.15

Obtain (2.98) starting from

(Tρ − ρT)w(p, r)= − h̄2

2m

∫
du eip·u/h̄ [(∇2

rψ(r−
u
2 ))ψ

∗(r+ u
2 )−ψ(r−

u
2 )(∇

2
rψ
∗(r+ u

2 ) )] by replacing ∇2
r with

∇
2
u and integrating once by parts.

Problem 2.16

(a) Explicitly evaluate the first two terms in (2.100) for 1D.

(b) Evaluate − i
h̄ (Vρ − ρV)w(p, x, t) for the 1D harmonic oscillator potential V(x)= mω2

2 x2 for which only the j = 1
term in Eq. (2.100) contributes and obtain the equation of motion for ρw(p, x, t) [or W(p, x, t)]. Note that h̄ does
not appear in the resulting equation of motion for the Wigner function for the harmonic oscillator.

(c) Verify that the solution to equation in part (b) is

ρw( p, x, t)= f (p2
− m2ω2x2,−ω−1 ln(mωx+ p)− t).

(d) Find ρw(p, x, t), given the initial condition,

ρw(p, x, 0)=
1

(2πσ 2
p 2πσ 2

x )
1/2

exp

[
−
(p− p0)

2

2σ 2
p
−

x2

2σ 2
x

]
. (2.102)

https://sites.google.com/site/thequantumbook/
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Answer: (a) ih̄
[
∂pρw(p, x, t) ∂xV(x)− h̄2

24∂
3
pρw(p, x, t) ∂3

x V(x)
]
.

(b) ∂tρw(p, x, t)+ (p/m) ∂xρw(p, x, t)=mω2x ∂pρw(p, x, t).
(d) Write the initial density matrix in terms of the variables y= p2

−m2ω2x2 and z= − ω−1 ln(mωx+ p) by solving
for p(y, z) and x(y, z), i.e., substitute p= 1

2 eωz(e−2ωz
+ y), x= 1

2mω eωz(e−2ωz
− y), into ρw(p, x, 0). Then, substitute

z→ z− t into ρ(y, z) to obtain ρw(y, z, t). Finally, reexpress the resulting expression for ρw(y, z, t) in terms of p and
x by letting y= p2

− m2ω2x2 and z= − ω−1 ln(mωx+ p).

Problem 2.17

(a) Verify that the solution to ∂tρw(p, x, t)+ p
m∂xρw(p, x, t)= 0 is given by any function of the form

ρw(p, x, t)= f [p, x− (p/m)t].
(b) Generalize part (a) to the 3D case, ∂

∂tρw(p, r, t)+ p
m ·∇rρw(p, r, t).

(c) Find ρw(p, x, t), given the initial condition (2.102), and plot for two times.

Answer: (b) ρw(p, r, t)= f [p, r− (p/m)t]. (c) ρw(p, x, t)= 1
(2πσ 2

p 2πσ 2
x )

1/2 exp

[
−
(p−p0)

2

2σ 2
p
−

[x−(p/m)t]2

2σ 2
x

]
. See Fig. 2.3.

(a) (b)

FIG 2.3 Spreading in phase space of the solution to the Vlasov equation due to diffusion, ρw(p, x, t)= (2πσpσx)
−1e
−
(p)2

2σ2
p e
−

[x−(p/m)t]2

2σ2
x ,

with σx= σp= 1. (a) t= 1 and (b) t= 2 (the wave packet is Gaussian and symmetric at t= 0).

2.7 SCHRÖDINGER AND HEISENBERG REPRESENTATIONS

In quantum mechanics, there are several approaches for treating the time dependence of states (pure or mixed) and
operators. In the approach we have been using up to now, time dependence is carried by the state, i.e., in |ψ(t)〉 for a pure
state and in the density matrix ρ(t) for a mixed (or pure) state. This approach is called the Schrödinger representation. In
it, a pure state evolves as the solution of the time-dependent Schrödinger equation,

|ψS(t)〉=U(t, 0)|ψS(0)〉, (2.103)

where the evolution operator for a time-independent Hamiltonian is U(t, 0)= e−iHt/h̄ or for a time-dependent Hamilto-
nian, the evolution operator U(t, 0) is the formal solution of the equation,

ih̄
∂

∂t
U(t, 0)=H(t)U(t, 0), U(0, 0)= 1. (2.104)
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The density matrix evolves according to Eq. (2.39), i.e., ρS(t)=U(t, 0)ρS(0)U†(t, 0). ρS(t) satisfies the equation of
motion, ∂

∂tρS(t)=
−i
h̄ [H(t), ρS(t)]. In the Schrödinger representation, the state of the system evolves in time, i.e., the

wave function ψS and the density matrix ρS depend explicitly on time, and operators are usually time independent
[unless they depend explicitly on time]. When computing the quantum average at time t of a time-independent operator
AS, as in (2.40), the time dependence enters through the states, i.e., 〈A〉t=TrAS ρS(t), which for a pure state reduces to
〈A〉t=〈ψS(t)|AS|ψS(t)〉.5

In the Heisenberg representation, the time dependence is removed from the state and put onto the operators. The wave
function in the Heisenberg representation is given by

|ψH(t)〉≡U−1(t, 0)|ψS(t)〉= |ψS(0)〉, (2.105)

and is therefore time independent. The density matrix in the Heisenberg representation is also time independent. To
determine how to write an operator in this representation, consider a state AS(t)|ψS(t)〉 in the Schrödinger representation
and transform it to the Heisenberg representation:

U−1 (AS(t)|ψS(t)〉) =U−1AS(t)U U−1
|ψS(t)〉=AH(t)|ψH(t)〉, (2.106)

hence,

AH(t)=U−1(t, 0)AS(t)U(t, 0). (2.107)

We inserted unity in the form UU−1 in the middle equation of (2.106), and in the last equation we used the definition of
|ψH(t)〉 and thereby identified AH(t) as the quantity shown in (2.107). The time derivative of AH(t) can be calculated as
follows: ∂AH(t)

∂t =U
−1 ∂AS(t)

∂t U + i
h̄U
−1H(t)AS(t)U − i

h̄U
−1AS(t)H(t)U , i.e., after inserting unity in the form UU−1 into

the last two terms of the RHS of this equation,

∂AH(t)

∂t
=U−1 ∂AS(t)

∂t
U +

i

h̄
[H,AH(t)]. (2.108)

This equation is called the Heisenberg equation of motion for the operator AH(t). For an operator that is not explic-
itly time dependent, ∂AH(t)

∂t =
i
h̄ [H,AH(t)]. As is clear from (2.105), the time derivative of the wave function in the

Heisenberg representation vanishes, ∂
∂t |ψH(t)〉= 0, i.e., |ψH〉 is time independent. The density matrix in the Heisenberg

representation, ρH =U−1(t, 0)ρS(t)U(t, 0)= ρS(0), is also time independent, i.e., ρ̇H = 0. Expectation values are given
by 〈A〉t=TrAH(t)ρH .

Using the Heisenberg picture, the equations of motion for the position and momentum operators are ∂rH
∂t =

i
h̄ [H, rH]

and ∂pH
∂t =

i
h̄ [H, pH]. Often the subscript H is not explicitly indicated. For the Hamiltonian H= p2

2m + V(r), we find the

Heisenberg equations of motion, ∂r
∂t =p/m, and ∂p

∂t = −
∂V(r)
∂r ; taking averages of these equations in the state |ψH〉, we

obtain Ehrenfest’s theorem, Eq. (1.87). These equations appear to be the classical equations of motion; the expectation
value of the first equation is ∂〈r〉

∂t =〈p〉/m, which is exactly the classical equation of motion. The expectation value of the

second equation is ∂〈p〉
∂t = − 〈

∂V(r)
∂r 〉, whereas the classical equation of motion would be ∂〈p〉

∂t = −
∂V(〈r〉)
∂〈r〉 . Expanding the

RHS of the former equation about 〈r〉 we find,

∂〈p〉
∂t
= −

∂V(〈r〉)
∂〈r〉

−
1

2

∑
i,j

∂2V(〈r〉)
∂〈ri〉∂〈rj〉

〈(xi − 〈xi〉)(xj − 〈xj〉)〉 + . . . . (2.109)

In Sec. 7.2.2, we shall analyze the difference between this equation and the corresponding classical equation.

5 An operator in the Schrödinger representation can be a function of time, so in general, we should writeAS(t).
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In either the Schrödinger or Heisenberg representation, the time derivative of the expectation value of an operator is
given by

d

dt
〈A〉t =

〈(
∂A
∂t
+

1

ih̄
[A, H]

)〉
t
. (2.110)

Specifically, in the Schrödinger representation, for a pure state,

d

dt
〈A〉t =

∫
dx̄ψ∗S (x̄, t)

(
∂AS

∂t
+

1

ih̄
[AS, HS]

)
ψS(x̄, t),

and for a mixed state, d
dt 〈A〉t =Tr

(
∂AS
∂t +

1
ih̄ [AS, HS]

)
ρS(t). The Heisenberg representation expressions are also simple

to derive.
It is of interest to determine whether the analog of the virial theorem of Sec. 16.6.2 (see the book web page) is true in

quantum mechanics, i.e., whether

d

dt
〈r · p〉=

〈
p2

2m

〉
− 〈r ·∇V〉. (2.111)

By using (2.110), we see that d
dt 〈r · p〉= 〈[r · p, H]〉, for H= p2

2m + V(r), so for this type of Hamiltonian, the quantum

virial theorem is valid. Hence, for this type of Hamiltonian, whenever d
dt 〈r · p〉= 0,

〈
p2

2m

〉
= 〈r ·∇V〉. For the Harmonic

oscillator Hamiltonians of Sec. 1.3.15, this is the case; hence Problem 1.19 could be easily solved using the virial theorem.

Problem 2.18

(a) Show that [r · p, H]= 0 yields p2

2m − r ·∇V = 0.
(b) Show that d

dt 〈r · p〉= 〈V〉 /2 for a Coulomb potential.

Problem 2.19

Consider the evolution operator U(t, t0) and transform it using a time-dependent unitary operator S(t),
U(t, t0)→ U ′(t, t0)= S(t)U(t, t0)S†(t). Using the definition of the evolution operator,
U ′(t + dt, t0)= (1− iH′(t)dt/h̄)U ′(t, t0). Using this equation, show that

H′(t)= ih̄
∂U ′

∂t
(U ′)†= SHS†

+ ih̄
∂S

∂t
S†. (2.112)

2.7.1 INTERACTION REPRESENTATION

An intermediate representation that takes out the time dependence of part of the Hamiltonian from the state and puts
it into the operators is called the interaction representation. Breaking the full Hamiltonian of a system into two parts,
H(t)=H0 + H1(t), the state vector in the interaction representation is defined by

|ψI(t)〉≡U−1
0 (t, 0)|ψS(t)〉, (2.113)

where

U0(t, 0)= exp(−iH0t/h̄),
∂U0(t, 0)

∂t
=
−iH0

h̄
U(t, 0). (2.114)

https://sites.google.com/site/thequantumbook/
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The time derivative of the state in the interaction representation is

∂ |ψI(t)〉

∂t
=
−iH1,I(t)

h̄
|ψI(t)〉, (2.115)

where

H1, I(t)=U−1
0 (t, 0)H1(t)U0(t, 0)= eiH0t/h̄H1(t)e

−iH0t/h̄. (2.116)

Problem 2.20

Do the algebra leading to Eq. (2.115).

Answer: ∂|ψI(t)〉
∂t =

∂U−1
0 (t,0)
∂t |ψS(t)〉 + U−1

0 (t, 0) ∂|ψS(t)〉
∂t

= U−1
0 (t, 0)

(
iH0
h̄ +

−i(H0+H1)
h̄

)
|ψS(t)〉=

−i
h̄ eiH0t/h̄H1(t)e−iH0t/h̄ |ψI(t)〉.

In order to determine how to write an operator in this representation, let us consider a state given by AS(t)|ψS(t)〉 in
the Schrödinger representation and transform it to the interaction representation:

U−1
0 AS(t)|ψS(t)〉=U−1

0 AS(t)U0U−1
0 |ψS(t)〉=AI(t)|ψI(t)〉,

hence,

AI(t)=U−1
0 AS(t)U0= eiH0t/h̄AS(t)e

−iH0t/h̄. (2.117)

The time derivative of AI(t) can be calculated as follows:

∂AI(t)

∂t
=U−1

0
∂AS(t)

∂t
U +

i

h̄
U−1

0 H0AS(t)U0 −
i

h̄
U−1

0 H0AS(t)U0.

After inserting unity in the form U0U−1
0 into the last two terms of the RHS of this equation we obtain

∂AI(t)

∂t
=U−1

0
∂AS(t)

∂t
U0 +

i

h̄
[H0,AI(t)]. (2.118)

In the interaction representation, the density matrix evolves according to the equation,

∂

∂t
ρI(t)=

−i

h̄
[H1,I(t), ρI(t)]. (2.119)

Expectation values are obtained as follows: 〈A〉t=TrAI(t)ρI(t).
We delay the presentation of examples that use the interaction representation to future chapters.

2.7.2 HARMONIC OSCILLATOR RAISING–LOWERING OPERATORS

Using basis-set expansion, we can represent operators as matrices. For the harmonic oscillator problem, the eigenvalues
and eigenvectors of the Hamiltonian can be obtained analytically, so this yields an alternative method for solving the
quantum harmonic oscillator problem to that of Sec. (1.3.15). We shall develop this approach here.

In Sec. (1.3.15) we introduced harmonic oscillator units and obtained a dimensionless Hamiltonian written in terms of
a dimensionless coordinate y and a dimensionless momentum p:

H=
1

2

(
p2
+ y2

)
. (2.120)
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Here the dimensionless momentum, p= 1
i

d
dy , and the dimensionless coordinate, y, satisfy the commutation relation

[y, p]= i, as can easily be checked by applying [y, p] to an arbitrary function f (y).6 We are now going to define dimension-
less raising and lowering operators for the harmonic oscillator problem. The lowering (destruction) and raising (creation)
operators are defined as follows:

a=
1
√

2
(y+ ip), a†

=
1
√

2
(y− ip). (2.121)

Note that the lowering and raising operators are non-Hermitian. Note also that we can invert the Eq. (2.121) to find
y= (2)−1/2(a + a†) and p= − i(2)−1/2(a − a†). Let us motivate the definition of these operators. If p and y were not
operators, but c-numbers, we could write the Hamiltonian (2.120) as H= (p2

+ y2)/2= (y − ip)(y + ip)/2= (a†)(a),
thus “factoring” the Hamiltonian. But since y and p do not commute, we shall see that H will not quite equal a†a.
Nevertheless, the introduction of these operators considerably simplifies the search for the eigenvalues and eigenvectors
of the Hamiltonian. It is easy to see from the commutation relation [y, p]= i, by direct substitution of the expressions of
y and p in terms of a and a†, that the lowering and raising operators a and a† must satisfy the commutation relations,

[a, a†]= 1, [a, a]= 0, [a†, a†]= 0. (2.122)

In terms of these operators, the dimensionless Hamiltonian can be written as H= 1
2 (a

†a+ aa†), or, equivalently,

H=

(
a†a+

1

2

)
. (2.123)

Hence, the eigenvalues and eigenstates of H are determined by those of the operator N≡ a†a. To calculate them, we shall
use the operator equations,

[N, a]= − a, [N, a†]= a†, (2.124)

which can be easily proved using the operator identity, [AB, C]=A[B, C]+ [A, C]B, along with the commutation relations
(2.122). Let us denote an eigenstate of N having eigenvalue ν by |ν〉, i.e., N|ν〉= ν|ν〉. Applying (2.124a) to |ν〉, we obtain
the equation, Na|ν〉= (ν−1)a|ν〉. Hence, a|ν〉 is an eigenstate of the operator N with eigenvalue ν−1. Applying (2.124b)
to |ν〉, we obtain Na†

|ν〉= (ν + 1)a†
|ν〉. Hence, a†

|ν〉 is an eigenstate with eigenvalue ν + 1. This is why a and a† are
called lowering and raising operators.

Problem 2.21

(a) Rewrite Eq. (2.121) in terms of the dimensional momentum and position variables px and x, i.e., in terms of

operators px and x for which the dimensional Hamiltonian is H= 1
2

(
p2

x
m + mω2x2

)
.

Answer:

a=

√
1

2

√
mω

h̄

(
x+ i

1

mω
px

)
, (2.125a)

a†
=

√
1

2

√
mω

h̄

(
x− i

1

mω
px

)
. (2.125b)

(b) Using the commutation relation [x, px]= ih̄, show that the dimensionless raising and lowering operators in
Eqs (2.125a) and (2.125b) satisfy the commutation relations (2.122). To do so, write x and px in terms of a and
a† by inverting (2.125a) and (2.125b) and substitute these expressions into the commutator.

6 Explicitly, [y, p] f (y)= (yp− py)f (y)= − i[y df
dy −

d
dy (yf (y))]= if (y).
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To determine ν, we consider the square of the length of the state a|ν〉, (〈ν|a†)(a|ν〉)=〈ν|a†a|ν〉= 〈ν|N|ν〉= ν〈ν|ν〉.
This quantity must be nonnegative, hence ν ≥ 0. By applying a repeatedly to |ν〉, we obtain eigenvectors with eigenvalues
ν, ν − 1, ν − 2, . . . . But this conflicts with the condition that these numbers must be nonnegative, unless the sequence
terminates with the value ν= 0. For ν= 0, a|ν〉= 0, i.e., a|ν〉 is the zero vector, and further applications of the lowering
operator again give the zero vector. Hence, the eigenvalues of the operator N are integers; the lowest integer is ν= 0 and
the eigenvector corresponding to this eigenvalue is denoted |0〉. The next lowest eigenvalue is ν= 1 and the eigenvector
corresponding to this eigenvalue is denoted |1〉. Thus, from now on, instead of using ν to denote the eigenvalue and |ν〉
the eigenvector of the operator N, we shall use n and |n〉, N|n〉= n|n〉.

We have already seen that a†
|n〉 is proportional to |n + 1〉, i.e., a†

|n〉=Cn|n + 1〉. To calculate Cn, note that
|Cn|

2
= (〈n|a)(a†

|n〉)=〈n|aa†
|n〉= (n+ 1)〈n+ 1|n+ 1〉= (n+ 1), i.e., |Cn| =

√
n+ 1. Arbitrarily choosing the phase of

Cn so that Cn is real, we obtain,

a†
|n〉=

√
n+ 1|n+ 1〉. (2.126)

Similarly, considering a|n〉, we find

a|n〉=
√

n|n− 1〉, (2.127)

except if n= 0 in (2.127), then the equation yields a|0〉= 0. Iterating (2.126) yields,

|n〉=
(a†)n
√

n!
|0〉. (2.128)

Hence, the eigenvalue/eigenvector equation for the dimensionless Hamiltonian is, H|n〉= (n+1/2)|n〉, or, more explicitly,(
a†a+

1

2

)
|n〉=

(
n+

1

2

)
|n〉. (2.129)

The eigenstates |n〉 are called number states, or sometimes Fock states after Vladimir A. Fock.
Taking the inner product of Eqs (2.126), (2.127), and (2.129) with |n′〉, we find the expressions for the matrix elements

of a†, a, and a†a in the number representation are as follows:

〈n′|a†
|n〉=

√
n+ 1 δn′,n+1, (2.130a)

〈n′|a|n〉=
√

n δn′,n−1. (2.130b)

〈n′|a†a|n〉= n δn′,n. (2.130c)

The operator N̂≡ â†â is called the number operator and is often denoted by the symbol n̂. The matrices representing â
and n̂ in the number representation are given explicitly by

â=


0
√

1 0 0 . . .

0 0
√

2 0 . . .

0 0 0
√

3 . . .

0 0 0 0 . . .
...

...
...

...
. . .

, n̂=


0 0 0 0 . . .

0 1 0 0 . . .

0 0 2 0 . . .

0 0 0 3 . . .
...

...
...

...
. . .

. (2.131)

The matrix representing â† in the number representation is simply the transpose of â in (2.131) since â is real. The
Hamiltonian matrix representing the operator Ĥ= (n̂+ 1/2) is clearly diagonal (the half means half times the unit matrix
1̂), and the eigenvalues are simply the diagonal elements. Putting back the dimensions, Ĥ= h̄ω(n̂+ 1/2).
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Problem 2.22

(a) Determine the matrices for x and px in the number representation.

(b) Determine the matrices for x2, p2
x , and the harmonic oscillator Hamiltonian, H= 1

2

(
p2

x
m + mω2x2

)
, in the

number representation.
(c) Calculate 〈n|x|n〉, 〈n|p|n〉, (1x)2, and (1p)2.

Answers: (a) x=
√

h̄
2mω (a+ a†) and p= − imω

√
h̄

2mω (a− a†), so

x=

√
h̄

2mω


0
√

1 0 0 . . .
√

1 0
√

2 0 . . .

0
√

2 0
√

3 . . .

0 0
√

3 0 . . .
...

...
...

...
. . .

, (2.132)

p= − imω

√
h̄

2mω


0

√
1 0 0 . . .

−
√

1 0
√

2 0 . . .

0 −
√

2 0
√

3 . . .

0 0 −
√

3 0 . . .
...

...
...

...
. . .

. (2.133)

(c) 〈n|x|n〉= 0, 〈n|p|n〉= 0, (1x)2= h̄
mω (n+ 1/2), and (1p)2=mh̄ω(n+ 1/2).

The ground-state wave function in coordinate space, ψ0(x), can be obtained by representing the lowering operator in
the expression, 〈x|a|0〉= aψ0(x)= 0 (which you will better understand after doing Problem 2.23), using Eq. (2.125a),
which yields the differential equation, [

∂

∂x
+

mω

h̄
x

]
ψ0(x)= 0. (2.134)

The solution to (2.134) is

ψ0(x)=A0 exp

(
−

mωx2

2h̄

)
, (2.135)

and normalizing this wave function yields A0=

(
mω
π h̄

)1/4
. The excited-state wave functions in coordinate space, ψn(x),

can be obtained as follows:

ψn(x) = 〈x|n〉= 〈x|
(a†)n
√

n!
|0〉=

[√
mω
2h̄ (x−

h̄
mω

∂
∂x )
]n

√
n!

〈x|0〉

=

(
mω
π h̄

)1/4

2n/2
√

n!

[√
mω

h̄
(x−

h̄

mω

∂

∂x
)

]n

exp

(
−

mωx2

2h̄

)
. (2.136)

In the Schrödinger representation, states evolve in time; application of the evolution operator to the harmonic oscillator
Fock state |n〉 gives

U(t, 0)|n〉= e−i(n+1/2)ωt
|n〉. (2.137)
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So, as we have just seen, in position representation, ψn(x)=〈x|n〉, and the time-dependent wave function is given by
ψn(x, t)=〈x|U(t, 0)|n〉.

Problem 2.23

Prove that 〈x|a|0〉= aψ0(x) by carrying out the following procedure.

(a) Insert a complete set of states,
∫

dy |y〉〈y|, between a and |0〉 on the LHS of the equation.
(b) Use the definition of a in Eq. (2.125a) in your result from (a).
(c) Insert a complete set of momentum eigenstates,

∫
dp |p〉〈p|, into the matrix element 〈x|p|y〉 to the right of the

momentum operator in order to evaluate this matrix element.

Let us now write the equations of motion for the lowering and raising operators in the Heisenberg representation.
These equations of motion will be solved analytically. In the Heisenberg representation, the operators a and a† become
aH(t)= eiHt/h̄ae−iHt/h̄ and a†

H(t)= eiHt/h̄a†e−iHt/h̄.

∂aH(t)

∂t
=

i

h̄
[HH , aH(t)]= iω[a†

H(t)aH(t), aH(t)]= − iωaH(t), (2.138a)

∂a†
H(t)

∂t
=

i

h̄
[HH , a†

H(t)]= iω[a†
H(t)aH(t), a†

H(t)]= iωa†
H(t). (2.138b)

The solutions to these equations are

aH(t)= a e−iωt, (2.139a)

a†
H(t)= a†eiωt. (2.139b)

The Hamiltonian in the Heisenberg representation is not time dependent because of the cancellation of e−iωt and eiωt in
the product of the raising and lowering operators, HH = h̄ω[a†

H(t)aH(t)+ 1/2]= h̄ω(a†a+ 1/2).
In summary, we defined number states (i.e., Fock states), |n〉, in (2.128). Application of the raising and lowering oper-

ators to these states is detailed in (2.126) and (2.127). The Fock states can be used as a basis since they are orthonormal
and span the set of all states. They are one of the most useful basis sets for dealing with quantum many-body processes,
as detailed in Chapter 14.

This is the second time we considered the harmonic oscillator problem. The first treatment in Sec. 1.3.15 was car-
ried out using the Schrödinger wave function method; the treatment here used the Heisenberg matrix mechanics method
wherein operators are represented by matrices and state vectors in Hilbert space are represented by row vectors. The
first method involves solving the Schrödinger equation as a differential equation, and the second method involves diag-
onalizing the Hamiltonian matrix and thereby obtaining its eigenvalues and eigenvectors. In the particular case of the
harmonic oscillator, we were able to carry out the diagonalization to obtain the eigenvalues and eigenvectors analytically.
In general, once we obtain the Hamiltonian matrix, numerical solution to obtain the eigenvalues and eigenvectors is the
only option, and is carried out upon truncating the Hamiltonian matrix to a finite matrix.

2.7.3 COHERENT STATES AND SQUEEZED STATES

The concept of a coherent state was first introduced into quantum optics by Roy J. Glauber in 1963. One could argue that
the development of coherent states marks the birth of the field of quantum optics. Coherent states are a convenient tool
for describing a variety of phenomena, including the radiation emitted by a laser, improved measurement characteristics
of certain devices via squeezing so as to “beat” the uncertainty principle, and use in correlation spectroscopies, just to
mention a few applications.
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A coherent state |α〉 is defined as an eigenstate of the non-Hermitian annihilation (lowering) operator a,

a|α〉=α|α〉. (2.140)

Upon expanding the coherent state |α〉 in a complete set of Fock (i.e., number) states and using Eqs (2.128) and (2.137),
we find:

|α〉=

(
∞∑

n=0

|n〉〈n|

)
|α〉=

∞∑
n=0

|n〉

〈
0

∣∣∣∣ an

√
n!

∣∣∣∣α〉. (2.141)

Applying the operator an
√

n!
to |α〉 on the RHS of (2.141), we find

|α〉= 〈0|α〉
∞∑

n=0

αn

√
n!
|n〉. (2.142)

The matrix element 〈0|α〉 appearing on the RHS of Eq. (2.142) can be determined by imposing the normalization condi-
tion

〈α|α〉=

(
∞∑

m=0

〈0|
(a†)m
√

m!
|α〉 〈m|

)(
∞∑

n=0

|n〉 〈0|
an

√
n!
|α〉

)
= 1, (2.143)

to find |〈0|α〉|2=
(∑
∞

n=0 |α|
2n/n!

)−1
= exp(−|α|2). Taking 〈0|α〉 to be real, we can write Eq. (2.142) as

|α〉= e−|α|
2/2

∞∑
n=0

αn

√
n!
|n〉. (2.144)

It is easy to see from (2.144) that the probability of finding the number eigenstate |n〉 in the coherent state |α〉 is given by

Pn(α)= |〈n|α〉|
2
= e−|α|

2 |α|2n

n!
. (2.145)

Hence, the probability of finding n ‘photons’ in the coherent state is distributed in a Poisson probability distribution
function with mean |α|2.

The time evolution of a coherent state |α〉 in the Schrödinger representation is obtained by applying the evolution
operator to the coherent state |α〉 to obtain

U(t, 0)|α〉= e−|α|
2/2−iωt/2

∞∑
n=0

(αe−iωt)n
√

n!
|n〉. (2.146)

Problem 2.24

Verify the following expectation values for the coherent state |α〉.

(a) 〈n̂〉α ≡〈α|a†a|α〉= |α|2=
∑
∞

n=0 nPn.

Hint: One way to prove the last part of this relation is by inserting the identity(∑
∞

n=0 |n〉〈n|
)
= 1 into 〈α|a†a|α〉.

(b) 〈n̂2
〉α ≡〈α|n̂2

|α〉=
∑
∞

n=0 n2Pn= |α|
2(|α|2 + 1).

(c) 〈(1n̂)2〉α ≡〈α|n̂2
|α〉 − 〈α|n̂|α〉2= |α|2, hence 〈(1n̂)2〉α =〈n̂〉α .

(d) Prove that n̂|α〉= e−|α|
2/2 ∑∞

n=0 n αn
√

n!
|n〉.

(e) Use part (d) to prove Eq. (2.146). Hint: Use Eq. (2.137).
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Problem 2.25

Show that 〈α|α′〉= exp(−|α|2/2+ α′α∗ − |α′|2/2) and that |〈α|α′〉|2= exp(−|α − α′|2).

Problem 2.26

(a) Write the equation 〈x|a|α〉 = α〈x|α〉 as

[√
1
2

√
mω
h̄ (x+

h̄
mω

∂
∂x )− α

]
ψα(x) = 0, and solve this equation for the

coherent state wave function, ψα(x) =
(

mω
π h̄

)1/4
e−

mω
2h̄ (x−

√
2h̄
mωReα)2+i

√
2h̄
mω Imα x.

(b) Show that for ψα , 〈x〉 =
√

2h̄
mω Reα and 〈p〉 =

√
2mh̄ω Imα.

The coherent states are complete (they can be used as a basis),

1

π

∫
d2α |α〉〈α| = 1. (2.147)

Here, the integral is over both real and imaginary parts of α, i.e., d2α≡ dαRdαI so
∫

d2α≡
∫
∞

−∞
dαR

∫
∞

−∞
dαI . Note that

coherent states are not as simple to use as a basis as Fock states; they are overcomplete, as is clear from the nonorthogo-
nality you derived in Problem 2.25, so

|α〉=
1

π

∫
d2α′|α′〉〈α′|α〉=

1

π

∫
dα′|α′〉 exp(−|α|2/2+ α′∗α − |α′|2/2). (2.148)

Thus, any pure state |ψ〉 can be expanded in terms of coherent states, |ψ〉= 1
π

∫
d2α|α〉 〈α|ψ〉, and any density matrix

can be expanded as

ρ=
1

π

∫
d2α P(α,α∗)|α〉 〈α|, (2.149)

where P(α,α∗) is real and normalized,
∫

d2α P(α,α∗)= 1.
Equation (2.144) can be written entirely in terms of raising operators that operate on the vacuum state by noting that

|n〉= a†n
|0〉/
√

n!:

|α〉= e−|α|
2/2

∞∑
n=0

(αa†)n

n!
|0〉= e−|α|

2/2 eαa†
|0〉. (2.150)

It is often convenient to rewrite (2.150) in terms of the displacement operator

D(α)≡ exp(αa†
− α∗a), (2.151)

by noting that, a|0〉= 0, hence,

e−|α|
2/2 eαa†

|0〉= exp(−|α|2/2) exp(αa†) exp(−α∗a)|0〉, (2.152)

and using the following identity for operators:

e(A+B)
= eAeBe−[A,B]/2

= eBeAe[A,B]/2 if [A, [A, B]]= [B, [A, B]]= 0. (2.153)

This latter result is known as the Baker–Hausdorff theorem (or the Campbell–Baker–Hausdorff theorem). Using (2.153)
and (2.152), (2.150) becomes

|α〉=D(α)|0〉. (2.154)
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The operator D(α) is called a displacement operator because it displaces the vacuum state |0〉 to the coherent state |α〉
(see Fig. 2.4).

Problem 2.27

(a) For A=αa† and B= − α∗a, show that [A, B]= |α|2.
(b) Prove eαa†

−α∗a
= e−|α|

2/2eαa†
e−α

∗a using the Baker–Hausdorff theorem.

Problem 2.28

Let A and B be two operators that do not necessarily commute. Expand the function F(x)= exp(xA)B exp(−xA) in
a series in x about x= 0.

(a) Show that F′(0)= [A, B], F′′(0)= [A, [A, B]], and F(n)(0)= [A, . . . , [A, B]] with n commutators appearing in this
expression.

(b) Substitute into the Taylor series to show that F(x)=B+ x[A, B]+ x2

2! [A, [A, B]]+ . . . . This relation is called the
operator expansion theorem.

(c) Show that [exp(xA)B exp(−xA)]n
= exp(xA)Bn exp(−xA).

(d) Show that exp(xA)F(B) exp(−xA)=F(exp(xA)B exp(−xA)).
(e) Generalize (d) to show that for any operator G that has an inverse, GF(B)G−1

=F(GBG−1).

Problem 2.29

(a) Using the operator expansion theorem you derived in the previous problem, show that
exp(xN)a exp(−xN)= a exp(−x) and exp(xN)a† exp(−xN)= a† exp(x).

(b) Show that exp(αa†)F(a, a†) exp(−αa†)=F(a− α, a†).
(c) Show that exp(−α∗a)F(a, a†) exp(α∗a)=F(a, a†

− α∗).
(d) Show that eαa†

−α∗aF(a, a†)e−αa†
+α∗a
=F(a− α, a†

− α∗).

Squeezed States and the Uncertainty Principle

Let us consider two noncommuting Hermitian conjugate operators, X1 and X2 (e.g., x and p). The commutator of these
operators can be written as the product of i and another Hermitian operator that we call X3,

[X1, X2]= iX3. (2.155)

The Heisenberg uncertainty relation shows that the product of the uncertainties of two operators X1 and X2 satisfies the
inequality,

1X11X2 ≥
1

2
|〈X3〉|, (2.156)

where 1X≡
√
〈X2〉 − 〈X〉2, and the expectation values are calculated with a given state |ψ〉. A state |ψ〉 is called a min-

imum uncertainty state if 1X11X2=
1
2 |〈X3〉|, and it is called squeezed if the variance of one of its observable operators,

say 1X1, satisfies

(1X1)
2 <

1

2
|〈X3〉|. (2.157)

Moreover, if, in addition,

1X11X2=
1

2
|〈X3〉|, (2.158)
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the state |ψ〉 is called an ideal squeezed state. The quantum fluctuations of a squeezed state in one observable, say X1,
are reduced below |〈X3〉|/2 at the expense of the fluctuations in the other observable.

Consider the Hermitian operators X1≡
1
2 (a+ a†) and X2≡

1
2i (a− a†). The commutator of these operators is given by

[X1, X2]= i 1
2 , i.e., X3=

1
2 is a constant. The Heisenberg uncertainty principle takes the form

1X11X2 ≥
1

2
. (2.159)

Now let us consider the expectation values of X1 and X2, and the variances 1X2
1 and 1X2

2 for the coherent state
|α〉=D(α)|0〉 defined in (2.154):

〈α|a|α〉= (〈X1〉α + i〈X2〉α)=〈0|D
†(α)aD(α)|0〉=α, (2.160)

Vacuum state |0>

X1

X2

Coherent state |α>

Re(α)

Im(α)

(a)  Coherent states

Squeezed vacuum   
state |ξ>

X1

X2 Coherent squeezed state |α,ξ>

Re(α)

Im(α)

(b)  Quadrature squeezed states

α

X1

X2
Number squeezed 

state

Re(α)

Im(α)

(c)  Number and phase squeezed states

Phase squeezed 
state

α

α

ξ = r eiθ, with θ=0

Rotated squeezed 
vacuum  state |ξ>

ξ = r eiθ, with 
θ=tan-1[Im(α)/Re(α)]

FIG 2.4 Coherent states and squeezed states in phase space. (a)
Coherent state |0〉 and displaced coherent state |α〉,
(b) quadrature squeezed (i.e., position and momentum
squeezed) states, and (c) number and phase squeezed states.
Source: Band, Light and Matter, Fig. 9.9, p. 548

i.e., 〈X1〉α =Reα and 〈X2〉α = Imα. Furthermore,

〈α|1X2
1 |α〉= 〈0|1X2

1 |0〉=
1

4
, (2.161)

〈α|1X2
2 |α〉= 〈0|1X2

2 |0〉=
1

4
. (2.162)

Hence, the coherent states |α〉 (including |0〉) are indeed
minimum uncertainty states. Figure 2.4(a) shows the
coherent vacuum state |0〉 and the displaced coherent
state |α〉; these wave packets are plotted in the X1-X2

plane.
Squeezed states offer the possibility of beating the

quantum uncertainty limit in measurements. Such states
can be generated using a nonlinear phase-dependent
interaction, as first observed by R. E. Slusher in an atomic
sodium gas experiments in 1985. Note that neither the
Fock state, |n〉, nor the coherent state, |α〉, are squeezed
states. For the coherent state 1X1=1X2= 1/2, whereas
for the Fock state 1X1=1X2= (2n+ 1)/2. A squeezed
state can be obtained from a coherent state by applying
the squeezing operator to it:

S(ξ)≡ eξ
∗a2/2−ξa†2/2. (2.163)

This squeezing operator S(ξ) can be applied to either
the vacuum state |0〉 (which is a trivial coherent
state) or the coherent state |α〉, i.e., |ξ〉≡ S(ξ)|0〉 and
|α, ξ〉≡ S(ξ)|α〉. These “quadrature” squeezed states are
shown in Fig. 2.4(b). Quantum states can be number
squeezed or phase squeezed, as well as squeezed in
q or p (position or momentum). The latter are shown
in Fig. 2.4(b) and the former in Fig. 2.4(c). Number
squeezed states can be described as simply a rotation
of D(α)S(|ξ |)|0〉 by angle θ = arctan(Im(α)/Re(α)) and

phase squeezed states are obtained by an additional rotation of the number squeezed states by π/2. More information
about squeezed states can be found in Ref. [18], Chapter 9, and Ref. [30]. These references discuss how squeezing of
light beams can be implemented using nonlinear optics.
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Other types of coherent states and squeezed states, not associated with those of the boson creation and annihilation
operators of the linear harmonic oscillator, can be constructed. The best known example of such states is those associated
with the angular momentum operator J (see Sec. 6.1.9). Other examples of squeezed states are described in Refs. [31–33].

Problem 2.30

Using the operator X1≡ x=
√

h̄
2mω (a+ a†), and X2= p= − imω

√
h̄

2mω (a− a†), so that X3= − i[X1, X2]= − h̄,

show that 〈α|a|α〉= 〈0|D†(α)aD(α)|0〉=
√

h̄
2mω (〈X1〉α + i

√
1

mω 〈X2〉α)=α and 〈α|1X2
1 |α〉= 〈0|1X2

1 |0〉=
h̄2

2 .

2.8 THE CORRESPONDENCE PRINCIPLE AND THE CLASSICAL LIMIT

Although the rules of quantum mechanics are highly successful in describing microscopic objects such as atoms,
molecules, and even condensed phase systems such as crystals and metals, experiments show that macroscopic sys-
tems such as bicycles, spinning tops, soccer balls, etc., can be accurately described by classical mechanics. Nevertheless,
it seems reasonable that the ultimate laws of physics must be independent of the size of the physical objects being
described. Bohr’s correspondence principle was motivated by this belief, and it explains how highly excited objects
behave classically even though the underlying laws of nature are quantum mechanical. The correspondence principle,
first invoked by Niels Bohr in 1923, states that the behavior of quantum mechanical systems reduce to classical physics
in the limit of large quantum numbers. We should note that Bohr’s formulation of the correspondence principle is not
correct in general, and counterexamples have been found (e.g., highly excited rotational-vibrational states of diatomic
molecules close to the dissociation threshold).

FIG 2.5 The classical probability, Pcl(x)= [π(a2
− x2)]−1/2, of finding the

particle at position x in a harmonic potential, and the probability of
finding a particle at position x in the nth eigenstate, Pn(x)= |ψn(x)|2, for
n= 30. Here, a is the classical turning point, i.e.,
E=mω2a2/2= h̄ω(n+ 1/2).

A demonstration of how large quantum
numbers can give rise to classical behavior
is provided by the one-dimensional quantum
harmonic oscillator. The quantum mechanical
probability distribution function for finding a
particle at position x if it is in the nth eigenstate
of the harmonic oscillator is given by |ψn(x)|2.
The classical probability distribution function
Pcl(x) for finding a particle at position x can be
found as follows. The classical trajectory of
the particle is given by x(t)= a sin(ωt + θ)
where the amplitude a is related to the par-
ticle energy E by E=mω2a2/2. Now, if the
phase angle θ is randomly distributed, i.e.,
P(θ)= (2π)−1, we can calculate Pcl(x) by
noting that Pcl(x) dx=Pcl(θ) dθ = (2π)−1 dθ .
Since dx= a cos(ωt+ θ)dθ = a[1− sin2(ωt+
θ)]1/2dθ = [a2

− x2]1/2dθ , we find

Pcl(x)=
1

π
√

a2 − x2
. (2.164)

Figure 2.5 plots Pcl(x) and |ψn(x)|2 for n= 30. Clearly, the two curves are similar. Moreover, the higher n, the better
the correspondence. Furthermore, if we take a superposition of several wave functions with quantum numbers n around
a central large quantum number (a wave packet), the correspondence becomes even better because the fast oscillations
seen in Fig. 2.5 average out.
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Bohr argued that classical physics does not emerge from quantum physics in the same way that non relativistic clas-
sical mechanics emerge as an approximation of relativistic mechanics at small velocities. Rather, classical physics exists
independently of quantum theory and cannot be derived from it. Moreover, the Bohr correspondence principle falls short
of describing how systems that are not very highly excited are well described by classical physics. So, how does classical
physics arise out of quantum physics? We will have a lot more to say about this subject in Chapter 17, linked to the book
web page.

2.9 SYMMETRY AND CONSERVATION LAWS IN
QUANTUM MECHANICS

Symmetry plays an important role in quantum mechanics. It simplifies the solution of quantum problems, such as the
hydrogen atom, it allows for the recognition of system properties, such as conserved quantities and invariances, and it
allows for the classification of molecules, crystals, and elementary particles. It even allows for the unification of the
fundamental forces, e.g., electromagnetism, electroweak, and the strong force.

In quantum mechanics, a symmetry operator O operates on states {|ψ〉} in Hilbert space. Symmetries can be discrete,
like the spatial inversion symmetry, or continuous, like the rotations around an axis. An operator O that commutes with
the Hamiltonian, HO=HO, is conserved since the Heisenberg representation (2.108) [note that we are considering an
operator that is not explicitly time dependent] gives

∂O
∂t
=

i

h̄
[H,O]= 0. (2.165)

Hence, the Hamiltonian and the conserved operator can be simultaneously diagonalized, and then the eigenfunctions of
the Hamiltonian are also eigenfunctions of O. More explicitly, using HO=HO, we find that if ψn is an eigenfunction of
H belonging to eigenvalue En, then (Oψn) is also an eigenfunction of H belonging to the same eigenvalue (see Sec. 2.2.1
on compatible operators):

H(Oψn)=O(Hψn) = En(Oψn). (2.166)

We have already pointed out some consequences of invariance in Sec. 1.3.6. Invariance of the Hamiltonian under
displacements necessitates that the momentum is a constant of motion. Invariance under time displacements implies that
the Hamiltonian is conserved, i.e., the energy of the system is conserved. Invariance under rotations requires that angular
momentum is a constant of motion (this topic will be considered at length in Chapter 3). An important theorem first
formulated by Emmy Noether shows that continuous symmetries are related to conservation laws.

In Sec. 2.9.1, we consider symmetry under exchange of particles; in Sec. 2.9.2, we discuss invariance under inversion,
which leads to conservation of parity; and in Sec. 2.9.3, we consider the symmetry known as time-reversal invariance. In
Sec. 3.6, we shall treat the consequences of symmetry on matrix elements of dynamical operators.

2.9.1 EXCHANGE SYMMETRY

In Sec. 8.2, we shall extensively treat invariance under exchange of identical particles, which requires symmetrization
of the wave function of identical bosonic particles (particles with integer spin), and the antisymmetrization of the wave
function of identical fermionic particles (particles with half-integer spin). The latter leads to the Pauli exclusion principle.
The Pauli exclusion principle, formulated by Wolfgang Pauli in 1925, states that a many-electron wave function must be
antisymmetric with respect to the interchange of any two electrons, and this ensures that only one electron can occupy
a given quantum state (and similarly for any many-fermion wave function). The treatment of fermion wave functions in
their antisymmetric form in terms of what is now called Slater determinants was developed by Paul A. M. Dirac in a
famous 1926 paper, where he writes:

An antisymmetrical eigenfunction vanishes identically when two of the electrons are in the same orbit. This means that in
the solution of the problem with antisymmetrical eigenfunctions there can be no stationary states with two or more electrons

https://sites.google.com/site/thequantumbook/


To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 05-ch02-061-104-9780444537867 2012/12/4 14:52 Page 99 #39

2.9 Symmetry and Conservation Laws in Quantum Mechanics 99

in the same orbit, which is just Pauli’s exclusion principle. The solution with symmetrical eigenfunctions, on the other hand,
allows any number of [particles] to be in the same orbit, so that this solution cannot be the correct one for the problem of
electrons in an atom.

The same symmetry occurs for all fermionic particles,

9(x1, x2, . . . , xi, . . . , xj, . . . , xN)= −9(x1, x2, . . . , xj, . . . , xi, . . . , xN), (2.167)

where xi= (riσi) is the position and the spin projection of particle i. The statistical properties of systems composed of
fermions at low temperatures was studied by Enrico Fermi in 1926; it is known as Fermi–Dirac statistics. The statistical
properties of bosonic systems was developed by S. Bose and A. Einstein in 1924–1925 and is called Bose–Einstein
statistics.

The Pauli exclusion principle is one of the most important principles in physics because it underpins many of the
characteristic properties of matter, from the large-scale stability of matter to the existence of the periodic table of the
elements. Figure 2.6 highlights some of the consequences of particle exchange symmetry. Identical boson wave functions
must be symmetric under the interchange of any two particles. Hence, identical bosons can occupy the same quantum
state. Identical fermion wave functions must be antisymmetric under interchange of particles, and therefore, fermions
cannot occupy the same state. The lowest energy state that can be formed with five fermions (say, five spin-up electrons)
is shown on the RHS of Fig. 2.6. One puts the fermions into the lowest level available, and once this level is occupied, no
additional identical fermions can be added to it. One “builds up” a multiparticle fermionic ground-state wave function by
adding particles to consecutively higher levels. This is called the aufbau (building up, in German) principle for construct-
ing multiparticle fermion ground-state wave functions. A complete discussion of identical particles will be presented in
Chapter 8.

Summarizing the symmetrization postulate for identical particles: for identical bosonic particle states, the wave func-
tion must be symmetric with respect to interchange of any two of them [leaves the wave function unchanged as in
Eq. (2.167) but without the minus sign], and for identical fermionic particle states, the wave function must be antisym-
metric with respect to all the particles so that interchange of any two of them changes the sign of the wave function [as
in Eq. (2.167)]. How this symmetrization is implemented will be discussed in Sec. 8.2.

FIG 2.6 The zero-temperature
occupation of
single-particle states for
bosons and fermions due to
symmetry under particle
interchange. The wave
function for identical
bosons must be symmetric
under the interchange of
any two particles, whereas
for identical fermions, it
must be antisymmetric.
Therefore, bosons can
occupy the same quantum
state, whereas fermions
cannot.
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2.9.2 INVERSION SYMMETRY

Symmetry with respect to displacements and rotations yields the concepts of momentum conservation and angular
momentum conservation. Similarly, invariance under space inversion, i.e., the simultaneous change of sign of all the
spatial coordinates of the particles of a system, yields the concept of parity conservation. Unlike displacements and
rotations, parity is a discrete symmetry. Classically, invariance under inversion does not lead to a conservation law, in
contradistinction to the way that invariance under translations leads to conservation of momentum and invariance under
rotations leads to conservation of angular momentum. But quantum mechanically if the inversion (or parity) operator, P ,
which inverts the system through the origin,

Pψ(r)=ψ(−r), (2.168)

corresponds to a symmetry operation (commutes with the Hamiltonian),

ih̄
∂P
∂t
= [P , H]= 0. (2.169)

We then say that parity is conserved.
The transformation of the following vector operators under inversion apply:

r→−r, p→−p, J→ J, (2.170)

i.e., PrP−1
= − r, PpP−1

= − p and PJP−1
= J, where J is the angular momentum of the system [here J could be

the total angular momentum given by the sum of the orbital angular momentum L and the spin angular momentum S
(the internal angular momentum of particles), J=L + S, or it could be just the orbital angular momentum, or just the
spin angular momentum. These concepts will be explained in detail in Sec. 3.1]. The transformation law of the angular
momentum in (2.170) results since both r and p in L= r× p change sign upon applying an inversion transformation, so
L remains unchanged, and S and J must transform like L.

The eigenvalues of the parity operator are easy to find. Consider the eigensystem equation, Pψ(r)= εpψ(r), where
εp is the eigenvalue of the parity operator, and again apply the parity operator to obtain P2ψ(r)= ε2

pψ(r). Since P2
= 1,

we conclude that ε2
p = 1, hence,

εp= ± 1. (2.171)

Eigenfunctions with eigenvalue +1 are said to be even under parity and eigenfunctions with eigenvalue −1, odd.
The 1D and the 3D harmonic oscillator Hamiltonians, the hydrogen atom Hamiltonian, and any central-field Hamilto-

nian, etc., commute with the inversion operator. Hence, the eigenstates of these Hamiltonians are simultaneously eigen-

states of parity and are either odd or even under inversion. But a Hamiltonian such as p2

2m + Kx3 does not commute with
the inversion operator P , and the eigenstates need not have definite parity. In solid-state physics, there are many crystal
structures that are not parity invariant.

The weak interaction of elementary particles, the interaction that is responsible for β-decay, is not invariant under
inversion, i.e., does not commute with P . In weak-interaction decay processes, final states that are superpositions of
opposite parity states can be created. As first predicted by T. D. Lee and C. N. Yang in 1956, the angular distribution
of decay products depends on pseudoscalars, such as S · p, where S is spin operator for the decaying particle, and are
odd under inversion. Lee and Yang won the Nobel Prize in 1957 for their work on parity violation in weak-interaction
processes.

2.9.3 TIME-REVERSAL SYMMETRY

The time-reversal transformation sends t → −t, hence, it reverses the velocity of particles but does not affect their

positions. Classically, if r(t) is a solution to m d2

dt2
r(t)= − ∇V(r), then r(−t) is also a solution. Note that a dissipation
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term such as −γ d
dt r on the RHS of the equation of motion would make this untrue since this term changes sign under the

transformation. Moreover, a magnetic force term of the form (q/c) dr
dt ×B would also violate this symmetry, unless B were

reversed, as it would be if the particles that create this field had their velocity reversed. The universe itself does not show
symmetry under time reversal, Today we know that the dynamical laws of nature may break time-reversal symmetry; the
weak force is known not to be time-reversal symmetric and kaon decay is an example of such time-reversal symmetry
breaking.

Time reversal (another name for this transformation is motion reversal) transforms dynamical variables as follows:

r→ r, p→−p, J→−J. (2.172)

i.e., T rT −1
= r, etc., where we have denoted the time-reversal operator by T . If the time-reversal operator commutes

with the Hamiltonian of the system, it is a constant of the motion. By considering the Heisenberg equation of motion
for the time-reversal operator, ih̄ ∂ψ

∂t = Hψ , for a Hamiltonian that commutes with T , it appears that changing t to −t is
equivalent to complex conjugation of the equation. Hence, perhaps we can use the operator of complex conjugation as
the time-reversal operator. Let us apply this guess for T to the Heisenberg equation of motion:

T
(

ih̄
∂

∂t

)
T −1T ψ = T HT −1T ψ , (2.173)

where we have inserted unity in the form T −1T into the LHS and RHS of this equation. For a Hamiltonian that commutes
with T , we have

− ih̄
∂

∂t
(T ψ)=H(T ψ), (2.174)

since T
(
ih̄ ∂
∂t

)
T −1
= −

(
ih̄ ∂
∂t

)
. If (T ψ)=ψ∗, Eq. (2.174) is automatically satisfied since it is simply the complex con-

jugate of the original time-dependent Schrödinger equation, so perhaps the time-reversal operator is just the complex
conjugation operator. We shall see in Sec. 4.4 that this is valid only when no half-integer spin degrees of freedom are
present.

The complex-conjugation operator, often denoted K, is not a linear operator, but rather an antilinear operator [see
Appendix A, Eqs (A.47) and (A.48), and the text associated with these equations for the properties of antilinear operators].
Not only isK antilinear, it is antiunitary [see Eq. (A.48) and the surrounding text]. At this point, please read the paragraph
in Appendix A on antilinear operators, and then return here.

As we shall see, the time-reversal operator is of the form of a product of a unitary operator and the complex conjugate
operator, UK, where the unitary operator U is the unit operator for the spinless case. Applying such a transformation
operator to a state vector |ψ〉, we get |ψ̃〉≡UK|ψ〉. Applying the same transformation operator, UK, to another such
state |ξ〉 to obtain the state |ξ̃〉, and forming 〈ξ̃ |ψ̃〉, we find

〈ξ̃ |ψ̃〉= 〈ξ |ψ〉∗. (2.175)

If a system is time-reversal invariant and ψ is a stationary wave function of the system, the time-reversed wave
function, T ψ , describes a state with the same energy since H(T ψ)= T Hψ =E(T ψ). There are two possibilities: (1)
ψ and T ψ are proportional to one another and describe the same state or (2) ψ and T ψ are linearly independent and
describe two degenerate states. In the former case, T ψ = τψ , where τ is the eigenvalue of the time-reversal operator, and
further application of T to T ψ yields T 2ψ = T (τψ)= τ ∗T ψ = |τ |2ψ . Clearly, for this nondegenerate and integer spin
case, T 2

= 1, since reversing the time twice does nothing, hence τ = eiϑ , where ϑ is a constant angle. Moreover, energy
eigenfunctions ψE(r) that are nondegenerate are real (or, more generally, a real function times a phase factor independent
of position or momentum), as we can see by noting that ψE(r) and ψ∗E(r) represent the same state, hence, they must be
equal, up to a phase factor, ψ∗E(r)= eiϑEψE(r). Thus, the wave function for a nondegenerate state is real (up to a constant
phase factor of magnitude unity).
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Consider the plane wave states ψp(r)=〈r|p〉= (2π)−3/2eip·r/h̄. These states are degenerate and are therefore case (2)
states. Applying the time-reversal operator, T ψp(r)=ψ∗p (r)= (2π)

−3/2e−ip·r/h̄
=ψ−p(r). Note also that in momentum

space, T ψ(p)=ψ∗(−p) since

T |ψ〉= T
∫

dp |p〉〈p|ψ〉=
∫

dp′ | − p′〉〈p′|ψ〉∗=
∫

dp |p〉〈−p|ψ〉∗. (2.176)

This result can be easily seen to yield T |p〉= | − p〉.
The nondegenerate case [case (2)] is not possible for particles with half-integer-spin angular momentum. We shall

explicitly consider the effect of time-reversal to these cases, e.g., for a spin 1/2 particle, in Sec. 4.4. We conclude the
discussion of time-reversal symmetry in this section by emphasizing that, quite generally, T =UK; for spin-zero particles,
U = 1. For particles with nonzero spin S, the wave function is a spinor with 2S+1 components and U is a (2S+1)×(2S+1)
matrix. We will determine this matrix in Sec. 4.4.

2.9.4 ADDITIONAL GENERATORS OF GALILEAN TRANSFORMATIONS

This section can be skipped on a first reading.
In Sec. 1.3.6, we discussed the generators for Galilean transformations of translations, rotations, and time translations.

Here, we return to consider boost and acceleration transformations.
The unitary transformation of a state that corresponds to a boost of the velocity V≡ dr

dt = ṙ of a system by velocity v
is Uv= eimr·v/h̄. I.e., the generator for velocity boosts is the quantum operator Q=mr (see Sec. 1.3.6). The operator Q
generates a displacement of the velocity in the sense [see Eq. (1.48)],

eimr·v/h̄ V e−imr·v/h̄
=V− v, (2.177)

or in momentum space,

eimr·v/h̄ p e−imr·v/h̄
=p− mv, (2.178)

in a fashion similar to p generating a displacement in coordinate space,7

e−ip·d/h̄ r eip·d/h̄
= r− d. (2.179)

Note that the boost generator Q commutes with the operator r̂, hence, so does the boost Uv,

eimr·v/h̄ r e−imr·v/h̄
= r. (2.180)

Note further that the boost operator changes the kinetic energy as follows,

eimr·v/h̄ p2

2m
e−imr·v/h̄

=
(p− mv)2

2m
, (2.181)

In order to better understand how a boost transformation works, let us apply Uv≡ eimr·v/h̄ to the plane wave state
ψp(r, t)=C eip·r/h̄−iEt/h̄:

Uvψp(r, t)= eimr·v/h̄ C eip·r/h̄−iEt/h̄
=C ei(p+mv)·r/h̄−iEt/h̄. (2.182)

We conclude that the boost transformation operator Uv ≡ eimr·v/h̄ is a unitary operator that changes the momentum
of the state of the system from p to p + mv (not p − mv). Since the kinetic energy of a plane wave ei(p+mv)·r/h̄ is

7 Eqs (2.178) and (2.179) can be obtained by expanding the exponential operators e−ip·d/h̄ and eip·d/h̄ in a power series and using the commutation
relations [pi, xj]= (h̄/i)δij., e.g., e−ip·d/h̄ r eip·d/h̄

= r− i[p, r] · d/h̄= r− d.
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E′= (p+mv)2

2m =E + p · v+ mv2/2, we can write (2.182) as

eimr·v/h̄ ψp(r, t)= ei(p·v+mv2/2)t/h̄ ψp+mv(r, t). (2.183)

We have used the fact that ψp+mv(r, t)=C ei(p+mv)·r/h̄−iE′t/h̄ to obtain the final equality in (2.183). Similarly,

U−v= e−imr·v applied to ψp(r, t) gives ei(−p·v+mv2/2)t/h̄ ψp−mv(r, t). These boosts affect the momentum (and velocity)
rather than the position.

The unitary transformation that boosts the velocity V≡ dr
dt = ṙ of a state by velocity v and translates it by vt is

UG= ei(mr−pt)·v/h̄. (2.184)

The generator of this type of velocity boost is the operator G ≡ mr− pt. The operator G generates a displacement in
velocity space in the sense,

eimG·v/h̄ V e−iG·v/h̄
=V− v, (2.185)

or in momentum space,

eiG·v/h̄ p e−iG·v/h̄
=p− mv, (2.186)

and generates a displacement in coordinate space,

eiG·v/h̄ r e−iG·v/h̄
= r− vt. (2.187)

Note that UG 6= eimr·v/h̄ e−ipt·v/h̄ since r and p do not commute. To transform the wave function ψ(r, t) into a frame
moving with velocity v and displaced by the vector vt, one applies UG to the wave function.

If, in a coordinate system undergoing rotational acceleration, such as the coordinate axes rotating with the Earth, the
position, velocity, and acceleration of a particle is given by r, v= ṙ, and a= v̇= r̈, the velocity and acceleration of the par-
ticle in the space-fixed (inertial) coordinate system is vsf = v+�× r and asf = a+�×vsf = a+2�×v+�× (�× r).
Here, � is the angular velocity of the rotating coordinate system. There are, of course, consequences if we want to
describe the particle in the rotating coordinate system, e.g., the force in the accelerating coordinate system is given by
F=Fsf − 2m� × v − m� × (� × r), where Fsf is the force in the space-fixed coordinate system, the last term in this
equation is the centrifugal force, and the next to last term is the Coriolis force. In quantum mechanics, the Hamiltonian
in a rotating frame of reference also includes extra terms, Coriolis and centrifugal terms. The transformation operator to
the rotating frame is given by UG in (2.184) with a velocity veff determined as follows. The velocity in the inertial frame
is ṙsf = ṙ + � × r, where � is the angular velocity, and � × r is the effective velocity of the rotating coordinate sys-
tem, veff≡�× r. Hence, using (2.184), we find UG(veff)= eiG·veff/h̄= ei(mr−pt)·(�×r)/h̄

= e−i�·(r×p)t/h̄; and the rotating
frame,

ψ ′(r, t)=UGψ(r, t)= e−i�·Lt/h̄ψ(r, t). (2.188)

The (time-dependent unitary transformation) operator UG= e−i�·Lt/h̄ applied to the wave function gives the new wave
function in the frame undergoing rotational acceleration. As we shall learn in Sec. (2.7) [see Problem 2.19, Eq. (2.112)],
the Hamiltonian of the system in the rotating frame is given by

H′(r, t)=UGHU†
G + ih̄

∂UG

∂t
U†

G=UGHU†
G +� · L. (2.189)

Coriolis and centrifugal terms will in general be present in this Hamiltonian.
In the problem below, you will introduce transformations of the form r → r′= r + ξ(t) into the Schrödinger equa-

tion for general ξ(t) and determine the solution in the transformed frame. Then you will compare your result with the
application of a unitary transformation of the wave function.
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Problem 2.31

(a) Consider the Schrödinger equation ih̄ ∂ψ
∂t = −

h̄2

2m∇
2ψ + V(r, t)ψ . Make the following transformation:

r→ r′= r+ ξ(t), t→ t′= t.

Consider explicitly the following three cases:

r→ r′= r+ R, r→ r′= r+ vt, r→ r′= r+ at2/2,

i.e., take the cases ξ(t)=R, ξ(t)= vt, and ξ(t)= at2/2. Rewrite the Schrödinger equation using the variables r′

and t′. After this transformation, you can change t′ back to t. Hint: Note that ∇ =∇ ′ and ∂
∂t = ξ̇ · ∇

′
+

∂
∂t′ , and

substitute these expression into the Schrödinger equation.
(b) Write the wave function as ψ(r, t)= u(r′, t) ei[f (r′,t)], and choose

f (r′, t)= (m/h̄)

−ξ̇ · r′ + 1

2

t∫
(ξ̇ (t′′))2dt′′

 .

Find the equation satisfied by u(r′, t).
(c) Show that UGψ , with v(t)= ξ̇(t), is consistent with your results in (a) and (b).
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3Angular Momentum and
Spherical Symmetry

Rotational symmetry plays an important role in many physical systems, such as atoms, and more generally, spherically
symmetic systems (see Sec. 16.6). Just as linear momentum is conserved in homogeneous systems, angular momentum is
conserved in isotropic systems. In classical mechanics, one finds that a conserved quantity exists if a system is unchanged
upon rotation of the system in space; the conserved quantity is called the angular momentum, L. For a system of particles,
the total angular momentum is given by L≡

∑
α rα ×pα , where α is a summation index over the particles in the system

[see Eq. (16.23) in Sec. 16.4]. Angular momentum is vital in treating such systems. But even in systems that are not
isotropic, it is often useful to expand the state of the system in a basis of states composed of eigenstates of angular
momentum. In this chapter, we study angular momentum in quantum mechanics.

We begin by introducing quantum mechanical angular momentum operators in Sec. 3.1. In Sec. 3.2, we discuss a
number of spherically symmetric systems, including the spherical quantum dot, the 3D harmonic oscillator, the Morse
Oscillator, the van der Waals and Lennard-Jones potentials, and the hydrogen atom. Then in Sec. 3.3, we establish the
connection between rotations and angular momentum. Section 3.4 shows how to add angular momentum in quantum
mechanics, Sec. 3.5 introduces tensor operators as well as vector and spinor fields, and finally Sec. 3.6 shows how
symmetry considerations can be employed to evaluate matrix elements of dynamical variables. The topic of angular
momentum for spin 1/2 systems is left largely to Chapter 4, and the dynamics of such systems is taken up in the first few
sections of Chapter 6.

We note parenthetically that the mathematical study of symmetry is embodied in the theory of groups, and the rotation
group is an important subtopic of group theory. We will refer to some group theory concepts in this chapter and others.
Appendix E summarizes topics in group theory that are useful for quantum mechanics, including the rotation groups (O3

and SU(2)), the permutation group, which will be used in discussing identical particles, and the point and space groups,
which are useful in treating crystals, solid-state physics, and diatomic and polyatomic molecules. The reader is advised
to look over this appendix to gain familiarity with the subject of group theory.

3.1 ANGULAR MOMENTUM IN QUANTUM MECHANICS

We have already mentioned angular momentum and its quantization in Sec. 1.1.5. Moreover, in Sec. 1.3.6, we showed
that angular momentum is the generator of rotations. Specifically, Eq. (1.63) specifies that the unitary rotation operator
for a single particle is expressible in terms of its orbital angular momentum operator,

L= r×p= r× (−ih̄)∇. (3.1)

The cartesian components of the orbital angular momentum operator are

Lx= ypz − zpy, Ly= zpx − xpz, Lz= xpy − ypx, (3.2)

which, when written in quantum mechanics as differential operators, take the form

Lx = −ih̄

[
y
∂

∂z
− z

∂

∂y

]
, (3.3a)
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Ly = −ih̄

[
z
∂

∂x
− x

∂

∂z

]
, (3.3b)

Lz = −ih̄

[
x
∂

∂y
− y

∂

∂x

]
. (3.3c)

The square of the angular momentum operator is

L2
=L · L=L2

x + L2
y + L2

z . (3.4)

The components of the angular momentum operator do not commute with one another, e.g., [Lx, Ly]= ih̄Lz (which is
sometimes written using the notation [L1, L2]= ih̄L3). The commutation relations for orbital angular momentum operators
can be written succinctly using the Einstein summation convention as

[Li, Lj]= ih̄ εijk Lk, (3.5)

where εijk is the Levi-Civita symbol (also called the permutation symbol; see Appendix C), which has the properties
ε123= 1, an even number of permutations of the indices 123 in ε123 also yields 1, an odd number of permutations of
the subscripts 123 yields −1, e.g., ε132=−1, and if any of the subscripts ijk are equal, then εijk= 0. The square of the
angular momentum operator commutes with each of the components,

[L2, Li]= 0. (3.6)

Problem 3.1

(a) Using the commutation relations of the position and momentum operators and the properties of commutators
derived in Problem 1.8, show that [Lx, Ly]= ih̄Lz.

(b) Show that [Li, Lj]= ih̄εijkLk.
(c) Show that

[
L2, Li

]
= 0.

(d) Show that the operator r×p is Hermitian if r and p are Hermitian.

To accommodate spin (i.e., internal) angular momentum as well as orbital angular momentum, we define the total
angular momentum operator J. Depending upon the system under study, the angular momentum may be just orbital in
nature, or just spin, or the sum of both orbital and spin. From the general invariance of isotropic systems, we know that the
generator of rotations for systems of particles with spin is the total angular momentum. We shall take up the study of spin
angular momentum in the next chapter. We posit that angular momentum is additive, e.g., the total angular momentum in
a system having both orbital (L) and spin (S) angular momenta is the sum of the two, J=L+S,1 and that the components
of J also obey the commutation relations

[Ji, Jj]= ih̄ εijk Jk. (3.7)

If the operator J is the sum of an orbital and a spin angular momentum, it acts in the Hilbert space H = Hspace ⊗Hspin,
which is a direct product of spatial and spin spaces. The elements of H are written as a sum of terms of the form
|9〉≡ |ψ〉 ⊗ |χ〉, where |ψ〉 is a space ket and |χ〉 is a spinor ket (often the ⊗ will be omitted). The action of J on |9〉
implies that L acts on |ψ〉 and S acts on |χ〉. We shall often use the symbol J to denote an arbitrary angular momentum
operator since many statements regarding the properties of angular momentum operators are valid for L (orbital), S (spin),
and J (total) angular momenta.

1 A more detailed account of angular momentum addition is presented in Sec. 3.4; see Eq. (3.148).
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Angular momentum is measurable, hence J is Hermitian, J†
= J, and the eigenvalues of Ji, i = x, y, z, are real. From

the commutation relations (3.7), it follows that the square of the angular momentum operator, J2
= J · J, commutes with

each of the components,

[J2, Ji]= 0, (3.8)

just like in the orbital angular momentum case. Hence, there exists a complete set of common eigenvectors of J2 and any
one component of J. The component Jz is usually chosen to have common eigenvectors with J2, and hence, the two can
be simultaneously diagonalized or, equivalently, they share a common set of eigenstates denoted as |βm〉 such that

J2
|β, m〉= h̄2β |β, m〉, (3.9a)

Jz|β, m〉= h̄m |β, m〉. (3.9b)

We shall discuss below an elegant technique enabling us to construct the states |β, m〉 as linear combinations of states
|ψ〉 ⊗ |χ〉 ∈ H. The quantum number m is often called the magnetic (or, particularly in the case of orbital angular
momentum, azimuthal) quantum number.

By taking the inner product of (3.9a) with |β, m〉 and using the relation J2
= J2

x + J2
y + J2

z , we find that

〈β, m|J2
|β, m〉= 〈β, m|J2

x |β, m〉+ 〈β, m|J2
y |β, m〉+ 〈β, m|J2

z |β, m〉. Given that 〈β, m|J2
x |β, m〉=(〈β, m|J†

x )(Jx|β, m〉)≥ 0

since the inner product of a vector with itself cannot be negative, and similarly for J2
y , we conclude that β ≥m2, i.e., for

a given β, there is a maximum (+
√
β) and minimum (−

√
β) value of m that is possible. To obtain the eigenvalues β and

m, it is convenient to introduce the raising and lowering angular momentum operators. We do so in the next subsection.

Problem 3.2

Show that an operator O that commutes with two components of the angular momentum operator also commutes
with the third component.
Hint: Consider the commutator [O, [Ji, Jj]].

Problem 3.3

Calculate the commutator [J2
x , Jz].

Answer: [J2
x , Jz] = Jx[Jx, Jz]+ [Jx, Jz]Jx = −i(JxJy + JyJx).

3.1.1 ANGULAR MOMENTUM RAISING AND LOWERING OPERATORS

The angular momentum raising and lowering operators are defined as follows:

J−= Jx − iJy, J+= Jx + iJy. (3.10)

These relations can be inverted:

Jx=
J+ + J−

2
, Jy=

J+ − J−
2i

. (3.11)

Note that J± are not Hermitian; rather, J†
±= J∓. We can derive the following commutation relations using the commuta-

tion relations (3.7):

[Jz, J+]= h̄J+, [Jz, J−]=−h̄J−, [J+, J−]= 2h̄Jz. (3.12)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 06-ch03-105-158-9780444537867 2012/12/4 23:37 Page 108 #4

108 CHAPTER 3 Angular Momentum and Spherical Symmetry

Using (3.11) to express Jx and Jy in terms of J+ and J− and the commutation relations (3.12), it is easy to derive the
relations

J2
=

J+J− + J−J+
2

+ J2
z , (3.13a)

J2
= J+J− + J2

z − h̄Jz, (3.13b)

J2
= J−J+ + J2

z + h̄Jz. (3.13c)

Applying (3.12a) to |β, m〉 and rearranging the resulting equation, we find

Jz J+|β, m〉= h̄(m+ 1) J+|β, m〉. (3.14)

Hence, J+|β, m〉 is an eigenvector of Jz with eigenvalue m+ 1, J+|β, m〉= c+|β, m+ 1〉; J+ raised the eigenvalue of the
ket |β, m〉 by one. This is why it is called a raising operator. Similarly, applying (3.12b) to |β, m〉 yields,

Jz J−|β, m〉= h̄(m− 1) J−|β, m〉. (3.15)

Hence, J−|β, m〉 is an eigenvector of Jz with eigenvalue m − 1, J−|β, m〉= c−|β, m − 1〉. This is why J− is called a
lowering operator.

For a given β, there is a maximum value of m≡ j for which application of J+ onto |β, j〉 yields the zero vector,

J+|β, j〉= 0, (3.16)

because there is no state c+|β, j+1〉with ( j+1) >
√
β, as we have shown at the end of the previous subsection. Applying

J− to (3.16) and using (3.13c), we find

J−J+|β, j〉= (J2
− J2

z − h̄Jz)|β, j〉= 0. (3.17)

We conclude that

β = j( j+ 1). (3.18)

Similarly, there is a minimum value of m≡ ι for which application of J− onto |β, j〉 yields the zero vector,

J−|β, ι〉= 0, (3.19)

because there is no state c−|β, ι− 1〉 with (ι− 1) < −
√
β. Applying J+ to (3.19) and using (3.13), we find

J+J−|β, ι〉= (J2
− J2

z + h̄Jz)|β, ι〉= 0. (3.20)

We conclude that β + ι(−ι + 1)= 0, which together with (3.18) gives ι= − j. The range of m is therefore given by
−j ≤ m ≤ j. Because the raising operator J+ increases the m (magnetic or azimuthal) quantum number in units of 1(h̄),
J+ applied consecutively to |j,−j〉 an integer number of times will lead to the state |j, j〉, we conclude that 2j must be an
integer, i.e., j is either an integer or a half integer. From now on, we denote the normalized angular momentum eigenstates
by |j, m〉, where J2

|j, m〉= h̄2j( j + 1)|j, m〉 and Jz|j, m〉= h̄m|j, m〉. The lowest value of j possible is j = 0, and for this
value of j, only m = 0 is possible. For j = 1/2, m can take on the values m=−1/2 and 1/2. For j = 1, m can take on the
values m=−1, 0, 1. For j = 3/2, m can take on the values m=−3/2,−1/2, 1/2, 3/2, etc.

We can obtain the amplitude c− defined immediately after Eq. (3.15) by the relation, J−|β, m〉= c−|β, m − 1〉, by
multiplying the equations

J−| j, m〉= c−| j, m− 1〉

〈 j, m|J+= c∗−〈 j, m− 1|



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 06-ch03-105-158-9780444537867 2012/12/4 23:37 Page 109 #5

3.1 Angular Momentum in Quantum Mechanics 109

by one another to obtain 〈 j, m| J+J−|j, m〉= c∗−c−= |c−|2. Using J+J−= (J2
−J2

z + h̄Jz), we find that |c−|2=〈 j, m|[ j( j+
1)h̄2
− h̄2m2

+ h̄2m]| j, m〉, i.e., |c−|2= [ j( j+ 1)− m2
+ m]h̄2, or

|c−|
2
= ( j+ m)( j− m+ 1)h̄2. (3.21)

Hence, we find that

J−| j, m〉=
√
( j+ m)( j− m+ 1) h̄ | j, m− 1〉. (3.22)

Similarly, we can derive

J+| j, m〉=
√
( j− m)( j+ m+ 1) h̄ | j, m+ 1〉. (3.23)

Note that Eqs (3.22) and (3.23) can also be written as follows:

J−| j, m〉=
√

j( j+ 1)− m(m− 1) h̄ | j, m− 1〉, (3.24a)

J+| j, m〉=
√

j( j+ 1)− m(m+ 1) h̄ | j, m+ 1〉, (3.24b)

Matrix elements of the angular momentum operators are now easy to compute:

〈 j′, m′|J−| j, m〉 = h̄
√
( j+ m)( j− m+ 1) δj′,j δm′,m−1, (3.25a)

〈 j′, m′|J+| j, m〉 = h̄
√
( j− m)( j+ m+ 1) δj′,j δm′,m+1, (3.25b)

〈 j′, m′|Jz| j, m〉 = h̄ m δj′,j δm′,m, (3.25c)

〈 j′, m′|J2
| j, m〉 = h̄2 j( j+ 1) δj′,j δm′,m. (3.25d)

00j ′=0,

j ′=1,

j ′=

m′

m′

m′

1
2

0j=0

j=1/2

j=1

j=3/2

0

−1

0

1

0

0
0

0

0

0

0

0 0

0

0

0

0 0

0
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0
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3÷
÷

÷

÷
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2
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3
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3
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−
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2÷

FIG 3.1 The matrices (J+/h̄) in the basis-set representation |j, m〉 for
j = 0, 1/2, 1, 3/2. The matrices (J−/h̄) are obtained by taking the
transpose. The matrices for Jx and Jy are obtained by adding
(J+/h̄) and (J−/h̄) as per Eq. (3.11).

Figure 3.1 shows the (J+/h̄) matrices for
j= 0, 1/2, 1, 3/2. The J−/h̄ matrices are obtained
by taking the Hermitian transpose of these matrices
(but since the matrices are real, taking the transpose
is sufficient). The matrices for Jx, Jy and Jz are
given explicitly, in the basis-set representation
|j, m〉 for j= 1, by:

Jx=
h̄
√

2

 0 1 0
1 0 1
0 1 0

, Jy=
h̄
√

2

 0 −i 0
i 0 −i
0 i 0

,

Jz= h̄

 1 0 0
0 0 0
0 0 −1

. (3.26)

The explicit representation of the basis states for
j= 1 is 1

0
0

 ≡ |1, 1〉,

 0
1
0

 ≡ |1, 0〉,

 0
0
1

 ≡ |1,−1〉,

(3.27)
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and an arbitrary linear combination of the basis states is given by a
b
c

 = a

 1
0
0

+ b

 0
1
0

+ c

 0
0
1

 ≡ a |1, 1〉 + b |1, 0〉 + c |1,−1〉 . (3.28)

Problem 3.4

Using the matrices in Eq. (3.26) for J = 1, show that

J2
x + J2

y + J2
z = 2h̄2

 1 0 0
0 1 0
0 0 1

 .

3.1.2 ELECTRON SPIN: J = 1/2

Systems with zero orbital angular momentum, L = 0, can still have an internal angular momentum. It is customary to call
an internal angular momentum a spin angular momentum, or simply spin, and denote it by the symbol S. Hence, when
no orbital angular momentum is present, J=S. The best known example is that of electron spin, with j= 1/2. The basis
states |j, m〉= | 12 ,± 1

2 〉 for spin 1/2 can be taken to be

| ↑〉≡

(
1
0

)
≡

∣∣∣∣12 ,
1

2

〉
, | ↓〉≡

(
0
1

)
≡

∣∣∣∣12 ,−
1

2

〉
, (3.29)

and an arbitrary linear combination |χ〉 of the basis states is given by

|χ〉=

(
a
b

)
= a

(
1
0

)
+ b

(
0
1

)
≡ a

∣∣∣∣12 ,
1

2

〉
+ b

∣∣∣∣12 ,−
1

2

〉
. (3.30)

Such states are called spinors. It is useful to define the Pauli spin operators for j= 1/2, σ̂i, where i= x, y, z, as follows:
Ŝ≡ h̄

2 σ̂ . Equation (3.25) can be used to obtain explicit expressions for the matrices σ representing the operators σ̂ . These
2×2 Pauli spin matrices operate on spinors. The standard form for the 2×2 Pauli spin matrices is

σx=

(
0 1
1 0

)
, σy=

(
0 −i
i 0

)
, σz=

(
1 0
0 −1

)
. (3.31)

The raising and lowering spin operators are defined as S+≡ Sx + iSy= h̄σ+ and S−≡ Sx − iSy= h̄σ−, but the operator
Sz= (h̄/2)σz, hence

S+= h̄σ+= h̄

(
0 1
0 0

)
, S−= h̄σ−= h̄

(
0 0
1 0

)
, Sz=

h̄

2
σz=

h̄

2

(
1 0
0 −1

)
. (3.32)

Clearly, σ+
(0

1

)
=
(1

0

)
and σ−

(1
0

)
=
(0

1

)
, so σ+ and σ− are the spin raising and lowering operators.

We will also use the matrices σx, σy, and σz in discussing quantum gates since qubits, which are two-level quantum
systems, can be represented in the form (3.28), and therefore, transformations of qubits can be written in terms of the
Pauli spin matrices (see Sec. 5.2.3). In Secs. 3.3.2 and 4.2.2, we will discuss rotations of spins and thereby complete
the discussion of transformations of two-level systems started in Sec. 5.2.3. Moreover, Chapter 4 is all about spin 1/2
particles, and the first part of Chapter 6 discusses spin dynamics. Furthermore, any two-level system can be described in
terms of spin; in fact the language of treating the statics and dynamics of any two-level quantum system is the language
of spin, as will be explained in Sec. 6.1.
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Problem 3.5

(a) Find the eigenvalues of the Jx matrix for angular momentum of 1/2 and 1.
(b) Find the normalized eigenvector with the highest eigenvalue of Jx.

Answer: For j= 1/2, the eigenvalues are h̄/2 and −h̄/2, and the normalized eigenvectors are: |χ+1/2〉=
1
√

2

(
1
1

)

and |χ−1/2〉=
1
√

2

(
1
−1

)
. For j = 1, the eigenvalues are h̄, 0, and −h̄; the eigenvector for h̄ is


1
2

1
√

2
1
2

.

3.1.3 ANGULAR MOMENTUM IN SPHERICAL COORDINATES

The components of the angular momentum operator L defined in Eq. (3.3a) can be written as differential operators in
spherical coordinates using Eqs. (16.45) [r =

√
x2 + y2 + z2, φ = arctan(y/x), θ = arccos(z/r), see file linked to

the book web page] to express the cartesian coordinates appearing on the RHS of Eqs. (16.45) in terms of spherical
coordinates. Using the expression

∂

∂xi
=
∂r

∂xi

∂

∂r
+
∂θ

∂xi

∂

∂θ
+
∂φ

∂xi

∂

∂φ
, (3.33)

Problem 3.6

(a) Using the matrices in (3.31), show that S2
x + S2

y + S2
z =

3
4 h̄2

(
1 0
0 1

)
, i.e., S2

= (1/2)(1/2+ 1)h̄21.

(b) Find the eigenvalues and eigenvectors of the Jy matrix for angular momentum of 1/2.

Answer: (b) For j= 1/2, the eigenvalues are h̄/2 and −h̄/2 and the normalized eigenvectors are:

|χ+1/2〉=
1
√

2

(
1
−i

)
and |χ−1/2〉=

1
√

2

(
1
i

)
.

we obtain the derivatives with respect to the cartesian coordinates appearing on the RHS of (3.2), where Eqs. (16.45) can
be used to obtain expressions for the derivatives of the spherical coordinates with respect to the cartesian coordinates in
Eq. (3.33). Carrying out the algebra, we obtain,

Lz= − ih̄
∂

∂φ
, (3.34)

Lx= ih̄

(
sinφ

∂

∂θ
+

cosφ

tan θ

∂

∂φ

)
, (3.35)

Ly= ih̄

(
− cosφ

∂

∂θ
+

sinφ

tan θ

∂

∂φ

)
. (3.36)

Using these expressions, we obtain the expression for the operators L= exLx + eyLy + ezLz, where ei is the unit vector
along the ith axis, and L2, in terms of spherical coordinates:

L2
=L2

x + L2
y + L2

z =−h̄2
[

1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

sin2 θ

∂2

∂φ2

]
. (3.37)

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/


To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 06-ch03-105-158-9780444537867 2012/12/4 23:37 Page 112 #8

112 CHAPTER 3 Angular Momentum and Spherical Symmetry

We would like to find the simultaneous eigenfunctions,Ylm(θ ,φ), of the commuting operators L2 and Lz,

L2Ylm(θ ,φ)= h̄2l(l+ 1)Ylm(θ ,φ),

LzYlm(θ ,φ)= h̄m Ylm(θ ,φ),

(3.38a)

(3.38b)

that are properly normalized and complete:

1∫
−1

d cos θ

2π∫
0

dφ Y∗l′m′(θ ,φ)Ylm(θ ,φ)= δl′,lδm′,m,

∞∑
l=0

l∑
m=−l

Y∗lm(θ
′,φ′)Ylm(θ ,φ)= δ(cos θ − cos θ ′)δ(φ′ − φ).

(3.39a)

(3.39b)

We do so in the next subsection. The normalized eigenfunctions Ylm(θ ,φ) are called spherical harmonics because they
are the angular part of the solution to Laplace’s equation, ∇2f (r)= 0, in spherical coordinates (the solutions of Laplace’s
equation are called harmonic functions).

3.1.4 SPHERICAL HARMONICS

We shall now discuss some basic feature of the spherical harmonics. Let us begin by considering an eigenfunction
of Lz only, Lz8α(φ)= h̄α8α(φ). Upon using the spherical coordinate representation of the operator Lz, we obtain
−ih̄ ∂

∂φ
8α(φ)= h̄α 8α(φ). We have not yet taken the magnetic (azimuthal) quantum number is an integer; we shall

rederive this condition from the continuity of the wave function below. The eigenfunction solution can be easily
obtained by solving the differential equation, and we find that 8α(φ)=Aeiαφ . Normalization of 8α takes the form,∫ 2π

0 dφ|8α(φ)|2 = 2π|A|2 = 1, so we take A= 1
√

2π
and 8α(φ)= 1

√
2π

eiαφ . Periodicity of the function gives the condi-

tion, 8α(φ + 2π)=8α(φ), which implies α=m= 0,±1,±2,±3 . . . . Hence, the angular momentum about the z-axis is
quantized in units of h̄, and the possible results of a measurement of Lz are h̄ m. Summarizing, we have found that

Lz8m(φ)= h̄m8m(φ) (3.40)

and

8m(φ)=
1
√

2π
eimφ . (3.41)

Orthogonality of the eigenstates of Lz is expressed in the form

2π∫
0

dφ 8∗m(φ)8n(φ)= δmn, (3.42)

and completeness of the eigenstates requires that we can expand any function in these eigenstates, i.e.,
ψ(φ)=

∑
m am8m(φ), where the amplitudes am are given by am=

∫ 2π
0 8∗

m
(φ)ψ(φ)dφ.

Problem 3.7

(a) For a 2D geometry in polar coordinates, ρ,φ, where x= ρ cosφ and y= ρ sinφ, show that

∇
2
=

(
∂2

∂ρ2 +
1
ρ
∂
∂ρ

)
+

1
ρ2
∂28

∂θ2 .
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(b) Show that the solution to the Schrödinger equation in this geometry can be written as
ψ(ρ,φ)=

∑
∞

m=−∞ Rm(ρ)8m(φ), where 8m(φ) are given in (3.41).
(c) Write the Schrödinger equation for Rn(ρ) for an arbitrary potential V(ρ).

Answer: (c)
[

d2

dρ2 +
1
ρ

d
dρ −

m2

ρ2 +
2mE
h̄2 −

2m
h̄2 V(ρ)

]
Rm(ρ)= 0.

We now return to the eigenvalues/vectors for L2, L2Ylm(θ ,φ)= h̄2l(l + 1)Ylm(θ ,φ), where L2
=

−h̄2
[

1
sin θ

∂
∂θ

(
sin θ ∂

∂θ

)
+

1
sin2 θ

∂2

∂φ2

]
, and seek a solution of the form Ylm(θ ,φ)=2lm(θ)8m(φ)=2lm(θ)

1
√

2π
eimφ .

Upon substituting this form, we find that 2lm satisfies,[
1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
−

1

sin2 θ
m2
+ l(l+ 1)

]
2lm(θ)= 0. (3.43)

By defining the variable µ= cos θ and writing (3.43) in terms of µ, we obtain the differential equation known as the
Legendre equation, whose solution is a well-known special function [27]:

d

dµ

[(
1− µ2

) d2lm (µ)

dµ

]
+

[
l(l+ 1)−

m2(
1− µ2

)]2lm(µ)= 0. (3.44)

Here l= 0, 1, 2, . . . and l ≥ |m|. For m= 0, 2l,m= 0(µ)≡Pl(µ), where Pl is called the Legendre polynomial of order l;
the lowest few Legendre polynomials are as follows:

P0(µ)= 1, P1(µ)=µ, P2(µ)=
1

2
(3µ2

− 1).

The generating function for the Legendre polynomials is

g(µ, t)≡ (1− 2µt + t2)−1/2
=

∞∑
l=0

Pl(µ)t
l, (3.45)

so clearly Pl(µ)= (l!)−1dlg(µ, t)/dtl|t=0. The Rodrigues formula, which allows for the calculation of the Legendre poly-
nomials via differentiation, is given by

Pl(µ)=
1

2ll!

(
d

dµ

)l

(µ2
− 1)l, (3.46)

and the recurrence relation, which can be used to obtain higher order Legendre polynomials from lower ones, is given by

Pl+1(µ)=
1

l+ 1
[(2l+ 1)µPl(µ)− l Pl−1(µ)] . (3.47)

Problem 3.8

(a) Use (3.47) to find P3(µ), given P1 and P2.
(b) Use the generating function (3.45) to obtain P2(µ). Hint: Differentiate twice with respect to t and then set t= 0.

The functions 2lm for m 6= 0 are proportional to the associated Legendre polynomials, denoted by Pm
l , 2lm(µ)≡

NlmPm
l (µ), where Nlm is the normalization constant, to be discussed shortly. The associated Legendre polynomials
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with m> 0 can be generated from the Legendre polynomials as follows:

Pm
l (µ)= (1− µ

2)|m|/2
(

d

dµ

)|m|
Pl(µ) for m> 0. (3.48)

Substituting (3.48) into the LSH of (3.45) yields the Rodrigues formula for Pm
l for all m, −l ≤ m ≤ l:

Pm
l (µ)=

1

2ll!
(1− µ2)m/2

(
d

dµ

)l+m

(µ2
− 1)l. (3.49)

The Legendre polynomials take the following values at µ= ± 1:

Pl(1)= 1, Pl(−1)= (−1)l, Pm
l (1)=Pm

l (−1)= 0 if m 6= 0. (3.50)

Recurrence relations and the generating function for the Pm
l can be developed using (3.49). The associated Legendre

polynomials obey the orthogonality relations,

1∫
−1

dµPm
l′ (µ)P

m
l (µ)=

(l+ m)!

(l− m)!

2

2l+ 1
δl,l′ . (3.51)

Hence, properly normalized spherical harmonics are obtained with normalization constant, Nlm=

(−1)m+|m|
[
(l−m)!
(l+m)!

2l+1
2

]1/2
:

Ylm(θ ,φ)= (−1)m+|m|
[
(2l+ 1)

4π

(l− m)!

(l+ m)!

]1/2

Pm
l (cos θ)eimφ . (3.52)

These functions are orthonormal,
∫ 2π

0 dφ
∫ 1
−1 d cos θ Y∗l′m′(θ ,φ)Ylm(θ ,φ)= δl,l′δm,m′ [see (3.39a)]. The orthonormality

can be expressed in terms of an integral over solid angles, d�= sin θdθdφ, as∫
d� Y∗l′m′(θ ,φ)Ylm(θ ,φ) = δl′,lδm′,m. (3.53)

Completeness of these functions, (3.39b), means that any angular function f (θ ,φ) can be expanded in terms of the
spherical harmonics,

f (θ ,φ)=
∞∑

l= 0

l∑
m=−l

almYlm(θ ,φ), (3.54)

where

alm=

∫
d� Y∗lm(θ ,φ)f (θ ,φ). (3.55)

The lowest few spherical harmonics are given by:

Y00(θ ,φ)=
1
√

4π
Y10(θ ,φ)=

√
3

4π
cos θ =

√
3

4π

z

r

Y11(θ ,φ)= −

√
3

8π
sin θ exp(iφ)=−

√
3

8π

(x+ iy)

r

Y20 (θ ,φ) =

√
5

16π

(
3 cos2 θ − 1

)
=

√
5

16π

(3z2
− r2)

r2
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Y21 (θ ,φ) =−

√
15

8π
sin θ cos θ exp(iφ)=−

√
15

8π

(xz+ iyz)

r2

Y22 (θ ,φ) =

√
15

32π
sin2 θ exp(2iφ)=

√
15

32π

(x2
− y2
+ 2ixy)

r2

FIG 3.2 Real linear combinations of the l= 2 spherical harmonics.

Clearly, r2Ylm is a homogeneous function in x, y, z
of order l [i.e., f (tx, ty, tz) = tlf (tx, ty, tz)]. From
(3.52), we see that

Yl−m(θ ,φ)= (−1)mY∗lm(θ ,φ), (3.56)

which can be used to obtain Y2−1 and Y2−2 from
Y21 and Y22, respectively, etc. Moreover, for
m= 0 and m= l,

Yl0(θ ,φ)=

√
(2l+ 1)

4π
P0

l (cos θ) (3.57)

and

Yll(θ ,φ)= (−1)l
[
(2l+ 1)(2l)!

4π22l(l!)2

]
(sin θ)l eilφ .

(3.58)

From (3.50), we see that

Ylm(0, 0)=

√
(2l+ 1)

4π
δm,0. (3.59)

Figure 3.2 shows real linear combinations of
l= 2 spherical harmonics. In such visualizations
of the spherical harmonics, the distance from ori-

gin corresponds to magnitude (modulus) of the plotted harmonic. A nice visualization of the spherical harmonics is
available on the web:
http://www.vis.uni-stuttgart.de/∼kraus/LiveGraphics3D/java script/SphericalHarmonics.html

Problem 3.9

Consider the wave function ψ(φ)= 1
3
√
π

[1+ 2i cos(3φ)].

(a) Normalize the wave function ψ(φ).
(b) Find the amplitudes am in the expansion ψ(φ)=

∑
∞

m=−∞ am8m(φ), where 8m(φ) are given in Eq. (3.41).
(c) If one measures Lz, what are the possible results and their corresponding probabilities.
(d) Calculate the expectation value 〈Lz〉 within the state ψ .

Answers: (a) Normalized wave function ψ(φ)=
√

1
6π [1+ 2i cos(3φ)]. (b) a0=

√
2/3, a±3= i

√
2/3. (c) 0, ±3h̄

with Pm= |am|
2. (d) 〈Lz〉= 0.

http://www.vis.uni-stuttgart.de/~kraus/LiveGraphics3D/java_script/SphericalHarmonics.html
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3.2 SPHERICALLY SYMMETRIC SYSTEMS

We have already seen that the Hamiltonian for two particles interacting via a potential can be reduced to a Hamilto-
nian involving the center-of-mass motion and the relative motion. If the potential is spherically symmetric, the solu-
tion of the relative motion problem is best carried out in spherical coordinates. The relative kinetic energy operator,

T = p2
r

2µ =−
h̄2

2µ∇
2, where µ is the reduced mass, is given in spherical coordinates in terms of the Laplacian,

∇
2
=

1

r

∂2

∂r2
r −

L2

h̄2r2
. (3.60)

So, the kinetic energy operator in spherical coordinates can be written as

T =
1

2µ

(
p2

r +
L2

r2

)
=
−h̄2

2µ

[
1

r

∂2

∂r2
r −

L2

h̄2r2

]
, (3.61)

where the radial momentum operator, pr, is

pr =
h̄

i

1

r

∂

∂r
r (3.62)

and p2
r =−̄h2

(
1
r
∂
∂r r
) (

1
r
∂
∂r r
)
=−̄h2 1

r
∂2

∂r2 r.

Problem 3.10

Prove that the Laplacian operator, ∇2, commutes with the angular momentum operators, Li.
Hint: Use Eqs (3.34) through (3.37) and (3.60).

The time-independent Schrödinger equation for the relative motion in a spherically symmetric potential becomes[
1

r

∂2

∂r2
r −

L2

h̄2r2
+

2µ

h̄2
(E − V(r))

]
ψ(r)= 0. (3.63)

The wave function ψ(r) can be expanded in spherical harmonic functions,

ψ(r)=
∑
l,m

almRl(r)Ylm(θ ,φ), (3.64)

and upon substituting into (3.63), we find that different values of l and m, i.e., different partial waves, do not couple with
each other, and the radial wave function Rl(r) satisfies the equation,[

1

r

∂2

∂r2
r −

l(l+ 1)

r2
+

2µ

h̄2
(E − V(r))

]
Rl(r)= 0. (3.65)

Since the radial wave function equation, (3.65), called the radial Schrödinger equation, does not contain the magnetic
(azimuthal) quantum number m, Rl(r) does not depend on m. Substituting Rl(r)=

fl(r)
r into Eq. (3.65) yields[

∂2

∂r2
−

l(l+ 1)

r2
+

2µ

h̄2
(E − V(r))

]
fl(r)= 0. (3.66)

The wave function ψ(r) must be finite everywhere, including the origin, therefore Rl(r) must be finite. Hence,
fl(r) must vanish at r= 0 at least as fast as r. Note that Eq. (3.66) is of the form of a 1D Schrödinger equation,
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3.2 Spherically Symmetric Systems 117

[
∂2

∂r2 +
2µ
h̄2 (E − Ul(r))

]
fl(r)= 0, with an effective radial potential energy given by

Ul(r)=V(r)+
h̄2l(l+ 1)

2µr2
. (3.67)

The second term on the RHS of (3.67) is called the centrifugal energy. This 1D equation must be solved with the boundary
condition fl(0)= 0.

Let us consider the limiting form of fl(r) as r→ 0 and as r→∞. For r→ 0, we assume that limr→0 V(r)r2
= 0, so

near the origin, Eq. (3.66) is well approximated by
[
∂2

∂r2 −
l(l+1)

r2

]
fl(r)= 0, the other terms (the potential term and the

term proportional to k2fl) being small in comparison with the ones retained. The solution to this differential equation that
vanishes at r = 0 is

fl(r)= cl rl+1 as r→ 0. (3.68)

The probability of finding the particle between r and r+dr is proportional to r2
|Rl(r)|2 dr= |fl(r)|2 dr, so near the origin,

the probability is proportional to r2l+2, which becomes smaller the larger l.
The asymptotic form of fl(r) as r→∞ depends upon whether we are dealing with a bound state or a scattering state.

Let us assume that the potential V(r)→ 0 faster than r−2 as r→∞. For a bound state in the lth partial wave with energy
E < 0, the asymptotic solution to (3.66) is

fl(r)= cl e
−

√
2µ|E|

h̄2 r
as r→∞. (3.69)

Hence, the wave function decays exponentially at large r. The coefficient cl is determined by normalization,

∞∫
0

dr r2
|Rl(r)|

2
=

∞∫
0

dr |fl(r)|
2
= 1.

For a continuum state with energy E> 0, the asymptotic form of Eq. (3.66) becomes the free-particle radial Schrödinger
equation,

d2

dr2
fl −

l(l+ 1)

r2
fl + k2fl= 0, (3.70)

where k2
=

2µE
h̄2 . The solutions to Eq. (3.70) are Riccati-Bessel functions, ĵl(kr) and n̂l(kr) [see Appendix B, Eqs (B.25)

through (B.30)], so asymptotically,

fl(r) −−−→
r→∞

al ĵl(kr)+ bl n̂l(kr). (3.71)

The Riccati-Bessel functions are given in terms of the spherical Bessel functions jl(z) and nl(z) as follows: ĵl(z)= zjl(z)
and n̂l(z)= znl(z) [27]. Figure 3.3 shows the regular and irregular Riccati-Bessel functions versus z for l= 0, 1, 2.
The spherical-Bessel functions can in turn be written in terms of the Bessel functions Jl(z) and Nl(z) as follows:

jl(z)=
√
π
2z Jl+1/2(z),nl(z)=

√
π
2z Nl+1/2(z), so ĵl(z)=

√
πz
2 Jl+1/2(z), n̂l(z)=

√
πz
2 Nl+1/2(z) (note that in the literature,

sometimes the Neumann functions nl and Nl are denoted by yl and Yl, respectively). At small r,

ĵl(kr)→
(kr)l+1

(2l+ 1)!!
as r→ 0, (3.72a)

n̂l(kr)→ −
(2l−1)!!

(kr)l
as r→ 0, (3.72b)
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(a) (b)

FIG 3.3 (a) Regular, ĵl(z), and (b) irregular, n̂l(z), Riccati-Bessel functions versus z for
l= 0, 1, 2.

and the asymptotic forms of the
Riccati-Bessel functions at large r are

ĵl(z) −−−→
r→∞

sin(z− lπ/2),

(3.73a)

n̂l(z) −−−→
r→∞

−cos(z− lπ/2).

(3.73b)

Hence, the asymptotic form of fl(r)
for scattering states (E> 0) at large r
takes the form

fl(r) −−−→
r→∞

Al sin[kr − lπ/2+ δl(k)].

(3.74)

The scattering phase shifts δl(k) are important quantities and characterize the scattering. We will have a lot more to say
about them in Chapter 12.

Summarizing, the wave function for the relative motion in a spherically symmetric potential is given by

ψ(r)=
∞∑

l=0

m∑
m=−l

alm
fl(r)

r
Ylm(θ ,φ), (3.75)

where fl(0)= 0. The amplitudes alm depend on the initial conditions. For a bound state of a given angular momentum,
only one of these amplitudes is nonzero. For a continuum state of only one partial wave (e.g., l=m= 0), only one of
these amplitudes is nonzero, but for an initial condition corresponding to a plane wave, many amplitudes alm must in
general be included. As far as the center-of-mass motion, if there is no external potential present, then the center-of-mass
wave function, 9P(R), is a plane wave with center-of-mass momentum P and an expansion of the form (3.75) can be
made for 9P(R) as discussed in the next subsection.

Problem 3.11

Determine the probability for measuring specific values of L2 and Lz given the following orbitals:

(a) ψ(r) = R(r)[cos θ ]2,
(b) ψ(r) = R(r)[sin θ ]5 cos(5φ) [Hint: see Eq. (3.58)],
(c) ψ(r) = R(r) sin θ sinφ,
(d) ψ(r) = g(r)(x+ y+ z),
(e) ψ(r) = g(r)(x2

+ y2
− 2z2),

(f) ψ(r) = R(r) cos θ sinφ. [This is tricky. Hint: see Eq. (3.55). Just determine the lowest few L2.]

Answers: (a) Note that [cos θ ]2
=

√
16π
45 Y20 +

√
4
3 Y00, so P0,0 = 5/9, P2,0 = 4/9.

(b) P5,5 = 1. (c) P1,1 = 1. (d) P1,1 = 1/3, P1,0 = 1/3, P1,−1 = 1/3. (e) P2,0 = 1. (f) Even powers of L2, and
Lz = ±1 are populated.

Problem 3.12

A wave function ψ(r) is an eigenfunction of eigenstate of L2 and Lz with eigenvalues h̄2l(l+ 1) and h̄m. Prove the

following expectation value expressions: 〈Lx〉= 〈Ly〉= 0, 〈L2
x〉= 〈L

2
y〉=

h̄2

2 [l(l+ 1)− m2].
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3.2.1 ANGULAR MOMENTUM DECOMPOSITION OF PLANE WAVES

A momentum normalized plane wave state with momentum p is given by ψp(r)= (2π h̄)−3/2 exp(ik · r) [see Eq. (1.79)],
where k=p/h̄ is the wave vector, and the normalization condition is 〈ψp′ |ψp〉= δ(p′ − p). The energy normalized

plane wave state is given by ψE,�p(r)=
(

m
p

)1/2
(2π h̄)−3/2 exp(ik · r) [see Eq. (1.83)]. The plane wave could be for

the center-of-mass coordinate, in which case we would use the notation R for the center-of-mass coordinate, P for the
center-of-mass momentum, and 9P(R) for the momentum normalized plane wave state. If the potential for the relative
motion vanishes, the plane wave could be for the relative motion. In either case, it might be useful to decompose the plane
wave into angular momentum partial waves. The decomposition of a plane wave into spherical waves involves finding
the amplitudes alm in (3.75) so that

exp(ik · r)=
∞∑

l=0

m∑
m=−l

alm jl(kr)Ylm(θ ,φ). (3.76)

Here, the radial wave functions are the spherical-Bessel functions jl(kr). We know that both the plane wave exp(ik · r)
and jl(kr)Ylm(θ ,φ) are solutions of the Schrödinger equation for free particles, and both are also regular at the origin, so
it remains only to find the amplitudes alm; we shall see that they are given by

alm= 4π il Y∗lm(θk,φk), (3.77)

where θk and φk are the polar angles of the wave vector k. Let us first consider the case where the wave vector is in the z
direction and (3.76) takes on the somewhat simpler form [see Eqs (3.59) and (3.57)],

exp(ikz)=
∞∑

l=0

il(2l+ 1)jl(kr)Pl(cos θ). (3.78)

Equation (3.78) can be proven by multiplying the equation, exp(ikr cos θ)=
∑

l′ al′ jl′(kr)Pl′(cos θ) by Pl(cos θ), inte-
grating over θ , and using the orthogonality of the Legendre polynomials, Eq. (3.51), to obtain:

1∫
−1

dµ eikrµPl(µ)=
2al

2l+ 1
jl(kr). (3.79)

Now, let us integrate the LHS of (3.79) by parts to obtain

Pl(µ)eikrµ

ikr

∣∣∣∣1
−1
−

1

ikr

∫
dµ eikrµP′l(µ)=

[
eikr
− (−1)le−ikr

]
ikr

−O
(

1

r2

)
, (3.80)

where we have used (3.50) to evaluate Pl(±1), and we have indicated that the second term on the RHS of (3.80) goes to
zero as 1

r2 at large r. The factor in square parenthesis on the RHS of (3.80) can be written as
[
eikr
− (−1)le−ikr

]
=

eilπ/2
[
eikr−ilπ/2

− e−ikr+ilπ/2
]
= 2il+1 sin(kr − lπ/2). Using the asymptotic form of the Riccati-Bessel function,

jl(kr)→ sin(kr−lπ/2)
kr [see Eq. (3.73)], we finally obtain the following expression from (3.79):

2il sin(kr − lπ/2)

kr
=

2al

2l+ 1

sin(kr − lπ/2)

kr
. (3.81)

That is, we have shown that al= il(2l + 1), as stated in Eq. (3.78). Hence, using (3.57), (3.78) can be written as
exp(ikz)=

∑
∞

l=0 il
√

4π(2l+ 1)jl(kr)Yl0(θ ,φ). Moreover, for arbitrary vector k, Eq. (3.78) can be immediately gener-
alized to exp(ik · r)=

∑
∞

l=0 il(2l + 1)jl(kr)Pl(nk · n), where nk is the unit vector in the direction of k and n is the unit
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vector in the direction of r. Using the addition theorem for spherical harmonics [25],

Pl(nk · n)=
4π

2l+ 1

m∑
m=−l

Y∗lm(θk,φk)Ylm(θ ,φ), (3.82)

we can obtain (3.76) and (3.77) from (3.78). Incidentally, a special case of the addition theorem for the spherical harmon-
ics obtained for l= 1 is

cos(nk · n)= cos θk cos θ + sin θk sin θ cos(φk − φ). (3.83)

Summarizing this subsection, we have found that plane waves can be expanded in terms of spherical harmonics as
follows:

exp(ik · r)= 4π
∑
l,m

il
ĵl(kr)

kr
Y∗lm(θk,φk)Ylm(θ ,φ), (3.84)

where the Riccati-Bessel function ĵl(kr) satisfies Eq. (3.70).

3.2.2 SPHERICAL QUANTUM DOT

FIG 3.4 Bound-state energies |En,l| of a spherical quantum dot for
l = 0 and l = 1 versus the quantum dot radius rd .

Let us consider bound states in a spherical quantum
dot. Initially, let us take the potential outside the dot to
be infinitely high, so the boundary condition at the dot
radius, rd, is ψ(rd)= 0. The radial Schrödinger equa-
tion is (3.66), and the potential V(r)= 0 inside the
spherical box, hence the regular solution that vanishes
at r= 0 and at r= rd is fl(r)= ĵl(kr), where the only
allowed values of k are such that krd equals one of
the nodes zn,l of the Riccati-Bessel function of order
l, ĵl(zn,l)= 0, i.e., kn,l= zn,l/rd (except for k= 0). For
l = 0, ĵl=0(z)= sin(z), so zn,0= nπ and kn,0= nπ/rd.
Figure 3.4 plots the lowest energy eigenvalues En,l for
the lowest few values of n and l = 0 and l = 1 versus rd.

If the potential V is finite for r> rd, then the
Schrödinger equation (3.66) in this region becomes
d2

dr2 fl −
l(l+1)

r2 fl − κ2fl= 0, where κ2
=

2µ(V−E)
h̄2 > 0. The

solution to this equation that decays with increasing r is
given in terms of the Riccati-Bessel function ĥ(+)l (z)≡ zh(+)l (z) [see Appendix B, Eq. (B.32)], with complex argument

z= iκr. Asymptotically, ĥ(+)l (iκr) −−−→
r→∞

e−κr−ilπ/2, i.e., it decays exponentially at large r. This function must be

matched onto the solution ĵl(kr) for r < rd by setting the wave functions and their derivatives equal at r= rd. Matching
(dfl/dr)/fl at r= rd,

dĵl(kr)/dr

ĵl(kr)

∣∣∣∣∣
r=rd

=
dĥ(+)l (iκr)/dr

ĥ(+)l (iκr)

∣∣∣∣∣
r=rd

, (3.85)

yields an equation for the bound-state energies, El of the lth partial wave bound states of the finite depth spherical quantum
dot.
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Unlike in 1D and 2D, where there is at least one bound state for any attractive potential, here there is a threshold
below which no bound state exists. To clarify this point, we consider s-wave bound states. Equation (3.85) takes the

form k cot krd = −κ . Multiplying by rd, and defining dimensionless parameters q ≡ krd and y ≡
√

2µV/h̄2rd, the

matching equation reads q cot q = −
√

y2 − q2. For y = π/2 this equation has solution q = π/2, corresponding to
binding energy E1,0 = h̄2π2/(8µr2

d). However, for y < π/2, no solution exists. In terms of the original parameters, if
8µVr2

d/(π
2h̄2) < 1, the potential is too weak to support a bound state. Note that the number of bound states depends

solely on y.

Problem 3.13

(a) Find the minimal value of y= y2 for which there is a second s-wave bound state, and the binding energy of this
state for given rd and µ.

(b) Plot the function q cot q = −
√

y2
2 − q2 as function of q and find the binding energy of the first bound state for

y = y2 for given rd and µ.

Answer: (a) y2 = 3π/2. E2,0 = 9h̄2π2/(8µr2
d).

(b) q1 = 2.73, ⇒ E1,0 = h̄2(2.73)2/(2µr2
d).

The spectrum of emitted radiation via spontaneous emission by electrons in the quantum dot is composed of transition
frequencies obtained when states |nlm〉 decay radiatively to lower lying states |n′l′m′〉. Transitions can occur if l′= l± 1
or l′ = l and m′=m ± 1 or m′ = m. These selection rules for optically allowed transitions are similar to those for
hydrogenic optical transitions. Optically allowed selection rules will be discussed in Sec. 3.6.1.

3.2.3 THE 3D HARMONIC OSCILLATOR

The solution of the 3D harmonic oscillator with potential V(r)= mω2

2 r2 can be obtained as a product wave function
9nx,ny,nz =ψnx(x)ψny(x)ψnz(z) with energy eigenvalues Enx,ny,nz = h̄ω(nx + ny + nz + 3/2)= h̄ω(n + 3/2), where n =
nx+ny+nz. The problem can also be solved in spherical coordinates. For arbitrary partial wave l, the wave function takes

the form ψ(r)= fn,l(r)
r Ylm(θ ,φ); fn,l then satisfies the equation d2

dr2 fn,l +
2µ
h̄2

(
En,l −

l(l+1)h̄2

2µr2 −
mω2

2 r2
)

fn,l= 0. The degree

of degeneracy of the nth level, d(n), is equal to the number of ways in which n can be divided into the sum of nonnegative

integers, d(n)= (n+ 1)(n+ 2)/2. The effective radial potential is given by Ul(r)=
l(l+1)h̄2

2mr2 +
mω2

2 r2. Asymptotically,

fn,l(r)→ rl+1 as r→ 0, fn,l(r) −−−→
r→∞

exp

(
−

r2

2h̄/(mω)

)
. (3.86)

Based upon our knowledge of the 1D solutions, we can seek solutions of fn,l in the form fn,l(r) = ξn,l(ρ) exp
(
−
ρ2

2

)
,

where ρ = r/lho is the dimensionless radius, and lho =

√
h̄

mω is the harmonic oscillator length. ξn,l(ρ) can be expressed
in terms of the generalized Laguerre polynomials which are specialized forms of the confluent hypergeometric functions
[27] [see also Appendix B, (Eq. B.36)]:

fn,l(r) = Nklρ
l+1 exp

(
−
ρ2

2

)
Ll+1/2

k (ρ), k = (n− l)/2,

where Nkl is a normalizaion constant. The degeneracy dn of energy level En = h̄ω(n+ 3/2) can be determined by noting
that for a given n, if we choose a particular nx, then ny + nz = n− nx. There are n− nx + 1 possible two-tuples {ny, nz},
ny can take on the values 0 to n − nx, and for each ny the value of nz is fixed. Hence dn =

∑n
nx=0(n − nx + 1). You are

asked to calculate the degeneracy in Problem 3.14.
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Problem 3.14

(a) Determine the degeneracies of the energy eigenvalues of a particle in a spherically symmetric harmonic
oscillator potential.

(b) Show that the lowest energy eigenfunction corresponds to an l = 0 function, and the second level to a set of
l = 1 functions.

Answer: (a) The degeneracy of the nth level with energy En = h̄ω(n+ 3/2) is the number of ways n can be divided
into the sum of three positive integral or zero numbers. From the discussion in the text, dn =

∑n
nx=0(n− nx + 1) =

n(
∑n

nx = 0 1)−
∑n

nx = 0 nx + 1 = (n+ 1)(n+ 2)/2. The energy En = h̄ω(n+ 3/2) can also be written as En = h̄ω
(2k + l+ 3/2), where 2k = n− l is the the number of zeros of the radial wave function fn,l, where k can take on
values k = 0, 1, 2, . . .. We can also calculate dn using the spherically symmetric formulation, but we shall not do
so here.

3.2.4 THE MORSE OSCILLATOR

An important model potential that has the property of being finite asymptotically at large r, and having a harmonic
oscillator dependence near its minimum, is the Morse oscillator potential,

V(r)=D {1− exp[−b(r − re)]}
2
− D. (3.87)

Here D is the well depth, i.e., the dissociation energy of a diatomic molecule having this potential, re is the equilibrium
internuclear distance of the diatomic molecule, and b is a parameter that we will shortly relate to the vibrational fre-
quency of the potential. The potential can be expanded near the minimum of the potential at r = re, where V(re)=−D,
and the lowest order terms are V(r)=Db2(r − re)

2
− D. Hence, the harmonic frequency for motion near the min-

imum, ω, is related to the coefficients in the Morse potential via the relation Db2
=

µω2

2 , i.e., b=
√
µω2

2D . Figure 3.5
shows the Morse potential and its harmonic approximation near the minimum of the potential as a function of the radial
coordinate r.

FIG 3.5 Morse potential and its harmonic approximation near the
minimum of the potential as a function of the relative radial
coordinate r. Source: Band, Light and Matter, Fig. C.1,
p. 606

For arbitrary partial wave l, the wave function takes
the form ψ(r)= fl(r)

r Ylm(θ ,φ); fl then satisfies the equa-

tion d2fl
dr2 +

2µ
h̄2

(
E − l(l+1)h̄2

2µr2 − V(r)
)

fl= 0. The effective

radial potential is again given by Ul(r)=V(r)+ l(l+1)h̄2

2µr2 .
The bound-state wave functions behave asymptotically
as

fl(r)→ rl+1 as r→ 0, fl(r) −−−→
r→∞

e
−

√
2µ|E|

h̄2 r
. (3.88)

Analytic solutions for the bound states the Morse poten-
tial exist for l = 0. The bound-state energies are

En,l= 0= h̄ω
[
(n+ 1/2)− xe(n+ 1/2)2

]
− D, (3.89)

where xe≡
h̄ω
4D is the dimensionless anharmonicity con-

stant; the highest bound state for l = 0 corresponds to the
integer nmax= [a−1/2], where a ≡ x−1

e . For small anhar-
monicity, xe� 1, the lowest eigenvalues are harmonic-
oscillator-like, but as n increases, the spacing between
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eigenvalues decreases. The eigenfunctions for l = 0 are given by

fn,l=0(r)=Nza−ne−z/2+br/2 L2a−2n−1
n (z), (3.90)

where N is a normalization constant, z≡ 2a e−b(r−re), and Lαn (z) is the generalized Laguerre polynomial [27], which is

the solution to the differential equation, x d2y
dz2 + (α + 1 − z) dy

dz + ny= 0. We shall not pause to analyze the properties of
these eigenfunctions.

3.2.5 VAN DER WAALS AND LENNARD-JONES POTENTIALS

The long-range part of the ground-state potential between two atoms in closed-shell configurations is known as the van
der Waals potential, named after the Dutch scientist Johannes van der Waals; its dependence on internuclear distance
r is V(r)=−C6

r6 with coefficient C6> 0. It arises from an induced dipolar interaction between the ground-state atoms
(dipole-induced-dipole interaction), and it can be calculated via second-order perturbation theory (see Sec. 7.3.1). The
range of internuclear distances over which this interaction potential is valid is much larger than the internuclear distance
at which the electrons of each atom overlap. The wave function satisfying the time-independent Schrödinger equation for
the relative motion between the atoms is expanded as ψ(r)= fl(r)

r Ylm(θ ,φ), and fl(r) then satisfies the equation

d2

dr2
fl +

(
2µE

h̄2
−

l(l+ 1)

r2
+

2µC6/h̄2

r6

)
fl= 0. (3.91)

It is convenient to define van der Waals (VdW) units as follows. The same method used to determine the units of length,
energy, and momentum as was used in Sec. 1.3.15 to determine harmonic oscillator units can be used here. The resulting
VdW unit of length is

lvdw≡ (2µC6/h̄
2)1/4, (3.92)

and the dimensionless coordinate is defined as y= r/lvdw. The VdW unit of energy is Evdw≡ h̄2/(2µl2vdw) and the dimen-
sionless energy is defined as E ≡E/Evdw. The VdW unit of momentum is taken as h̄/lvdw. Using these units, Eq. (3.91)
becomes

d2

dy2
fl +

(
E −

l(l+ 1)

y2
+

1

y6

)
fl= 0. (3.93)

FIG 3.6 Lennard-Jones effective potentials for l = 0, 1, 2 versus the
relative coordinate r.

The analytic properties of fl can be analyzed (and have
been), but we shall not pause to do so.

The Lennard-Jones potential, VLJ(r)=
C12
r12 −

C6
r6 ,

named after the British mathematician and physicist John
Lennard-Jones, is often used as an approximate model
for the isotropic part of a total (repulsion plus attraction)
diatomic molecular potential as a function of internu-
clear distance; it is often called the 6–12 potential. The
long-range attractive part of the Lennard-Jones potential
is simply the VdW potential; the repulsive part of this
potential does not accurately represent the potential in
the inner internuclear coordinate region of real molecules
– it is only a convenient representation for a strongly
repulsive potential. The minimum of this potential is

at rmin= (2C12/C6)
1/6, where V(rmin)=−

(C6)
2

4C12
. Fig-

ure 3.6 shows the effective potentials Ul(r)=
l(l+1)h̄2

2µr2 +
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C12
r12 −

C6
r6 for l = 0, 1, 2 versus r in van der Waals units with C12= 0.01, so the minimum of the potential for l = 0 is

potential for l = 0 is rmin= (2C12/C6)
1/6
= (0.02)1/6 ≈ 0.521 VdW units.

Other potentials of the form V(r)=−Cn/rn are useful for describing interactions between atoms or between ions and
atoms. Dipole–dipole interactions yield the case n= 3, and ion interactions with an induced dipole gives n= 4. The length
and energy scales for V(r)=−Cn/rn are

ln≡ (2µCn/h̄
2)1/(n−2), En≡

h̄2

2µl2n
. (3.94)

3.2.6 THE HYDROGEN ATOM

The center-of-mass Hamiltonian for a hydrogenic atom, with a nucleus of charge Ze and mass mN , is H=

−
h̄2

2µ∇
2
−

Ze2

[4πε0]r . The reduced mass µ= memN
me+mN

is approximately equal to the electron mass, me (this is an excellent

approximation since even for hydrogen mN =mp≈ 1836 me). The factor [4πε0] in the Coulomb potential V(r)=− Ze2

[4πε0]r
is required in SI units, but this factor should be replaced by unity in Gaussian units. The time-independent Schrödinger

equation is∇2ψ(r)+ 2me

h̄2

(
E + Ze2

[4πε0]r

)
ψ(r)= 0. Substituting the wave function written asψ(r)=Rl(r)Ylm(θ ,φ), where

Rl(r)=
fl(r)

r , into the Schrödinger equation and using Gaussian units (setting [4πε0]= 1), we obtain the following equa-
tion for fl:

d2

dr2
fl +

(
2meE

h̄2
−

l(l+ 1)

r2
+

2meZe2

h̄2

1

r

)
fl= 0. (3.95)

Before proceeding, we introduce atomic units (a.u.) since it is easier to analyze hydrogenic atom properties using
atomic units. We also take this opportunity to review SI and Gaussian units.

SI, Gaussian, and Atomic Units

The International System of Units (SI) is an MKS (meter kilogram second) system in which the fundamental unit of
current is called the Ampère (hence this system is also known as the MKSA system of units). An Ampère [A] is a unit of
current flow defined as the current, when flowing in each of two infinitely long, parallel wires of negligible cross-sectional
area separated by a distance of 1 m in vacuum, causes a transverse force per unit length of 2 × 10−7 newton/m to act
between the wires. The secondary unit of charge is known as a Coulomb; one Coulomb (abbreviated C) is equal to the
current obtained when one Ampère of current flows for one second. The charge of an electron is 1.602176462× 10−19 C.
The volt is a derived unit in terms of force per unit length per unit charge.

A system of units that is perhaps more suitable for microscopic problems involving electric and magnetic phenomena
is the Gaussian system of units. In this system of units, the unit of charge is called the statcoulomb; it is sometimes
called an electrostatic unit (or simply esu). One statcoulomb equals 1/(3× 109) C. Therefore, the charge of an electron
is 4.803204197× 10−10 statcoulombs (esu). The statvolt is the unit of voltage, i.e., force per unit length per unit charge.
One statvolt equals 300 volts. Current is measured in units of statampères; a current of one statampère means the flow of
one statcoulomb. The conversion from SI (MKSA) to Gaussian units is summarized in Table 3.1.

A convenient system of units for atomic and molecular physics is the atomic system of units (a.u.). In this system, the
unit of charge equals the absolute value of the electron charge, e= 4.8032× 10−10 statcoulomb (esu) (= 1.602× 10−19

C), the unit of mass is the electron mass me= 9.109× 10−28 g, and the unit of angular momentum is h̄= 1.054× 10−27

erg s. Hence in atomic atomic units (a.u.), |e| = 1, me= 1, and h̄= 1. An important dimensionless parameter in atomic,
molecular, and optical physics is the fine structure constant, α:

α=
e2

h̄c
= 7.297352533× 10−3

≈ 1/137

{
α=

e2

[4πε0]h̄c
in SI units

}
. (3.96)
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Table 3.1 Conversion Table from SI (MKSA) to Gaussian units. All factors of 3 (apart from exponents) should be replaced by
2.99792458, arising from the numerical value of the velocity of light. (See Jackson, Classical Electrodynamics [13].)

Physical quantity (symbol) SI Gaussian equivalent

Length (l) 1 m 100 cm

Mass (m) 1 kg 1000 g

Time (t) 1 s 1 s

Frequency (ν) 1 Hz 1 Hz

Force (F) 1 newton 105 dyne

Work [energy] (W [U]) 1 joule 107 erg

Power (P) 1 watt 107 erg s−1

Charge (q) 1 Coulomb (C) 3× 109 statcoulomb (esu)

Charge density (ρ) C m−3 3× 103 statcoul cm−3 (esu cm−3)

Current (I) 1 ampere (amp) 3× 109 statampere (statamp)

Electric field (E) 1 volt m−1 (1/3)× 10−4 statvolt cm−1

Potential (V) 1 volt 1/300 statvolt

Resistance (R) ohm (1/9)× 10−11 s cm−1

Capacitance (C) 1 farad (C/V) 9× 1011 cm

Magnetic induction (B) 1 tesla 104 gauss

Magnetic field (H) 1 ampere m−1 4π × 10−3 oersted

Intensity (I) 1 W m−2 103 erg s−1 cm−2

This is the expansion constant employed in Quantum Electrodynamics, and since it is small, Quantum Electrodynamics
expansions converge quickly. In a.u., the speed of light in vacuum is approximately 137, i.e., c≈ 137 [v0], where v0 =

e2/h̄ is the Bohr velocity, as is evident by setting e and h̄ equal to unity in Eq. (3.96). Hence, the atomic unit of velocity
is the speed of light divided by about 137. Moreover, the atomic unit of energy (the Hartree) is given by α2mec2, i.e., the
product of the electron rest mass energy and the square of the fine structure constant.

Let us derive the atomic unit of length, also called the Bohr radius or simply the Bohr, a0, the atomic unit of energy,
also called the Hartree, E0, and the atomic unit of momentum, p0, using Eq. (3.95). The units of the differential operator
d2

dr2 appearing in the first term on the LHS of (3.95) is 1/a2
0. The term containing 2meZe2

h̄2
1
r must have the same units.

Hence, equating 1/a2
0 and mee2

h̄2
1
a0

(the charge Z is not included in determining the atomic unit of length – it has no units
and for hydrogen Z= 1, neither is the factor 2), we obtain

a0≡
h̄2

mee2
. (3.97)
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Now, equating the term 2meE
h̄2 with the term 2meZe2

h̄2
1
r , we obtain

E0≡
e2

a0
=

mee4

h̄2
=α2mc2. (3.98)

Since the units of momentum are those of h̄
i

d
dr , we conclude that the atomic unit of momentum is

p0≡
h̄

a0
=

mee2

h̄
. (3.99)

Problem 3.15

(a) For the Hamiltonian H=− h̄2

2µ∇
2
− C3/r3 with a “charge dipole” −C3/r3 molecular potential, find the

appropriate units of length, momentum, and energy in terms of µ and C3 when C3 is given in units of
Hartree× a3

0. Express your answer in atomic units.

(b) For the sodium molecule, the long-range molecular Hamiltonian is H=− h̄2

2mµ∇
2
− C6/r6, with

µ=mNa/2= 11.5 atomic mass units (amu) and C6= 1556 a.u. Find lvdw and Evdw in a.u. Note: 1
amu= 1822.889 me.

Answers: (a) l3= 2(µ/me)C3, p3= [2(µ/me)C3]−1, E3=
1

8(µ/me)3C2
3
.

(b) lvdw= (2µC6/h̄2)1/4= 90.0 a0, Evdw= h̄2/(2µl2vdw)= 2.92× 10−9 Hartree.

A useful relation exists involving the fine structure constant and the three lengths: the Bohr radius, a0, the Comp-
ton wavelength divided by 2π (the de Broglie wavelength of an electron ”moving at the speed of light”), λc=

h̄
mec ≈

3.862× 10−11 cm, and the classical electron radius, re=
e2

mec2 ≈ 2.818 × 10−13 cm. The classical electron radius re is

defined such that, if the electron charge was contained in a sphere of this radius, the electrical energy would be mc2, i.e.,
mc2
= e2/re. The Compton wavelength and the classical electron radius will be useful quantities in discussing electron-

photon scattering (see Sec. 7.4.3). The relation is:

a0=
λc

α
=

re

α2
, (3.100)

or, α2a0=αλc= re. Thus, a0= 1 Bohr ≈ 5.292× 10−9 cm, λc≈ 1/137 [a0]= 3.862× 10−11 cm, and re≈
(1/137)2 [a0]≈ 2.818× 10−13 cm.

The atomic unit of electrical potential (φ= q/r) is e/a0, the atomic unit of energy (V = qφ= q2/r) is e2/a0, and
the atomic unit of electric field (E= qr/r3) is e/a2

0. In Gaussian units (and therefore atomic units), the units of mag-
netic induction B and magnetic field H are equal to that of electric field E. Hence, the atomic unit of B and H is e/a2

0.
The magnetic field in the rest frame of an electron due to a proton a distance 1 Bohr away and moving with veloc-
ity v (H= v

c × er/r3), with v orthogonal to r, is given by |B| = (v/c)(e/a2
0), which is approximately 1/137 in atomic

units of magnetic field if v is the Bohr velocity (since v0/c≈ 1/137). Numerically, one atomic unit of intensity is about
8.825× 1017 W/cm2.

The units of charge, mass, length, velocity, momentum, time, energy, electrical potential (energy/charge), frequency,
force, electric field, magnetic induction, magnetic field, intensity, and magnetic moment in atomic units are summarized
in Table 3.2.

Summarizing, the atomic units of length, energy, and momentum are:

Length unit=Bohr, a0≡
1
α

h̄
mec =

[4πε0]h̄2

e2me
= 5.292× 10−11 m

Energy unit=Hartree, E0≡α
2 mec2

=
e2

a0
= 4.360× 10−18 J= 27.21 eV

Momentum unit, p0≡ h̄/a0=
mee2

h̄ = 1.993× 10−24 Kg m/s
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Table 3.2 Atomic units (a.u.).

Unit [Name] Symbol and Gaussian
formula

Numerical value [Gaussian (SI)]

Charge e 4.803204197× 10−10 statcoulomb
(1.602176× 10−19 C)

Mass me 9.10938188× 10−28 g

Angular momentum h̄ 1.0545716× 10−27 erg s

Length [Bohr] a0=
h̄2

mee2 5.291772083× 10−9 cm

Velocity [Bohr velocity] v0= e2/h̄ = αc (1/137.036)c= 2.1877× 108 cm/s

Momentum [Bohr−1] p0=mee2/h̄ 1.9926× 10−19 g cm/s

Time a0/v0= h̄3/mee4 2.4189× 10−17 s

Energy [Hartree] e2/a0=mee4/h̄2 4.3590× 10−11 erg

Electrical potential e/a0=mee3/h̄2 0.09076 statvolt (27.210 V)

Frequency v0/a0= e2/(a0h̄) = mee4/h̄3 4.1341× 1016 s−1

Force e2/a2
0 8.2377× 10−3 dynes

Electric field (E) e/a2
0=m2

ee5/h̄4 1.71510× 107 statvolt/cm
(5.1453× 1011 V/m)

Magnetic induction (B) (e/a2
0)=m2

ee5/h̄4 1.71510× 107 gauss
(1715.1 T)

Magnetic field (H) (e/a2
0)=m2

ee5/h̄4 1.71510× 107 oersted
(1.3648× 109 ampere m−1)

Intensity (I) ce2/a4
0 8.825× 1024 erg s−1 cm−2 (8.825× 1017

W/cm2
= 8.825× 1021 W/m2)

Electric dipole moment (p) ea0 2.5415× 10−18 statcoulomb cm
(8.4784× 10−30 C m)= 2.5415 Debye

Magnetic moment (µ0)
Bohr magneton

µ0= eh̄/(2mec) 0.9274× 10−20 erg/gauss (1.40 MHz/G)

The radial Schrödinger equation with a Coulomb potential for fl is transformed to the following form in atomic units
(setting e= h̄=me= 1):

−
h̄2

2me

d2fl
dr2
+

[
l(l+ 1)h̄2

2mer2
−

Ze2

r
− E

]
fl= 0→ −

1

2

d2fl
dr2
+

[
l(l+ 1)

2r2
−

Z

r
− E

]
fl= 0.

On the RHS of the latter equation, E is in atomic units, i.e., E =E/E0, and r is dimensionless, i.e., is taken to be in atomic
units.
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The Coulomb Radial Wave Function

The radial wave function fl(r) in a.u. satisfies the equation

−
1

2

d2fl
dr2
+

[
l(l+ 1)

2r2
−

Z

r

]
fl= E fl. (3.101)

Asymptotically, bound-state wave functions behave as follows:

fl(r)→ rl+1 as r→ 0, (3.102)

fl(r) −−−→
r→∞

e−
√

2|E| r. (3.103)

Given this behavior, we take the ansatz form, fl(r)= rl+1wl(r) e−
√

2|E| r, where wl(r) is to be determined. The differential
equation for wl(r) obtained by substituting this form into (3.101) is

r
d2wl

dr2
+

[
2(l+ 1)− 2

√
2|E| r)

] dwl

dr
+ 2

√
2|E| (Z − (l+ 1))wl= 0. (3.104)

Let us assume that the function wl(r) can be expanded in a power series, wl(r)=
∑
∞

k= 0 akrk. Substituting this into
Eq. (3.104), we get

∞∑
k=0

[
(k(k + 1)+ 2(k + 1)(l+ 1))ak+1 + (2Z − 2

√
2|E|(k + l+ 1))ak

]
rk
= 0.

Setting the coefficient of rk equal to zero, we obtain the recurrence relation for the series,

ak+1

ak
=

2[
√

2|E|(k + l+ 1)− Z]

k(k + 1)+ 2(k + 1)(l+ 1)
. (3.105)

In order for the series to remain finite at large r, it must terminate at some value of k. Termination is only possible if the
numerator on the RHS of (3.105) vanishes for some value of k, say kmax, Z=

√
2|E|(kmax + l + 1). Defining the integer

n≡ kmax + l+ 1, the condition for termination of the series [so the numerator on the RHS of (3.105) vanishes] becomes

En=−
Z2

2n2
. (3.106)

The integers n and l must be such that kmax ≥ 0, i.e., l ≤ n − 1. We conclude that the hydrogenic energy eigenvalues
depend only on n, which is called the principal quantum number, not on l or m, and are given by

En,l,m=−
Z2

2n2

e2

a0
=−

Z2

2n2

mee4

h̄2
. (3.107)

(To be more exact, me should be replaced by the reduced mass). Equation (3.107) is known as the Balmer formula.2 We
shall return to the spectrum of hydrogenic atoms shortly, after describing the wave functions.

The radial wave function depends on the quantum numbers n and l and is given, in a.u., by Rnl= fnl/r= rl e−Zr/nwnl(r),
where wnl(r)=

∑
∞

k= 0 akrk, with (3.105) determining all the ak, except for the first value, a0, which will be determined by
normalization of the wave function. The function wnl(r), with r is in a.u., can be identified as a confluent hypergeometric

2 For comparison, the hydrogenic energy eigenvalues of the relativistic Dirac equation are En,j=mec2
{

1+ Z2α2

{n−j−1/2+[( j+1/2)2−Z2α2]1/2}2

}
, where j is

the total electronic angular momentum. To order α4, En,j≈mec2
{

1− Z2α2

2n2 −
Z4α4

2n4 [n/( j+ 1/2)− 3/4]+ . . .
}

. The first term is the rest mass energy,

the second term is the Balmer formula, and the last term incorporates the spin–orbit splitting that depends on j (see Sec. 4.5).
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function, wnl(r)= 1F1(−n+ l+ 1, 2(l+ 1), 2Zr/n) [see Appendix B, Eq. (B.36)], which is in fact an associated Laguerre
polynomial, L2l+1

n+l (2Zr/n). The full wave function is given by

ψnlm(r)=Rnl(r)Ylm(θ ,φ), Rnl(r)= (Z/a0)
3/2NnlFnl

(
2Zr

na0

)
, (3.108)

Nnl=

√
23

n3

(n− l− 1)!

2n(n+ l)!
, Fnl(x)= xle−x/2L2l+1

n−l−1(x). (3.109)

Since the spherical harmonics are normalized, normalization of the full wave function requires

∞∫
0

dr r2R2
nl(r)= 1. (3.110)

The first few radial wave functions are (note that r is not in Bohr, i.e., we explicitly include a0):

R10(r)= 2

(
Z

a0

)3/2

exp(−Zr/a0)

R21(r)=
1
√

3

(
Z

2a0

)3/2 (Zr

a0

)
exp

(
−Zr

2a0

)

R20(r)= 2

(
Z

2a0

)3/2 (
1−

Zr

2a0

)
exp

(
−Zr

2a0

)
R32(r)=

4

27
√

10

(
Z

3a0

)3/2 (Zr

a0

)2

exp

(
−Zr

3a0

)

R31(r)=
4
√

2

9

(
Z

3a0

)3/2 (
1−

Zr

6a0

)(
Zr

a0

)
exp

(
−Zr

3a0

)

R30(r)= 2

(
Z

3a0

)3/2
(

1−
2Zr

3a0
+

2Z2r2

27a2
0

)
exp

(
−Zr

3a0

)

FIG 3.7 Hydrogen radial wave functions Rnl(r) versus radial coordinate r.

Figure 3.7 plots the lowest radial wave
functions versus r.

The total probability density
at point r is given by P(r)=
|ψnlm(r)|2=R2

nl(r) |Ylm(θ ,φ)|2, and
the radial probability density, i.e., the
probability to find the electron in a
spherical shell between r and r + dr is

P(r)dr=
∫
θ ,φ

d�P(r) r2 dr= r2R2
nl(r)dr.

(3.111)

The expectation values of rp,
〈ψnlm|rp

|ψnlm〉=
∫
∞

0 dr rp+2R2
nl=∫

∞

0 dr rpf 2
nl, for p equal to a positive
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or negative integer can be evaluated analytically, e.g.,

〈n l′ m′|r|n l m〉= δl′,l δm′,m n2 a0

Z

(
1+

1

2

[
1−

l(l+ 1)

n2

])
, (3.112a)

〈n l m|r2
|n l m〉= n4

(a0

Z

)2
(

1+
3

2

[
1−

l(l+ 1)− 1/3

n2

])
, (3.112b)

〈n l m|r−1
|n l m〉=

Z

n2a0
, (3.112c)

〈n l m|r−2
|n l m〉=

Z2

n3(l+ 1/2)a2
0

, (3.112d)

〈n l m|r−3
|n l m〉=

Z3

n3(l+ 1)(l+ 1/2)la3
0

. (3.112e)

Problem 3.16

(a) Without looking back at the chapter or the table above, write the atomic units of length, momentum, and energy
in terms of the constants h̄, me, e (and if you like, c).

(b) Determine the matrix elements 〈n′ l′ m′|H|n l m〉 where H is the hydrogenic Hamiltonian.
(c) What is the degeneracy of the levels with a given value of the principal quantum number n.
(d) Calculate the matrix elements 〈n′ l′ m′|L2

|n l m〉, 〈n′ l′ m′|L4
|n l m〉, and 〈n′ l′ m′|Lz|n l m〉.

Problem 3.17

The normalized wave function for the ground-state hydrogen-like atom (H, He+, Li++, etc.) with nuclear charge Ze
is ψ(r)=Ae−βr. Without looking back at the chapter:

(a) Find A in terms of β.
(b) Find β in terms of the fundamental constants e, me, h̄, and Z.
(c) Find the energy E in terms of e, me, h̄, and Z.
(d) Find the expectation value of r, 〈ψ |r|ψ〉, given

∫
∞

0 dr r3e−2βr
=

3
8β4 .

(e) Find the value of r with maximum probability of finding the electron.

Answers: (a) A=
√
β3

π
. (b) β = Ze2me

h̄2 =
Z
a0

. (c) E=E=−Z2

2 mc2
(

e2

h̄c

)2
=−

Z2

2
mee4

h̄2 . (d) 〈ψ |r|ψ〉= 3a0
2Z .

(e) d
dr (r

2
|ψ(r)|2)= 0, yields rm=

a0
Z .

The spectrum of the hydrogen atom includes positive energy eigenvalues, where E is continuous and extends from zero
to infinity. These eigenvalues are infinitely degenerate; to each value of E there corresponds an infinite number of states
with different l from 0 to∞, and for any value of l, m=−l, . . . , l. The radial eigenfunctions of the continuous spectrum
take the form Rkl(r)=Ckl(kr)leikr

1F1
( i

k + l+ 1, 2(l+ 1), 2ikr
)
, where F is the confluent hypergeometric function and

E = k2/2 (in a.u.). Asymptotically, at large r,

Rkl(r)→
1

r
sin

(
kr +

log 2kr

k
− lπ/2+ σl

)
,
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where the Coulomb phase shift, σl= arg0(l + 1 − i
k ), and 0 is the gamma function [27]. We treat scattering from a

Coulomb potential in Sec. 12.5.5.

-1.5 

-1.0 

-0.50 

0.0 
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V
(r

) 
an

d 
E

n  
 [

H
ar

tr
ee

]

r [Bohr]

continuum states

n =1, dn = 1

n = 2, dn = 4
n = 3, dn = 9
n = 4, dn = 16

V(r) = -1/r 

FIG 3.8 Hydrogen energy levels plotted on the same scale as the Coulomb
potential. The degeneracy dn of the bound-state levels is specified.

The Hydrogen Atom Spectrum

We derived the bound-state spectrum of hydrogenic

atoms in Eq. (3.107), En=−
Z2

2n2
e2

a0
. For the hydro-

gen atom, Z= 1, these discrete bound-state energies
go up in energy from the lowest level corresponding
to n = 1, for which E1=−

1
2 . The first excited level,

n= 2, has E2=−
1

2× 4 , n= 3 has E3=−
1

2× 9 , etc.,
all the way up in energy as n→∞ to zero energy, as
shown in Fig. 3.8. States in the continuum exist for
E > 0, but we shall not discuss them at present (see
Sec. 12.5.5). For a given n, there are n values of l,
l= 0, . . . , n−1. For each l, there are 2l+1 values of
m, m=−l,−l+1, . . . , l−1, l, i.e., the degeneracy of
the l states is dl= 2l+1. The degree of degeneracy d
of a hydrogenic bound-state level n is dn= n2, with-
out consideration of spin degrees of freedom, which
doubles this number (see Chapter 4). The energy
levels En versus l and the degeneracy dl of the var-
ious l levels are shown in Fig. 3.9. Note that the
degeneracy of the various l levels belonging to the
same n is special to hydrogenic atoms. This special
degeneracy can be traced back to the presence of an

additional conserved quantity in the Coulomb potential, the Runge–Lenz vector [see Eq. (16.79), linked to the book web
page]. Orbitals of other atoms, e.g., He, Li, Na, etc., do possess this additional degeneracy.
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0

l

2E
n

[H
ar

tr
ee

] dl=3

3
3
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[n=3]
[n=4]
[n=5]
...

dl=1

1

1

FIG 3.9 Hydrogen energy levels, En, and the degeneracies dl= 2l+ 1 of
the various orbital angular momentum l levels. The spin
degeneracy is 2 (spin-up and spin-down states are degenerate), but
it has not been indicated in the figure.

Excited states can decay to lower states via emis-
sion of photons. The photon frequency emitted in
the decay of state nlm to state n′l′m′, if it can occur
(there are selection rules that restrict the transitions
that can occur radiatively; see Sec. 3.6.1) is equal
to νnn′ = (En − En′)/h, which depends only on the
principal quantum numbers n and n′,

νnn′ (=
c

λnn′
)=

En − En′

h
=−

Z2

2

(
1

n2
−

1

n′2

)
mee4

h̄3
.

(3.113)

The transitions to n′= 1 are called Lyman transi-
tions. These transitions are all at very high energy;
the lowest of the Lyman transitions, n= 2→ n= 1,
is at 3/8 Hartree = 10.2 eV. Transitions to n′= 2 are
called Balmer transitions. These are at much lower
energies; Fig. 1.1 shows these transitions. Energy
levels and transition energies of atoms and atomic
ions are conveniently represented in Grotrian dia-
grams of the form shown in Fig. 3.10.

https://sites.google.com/site/thequantumbook/
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FIG 3.10 Grotrian diagram for hydrogen. The Lyman transitions are denoted by Lyα , where α are greek letters in ascending order of energy,

the Balmer transitions are denoted Hα , etc. The ordinate scales are in eV, cm−1, and −
√

R/ν, where R= (1/2)mee4

ch̄3 = 109677.6

cm−1 is the Rydberg constant (half a Hartree) and ν is the transition frequency in units of cm−1. The values whose units are not
explicitly shown are wavelengths in Angstroms (10−10 m). Reproduced from Grotrian [35].

3.3 ROTATIONS AND ANGULAR MOMENTUM

We saw in Chapter 1 that translation operators are generated by the momentum operator p. For a plane wave, ψ(r −

a)= ei p·(r−a)
h̄ = e−i p·a

h̄ ei p·r
h̄ , and for an arbitrary wave function ψ [see Eq. (1.54)], ψ(r − a)= e−i p·a

h̄ ψ(r). We also saw
that rotation of a wave function by an angle ϕ about an axis ϕ̂ is generated by the angular momentum operator J [see
Eq. (1.62)]. An arbitrary rotation of the wave function of a system is given by

ψ(<−ϕr) = U(ϕ)ψ(r) = e−iϕ·J/h̄ψ(r) . (3.114)
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FIG 3.11 Euler angles as conventionally defined in classical mechanics. In quantum mechanics, step II corresponds to a rotation by angle β
about the y′-axis, rather than the x′-axis, as explained in the text.

Here <−ϕr is the rotation of the coordinate r by the angle −ϕ about the rotation axis ϕ̂, J is the total angular momentum
operator, and U(ϕ) is the rotation operator that rotates the state by the angle ϕ about ϕ̂. Rotating the wave function ψ(r)
by ϕ is equivalent to rotating the coordinate system by −ϕ.

A particular example of a rotation operator that rotates a wave function is the operator that rotates about the ẑ-axis

by an angle ϕ, U(ẑ,ϕ)= e−i ϕJz
h̄ ; this operator is diagonal in the standard representation where Jz is diagonal. Note that

the rotation operator that generates a rotation of a state (a wave function) by an angle ϕ about an axis n̂ is a function of
both ϕ and the unit vector n̂: U(n̂,ϕ)= e−iϕn̂·J/h̄. A unit vector is specified by two angles, so the rotation requires three
parameters (angles) to completely define the rotation. A common parameterization of rotations is via the three Euler
angles. This is the subject of the next subsection.

Problem 3.18

Prove that ∇2 is invariant under rotations, i.e., under orthogonal transformations of the coordinate system.

Answer: There are many ways to prove this. Perhaps the easiest is to note that ∇2
=
−2m

h̄2 p · p, and the scalar

product p · p is rotationally invariant. Another method is to express ∇2 in spherical coordinates using (3.60),

∇
2
=

1
r
∂2

∂r2 r − L2

h̄2r2 , and note that each of the terms on the RHS of this equation is rotationally invariant, i.e, each
commutes with the angular momentum operators (see Problem 3.10), and are therefore rotationally invariant.

3.3.1 EULER ANGLES α,β, γ AND THE ROTATION MATRIX

Leonhard Euler defined a set of three angles to describe the orientation of a rigid body in a 3D space. A rigid body can
be subjected to a sequence of three rotations described in terms of the Euler angles, α, β, γ , to orient the object in any
desired way. For the moment, let us consider a coordinate system 0xyz. The coordinate system can be oriented in any
desired orientation, in three steps, as follows. In step I of the sequence, rotate the coordinate axes around the z-axis by an
angle α. The resulting coordinate axes are called x′, y′, and z′ as shown in Fig. 3.11. Then, in step II, rotate the coordinate
system about the new x-axis, x′, by an angle β. The new axes are called x′′, y′′, and z′′. Finally, in step III, rotate the system
about z′′ by an angle γ . The resulting coordinate system, 0x′′′y′′′z′′′, is oriented in a completely arbitrary way, depending
on the specific Euler angles α, β, γ , used in carrying out the sequence. In quantum mechanics, we use a set of three steps
that differs from that shown in Fig. 3.11, only in that the middle rotation is around the y′-axis by angle β, rather than
the x′-axis. This convention is used in quantum mechanics because rotation operators corresponding to rotations around
the y-axis are real, as opposed to rotation operators corresponding to rotations around the x-axis, which are in general
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complex, so rotation about the y-axis is simpler to handle (see next section). Hence, the operatorRαβγ that rotates a state
(or wave function) according to this sequence is given by

Rαβγ =RγRβRα = e−iJ·(γ ẑ′′)/h̄ e−iJ·(β ŷ′)/h̄ e−iJ·(α ẑ)/h̄. (3.115)

The expression in (3.115) for the rotation operator is inconvenient since each of the three rotations is performed about an
axis belonging to a different coordinate system. It is possible to transform all the operators on the RHS of (3.115) to a
common coordinate system. Applying transformation (1.48) toRβ , we findRβ =U(ẑ,α)U(ŷ,β)U(ẑ,α)†. Similarly,Rγ
can be written as

Rγ =RβU(ẑ,α)U(ẑ, γ )U(ẑ,α)†R†
β .

Substituting these expressions into (3.115), we finally obtain, after some algebra, the following expression for R:

Rαβγ = e−iαJz/h̄ e−iβJy/h̄ e−iγ Jz/h̄. (3.116)

Thus, the rotation operator Rαβγ can be obtained by first rotating about the original z-axis by an angle γ , then rotating
about the original y-axis by angle β, and finally rotating about the original z-axis by angle α.

3.3.2 ROTATION AND D FUNCTIONS

Matrix elements of this rotation operator involving the angular momentum eigenvectors take the form,〈
j′ m′

∣∣ Rαβγ |j m〉 = e−im′αdj
m′ m(β)e

−imγ δj′,j, (3.117)

i.e., they are diagonal in j, as expected, where

d j
m′ m(β)=

〈
j m′

∣∣ e−iβJy/h̄ | j m〉 . (3.118)

The real functions d j
m′ m(β) are called reduced rotation matrices, or simply d functions. It is convenient to define the

symbol D( j)
m′,m(α β γ )≡

〈
j m′

∣∣Rαβγ |j m〉. This symbol is often called the rotation function, or rotation matrix. From the
definition of the rotation function as a matrix element, it is easy to show that(

D( j)
m′,m(α β γ )

)∗
=D( j)

m,m′(−γ − β − α). (3.119)

Furthermore, since the product of two rotations is also a rotation, it is clear that the product, Rα′β ′γ ′Rαβγ is also an
rotation operator, Rα′′β ′′γ ′′ , obtained by composition of rotations, hence,∑

µ

D( j)
m,µ(α

′ β ′ γ ′)D( j)
µ,m′(α β γ )=D( j)

m,m′(α
′′ β ′′ γ ′′). (3.120)

Problem 3.19

Prove Eqs (3.119) and (3.120) using the definition of the rotation function.

Rotation functions can be used to rotate angular momentum eigenstates as follows:

Rαβγ |j m〉=
∑
j′,m′
|j′ m′〉

〈
j′ m′

∣∣Rαβγ |j m〉=
∑
m′

|j m′〉D( j)
m′,m(α β γ ). (3.121)
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Thus, rotation of an angular momentum eigenvector is reduced to matrix multiplication by a rotation matrix. For example,
rotating a spherical harmonic wave function using Eq. (3.121) and noting that Ylm(θ ,φ) = 〈θ ,φ|lm〉, we obtain,

Rαβγ Ylm(θ ,φ)=
∑
m′

Ylm′(θ ,φ)D( j)
m′,m(α β γ ). (3.122)

Moreover, we know from (3.114) that Rαβγ Ylm(θ ,φ)=Ylm[(<(α β γ ))−1 (θ ,φ)]. Taking θ = 0 and φ= 0 and using
(3.59), we find

Ylm[(<(α β γ ))−1 (0, 0)]=

√
(2l+ 1)

4π
D( j)

0,m(α β γ ). (3.123)

Hence, inverting the rotation in (3.123), we obtain

Ylm[<(α β γ )(0, 0)]=

√
(2l+ 1)

4π
D( j)

0,m(−γ − β − α),

which is equivalent to Ylm(β,α)=
√
(2l+1)

4π D( j)
0,m(−γ − β − α). Complex conjugating this equation and using (3.119),

we finally obtain

D( j)
m,0(α β γ )=

√
4π

(2l+ 1)
Y∗lm(β,α). (3.124)

The d functions were first evaluated by Eugene P. Wigner by means of group theory (the rotation functions are some-
times called Wigner functions for this reason); Wigner obtained the expression:

dj
m′ m
(β)=

√
( j+ m)!( j− m)!( j+ m′)!( j− m′)!

∑
k

(−1)k(cos β2 )
2j+m−m′−2k(sin β

2 )
m′−m+2k

( j− m′ − k)!( j+ m− k)!(k + m′ − m)!k!
. (3.125)

These real functions satisfy the following properties:

dj
m′ m(β)= (−1)m−m′dj

m m′(β), (3.126a)

dj
−m′ −m(β)= dj

m m′(β)= dj
m′ m (−β), (3.126b)

dj
m′ m(π − β)= (−1)j−m′dj

m′ m(β). (3.126c)

For any j,

dj
m′ m
(2π)= (−1)2jdj

m′ m
(0)= (−1)2jδm′,m. (3.127)

Aspects of group theory that are useful in quantum mechanics are reviewed in Chapter E of the Appendix. One of the
important results of group theory is the group orthogonality theorem. The group orthogonality theorem as applied to the
rotation functions reads,∫

d(cosβ) dα dγ
(

D( j)
µ,m(αβγ )

)∗
D( j′)
µ′,m′(αβγ )=

8π2

2j+ 1
δj′,j δµ′,µ δm′,m. (3.128)

Integration is over the Euler angles; the integral over β is similar to the integral over the angle θ in spherical coordinates,∫ 1
−1 d(cosβ) . . ., and the integral over α and γ is from zero to 2π . Eq. (3.128) shows that the d functions satisfy the
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orthogonality relation,

1∫
−1

d(cosβ)dj
m′ m(β)d

j′

m′ m(β)=
2

2j+ 1
δj j′ . (3.129)

Explicit expressions for the case j= 1/2 and j= 1 can be easily obtained using either Eq. (3.129) or the properties

of the angular momentum operators. For j= 1/2, the basis states are given by
∣∣∣ 1

2
1
2 2 1

2

〉
=

(
1
0

)
,
∣∣∣ 1

2 −
1
2

〉
=

(
0
1

)
, as

specified in Eq. (3.27). The d functions are given by matrix elements of the rotation operator e−iϑny·s. For the j= 1/2
case, The formula e−i(ϑ/2)ny·σ =

[
cos(ϑ/2)1− i sin(ϑ/2)σy

]
can be derived by expanding the exponential in a power

series and noting that σyσy= 1 [see Eq. (4.6)], hence σm
y = 1 for even m and σm

y = σy for odd m. An arbitrary rotation
operator about the unit vector n by an angle ϑ for spin 1/2 states can be written as follows:

e−iϑn·S/h̄
= e−i ϑ2 n·σ

= cos(ϑ/2) 1− i sin(ϑ/2)n · σ . (3.130)

Note that a rotation of a spin state by an angle of 2π about any axis multiplies the spin state by (−1). Writing an arbitrary
unit vector as n= (sin θ cosφ, sin θ sinφ, cos θ), the 2×2 matrix n · σ appearing on the RHS of (3.130) takes the form

n · σ =
(

cos θ e−iφ sin θ
eiφ sin θ − cos θ

)
, (3.131)

and the general rotation operator is given by

e−iϑn·S/h̄
= cos(ϑ/2)

(
1 0
0 1

)
− i sin(ϑ/2)

(
cos θ e−iφ sin θ

eiφ sin θ − cos θ

)
. (3.132)

In particular, for n= ŷ, i.e., θ =π/2 and φ=π/2, we obtain the d function

d(
1
2 )(ϑ)=

(
cos(ϑ/2) − sin(ϑ/2)
sin(ϑ/2) cos(ϑ/2)

)
. (3.133)

(Sometimes the superscript of the d functions are put in parenthesis.) For j= 1, the basis states are the three component
vectors,

|1, 1〉=

 1
0
0

 , |1, 0〉=

 0
1
0

, |1,−1〉=

 0
0
1

. (3.134)

For n= (sin θ cosφ, sin θ sinφ, cos θ), the 3×3 matrix n · L/h̄ that appears in the exponent of the rotation matrices is
given by

n · L/h̄=


cos θ 1

√
2

e−iφ sin θ 0
1
√

2
eiφ sin θ 0 1

√
2

e−iφ sin θ

0 1
√

2
eiφ sin θ cos θ

. (3.135)

Explicit expressions for the rotation functions for j= 1 can be obtained by exponentiating −iϑn ·L/h̄. For rotation about
the y-axis by angle ϑ ,

d(1)(ϑ)=

 cos2(ϑ/2) − sinϑ
√

2
sin2(ϑ/2)

sinϑ
√

2
cosϑ −

sinϑ
√

2
sin2(ϑ/2) sinϑ

√
2

cos2(ϑ/2)

 . (3.136)

For arbitrary rotations of j= 1 states, use Eq. (3.117).
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Problem 3.20

(a) Calculate
∑

m′ m
′
|d( j)

m′m(β)|
2.

(b) Calculate
∑

m′ m
′2
|d( j)

m′m(β)|
2.

Hint: Take the expectation value of the operators Jz and J2
z with the state in Eq. (3.121) with α= γ = 0.

Answers: (a)
∑

m′ m
′
|d( j)

m′m(β)|
2
=m cosβ, (b)

∑
m′ m

′2
|d( j)

m′m(β)|
2
=

1
2 [j( j+ 1) sin2 β + m2(3 cos2 β − 1)].

Problem 3.21

(a) Show that it is impossible to rotate the state |1, 1〉 into |1, 0〉. Hint: Apply d(1) in (3.136) to |1, 1〉.
(b) Show that the expectation value of the angular momentum operators in state |1, 0〉 vanish, i.e.,
〈1, 0|Jx|1, 0〉= 〈1, 0|Jy|1, 0〉= 〈1, 0|Jz|1, 0〉= 0.

(c) Show that 〈1, 0|R†
αβγ JxRαβγ |1, 0〉= 〈1, 0|R†

αβγ JyRαβγ |1, 0〉= 〈1, 0|R†
αβγ JzRαβγ |1, 0〉= 0.

3.3.3 RIGID-ROTOR EIGENFUNCTIONS

In this subsection, we shall show that the rotation functions D( j)
m,m′(α β γ ) are eigenfunctions of the angular momentum

of a rigid body, where the angles α, β, and γ determine the orientation of the principal axes x′ y′ z′ fixed in the body
relative to space fixed axes x y z. In fact, the rotation functions are eigenfunctions of J2, Jz≡ J · ẑ, and Jz′ ≡ J · ẑ′, with
eigenvalues j( j+ 1)h̄2, mh̄, and m′h̄, respectively. Think of the rigid body as a spinning top, but the top may or may not
have cylindrical symmetry. If it has an axis of symmetry and the z′ body-fixed axis is oriented in this direction, then J2,
Jz, as well as Jz′ are constants of the motion. If it does not, then J2 and Jz are still constants of the motion, but not Jz′ .

The rotational Hamiltonian for a rigid body is

H=
J2

x′

2Ix′
+

J2
y′

2Iy′
+

J2
z′

2Iz′
, (3.137)

where Jx′ = J · x̂′, and similarly for Jy′ and Jz′ , and the quantities Ix′ , Iy′ , and Iz′ are the principal moments of inertia of
the body along the principal axes [21, 22].3 The Hamiltonian (3.137) is called the rigid-rotor Hamiltonian. The angular
momentum components Ji′ in the coordinate system rotating with the rigid body do not have the usual commutation
relations of the angular momentum components along space fixed coordinates because the axes change dynamically. Let
us evaluate the commutator, [Ji′ , Jj′ ]= [J · x̂′i, J · x̂′j], using the commutator identity, [AB, CD]=A[B, C]D+ AC[B, D]+
[A, C]DB+C[A, D]B. The position vectors x′i commute with each other but do not commute with the angular momentum
operators. Indeed, we have the commutation relation [Ji′ , xj′ ]= ih̄εi′j′k′xk′ . Had we been considering fixed unit vectors,
this commutation relation would not be relevant, but with the unit vectors along the body-fixed axes, we find, after using
the above commutator identity and doing a bit of algebra, that

[Ji′ , Jj′ ]=−ih̄εi′j′k′Jk′ , (3.138)

where an “extra” minus sign is present on the RHS of (3.138) relative to (3.7). This extra minus sign changes the sign of
some matrix elements.

3 The moment of inertia tensor is defined as Iij=
∫

dr ρ(r)(r2δij − xixj), where ρ(r) is the mass density. The principal moments of inertia are obtained
by diagonalizing this tensor.
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Let us consider the rigid-rotor Hamiltonian for some limiting cases. For the case when all three principal moments of
inertia of the body are equal, Ix′ = Iy′ = Iz′ ≡ I, the Hamiltonian corresponds to that of a spherical top and can be written
as

H=
J2

2I
. (3.139)

Since J2
= J2

x′+J2
y′+J2

z′ = J2
x+J2

y+J2
z , the eigenvalues are EJ =

h̄2J(J+1)
2I . The degeneracy of these eigenvalues is (2J+1)2

since there are 2J + 1 values of Jz and 2J + 1 values of Jz′ with the same value of J. Figure 11.8(a) in Sec. 11.4 shows
the spectrum of the spherical top Hamiltonian, while 11.8(b) shows the absorption spectrum for a thermally populated
molecule.

For the case where only two of the moments of inertia are the same, Ix′ = Iy′ 6= Iz′ , we have the symmetric top
Hamiltonian,

H=
J2

2Ix′
+

(
1

2Iz′
−

1

2Ix′

)
J2

z′ . (3.140)

The eigenvalues of this Hamiltonian are

EJ,m′ =
h̄2

2

[
J(J + 1)

Ix′
+

(
1

Iz′
−

1

Ix′

)
(m′)2

]
, (3.141)

where the eigenvalues of the operator Jz′ are h̄m′. The degeneracy with respect to values of m′ of the spherical top is
now partly removed, but values of m′ differing only in sign have the same energy. These degenerate states have opposite
directions of the angular momentum relative to the axis of the top. Thus, the energy levels of a symmetrical top are doubly
degenerate if m′ 6= 0. Moreover, the 2J + 1 degeneracy associated with Jz still exist.

The eigenfunctions of the symmetric top are the common eigenfunctions of the operators J2, Jz, and Jz′ . Using
Eq. (3.121), we can write the wave function of the state of the symmetric top described in terms of fixed coordinates
x, y, z, |ψj,m〉, in terms of the wave functions of states described in terms of the axes x′, y′, z′ fixed in the symmetric top,

i.e., attached to the rigid body, |φj m′〉, |ψj,m〉=
∑

m′ |φj m′〉D
( j)
m′,m(α β γ ). The Euler angle dependence of the wave function

is given by the rotation functions on the RHS of this equation. Moreover, if we want a wave function with well-defined
angular momentum component m′ along z′, |9j,m,m′〉, then only that specific term in the sum on the RHS of this equation
is required:

|9j,m,m′〉= |φj m′〉D
( j)
m′,m(α β γ ). (3.142)

Normalizing the wave functions such that
∫ ∫

d(cosβ) dα dγ |9j,m,m′ |
2
= 1, determines the normalization coefficient,

and we obtain

|9j,m,m′〉= eiϕ

√
8π2

2j+ 1
D( j)

m′,m(α β γ ), (3.143)

where the phase angle ϕ can be chosen arbitrarily.
When all the principal moments of inertia are different, Ix′ 6= Iy′ 6= Iz′ , i.e., the asymmetric top case, the eigenvalues

and eigenfunctions cannot be obtained analytically; numerical solutions of the secular equations for the eigenenergies and
linear equations for the eigenfunctions must be obtained. The eigenstates now do not have definite values of the quantum
number m′, hence, we seek eigenstates given by linear combinations of the form

|ψj,m〉=
∑
m′

cm′ |9j,m,m′〉. (3.144)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 06-ch03-105-158-9780444537867 2012/12/4 23:37 Page 139 #35

3.4 Addition (Coupling) of Angular Momenta 139

Substituting into the Schrödinger equation, H|ψj,m〉=Ej|ψj,m〉, and taking inner products with the states |9j,m,m′〉 yields∑
µ′

(
〈9j,m,m′ |H|9j,m,µ′〉 − Ejδm′,µ′

)
cµ′ = 0. (3.145)

The roots of the secular equation obtained from (3.145) are the energy eigenvalues of the asymmetric top, and then
(3.145) can be used to determine the amplitudes {cµ′} that diagonalize the Hamiltonian.

The above discussion holds for either integer or half-integer angular momenta j, however, if no spin degrees of freedom
exist, only integer angular momentum can result. For molecules with unpaired electrons, or for deformed nuclei with an
odd number of nucleons, the angular momentum may be half integer.

3.4 ADDITION (COUPLING) OF ANGULAR MOMENTA

The states of two particles having angular momenta j1 and j2 can also be classified in terms of the resulting angular
momentum obtained upon adding the angular momenta of the particles, as will be shown here. The product state

|j1 j2 m1 m2〉≡ | j1 m1〉 ⊗ |j2 m2〉, (3.146)

is an eigenvector of J2
(1), Jz (1), J2

(2), Jz (2) with eigenvalues h̄2j1( j1 + 1), h̄m1, h̄2j2( j2 + 1), h̄m2, but generally, it is not

an eigenstate of the total angular momentum squared, J2
= J(1) ⊗ 1(2) + 1(1) ⊗ J(2).4 Our objective is to construct the

eigenfunctions of J2 and Jz using proper linear combinations of states |j1 j2 m1 m2〉 defined in Eq. (3.146). Let us denote
the eigenfunctions of J2 and Jz composed of the two-particle states by |j1 j2 J M〉. The following constraints apply to the
quantum numbers J and M:

|j1 − j2| ≤ J ≤ |j1 + j2| , (3.147a)

M=m1 + m2, (3.147b)

where |M| ≤ J. Thus, the quantum numbers J and j1, j2 are related by a triangle inequality, and the sum of the
z-components of the angular momentum, m1 + m2, is conserved. For example, if j1= 2 and j2= 3, the total angular
momentum can take on any of the following values: 2+ 3= 1, 2, 3, 4, 5. Furthermore, the z-component of total angular
momentum is fully determined by the sum of m1 and m2.

Two simple examples clarify the addition of angular momentum. The two angular momenta J(1) and J(2) may corre-
spond to the orbital and spin angular momenta of a particular particle,

J=L+ S = L⊗ 1+ 1⊗ S, (3.148)

or they may correspond to the spin of two different particles,

J=S1 + S2=S1 ⊗ 1+ 1⊗ S2. (3.149)

In the former case, the following commutation relations obtain [J2, L2]= 0, [J2, S2]= 0, [L2, S2]= 0, [J2, Ji]= 0,
[L2, Li]= 0, [S2, Si]= 0; in the latter case we have [J2, S2

1]= 0, [J2, S2
1]= 0, [J2, S2

2]= 0, [S2
1, S2

2]= 0, [S2
1, Si,1]= 0,

[S2
2, Si,2]= 0.
We shall make extensive use of angular momentum coupling when discussing the states of multielectron atoms and

molecules, but also when discussing spin–orbit interactions and hyperfine interactions in atoms and molecules.

4 Each term in the sum is a tensor product of operators acting in the appropriate Hilbert spaces of particle 1 (left factor) and 2 (right factor). Similarly,
for the components, e.g., Jz= Jz (1) ⊗ 1(2) + 1(1) ⊗ Jz (2)
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3.4.1 CLEBSCH–GORDAN COEFFICIENTS AND 3 j SYMBOLS

The set of all product states |j1 j2 m1 m2〉 ≡ |j1 m1〉|j2 m2〉 (see Eq. (3.146) forms a complete orthogonal basis in the
product Hilbert space H = H1 ⊗H2 of particles 1 and 2. So is the set of all total angular momentum vectors |j1 j2 J M〉.
Hence, there is a unitary transformation relating the two bases, (actually orthogonal since it is real):

|j1 j2 J M〉=
∑

m1m2

〈J M|j1 j2 m1 m2〉 |j1 m1〉|j2 m2〉,

|j1 j2 m1 m2〉 =
∑
JM

〈j1 j2 m1 m2|JM〉|j1 j2 J M〉.

(3.150)

(3.151)

The transformation coefficients, 〈J M|j1 j2 m1 m2〉, are called Clebsch–Gordan coefficients or vector coupling coefficients.
The meaning of (3.150) is that the state |j1 j2 J M〉 (which is an eigenfunction of J2 and Jz) is composed of a specific lin-
ear combination of states |j1 m1〉|j2 m2〉, where the coefficients of the linear combination are the Clebsch–Gordan (CG)
coefficients. These coefficients will be determined below. It will be convenient to call the quantum numbers of the total
angular momentum and its z-component, J and M, by the symbols j3 and m3 respectively. We will often shorten the nota-
tion by not explicitly indicating the j1 and j2 quantum numbers in the CG coefficients and writing only 〈j3 m3|j1 j2 m1 m2〉.
Eq. (3.150) then becomes, |j1 j2 j3 m3〉=

∑
m1

〈j3 m3|j1 j2 m1 m2〉 |j1 m1〉|j2 m2〉. The CG coefficients are constructed so as

to be real,

〈j1 j2 m1 m2|j3 m3〉= 〈j3 m3|j1 j2 m1 m2〉. (3.152)

The orthonormality of the eigenfunctions |j1 m1〉|j2 m2〉 and |j1 j2 J M〉 leads to the orthogonality relations for the coeffi-
cients ∑

m1 m2

〈j3 m3|j1 j2 m1 m2〉 〈j1 j2 m1 m2|j
′

3 m′3〉= δj3,j′3
δm3,m′3

, (3.153a)

∑
j3 m3

〈j1 j2 m1 m2|j3 m3〉〈j3 m3|j1 j2 m′1 m′2〉= δm1,m′1
δm2,m′2

. (3.153b)

Problem 3.22

Calculate all the CG coefficients 〈 12 m1
1
2 m2|

1
2

1
2 JM〉.

Answer: The singlet and three triplet states are given by,

|
1
2

1
2 00〉= 1

√
2
(| 12

1
2

1
2
−1
2 〉 − |

1
2

1
2
−1
2

1
2 〉)

|
1
2

1
2 10〉= 1

√
2
(| 12

1
2

1
2
−1
2 〉 + |

1
2

1
2
−1
2

1
2 〉), |

1
2

1
2 11〉 = | 12

1
2

1
2

1
2 〉, |

1
2

1
2 11̄〉 = | 12

1
2
−1
2
−1
2 〉.

The coefficients are obtained by applying the appropriate bra states 〈 12
1
2 m1m2| on the left and using the

orthogonality of these states. The nonzero values, using the shorthand notation, 〈 12 m1
1
2 m2|JM〉, are:

〈
1
2

1
2

1
2

1
2 |1 1〉= 〈 12 −

1
2

1
2 −

1
2 |1 − 1〉= 1, 〈 12

1
2

1
2 −

1
2 |1 0〉= 1/

√
2, 〈 12 −

1
2

1
2

1
2 |1 0〉= 1/

√
2,

〈
1
2

1
2

1
2 −

1
2 |0 0〉= 1/

√
2, 〈 12 −

1
2

1
2

1
2 |0 0〉=−1/

√
2.

Problem 3.23

Determine all possible angular and spin wave functions of a p electron in an atom having definite quantum numbers
J, M.
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Answer: For a p electron in an atom, we can have J = 1/2, 3/2 and M = −J,−J + 1, . . . , J. There are six possible
wave functions,

〈r̂|lsJM〉 =
1∑

ml=−1

1
2∑

ms=−
1
2

〈1ml
1
2 ms|lsJM〉Ylml(r̂)|ms〉,

where |ms = | ± 1/2〉 are the spinors |↑〉 and |↓〉. After explicit computation of the C-G coefficients:

〈r̂|1 1
2

3
2

3
2 〉 = Y11(r̂)|↑〉, 〈r̂|1 1

2
3
2 −

3
2 〉 = Y1−1(r̂)|↓〉,

〈r̂|1 1
2

3
2

1
2 〉 =

√
2
3 Y10(r̂)|↑〉 +

√
1
3 Y11(r̂)|↓〉,

〈r̂|1 1
2

3
2 −

1
2 〉 =

√
2
3 Y10(r̂)|↓〉 +

√
1
3 Y1−1(r̂)|↑〉

〈r̂|1 1
2

1
2

1
2 〉 = −

√
1
3 Y10(r̂)|↑〉 +

√
2
3 Y11(r̂)|↓〉,

〈r̂|1 1
2

1
2 −

1
2 〉 = −

√
2
3 Y11(r̂)|↑〉 +

√
1
3 Y10(r̂)|↓〉.

Problem 3.24

Express the state | 12
1
2 〉 ⊗ |10〉 in terms of the total angular momentum states | 32

1
2 〉 and | 12

1
2 〉.

Answer: This is the inverse operation of angular momentum addition.

|
1
2

1
2 〉 ⊗ |10〉 =

√
2
3 |

3
2

1
2 〉 +

√
1
3 |

1
2

1
2 〉.

The CG coefficients satisfy Eq. (3.147), i.e., |j1 − j2| ≤ j3 ≤ j1 + j2 and m3=m1 + m2. Moreover, j1 + j2 + j3 must
be an integer.

One can calculate the values of the CG coefficients by successive application of the lowering operator to Eq. (3.150)
with m1= j1, m2= j2, j3= j1 + j2, and m3= j3. With these values, we have

〈J = ( j1 + j2) M = ( j1 + j2)|j1 j2 m1 = j1 m2 = j2〉= + 1.

Applying the lowering operator J−= J− (1) + J− (2) to Eq. (3.150) and using Eq. (3.24) yields an equation with m’s
lowered by one; the coefficients in this equation are the CG coefficients. Successively applying the lowering operator to
the resultant equations gives the CG coefficients 〈J= ( j1 + j2)M = m3|j1 j2 m1 m2〉 for all values of M. One must then
find the CG coefficients for J= ( j1+j2−1) and M= J; this can be done by noting that |J= ( j1+j2−1)M= ( j1+j2−1)〉
must be orthogonal orthogonal to |J= ( j1 + j2)M= ( j1 + j2 − 1)〉. In writing out the orthogonality relation, one uses
the phase convention that 〈J J|j1 j1 j2 J − j1〉 > 0 to determine the phase of the coefficients appearing in |J= ( j1 +
j2)M= ( j1+ j2−1)〉. One then lowers the m quantum numbers by applying J−= J− (1)+J− (2) to successively obtain all
the CG coefficients for the various values of M for this value of J, and one continues this procedure of orthogonalizing
and successively applying the lowering operator, until all the CG coefficients for a given j1 and j2 are determined. Giulio
Racah used this technique to obtain the following general formula:

〈j3 m3|j1 j2 m1 m2〉=

√
(2j3 + 1) (j3 + j1− j2) ! (j3 − j1 + j2) ! (j1 + j2 − j3) !

( j1 + j2 + j3 + 1)!√
(j3 − m3) ! (j3 + m3) !

( j1 − m1)!( j1 + m1)!( j2 − m2)!( j2 + m2)!∑
k

(−1)k+j2+m2( j3 + j2 − m1 − k)! ( j1 − m1 + k)!

( j3 − j1 + j2 − k)! (j3 + m3 − k) ! k! (k + j1 − j2 − m3)!
. (3.154)
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The sum over k runs over all integers that do not lead to negative factorials. Computer codes to calculate the CG coeffi-
cients can be easily obtained.

A more symmetrical coefficient directly related to the CG coefficients, called the Wigner 3j symbol, or simply 3j
symbol for short, is given by (

j1 j2 j3
m1 m2 −m3

)
=
(−1)j1−j2+m3

√
2j3 + 1

〈j3 m3|j1 j2 m1 m2〉. (3.155)

By using definition (3.155) of the 3j symbol, Eq. (3.150) can be written as

|j1 j2 j3 m3〉 = (−1)j1−j2+m3(2j3 + 1)1/2
∑

m1m2

(
j1 j2 j3
m1 m2 −m3

)
|j1 j2 m1 m2〉 , (3.156)

where m3=m1 + m2, |j1 − j2| ≤ j3 ≤ j1 + j2, and the sum over magnetic quantum numbers involves mi=−ji, . . . , ji.
Note that we have used the shorthand notation |j1 j2 m1 m2〉 ≡ |j1 m1〉|j2 m2〉.

The 3j symbol vanishes unless m1 + m2 − m3= 0, ( j1, j2, j3) form the sides of a triangle [i.e., satisfy (3.152a)], and
j1 + j2 + j3 is an integer. Furthermore, the 3j symbols satisfy the permutation symmetry,(

j1 j2 j3
m1 m2 m3

)
= (−1)j1+j2+j3

(
j2 j1 j3
m2 m1 m3

)
, (3.157)

i.e., they change sign when two columns are interchanged if j1 + j2 + j3 is odd, and they are invariant under cyclic
permutation of the columns. Moreover, the following symmetry exists when the magnetic quantum numbers change sign:(

j1 j2 j3
−m1 −m2 −m3

)
= (−1)j1+j2+j3

(
j2 j1 j3
m2 m1 m3

)
. (3.158)

A special case of the 3j symbols that is worthy of note is(
j1 j2 0
m1 m2 0

)
=
(−1)j1−m1

√
2j1 + 1

δj1,j2δm1,−m2 , (3.159)

which corresponds to the CG relation,

〈0 0|j1 j2 m1 m2〉=
(−1)j1−m1

√
2j1 + 1

δj1,j2δm1,−m2 . (3.160)

When j1= j2, this reduces to the simple relation,(
j j 0
m −m 0

)
=
(−1)j−m

√
2j+ 1

which corresponds to the CG relation, 〈0 0|j j m − m〉= (−1)j−m/(2j+ 1).
Tables of CG coefficients can be found at http://www.en.wikipedia.org/wiki/Table of Clebsch-Gordan

coefficients. A web CG calculator can be found at the URL, http://personal.ph.surrey.ac.uk/∼phs3ps/
cgjava.html. A web 3j calculator can be found at http://plasma-gate.weizmann.ac.il/369j.html.

Problem 3.25

For two particles, one of angular momentum 1 and the other of angular momentum 1/2 having z-projection of their
total angular momentum equal to M= 1/2, what are the states of total angular momentum J, |J, M = 1/2〉 that can
be obtained and what are amplitudes of the states |1, ml〉 and |1/2, ms〉 needed to make these states?

http://www.en.wikipedia.org/wiki/Table_of_Clebsch-Gordan_coefficients
http://www.en.wikipedia.org/wiki/Table_of_Clebsch-Gordan_coefficients
http://personal.ph.surrey.ac.uk/~phs3ps/cgjava.html
http://personal.ph.surrey.ac.uk/~phs3ps/cgjava.html
http://plasma-gate.weizmann.ac.il/369j.html
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Answer: |3/2, 1/2〉=
√

1
3 |1, 1〉|1/2,−1/2〉 +

√
2
3 |1, 0〉|1/2, 1/2〉,

|1/2, 1/2〉=
√

2
3 |1, 1〉|1/2,−1/2〉 −

√
1
3 |1, 0〉|1/2, 1/2〉.

Problem 3.26

(a) Show that 〈j1 j2 m1 m2|j3 m3〉= (−1)j1+j2−j3〈j2 j1 m2 m1|j3 m3〉.

(b) Show 〈j1 j2 m1 m2|j3 m3〉 =

√
2j3+1
2j2+1 (−1)j1−m1〈j1 j3 m1 − m3|j2 − m2〉.

(c) Show 〈j1 j2 m1 m2|j3 m3〉 =

√
2j3+1
2j1+1 (−1)j2+m2〈j3 j2 − m3 m2|j1 − m1〉.

3.4.2 CLEBSCH–GORDAN SERIES

Clebsch–Gordan coefficients can be used to obtain simple expressions for products of the rotation functions that were
introduced in Sec. 3.3.2. Upon application of the rotation operator Rαβγ defined in (3.116) on Eq. (3.150) and using
(3.121), we obtain∑

M′

|J M′〉D(J)M′,M(α β γ )=
∑

m1m2

〈J M|j1 j2 m1 m2〉
∑
m′1

|j1 m′1〉D
( j1)
m′1,m1

(α β γ )
∑
m′2

|j2 m′2〉D
( j2)
m′2,m2

(α β γ ). (3.161)

Again using (3.150) to express |J M′〉 on the LHS of (3.161) as a sum over states |j1 m′1〉|j2 m′2〉, we find

D(J)M′,M(α β γ ) =
∑

m1m2m′1m′2

〈J M′|j1 j2 m′1 m′2〉 〈J M|j1 j2 m1 m2〉D
( j1)
m′1,m1

(α β γ )D( j2)
m′2,m2

(α β γ ). (3.162)

Multiplying by CG coefficients and summing, this equation can be reexpressed as

D( j1)
m′1,m1

(α β γ )D( j2)
m′2,m2

(α β γ )=
∑

JMM′

〈j1 j2 m′1 m′2|J M′〉〈j1 j2 m1 m2|J M〉D(J)M′,M(α β γ ). (3.163)

This equation, known as the Clebsch–Gordan series, can be expressed schematically as

D( j1) ⊗ D( j2)=D( j1+j2) ⊕ D( j1+j2−1)
⊕ . . .⊕ D(|j1−j2|). (3.164)

By multiplying Eq. (3.163) by (D(J)m′3,m3)
∗, integrating over and using (3.128), we find∫

d(cosβ) dα dγ (D( j3)
m′3,m3

)∗ D( j1)
m′1,m1

(α β γ )D( j2)
m′2,m2

(α β γ )=
8π2

2j3 + 1
〈j1 j2 m′1 m′2|j3 m′3〉 〈j1 j2 m1 m2|j3 m3〉. (3.165)

Equation (3.163) can be used to find the product of two spherical harmonics by using (3.124) to express the rotation
functions in terms of spherical harmonics:

Y∗l1m1
(β,α)Y∗l2m2

(β,α) =
∑
LM

√
(2l1 + 1)(2l2 + 1)

4π(2L+ 1)
〈l1 l2 m1 m2|L M〉〈l1 l2 0 0|L 0〉Y∗LM(β,α). (3.166)

If we multiply (3.166) by Y∗l3m3
and integrate, we obtain the following integral, which will be useful to determine matrix

elements of operators involving angular momentum:∫
d� Y∗l3m3

(β,α)Yl1m1(β,α)Yl2m2(β,α)=

√
(2l1 + 1)(2l2 + 1)

4π(2l3 + 1)
〈l1 l2 m1 m2|l3 m3〉 〈l1 l2 0 0|l3 0〉. (3.167)
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Problem 3.27

Write Eqs (3.162), (3.163), (3.165), (3.166), and (3.167) in terms of 3j symbols rather the CG coefficients.

3.5 TENSOR OPERATORS

A coordinate vector r= (x, y, z)≡ (x1, x2, x3) transforms under rotation of the coordinate system according to the trans-
formation rule, xi→ x′i=

∑
j<ijxj. An arbitrary vector in 3D, V, transforms the same way. A second-rank tensor, Tij,

transforms like the product of two coordinate vectors, xixj, i.e.,

T ′ij=
∑

kl

<ik<jlTkl. (3.168)

Similarly for higher rank tensors,

T ′ij...k=
∑
lm...n

<il<jm . . .<knTlm...n. (3.169)

A spherical vector operator (e.g., the position operator or the angular momentum operator), transforms under rotation
as x̂q → x̂′q=Rαβγ x̂qR−1

αβγ =
∑

q′ x̂q′D
(1)
q′,q(α β γ ), where on the RHS the subscripts are taken to be equal to ±1 and 0,

not x, y, z. This concept will now be generalized. A spherical tensor operator of rank k is defined to be one that transforms
as

Rαβγ T̂(k)q R−1
αβγ =

∑
q′

T̂(k)q′ D(k)q′,q(α β γ ). (3.170)

The rank k is a nonnegative integer and q and q′ are magnetic quantum numbers, so −k ≤ q, q′ ≤ k. For simplicity of
notation, we drop the hat for operators. Spherical tensors can be formed from products of vectors (see below); this spec-
ifies the relationship between spherical tensors T(k)q and Cartesian tensors Tij...k, as explained below. From the definition
of the rotation function, this can be cast in the form,

RT(k)q R−1
=

∑
q′

T(k)q′ 〈k q′|R|k q〉. (3.171)

For infinitesimal rotation, R= e−iδϕ·J/h̄
≈ 1− iδϕ/h̄ · J/h̄ and (3.171) become

−iδϕ

h̄
· [J, T(k)q ]=

−iδϕ

h̄
·

∑
q′

T(k)q′ 〈k q′|J|k q〉, (3.172)

which must be true for any infinitesimal rotation. Hence, any tensor operator T(k)q has the following commutation proper-
ties with the angular momentum:

[J+, T(k)q ]=
√

k(k + 1)− q(q− 1) h̄ T(k)q+1, (3.173a)

[J−, T(k)q ]=
√

k(k + 1)− q(q+ 1) h̄ T(k)q−1, (3.173b)

[Jz, T(k)q ]= q h̄ T(k)q . (3.173c)

Spherical tensors T(k)q having the transformation properties specified above are called irreducible tensor operators
because they transform according to a given well-specified irreducible representation of the angular momentum. k is
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called the rank of the irreducible representation and q labels its components. The term irreducible comes from the theory
of group representations, a topic discussed in Sec. E.5.1 of Appendix E. Coordinate operators (r) and angular momen-
tum operators (L) transform as k = 1 tensors (i.e., as vectors or pseudovectors, respectively). The nine components of
the tensor operator Tij of a general second-rank-tensor, written out as a column vector of dimension 9, transforms with
a 9×9 transformation matrix, i.e., as discussed in Appendix E, the set of these matrices forms a representation of the
rotation group of dimension 9. These tensors can be reduced into ones that transform as scalars (k= 0), vectors (k= 1),
and k= 2 irreducible tensor operators. These irreducible tensors are labeled T(0)0 , {T(1)q } with q= 1, 0,−1 and {T(2)q } with
q= 2, 1, 0,−1,−2. More explicitly, we can expand UiVj as follows:

UiVj=
U · V

3
δij +

UiVj − UjVi

2
+

(
UiVj + UjVi

2
−

U · V
3

δij

)
. (3.174)

The first term transforms as a scalar under rotations, the second as a vector (it corresponds to the components of the
axial vector U×V), and the last term is a symmetric traceless tensor that transforms as {T(2)q } with q= 2, 1, 0,−1,−2.
Similarly, third and higher rank tensors can be broken down into their irreducible representations, e.g., the 27 components
of the tensor UiVjWk give rise to one irreducible tensor of rank 3 (7 components), two of rank 2 (5 components each),
three vectors (rank 1 tensors having 3 components each) and one scalar (rank 0) [the scalar is (U×V) ·W, the three
vectors are (U ·V)W, (V ·W)U, (W ·U)V, and the three rank 2 components εiklUjVkWj, εiklVjWkUj, εiklUjWkVj. We have
already encountered examples of irreducible tensors; the spherical harmonics Ylm are tensors of rank l. They transform as
in (3.171) and satisfy the commutation relations (3.173).

The irreducible vector components of rank unity satisfying Eqs (3.171) and (3.173) are given in term of the Cartesian
components of the vector by5

V+1≡ −
1
√

2
(Vx + iVy), V0 ≡ Vz, V−1≡

1
√

2
(Vx − iVy). (3.175)

The scalar product of a vector with itself is given in terms of the irreducible vector components by V · V=−V+1V−1 −

V−1V+1 + V0V0, and more generally, the scalar product of two vectors is given by

U · V=−U+1V−1 − U−1V+1 + U0V0. (3.176)

The product of two irreducible tensors is not irreducible, yet it is easy to form an irreducible tensor from the product
of two irreducible tensors:

T(k)q (k1, k2)=
∑
q1,q2

〈k q|k1 k2 q1 q2〉R
(k1)
q1

S(k2)
q2

. (3.177)

Here k can take on the values from |k1−k2| to k1+k2 and q= q1+q2. For example, if k1= k2≡ k, the resulting zero-rank
tensor is

T(0)0 (k, k)=
(−1)k
√

2k + 1

k∑
q=−k

(−1)−qR(k)q S(k)−q.

For k= 1, this is nothing but the inner product of the two vectors.

5 Note that J+≡ Jx + iJy and J−≡ Jx − iJy, defined in (3.10), are not defined according to (3.175), but rather J+=−
√

2J+1 and J−=
√

2J−1 (i.e.,
J+1=−

1
√

2
J+=−

1
√

2
(Jx + iJy) and J−1=

1
√

2
J−=

1
√

2
(Jx − iJy)). This similarity of notation can lead to some confusion. Note also that the rank-one

tensors in (3.175) could be labeled V(1)q with q= + 1, 0,−1, according to the notation used above.
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Problem 3.28

Prove that the factors in the definitions for V+1 and V−1 in (3.175) are required so that the commutation relations in
Eq. (3.173) are satisfied, given V0 ≡ Vz.

Problem 3.29

The vector r expressed in terms of spherical coordinates is (x, y, z) = r(sin θ cosφ, sin θ
sinφ, cos θ). Write r as a spherical tensor.

Answer: The spherical notation for a vector v as spherical tensor T(k)q is

v(1)
+1 = −

1
√

2
(vx + ivy), v(1)

−1 =
1
√

2
(vx − ivy), v(1)0 = vz. Therefore, for r,

r(1)
+1 = −

r
√

2
sin θeiφ

=

√
4π
3 rY11(r̂), r(1)

−1 =
r
√

2
sin θe−iφ

=

√
4π
3 rY1−1(r̂), r(1)0 = r cos θ =

√
4π
3 rY10(r̂).

Problem 3.30

(a) Find T(2)0 (k1= 1, k2= 1) formed from the rank-one irreducible tensors R(1) and S(1).
(b) Show that the inner product of two vectors can be expressed in terms of irreducible representations,

R · S ∝ T(0)0 (1, 1) =
∑

q1,q2
〈0 0|1, 1, q1 q2〉R

(1)
q1 S(1)q2 .

Answer: (b) T(0)0 =
∑1

q=−1〈1 q 1 − q|0 0〉R(1)q S(1)−q = −
1
√

3

∑1
q=−1(−1)qR(1)q

S(1)−q = −
1
√

3
R · S.

3.5.1 IRREDUCIBLE REPRESENTATIONS OF THE DENSITY MATRIX

As an example of the use of irreducible representations, let us consider the density operator (i.e., the density matrix)
ρ and expand it in terms of irreducible tensors. The density operator ρ is formed as the sum of products of a
ket and a bra, as evident from Eq. (2.38). We can use kets and bras that are state vectors that transform as a
given irreducible representation, i.e., we can use kets |αJM〉 and bras 〈α′J′M′|, where α and α′ indicate a set of
other quantum numbers that characterize the states. To form the density matrix, we need to take the outer product
of the ket and bra to get an operator, |αJM〉 〈α′J′M′|, but we want the resulting operator to transform as an irre-
ducible representation, similar to what we did in (3.177), where we multiplied R(k1)

q1 by S(k2)
q2 and then formed an

irreducible representation from the products. Here, the only caveat is that the ket and the bra are in different vec-
tor spaces; the ket is in the state-vector Hilbert space and the bra is in the dual space. This will introduce a slight
variation in the formation of the irreducible representation when compared to (3.177). The density matrix can be
written as,

ρ =
∑
αJM

∑
α′J′M′

|αJM〉 〈αJM|ρ|α′J′M′〉 〈α′J′M′| =
∑

α,α′, J, J′

J+J′∑
k=|J−J′|

k∑
q=−k

ρ(k)q (α,α′, J, J′) T(k)q (α,α′, J, J′), (3.178)

where in the second equality we defined the irreducible tensor basis functions

T(k)q (α,α′, J, J′)≡
∑
M,M′

(−1)J
′
−M′
〈k q|J J′M −M′〉 |αJM〉〈α′J′M′|, (3.179)
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and the coefficients ρ(k)q (α,α′, J, J′)=Tr [ρT(k)q (α,α′, J, J′)], so

ρ(k)q (α,α′, J, J′)=
∑
M,M′

(−1)J
′
−M′
〈k q|J J′M −M′〉 ραJM,α′J′M′ , (3.180)

where we have used the notation ραJM,α′J′M′ =〈αJM|ρ|α′J′M′〉. In the Clebsch–Gordan coefficient, we took M′→−M′

and added the factor (−1)−M′ because the bra transforms as the complex conjugate of the ket [see Eq. (3.56)] and the
factor (−1)J

′

is added by convention. Note that the zero-rank component is proportional to the trace of the density matrix,
ρ
(0)
0 (α, α, J, J′)= δJJ′(2J + 1)−1/2∑

M ραJM,αJM . It is clear that ρ(k)q can be rotated with a rotation matrix D(k)q′,q, as in
(3.170).

Problem 3.31

(a) Substitute (3.179) and (3.180) into (3.178) to demonstrate that the last equality in (3.178) is correct.

(b) Show that Tr [(T(k
′)

q′ (α
′,α, J′, J))†T(k)q (α,α′, J, J′)]= δk′kδq′q.

(c) Prove the following for matrix elements of irreducible tensor basis functions:
〈αJM|T(k)q (α,α′, J, J′) |α′J′M′〉= (−1)J

′
−M′
〈k q|J J′M −M′〉.

s0,p0

=0 =1

l=0

l=1

s0,p-1s0,p0 s0,p1

po,p0p-1,p-1 po,p0

p0,p0p0,p-1 p0,p1

p0,p0p1,p-1 p1,p1

p-1,s0

p0,s0

p1,s0

FIG 3.12 Components of the density matrix for an n= 2
atomic state.

Figure 3.12 shows the density matrix components of an n= 2
hydrogenic atomic state without including spin degrees of free-
dom. The four diagonal elements are the probabilities for occu-
pation of states, Pnlm= ρnlm,nlm, but the off-diagonal elements
provide additional information about the state of the n= 2 man-
ifold. For the special case of coherent (i.e., pure) state of hydro-
gen [see the discussion in the paragraph containing Eq. (2.49)],
9(r)=

∑
n,l,m cnlmψnlm(r), Pnlm= ρnlm,nlm= |cnlm|

2. The off-
diagonal elements ρnlm,nl′m′ = cnlmc∗nl′m′ give information about
the alignment and orientation of the state as well as multipole
moments and time derivatives of multipole moments of the state
[36, 37]. But the multipole moments are a means of represent-
ing the density matrix even for a mixed state. The components
of the density matrix can be represented in terms of irreducible
tensor components, as in Fig. 3.13, instead of being represented
as in Fig. 3.12. The orientation of the state is given by the rank-
1 tensors ρ(1) and the alignment by the rank-2 tensors ρ(2). For
example, the orientation along the z-axis of the p state of hydro-
gen atom n= 2 manifold is given by

〈Lz〉 ∝ ρ
(1)
0 (n, n, 1, 1) ∝ (ρnp1,np1 − ρnp−1,np−1), (3.181)

and the alignment of this manifold along the z-axis is given by

〈3L2
z − L2

〉 ∝ ρ
(2)
0 (n, n, 1, 1) ∝ (ρnp1,np1 − 2ρnp01,np0 + ρnp−1,np−1). (3.182)

The dipole moment along the z-axis of the n= 2 manifold is given by the s–p coherence ρns0,np0, i.e.,

〈z〉 ∝ Re ρ(1)0 (n, n, 0, 1) ∝ Re ρns0,np0. (3.183)
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whereas the time derivative dipole moment along the z-axis of the n= 2 manifold is given by

〈ż〉 ∝ Im ρ
(1)
0 (n, n, 0, 1) ∝ Im ρns0,np0. (3.184)

(0)

(1)

(2) (3)

(0) (1) (2)

(2)

(3)

(0) (1) (2) (3) (4)

(1)

(2)(1) (3)

l=0 l=1 l=2 l=3

(2) (3) (4)

(1) (2) (3) (4) (5)

(2)(1) (3)

(1) (2) (3) (4) (5)(2) (3) (4) (0) (1) (2) (3) (4) (5) (6)

FIG 3.13 Irreducible representations ρ(k)q of the density matrix for an n= 3
atomic state (an n= 2 state can be obtained by eliminating the
l= 2 and l′= 2 rows and and columns). The various q
components are not explicitly shown.

The expectation values in (3.181 through 3.184) are
all independent properties of the n= 2 atomic state
manifold. Moreover, multipole components with
different q are also independent. Clearly, higher n
manifolds have additional nonvanishing multipole
moments of L, r, and ṙ.

Of course, for the case of a pure state, 9(r),
these multipole moment components are deter-
mined by the complex amplitudes cnlm for n= 2.
For example, dipole moment along the z-axis of
the n= 2 manifold is given by the s–p coherence
ρns0,np0= cns0c∗np0 with n= 2.

The symmetry properties of the density matrix
can help determine the optical characteristics of a
sample. For example, the absorption and refractive
index of a state of matter with a density matrix that
is symmetric around the direction of propagation
of a light beam will not depend on the polarization
of the light beam (as is the case if the wave vector
is propagating along the z-axis and only q= 0
components are present). The absorption and
refractive index of a state of matter with a density
matrix that contains only a zero-rank tensor will be
optically isotropic.

3.5.2 VECTOR FIELDS

Before introducing vector spherical harmonics and multipole expansions of a vector field (a set of vectors that depend on
spatial or momentum variables), let us consider how a vector field V(r) transforms under rotation. To do so, we expand
the vector field in unit vectors along a set of space fixed axes, ei, i= 1, 2, 3,

V(r)=
∑

i

Vi(r)ei. (3.185)

Rotating the vector field by an angle ϕ using the rotation operator <= e−iϕ·J/h̄
= e−iϕ·Le−iϕ·S, we find

V′(r)= e−iϕ·J/h̄
∑

i

Vi(r)ei=
∑

i

(
e−iϕ·LVi(r)

) (
e−iϕ·Sei

)
, (3.186)

where e−iϕ·LVi(r)=Vi(<
−1r). The two contributions upon rotating a vector field are (1) the variation of the field com-

ponents at different field points, induced by the differential operator ϕ · L, and (2) the change generated by ϕ · S due to
the reorientation of the vector field components when the field is rotated. The operator S is a 3×3 matrix for the spin-one
representation of the rotation group for the vector field. The spin part of the rotation can be represented as a cross product,
(ϕ · S)ei=ϕ× ei. Taking the angle of rotation to be small, i.e., using ϕ= δϕ, (3.186) becomes

V′(r)≈V(r)− i
∑

i

[(δϕ · L)Vi(r)ei + (δϕ× ei)Vi(r)] . (3.187)
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In order to proceed, it is convenient to define the unit vectors e+, e−, and e0 as:

e+1=−
1
√

2
(ex + iey), e0= ez, e−1=

1
√

2
(ex − iey). (3.188)

For comparison, see (3.174). We can now define the vector spherical harmonics using the unit vectors defined in (3.188)

Y(L),l,1M =

∑
m,q

〈L M|l 1 m q〉Ylm eq . (3.189)

Clearly, we must have L= l± 1 or L= l. The set of 2L+ 1 fields Y(L),l,1M with M=−L, . . . , L, L, transform under rotation
amongst themselves as components of a components of a tensor of rank L, i.e., they form a set that transforms as an
irreducible representation under rotations. They form a complete set of states for expanding the angular dependence of
vector fields and satisfy the orthogonality conditions∫

d�(Y(L
′),l′,1

M′ (θ ,φ))∗ Y(L),l,1M (θ ,φ)= δl′,lδL′,LδM′,M . (3.190)

The vector spherical harmonics are useful in considering the solutions to the vector wave equation, (∇2
+ k2)A= 0,

known also as the vector Helmholtz equation, where A can be either the vector potential, the electric field or the magnetic
field. We shall consider such solutions shortly.

Problem 3.32

(a) Show that S+e0=
√

2e+1.
(b) Show that S−1e0=−

√
2e−.

(c) Prove that Jzr= (Lz + Sz)(xex + yey + zez)= 0.

(d) Show that r can be written as r=
√

4π
3 r

∑
m Y1−mem= −

√
4π r Y(0),1,1

0 (θ ,φ).

3.5.3 SPINOR FIELDS

This subsection can be skipped until after reading Sec. 4.2.3.
The spinor spherical harmonics are the analogs of the vector spherical harmonics defined in (3.189). As we have

already seen and as we shall again take up in the Chapter 4 [see Eq. (4.12)], any spinor field can be expanded in terms

of the spin basis functions | 12 , ms=
1
2 〉=

(
1
0

)
and | 12 , ms=−

1
2 〉=

(
0
1

)
by multiplying the spinor basis function by

amplitudes that are functions of r to obtain the following ket in spin space:6

〈r|u〉=

1
2∑

ms=−
1
2

ψms(r)
∣∣∣ 1

2 , ms

〉
=ψ1/2(r)

(
1
0

)
+ ψ−1/2(r)

(
0
1

)
. (3.191)

We can form an irreducible set of spinor spherical-harmonic fields as follows:

|χ ( j),l,1/2
mj

〉=

∑
m,ms

〈j mj|l
1
2 m ms〉 |lm〉|χms〉. (3.192)

6 With this notation, the ket is denoted |u〉=
∑

ms
|ψms 〉|

1
2 , ms〉.
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For a given l, j can take the values j= l± 1/2. By evaluating the Clebsh–Gordan coefficients, we find

〈θ ,φ|χ (j=l±1),l,1/2
mj

〉 =
1

√
2l+ 1

 ±

√
l± mj +

1
2 Yl,mj−1/2(θ ,φ)√

l∓ mj +
1
2 Yl,mj+1/2Yl,mj−1/2(θ ,φ)

 . (3.193)

The set of 2j+ 1 spinor fields χ ( j,l,1/2)
mj , with mj=−j, . . . , j, transform under rotation amongst themselves as components

of a tensor rank j. The irreducible set of spinor fields form a complete set of states for expanding the angular dependence
of spinor fields,

〈r|u〉=
∑
j,mj,l

aj,mj,l(r)χ
( j),l,1/2
mj

(θ ,φ). (3.194)

Problem 3.33

(a) Determine the orthogonality properties of the spinor fields defined in (3.192).
(b) Expand the spinor plane wave function, eik·r

|χms〉 in the irreducible set of spinor fields.
(c) Use (3.84) for the plane wave and consider the quantity

Y(J)lM,ms
(r̂, k̂) =

∑
m′m′s

〈JM|l 1
2 m′m′s〉Ylm′(r̂)|χm′s〉

[∑
m

〈JM|l 1
2 mms〉Y

∗

lm(k̂)

]
, (3.195)

where the left bracket on the RHS of (3.195) is the spinor |χ (J),l,1/2M (r̂)〉, which is an eigenfunction of J2 and Jz.
Noting that the sum over J, M of the product of the Clebshs in (3.195) gives a δmm′δmsm′s section rule, we find

eik·rχms = 4π
∑
lJM

il
ĵl(kr)

kr
Y(J)lM,ms

(r̂, k̂). (3.196)

Answer: (a) 〈χ ( j′),l′,1/2
m′j

|χ
( j),l,1/2
mj 〉=

∫
d�(χ ( j′),l′,1/2

m′j
(�))∗χ

( j),l,1/2
mj (�)= δl′lδj′jδm′jmj

.

3.5.4 MULTIPOLE EXPANSIONS

We have already encountered a multipole expansion when we expanded the plane wave in spherical harmonics [see
Eq. (3.84)] and multipole expansions of the density matrix [see Eq. (3.183)]. Another expansion in terms of multipole
moments that you may be familiar with from electricity and magnetism courses is the expansion of the Coulomb potential
in spherical harmonics,

1

|r− r′|
=

∑
l,m

4π

2l+ 1

rl
<

rl+1
>

Y∗lm(θ
′,φ′)Ylm(θ ,φ), (3.197)

where r<=min(r, r′), and r>=max(r, r′). Using (3.197), the potential due to a charge distribution, V(r)=
∫

dr′ ρ(r
′)

|r−r| ,
can be written (for sufficiently large r) as

V(r)=
∑
l,m

√
4π

2l+ 1
Q∗lm

1

rl+1
Ylm(θ ,φ), (3.198)
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where the tensor multipole moments of the charge distribution are given by

Qlm=

√
4π

2l+ 1

∫
dr′ ρ(r′) r′l Ylm(θ

′,φ′). (3.199)

Clearly, this can be generalized to the case of a discrete charge distribution, ρ(r′)=
∑

i qiδ(r′− ri), wherein the
multipole moments Qlm can be easily calculated by substituting this into the RHS of (3.199). Q00=

∫
dr′ ρ(r′)= q,

which is the charge of the system, the Q1m terms are the components of the electric dipole moment [e.g., [e.g.,
Q10=

∫
dr′ ρ(r′) z′= pz, where p is the electric dipole moment vector], the Q2m terms are the quadrupole moment

components [e.g., Q20=
1
2

∫
dr′ ρ(r′) (3z′2 − r′2)], etc. Away from the region encompassing the charges, the potential

V(r) in (3.198) satisfies the equation, ∇2V = 0.
The Coulomb energy of a charge distribution is given by U=

∑
i,j>i

qiqj
|ri−rj|

=
1
2

∑
i,j 6=i

qiqj
|ri−rj|

. For a continuous charge
distribution,

U=
1

2

∫∫
dr′dr

ρ(r)ρ(r′)
|r′ − r|

=
1

2

∫
drρ(r)V(r). (3.200)

But if we have two different charge distributions located far apart from one another, the Coulomb interaction energy of
these two distributions is given by

U=
∫∫

dr′dr
ρa(r)ρb(r′)
|r′ − r|

=

∫
drρa(r)Vb(r), (3.201)

where Vb(r) is the potential at position r due to the charge distribution ρb. Expanding (3.201) in terms of multipole
moments and the coordinate r from one-charge distribution to the other, we obtain:

U(r)=
qaqb

r
−

(
3 (pa · r) (pb · r)− (pa · pb)r2

r5

)
+

∑
l≥2,m

Qa,lmQb,lm

rl
. (3.202)

A generalization of the multipole expansion of the plane wave, Eq. (3.84), which satisfies the Helmholtz equation,
(∇2
+ k2)ψk(r)= 0, is the multipole expansion of the vector Helmholtz equation, (∇2

+ k2)A= 0. Plane waves are

expanded in terms of functions of the form φlm= 4π il ĵl(kr)
kr Ylm(θ ,φ); the solutions of the vector wave equation fall into

the categories of longitudinal, transverse electric and transverse magnetic solutions, which can be expanded in terms of
the following forms respectively:

Alm=∇φlm, (3.203a)

Ae
lm=∇×Lφlm, (3.203b)

Am
lm=Lφlm . (3.203c)

3.6 SYMMETRY CONSIDERATIONS

The matrix elements of a physical quantity O,

〈ψβ,j|O|ψα,i〉=

∫
drψ∗β,j(r)Oψα,i(r), (3.204)

where the subscripts α and β distinguish different energy levels, and i and j refer to different states belonging to the same
degenerate level, which may vanish due to symmetry considerations. Rotating the states (or rotating the coordinates) can
help determine whether the matrix elements (3.204) vanish or not due to rotational symmetry. Moreover, other trans-
formations, such as inversion of the coordinates or time-reversal, can also help determine whether the matrix elements
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vanish for symmetry reasons. The mathematical language most helpful in this assessment is group theory (Appendix E),
more specifically, the irreducible representations of symmetry groups, which we will take up in Sec. E.5.1. However,
we have developed enough mathematical tools to begin discussion of the consequences of symmetry in the determina-
tion of whether matrix elements vanish. We shall now investigate what inversion, time-reversal symmetry, and rotational
symmetry can tell us about matrix elements of operators O that transform in specific ways.

3.6.1 SELECTION RULES

Selection rules determine whether a given transition is forbidden, on the basis of the symmetry of the initial and final
states and of the operator responsible for the transition. Selection rules can result due to various symmetry considerations,
including rotational invariance, inversion symmetry invariance (parity), time-reversal invariance, exchange symmetry,
etc.

Eugene Wigner was the first to employ group-theoretical considerations to interpret selection rules in spectroscopy
(1926–1927), starting first with atomic spectroscopy, but the approach was quickly extended to molecular and nuclear
spectroscopy. He invoked the transformation properties of energy eigenstates of the system with respect to operations that
leave the system as a whole invariant, such as space rotations, inversions, reflections, time-reversal, and permutations of
the electrons.

In what follows, we first consider parity and time-reversal selection rules and then introduce the Wigner–Eckart the-
orem for rotational invariance considerations. A general method of obtaining selection rules for arbitrary symmetry is
discussed in Sec. 11.6.

3.6.2 INVERSION SYMMETRY

As discussed in Sec. 2.9.2, the following vector operators transform under space inversion as follows:

r→ − r, p→ − p, J→ J. (3.205)

What does the inversion operator do to the wave function of the hydrogen atom, ψnlm(r)=
Rnl(r)Ylm(θ ,φ)? Transforming r→ − r corresponds to r→ r, θ → π − θ (i.e., cos θ→ − cos θ ), and φ→φ + π .
Therefore, using (3.49), we find Pm

l (cos θ)→ (−1)l+mPm
l (cos θ), and eimφ

→ (−1)meimφ , hence, we conclude that

Pψnlm(r)= (−1)lψnlm(r), (3.206)

i.e., the parity εnlm of the hydrogenic wave function ψnlm depends only upon the angular momentum quantum number l,
εnlm= (−1)l.

Suppose φi and φf are parity eigenstates, i.e., Pφi= εiφi, Pφf = εfφf . The matrix element 〈φf |O|φi〉 of an operator O
which commutes with the inversion operator vanishes if εf =−εi. Similarly, the matrix element of an odd operator, i.e.,
one which anticommutes with the inversion operator, PO=−OP , vanishes unless εf = εi. The proof is simple:

〈φf |O|φi〉= 〈φf |P−1POP−1P|φi〉= εf εi 〈φf |POP−1
|φi〉. (3.207)

Hence, if O commutes with P , the matrix element vanishes if εf εi=−1, and if it anticommutes, it vanishes unless
εf εi= 1.

For example, the operators r and p each anticommutes with the inversion operator, therefore the initial and final states,
φi and φf , in the matrix elements of this operator must have opposite parity if the matrix element is nonvanishing. We
shall see in Sec. 7.4.2 that this implies that the initial and final states in electric dipole transitions must have opposite
parity. Another example involves the operator (p · A)(k · r), for electric quadrupole transitions, where A is the constant
part of the vector potential for light (see Sec. 7.4.2). This operator commutes with the inversion operator so the initial and
final states in the matrix elements of this operator must have the same parity if the matrix element is nonvanishing.
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3.6.3 TIME-REVERSAL SYMMETRY

The time-reversal transformation sends t→−t, thereby reversing the velocity of particles but not affecting their positions.
It transforms dynamical variables as follows:

r→ r, p→ − p, J→ − J. (3.208)

What does the time-reversal operator do to the wave function of the hydrogen atom, ψnlm(r)=Rnl(r)Ylm(θ ,φ)? For a
wave function of a spinless particle, the time-reversal operator corresponds to the complex conjugation operator, K (see
Sec. 2.9.3), so

Kψnlm(r)=ψ∗nlm(r)= (−1)mψnl−m(r), (3.209)

i.e., the wave functionsψnlm are not in general eigenfunctions of the time-reversal operator. Since analysis of time reversal
symmetry for systems having particles with spin is different from that for spinless particles, we postpone the discussion
of time reversal symmetry to Sec. 4.4, after gaining more familiarity with spinors. Here we simply quote some results
pertaining to restrictions dictated by time reversal invariance on matrix elements of operators. In analyzing the time
reversal properties of matrix elements of an operator O (not necessarily Hermitian), some of the arguments used in the
analysis of space inversion need to be modified because the time reversal operator T is antilinear and its action on bras
from the right is ill defined (Dirac notation was designed for linear operators, not antilinear ones). In order to avoid this,
it is useful to adopt a rule that antilinear operators act only on ket states (from the left) and not on bra states (from the
right). Thus, if A is an antilinear operator, we interpret its matrix elements 〈β|A|α〉 as 〈β|(A|α〉) and not as (〈β|A)|α〉. For
a given ket |α〉 we define |α̃〉 ≡ T |α〉. Once the ket |α̃〉 is defined, we can define its dual vector 〈α̃|. In Sec. 4.4, it will be
shown that: (1) If the Hamiltonian H is invariant under time reversal and a given eigenket |ψn〉 of H is non degenerate,
then the corresponding energy eigenfunction ψn(x) = 〈x|ψn〉 can be chosen to be real. (2) The matrix element of O
between any two ket states |φi〉 and |φf 〉 obeys the identity,

〈φf |O|φi〉 = 〈φ̃i|T O†T −1
|φ̃f 〉. (3.210)

As a special case, suppose that O is hermitian and has a definite parity τO = ±1 under time reversal, T O†T −1
= τOO.

Assume further, that |φi〉 and |φf 〉 have definite parities τi, τf = ±1 under time reversal, |φ̃i〉 = τi|φi〉 and |φ̃f 〉 = τi|φf 〉.
Then,

〈φf |O|φi〉 = τiτf τO〈φi|O†
|φf 〉 = τiτf τO〈φf |O|φi〉

∗ . (3.211)

Thus, if the matrix element is real (e.g., if |φf 〉 = |φi〉), it will vanish unless τiτf τO = 1. In general, nothing can be said
about matrix elements with states that are not eigenfunctions of the time-reversal operator.

3.6.4 WIGNER–ECKART THEOREM

The evaluation of matrix elements of tensor operators is greatly simplified by means of the results derived in Sec. 3.5.
These methods allow us to determine angular momentum selection rules for matrix elements, as summarized in what is
known as the Wigner–Eckart theorem, which fully determines the angular part of the matrix elements.

The matrix elements of a tensor operator between initial and final states with definite angular momentum have a simple
geometrical dependence on the magnetic quantum numbers. Let T(k)q be a tensor operator of rank k and magnetic quantum

number q, and consider the matrix element 〈α′ j′ m′|T(k)q |α j m〉, where α and α′ are possible additional quantum numbers

describing the states. T(k)q |αjm〉 transforms under rotations as D(k) ⊗ D( j). The irreducible components of T(k)q |αjm〉 are
formed by taking linear combinations that form a specific rank K object having magnetic quantum number Q,

|β K Q〉=
∑
q,m

〈K Q|k j q m〉T(k)q |αjm〉. (3.212)
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The inverse of this relation is

T(k)q |αjm〉=
∑
K,Q

〈K Q|k j q m〉 |β K Q〉. (3.213)

Taking the inner product with |α′ j′ m′〉, we obtain

〈α′ j′ m′|T(k)q |α j m〉=
∑
K,Q

〈α′ j′ m′|β K Q〉 〈K Q|k j q m〉. (3.214)

The matrix element 〈α′ j′ m′|β K Q〉 vanishes unless j′=K and m′=Q, i.e., 〈α′ j′ m′|β K Q〉= const δj′Kδm′Q, and the
constant is given the name (−1)2k

〈α′ j′||T(k)||α′ j〉, so we obtain

〈α′ j′ m′|T(k)q |α j m〉= (−1)2k
〈α′ j′||T(k)||α j〉 〈j′ m′|k j q m〉. (3.215)

Note that the constant 〈α′ j′||T(k)||α j〉, called the reduced matrix element, is independent of m, m′ and q. Equation (3.215)
is called the Wigner–Eckart Theorem. It can be written in terms of 3j symbols using the definition in Eq. (3.155):

〈α′ j′ m′|T(k)q |α j m〉 =
(−1)j

′
+k+q√

2j′ + 1
〈α′ j′||T(k)||α j〉

(
j k j′

m q −m′

)
. (3.216)

In summary, the angular momentum selection rules that are embodied in the Wignerd–Eckart theorem are:

1j= j− j′= 0,±1, . . .± k, j= j′ 6= 0, q=m′ − m. (3.217)

The first equation is a consequence of the triangle inequality for ( j, j′, k), and the middle equation indicates that, although
j can equal j′, this is not possible if j = 0 (since k 6= 0). For the special case of dipole-allowed electromagnetic radiation
(see Sec. 7.4.2) selection rules, k= 1, i.e., the tensor corresponds to a rank-one tensor (a vector), and 1j= 0,±1. For
electric quadrupole radiation, k= 2 and 1j= 0,±1,±2.

Problem 3.34

Prove that a system with the magnitude of the total angular momentum J equal to 0 or 1/2 cannot have an electric
quadrupole moment.

Let us consider some examples. When we compare Eq. (3.215) with the matrix elements of the spherical harmonics,
Eq. (3.167), i.e.,

∫
d� Y∗lm(�)YLM(�)Ylm(�)=

√
(2l+ 1)(2L+ 1)

4π(2l′ + 1)
〈l L m M|l′ m′〉 〈l L 0 0|l′ 0〉

we obtain the expression,

〈l′||Y(k)|| l〉=

√
(2l+ 1)(2L+ 1)

4π(2l′ + 1)
〈l L 0 0|l′ 0〉, (3.218)
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for the spherical harmonics reduced matrix element. As another example, consider matrix elements of the angular momen-
tum operator. By comparing

〈α′ j′ m′|Jz|α
′ j m〉= h̄m δm′,mδj′,jδα′,α (3.219)

with (3.215), we find the angular momentum reduced matrix element to be

〈α′ j′||J(1)||α′ j〉= h̄
√

j( j+ 1)δj′,jδα′,α . (3.220)

A simple relation for matrix elements with j= j′ of rank-one tensors, called the projection theorem, can be derived using
the Wigner–Eckart theorem:

〈α′ j m′|Vq|α j m〉=
〈α′ j m′|J · V|α j m〉

h̄2j( j+ 1)
〈α′ j m′|Jq|α j m〉. (3.221)

The angular momentum matrix element appearing on the RHS of (3.221) is determined using (3.220) to be
〈α′ j m′|Jq|α j m〉= h̄

√
j( j+ 1) 〈j′ m′|k j q m〉. Note that the quantity J(J·V)

h̄2j( j+1)
appearing on the RHS of (3.221) is the com-

ponent of the vector V along the unit vector in the direction of the angular momentum vector. The proof of the projection
theorem goes as follows. Let us evaluate 〈α′ j m′|J ·V|α j m〉=

∑
q(−1)q〈α′ j m′|J−qVq|α j m〉 by inserting a complete set

of states between J−q and Vq:

〈α′ j m′|J · V|α j m〉=
∑

qα′′j′′m′′

(−1)q〈α′ j m′|J−q|α
′′ j′′ m′′〉 〈α′′ j′′ m′′|Vq|α j m〉. (3.222)

The matrix element of J−q is diagonal in α and j, and the matrix element of Vq can be evaluated using the Wigner–Eckart
theorem to obtain:

〈α′ j m′|J · V|α j m〉=
∑
qm′′

(−1)q〈 j m′|J−q|j m′′〉 〈j m′′|1 j q m〉 〈α′ j||V(1)||α j〉. (3.223)

By setting V= J in (3.223), the coefficient
∑

qm′′(−1)q〈 j m′|J−q|j m′′〉 〈j m′′|1 j q m〉 on the RHS can be evaluated and we
find

〈α′ j m′|J · V|α j m〉= h̄
√

j( j+ 1) 〈α′ j||V(1)||α j〉. (3.224)

By dividing the Wigner–Eckart equalities

〈α′ j′ m′|Vq|α j m〉= 〈j′ m′|1 j q m〉 〈α′ j′||V(1)||α j〉,

〈α′ j m′|Jq|α j m〉= 〈j m′|1 j q m〉 〈α′ j||J(1)||α j〉,

one by the other, and using (3.224) and (3.220), we finally obtain the projection theorem result, Eq. (3.221). We will use
of the projection theorem in evaluating magnetic dipole moment g-factors in Chapter 4.

We shall delay the specification of the selection rules for spontaneous emission and for absorption for atoms to
Sec. 7.4.2 and for molecules to Sec. 11.6.

Problem 3.35

Calculate the reduced matrix element 〈1/2||σ (1)||1/2〉.

Answer: Use 〈1/2, 1/2|σz|1/2, 1/2〉 = 1, and note that in the language of spherical tensor operators
〈1/2, 1/2|σz|1/2, 1/2〉 = 〈1/2, 1/2|σ (1)0 |1/2, 1/2〉 = 〈 12 1 1

2 0| 12
1
2 〉〈1/2||σ

(1)
||1/2〉. Since the CG coefficient,

〈
1
2 1 1

2 0| 12
1
2 〉 =

1
√

3
, we obtain, 〈1/2||σ (1)||1/2〉 =

√
3.
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Problem 3.36

Calculate the reduced matrix element 〈l3||Y(l2)||l1〉 by letting m1 = m2 = m3 = 0 in (3.167) and comparing with
(3.215).

Answer: In the notation of tensor operators, the LHS of (3.167) is written as 〈l3m3|Yl2m2 |l1m1〉. Let
m1 = m2 = m3 = 0 on the RHS of (3.167) to obtain

〈l30|Yl20|l10〉 =
√
(2l1+1)(2l2+1)

4π(2l3+1) 〈l1l200|l30〉2 = 〈l1l200|l30〉〈l3||Y(l2)||l1〉.

Therefore, 〈l3||Y(l2)||l1〉 =
√
(2l1+1)(2l2+1)

4π(2l3+1) 〈l1l200|l30〉.

3.6.5 6 j AND HIGHER COEFFICIENTS

In coupling three angular momentum states, we may use an uncoupled representation

|j1 m1〉|j2 m2〉|j3 m3〉, (3.225)

or one in which the vectors couple to a resultant total angular momentum J and z-component M, i.e., an eigenstate of
J2
= (j1 + j2 + j2)

2 and Jz= j1z+ j2z+ j3z. These states are not unique, and a further quantum number is required. There
are three possibilities: we may couple j1 and j2 to form J12, then add j3 vectorially to give J. That is, first we couple j1

and j2,

|( j1j2)J12M12〉=
∑

m1,m2

|j1 m1〉|j2 m2〉〈J12M12|j1 m1 j2 m2〉, (3.226)

and then couple J12 and j3,

|(( j1j2)J12j3)JM〉=
J12∑

M12=−J12

j3∑
m3=−j3

|( j1j2)J12M12〉|j3m3〉〈J12M12j3m3|JM〉. (3.227)

There are two remaining alternatives, of which we explicitly present the one coupling j2 and j3 to form J23, then add j1

vectorially to give J, i.e.,

|( j1, ( j2j3)J23)JM〉=
j1∑

m1=−j1

J23∑
M23=−J23

|j1m1〉|( j2j3)J23M23〉〈j1m1J23M23|JM〉, (3.228)

and then

|(( j1j2)J12j3)JM〉=
∑
J23

|( j1, ( j2j3)J23)JM〉〈( j1, ( j2j3)J23)J|(( j1j2)J12j3)J〉. (3.229)

The transformation coefficient 〈( j1, ( j2j3)J23)J|(( j1j2)J12j3)J〉 is a scalar and independent of M. Racah defined the W
function,

〈( j1, ( j2j3)J23)J|(( j1j2)J12j3)J〉=
√
(2J12 + 1)(J23 + 1)W( j1 j2 J j3; J12 J23), (3.230)

whose normalization was chosen to simplify its symmetry properties. Wigner defined the 6j
symbol {

j1 j2 J12

j3 J J23

}
= (−1)j1+j2+j3+JW( j1 j2 J j3; J12 J23), (3.231)
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which has somewhat higher symmetry than the W function; it is invariant under interchange of any two columns and also
interchange of the upper and lower arguments in each of any two columns.

Web-based 6j calculators can be found at the URLs,

http://plasma-gate.weizmann.ac.il/369j.html
http://www-stone.ch.cam.ac.uk/wigner.shtml.

The number of possible coupling modes rapidly increases with the number of angular momentum vectors cou-
pled. Transformations between the various modes involve more complex coefficients, e.g., the coupling of four angular
momenta involves two resultant pairs of angular momenta, and the 9j symbol is defined in this connection. The interested
reader is referred to Refs. [38, 39].

As an example of the use of 6j coefficients, consider the matrix element of a tensor operator of orbital angular momen-
tum of a system, T(k), in which orbital and spin angular momentum, L and S, are coupled to obtain the total angular
momentum J in both the initial and final states. The reduced matrix element of the tensor operator T(k) can be worked
out in terms of a product of a 6j coefficient and the orbital angular momentum reduced matrix element of T(k):

〈LSJ||T(k)||L′S′J′〉= δSS′ Dcouple〈L||T
(k)
||L′〉, (3.232)

where the line strength coefficient Dcouple is

Dcouple= (−1)L+S+J′+k (2J + 1)1/2(2J′ + 1)1/2
{

L S J
J′ k L′

}
. (3.233)

http://plasma-gate.weizmann.ac.il/369j.html
http://www-stone.ch.cam.ac.uk/wigner.shtml
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The history of spin was briefly outlined in Sec. 1.1.5. Recall that in 1922, the Stern–Gerlach experiment showed that
silver atoms are separated into two components upon traversing an inhomogeneous magnetic field. In 1925, Goudsmit
and Uhlenbeck proposed that electrons have a spin of 1/2 (in units of h̄). About a year later, Pauli introduced a “two-
valued quantum degree of freedom” (i.e., spinors, see below). Pauli was skeptical about the assignment of a spin 1/2
to electrons until he learned of Llewellyn Thomas’s work (1926) that resolved a factor of two discrepancy between
experimental spin–orbit splitting results and Goudsmit and Uhlenbeck’s calculations. The discrepancy resulted because
account was not taken of the noninertial (accelerating) reference frame of an electron as it circles the nucleus. The factor
of 1/2 that resolved the discrepancy is called the Thomas precession factor (see Sec. 4.5). By 1927, it was pretty much
accepted that the electron has a spin of 1/2. In 1928, Paul Dirac developed the relativistic theory of the electron; the Dirac
equation (discussed in Sec. 13.6.3) correctly describes electron spin. The Thomas precession factor appears naturally in
the Dirac equation, as does the spin–orbit interaction, the Zeeman splitting in the presence of a magnetic field, and many
additional effects arising due to electron spin. It also paved the way to the understanding of the positron, the electron
antiparticle having electric charge +e and spin 1/2. Spin angular momentum exists for many elementary particles. In
1932, James Chadwick discovered the neutron; it too has spin 1/2. Otto Stern measured the spin of the proton in 1933 to
be h̄/2, and I. I. Rabi measured it more accurately in 1934. The neutrino, the elusive particle that was postulated by Pauli
in 1930 to account for energy conservation in beta decay (and first detected in 1956), also has spin 1/2.1

In this chapter, we study electron (and nuclear) spin. Section 4.1 (re-)introduces spin angular momentum operators
and Sec. 4.2 defines spinors and spin-orbitals. Sec. 4.3 treats a charged particle with spin in a magnetic field, and Sec. 4.4
deals with the time-reversal properties of spinors. Spin-orbit and hyperfine interactions are discussed in Secs. 4.5 and 4.6.
In Sec. 4.7, we discuss the spin–spin interactions in singlet and triplet states. Finally, in Sec. 4.8, we consider magnetic
resonance. The material in this chapter will be heavily used in our discussion of quantum information in Chapters 5, 6
that treat many spin-related topics, including the Bloch sphere picture of spins, the density matrix description of spin
degrees of freedom, and the use of the spin formalism to treat arbitrary two-level systems (spin is the prototype two-level
system).

We note in passing that electron spin can be used in nanotechnology devices (although to-date, few do); this new
nanotechnology concept is called spintronics. In spintronic devices, one generates a current of spin-polarized electrons,
and one incorporates device elements that are sensitive to the spin polarization of the electrons, and perhaps also elements
that change the current of electrons depending on the spin state. For more on spintronics, see Sec. 9.7.

4.1 SPIN ANGULAR MOMENTUM

The commutation relations for angular momentum operators are [see Eq. (3.5)] [Ĵi, Ĵj]= ih̄εijkĴk, where εijk is the Levi-
Civita symbol (each of the indices i, j, k can take on the value 1, 2, 3, or, if you like x, y, z) and Einstein’s summation
convention is used. Electron spin angular momentum operators satisfy the same commutation relations,

[Ŝi, Ŝj]= ih̄εijkŜk. (4.1)

1 Initially, it was thought to be massless, but we now know it has finite but extremely small mass.
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Just as for an eigenstate of angular momentum, Ĵ
2
= h̄2j( j + 1), an eigenstate of spin with s= 1/2 has Ŝ2

= h̄2s(s + 1),
i.e.,2

Ŝ2
= Ŝ2

x + Ŝ2
y + Ŝ2

z = (3/4)h̄
21̂. (4.2)

In analogy with the general angular momentum case, see Eq. (3.10), we can define the spin raising and lowering operators,

Ŝ+= Ŝx + iŜy, Ŝ−= Ŝx − iŜy. (4.3)

It is convenient to define dimensionless operators that have commutation relations similar to angular momentum
operators. For spin 1/2 particles, such operators are the Pauli spin operators, σ̂i, defined such that Ŝi= h̄σ̂i/2. These
operators obey the following commutation relations:

[σ̂i, σ̂j]= 2iεijk σ̂k. (4.4)

In analogy with (4.3), the Pauli spin raising and lowering operators, σ̂+ and σ̂−, are defined such that Ŝ+= h̄σ̂+ and
Ŝ−= h̄σ̂−, i.e.,

σ̂+≡
σ̂x + iσ̂y

2
, σ̂−≡

σ̂x − iσ̂y

2
. (4.5)

Problem 4.1

(a) Show that the Pauli spin operators obey the equation

σ̂iσ̂j= δij + iεijk σ̂k. (4.6)

(b) Using the formula you proved in (a), prove that

(a · σ̂ )(b · σ̂ )= a · b+ i(a× b) · σ̂ . (4.7)

(c) Show that σ̂+ and σ̂− have the following anticommuter: {σ̂+, σ̂−}= 1.
(d) Show that [σ̂+, σ̂−]= σz. Note that the unit operator 1̂ multiplying δij and a · b on the RHSs of (4.6) and (4.7)

respectively has not be explicitly written.

4.2 SPINORS

A spinor is a two-dimensional vector,
(a

b

)
, with complex components a and b. Spinors were first applied in physics by

Wolfgang Pauli; the term spinor was coined by Paul Ehrenfest. The properties of spinors will be presented in this section.
A natural basis for the two component spinors is given by the vectors

(1
0

)
and

(0
1

)
, so the general spinor

(a
b

)
can be

represented as
(a

b

)
= a

(1
0

)
+ b

(0
1

)
. By convention,

(1
0

)
and

(0
1

)
are denoted in any of the following possible ways:

|↑〉 ≡ |α〉 ≡ χ↑ ≡

(
1
0

)
, |↓〉 ≡ |β〉 ≡ χ↓ ≡

(
0
1

)
. (4.8)

We shall see shortly that the spin operator Ŝz has the 2×2 matrix representation, h̄
2

(1 0
0 −1

)
, which has eigenvalues ±h̄/2.

The eigenvector of Ŝz with eigenvalue h̄/2 is the spin-up spinor |↑〉 =
(1

0

)
, and the eigenvector with eigenvalue −h̄/2 is

the spin-down spinor |↓〉 =
(0

1

)
.3 Clearly, these eigenvectors of the Hermitian operator Ŝz are orthogonal, and are of unit

2 The unit operator on the RHS of (4.2) is sometimes not explicitly written but is implied.
3 The z-axis is often assigned arbitrarily, but if a static magnetic field is present, the z-axis is assigned to be along the field.
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length, as is easy to explicitly check. The orthogonormality relations of these spinors are as follows:

〈α|α〉 = 1, 〈β|β〉 = 1, 〈β|α〉 = 0, 〈α|β〉 = 0. (4.9)

The first and third equations in (4.9), written in the form of two-component vectors, take the form

〈α|α〉 =
(
1 0
) (1

0

)
= 1, 〈β|α〉 =

(
0 1
) (1

0

)
= 0. (4.10)

It is important to note that a pure state |χ〉 of any two-level system [e.g., a quantum bit (qubit), see Sec. 5.2] can be
represented as a spinor by a superposition of basis functions,

|0〉 ≡ |↑〉 ≡ |α〉 =

(
1
0

)
, |1〉 ≡ |↓〉 ≡ |β〉 =

(
0
1

)
, (4.11)

i.e.,

|χ〉 = a|α〉 + b|β〉 = a

(
1
0

)
+ b

(
0
1

)
=

(
a
b

)
. (4.12)

The inner product of two arbitrary spinors |χ1〉 and |χ2〉 can be written as

〈χ2|χ1〉 =
(

a∗2 b∗2
) ( a1

b1

)
= a∗2a1 + b∗2b1. (4.13)

Hence, in order to normalize the spinor |χ〉 =
(a

b

)
whose length squared is 〈χ |χ〉= a∗a + b∗b, we can divide the spinor

by its length,

|χ〉 ⇒
|χ〉

〈χ |χ〉1/2
=

1

(|a|2 + |b|2)1/2

(
a
b

)
.

Note that a and b may be functions of a coordinate variable r and/or of time t. We shall make use of this possibility below
in constructing spin-orbitals. Most often one uses amplitudes a and b that are such that |a|2 + |b|2= 1, i.e., spinors are
taken to have unit length, 〈χ |χ〉 = 1.

Spinor matrix elements of operators can be written in the form

〈χ2|Â|χ1〉=
(

a∗2 b∗2
) (A11 A12

A21 A22

)(
a1

b1

)
, (4.14)

where the operator Â has been represented as a 2×2 matrix A acting in spin space. (see Sec. 4.2.1)

Problem 4.2

An electron is in the spin state |χ〉= 1
3 |↑〉 −

2
√

2
3 |↓〉.

(a) Determine the probabilities to measure the electron in states |↑〉 and |↓〉.
(b) Calculate the expectation value 〈χ |Ŝz|χ〉 using Ŝz =

h̄
2

(1 0
0 −1

)
.

4.2.1 PAULI MATRICES

Since the spin of an electron can be represented as a spinor with two components, the spin operators Ŝi (and the Pauli
spin operators σ̂i) can be represented as 2×2 matrices (see Sec. 3.1.2). Moreover, since the spin matrices must satisfy
the same commutation relations as the spin operators and since spin has the units of angular momentum, we can write
the 2×2 spin matrices Si in terms of 2×2 dimensionless matrices σi, called Pauli spin matrices, as Si≡ (h̄/2)σi, where σi

satisfy the commutation relations (4.4). The following set of Pauli spin matrices satisfy the commutation relations for the
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Pauli spin operators (4.4) [see (3.31)]:

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
. (4.15)

Problem 4.3

(a) Calculate the 2×2 matrices σ 2
x , σ 2

y , and σ 2
z .

(b) Demonstrate that the 2×2 matrices, Sx= h̄σx/2, Sy= h̄σy/2, and Sz= h̄σz/2 with the Pauli matrices given in
(4.15), satisfy the commutation relations (4.1).

(c) Show that the Pauli spin matrices σx, σy, and σz of (4.15) satisfy (4.4).
(d) Calculate the eigenvectors and eigenvalues of the matrices Sx Sy, and Sz.
(e) The Pauli spin matrices are not unique in the sense that other sets of 2×2 matrices satisfy the commutation

relations (4.4). Show that a cyclic permutation of the Pauli matrices, σ̃x= σy, σ̃y= σz, σ̃z= σx, also satisfies
these commutation relations.

(f) Show that Tr σiσj= 2δij.

Answer: (a) σ 2
x = σ

2
y = σ

2
z =

(
1 0
0 1

)
. (d) ±h̄/2.

Problem 4.4

(a) Write out the 2×2 representations of the operators S+= Sx + iSy and S−= Sx − iSy.
(b) Show that S+, when applied to the state |α〉 yields the zero state and when applied to the state |β〉 yields h̄|α〉.

(c) Show that σ+≡
σx+iσy

2 =

(
0 1
0 0

)
and σ−≡

σx−iσy
2 =

(
0 0
1 0

)
.

(d) Show that σ 2
+= σ

2
−= 0.

(e) Show that σ+σ−= (1+ σz)/2 =

(
1 0
0 0

)
, σ−σ+= (1− σz)/2=

(
0 0
0 1

)
.

Answer: (a) S+= h̄

(
0 1
0 0

)
, S−= h̄

(
0 0
1 0

)
.

Any Hermitian 2×2 matrix A can be expanded using Pauli matrices,

A= c01+ cjσj, (4.16)

where Einstein summation convention has been employed and the coefficients c0, c1, c2, c3 (or c0, cx, cy, cz) are real, and
the unit 2×2 matrix is 1=

(1 0
0 1

)
. Moreover, any non-Hermitian 2×2 matrix can be expanded in this way with complex

coefficients.

Problem 4.5

(a) Using Eq. (4.16), show that c= 1
2 Tr[σA] and c0=

1
2 Tr[A].
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The spin operator in the direction of the unit vector n is n · S= h̄
2 n · σ . Since, in spherical coordinates, n =

(sin θ cosφ, sin θ sinφ, cos θ), the 2×2 matrix n · S is given by

n · S=
h̄

2
n · σ =

h̄

2

(
cos θ e−iφ sin θ

eiφ sin θ −cos θ

)
. (4.17)

Problem 4.6

(a) Calculate 〈↑|n · σ |↑〉 and 〈↓|n · σ |↑〉.
(b) Show that the eigenvalues of the 2×2 matrix in (4.17) are ±h̄/2 and calculate the eigenvector for eigenvalue
−h̄/2.

(c) Determine the probability that a measurement of the polarization along the n-axis will yield spin-down given
the state |↑〉 polarized along the z-axis.

Hint: Calculate the projection of |↑〉 on the eigenvector with eigenvalue −h̄/2 that you calculated in (b), i.e.,
calculate |〈βn|↑〉|

2. Answer: sin2(θ/2).

Problem 4.7

(a) Find the eigenvalues and normalized eigenvectors of the matrix Sx + Sz=
h̄
2

(
1 1
1 −1

)
.

(b) Find the spherical angles θ and φ of n= (sin θ cosφ, sin θ sinφ, cos θ) so that the matrix (Sx + Sz)/
√

2 can be
written as n · S and find the eigenvalues and normalized eigenvectors of n · S.

Answers: (a) E1= h̄/2×
√

2, ξ1=
1

[(
√

2−1)2+1]1/2

(
1

√
2− 1

)
.

E−1 = −h̄/2×
√

2, ξ−1=
1

[(
√

2+1)2+1]1/2

(
1

−(
√

2+ 1)

)
.

(b) θ =π/4 and φ= 0. The eigenvectors are identical to those in (a), and the eigenvalues are multiplied by 1/
√

2.

The eigenvector of n ·σ with eigenvalue 1 is

(
e−iφ sin θ
1− cos θ

)
and with eigenvalue−1 is

(
−e−iφ sin θ
1+ cos θ

)
. Normalizing the

eigenvectors, we obtain up to an arbitrary phase factor (e.g., eiφ/2; see Problem 4.9),

|αn〉 =

(
e−iφ/2 cos(θ/2)
eiφ/2 sin(θ/2)

)
, |βn〉 =

(
−e−iφ/2 sin(θ/2)

eiφ/2 cos(θ/2)

)
, (4.18)

with eigenvalues 1 and −1 respectively. Any pure state of a two-level system, |χ〉= a|α〉 + b|β〉=
(a

b

)
, can be written as

the eigenvector |αn〉 of some operator of the form n·S (or n·σ ), with the appropriate unit vector n, having eigenvalue+h̄/2
(or +1). From (4.18), it is clear that the angles θ and φ can be chosen so that a= e−iφ/2 cos(θ/2) and b= eiφ/2 sin(θ/2).

Problem 4.8

(a) Use the trigonometric identities cos2(θ/2)= (1+ cos θ)/2 and sin2(θ/2)= (1− cos θ)/2 to obtain the
normalized eigenstates in (4.18).

(b) Given the spin state |αn〉, if the z-component of the spin is measured, what possible values can result in the
measurement?
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(c) What are the probabilities of obtaining the possible measured values?
(d) What is the expectation value of the operator Sz in state |αn〉?
(e) If one measures n · S, what are the possible measurement outcomes and their probabilities?

Answer: (b) h̄/2, −h̄/2. (c) P+= cos2(θ/2), P−= sin2(θ/2). (d) (h̄/2)[cos2(θ/2)− sin2(θ/2)]. (e) h̄/2, P= 1.

Problem 4.9

Write the spinor |α̃n〉 =

(
e−iφ cos(θ/2)

sin(θ/2)

)
in terms of the components of the unit vector

n= (sin θ cosφ, sin θ sinφ, cos θ)= (x, y, z).

Answer: |α̃n〉=

(
(cosφ − i sinφ)

√
(1+ cos θ)/2

√
(1− cos θ)/2

)
= 2−1/2

(
x−iy
√

1−z√
1− z

)

Let us consider a system consisting of two spin 1/2 particles in a two-particle state |9〉. It is sometimes relevant to
find the expectation value of a correlated measurement of the spin along one direction for one of the particles and the
spin along another direction for the other particle,

〈9| (n1 · σ 1) (n2 · σ 2) |9〉. (4.19)

For example, consider the singlet state, |9〉= 1
√

2
(|↑〉|↓〉 − |↓〉|↑〉). If we invoke the rotational invariance of the singlet

state, then without loss of generality, we can choose n1 to be along the z-axis, and obtain for the singlet state,

〈9|(n1 · σ 1)(n2 · σ 2)|9〉=
1

2
[〈↓2|n2 · σ 2|↓2〉 − 〈↑2|n2 · σ 2|↑2〉]=−n1 · n2. (4.20)

In obtaining the last equality in (4.20), we used the fact that 〈↓2 |n2 · σ2|↓2〉= − n2 · ẑ, 〈↑2 |n2 · σ 2|↑2 〉 = n2 · ẑ, and
that ẑ≡n1. This result will be used in describing correlated measurements of the spin of two spin 1/2 particles in our
discussion of Bell inequalities in Sec. 5.8.

4.2.2 ROTATION OF SPINORS

As already discussed in Sec. 3.3.1, we can rotate the state |↑〉 about the y-axis by an angle ϑ using the rotation operator
e−iϑny·

σ
2 as follows:

|ϑ〉= e−iϑny·
σ
2 |↑〉=

[
cos(ϑ/2) 1− i sin(ϑ/2) σy

] ( 1
0

)
=

(
cos(ϑ/2)
sin(ϑ/2)

)
. (4.21)

The formula e−i ϑ2 ny·σ =
[
cos(ϑ/2) 1− i sin(ϑ/2) σy

]
can be derived by expanding the exponential in a power series and

noting that σyσy= 1 [see Eq. (4.6)], hence, σm
y = 1 for even m and σm

y = σy for odd m. Eq. (4.21) can be easily generalized;
the rotation operator for spin 1/2 states about an arbitrary unit vector n by an arbitrary angle ϑ can be written as follows:

Un(ϑ)≡ e−iϑn·S/h̄
= e−i ϑ2 n·σ

= cos(ϑ/2) 1− i sin(ϑ/2)n · σ . (4.22)

Note that a rotation of a spin state by an angle of 2π about any axis multiplies the spin state by (−1).

Problem 4.10

(a) Prove that eiϑn·σ
= cosϑ 1+ i sinϑ n · σ .

(b) Prove that ea+b·σ
= ea

[
cosh(|b|) 1+ sinh(|b|) b·σ

|b|

]
.
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The projector Pϑ = |ϑ〉〈ϑ | onto the state |ϑ〉 defined in (4.21) can be determined using half-angle trigonometric
identities:

Pϑ =
1

2

(
(1+ cosϑ) sinϑ

sinϑ (1− cosϑ)

)
=

1

2
(1+ cosϑ σz + sinϑ σx) . (4.23)

This result generalizes easily; for a spin state corresponding to the spin pointing up along the direction û, the projector
onto this state is given by

Pû= |αû〉〈αû| =
1

2

(
1+ û · σ

)
. (4.24)

We can calculate probability of measuring spin-up along the polarization direction û if the system is in an arbitrary spin
state |ψ〉 as follows: 〈ψ |Pû|ψ〉=

1
2 〈ψ |

(
1+ û · σ

)
|ψ〉= 1

2

(
1+ 〈ψ |û · σ |ψ〉

)
.

Let us now consider systems consisting of two spin 1/2 particles in a two-particle pure state 9. We can calculate the
joint probability of having the first particle in the up-state |αn̂1

〉 along polarization direction n̂1 and the second particle in
the up-state |αn̂2

〉 along polarization direction n̂2 by evaluating the expectation value 〈9|Pn1Pn2 |9〉 as follows:

〈9|Pn1Pn2 |9〉 =
1

4
[〈9| (n1 · σ 1) (n2 · σ 2) |9〉 + 〈9| (n1 · σ 1) |9〉

+ 〈9| (n2 · σ 2) |9〉 + 1] . (4.25)

In particular, for the spin-singlet state, |9〉= 1
√

2
(|↑〉|↓〉 − |↓〉|↑〉), we can use Eq. (4.20) to obtain

〈9|Pn1Pn2 |9〉=
1

4

[
1− cos(θn1·n2)

]
=

1

2
sin2(θn1·n2/2), (4.26)

where we have made use of a trigonometric half-angle formula to obtain the latter equality, and defined the angle θn1·n2

whose cosine is n1 · n2.

4.2.3 SPIN-ORBITALS

A spin-orbital u(x) is a spinor whose components depend upon the coordinate of the particle,

u(x) =
(
ϕ1(r)
ϕ2(r)

)
. (4.27)

Often (but certainly not always) a spin-orbital can be written in the form of a product of an orbital (a wave function that
is a function of coordinates) φ(r) and a spinor χ (for convenience, we have not written the spinor using Dirac notation,
|χ〉), u(x)=φ(r) χ . This is the case in (4.27) when ϕ1(r)= aφ(r) and ϕ2(r)= bφ(r). In any case, a spin-orbital u(x) is a
spinor, i.e., a two-component wave function. We use the notation that the variable x denotes not only the position of the
particle r but also the spin degree of freedom. As an example, consider the following spin-orbital in a central potential that
has well-defined principal quantum number n, orbital angular momentum l, and magnetic (azimuthal) quantum number
ml, as well as a well-defined projection of spin, denoted by the spin magnetic quantum number ms:

unlmlms(x)=Rnl(r)Ylml(θ ,φ) χms . (4.28)

This spin-orbital is a product of an orbital and a two-component vector (i.e., a spinor). Spin-orbitals will be used to treat
electronic structure (see Chapter 10) and spin-orbit coupling (see Sec. 4.5), which is an interaction occurring in atoms that
splits some atomic spectral lines, and which can be described in terms of the Hamiltonian, Hso = ξ(r)L · S, where ξ(r)
depends only on the magnitude of r. Hso must be added to the Hamiltonian H = T + V(r) to obtain the Hamiltonian for
an electron in a central potential. We shall soon show that [Hso, L2] = [Hso, J2] = [Hso, Jz] = 0, hence the eigenfunctions
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of L · S, unljmj , can be constructed as linear combinations of the spinors unlmlms using the laws of angular momentum
addition,

unljmj =

∑
mlms

〈lmlsms|jmj〉unlmlms . (4.29)

Thus, while the spinor unlmlms can be written as a product of space and spin factors, unljmj has space and spin parts
entangled [as in (4.27)]. This is a specific example of the fact that spatial and spin degrees of freedom of a single particle
can be entangled. The spinor representing such entanglement is of the form of a sum of products of spatial and spin
functions. The Schrödinger equation for the spin-orbital wave function unljmj is[

−
1

2
∇

2
r + V(r)+ ξ(r)L · S

]
unljmj =Enlj unljmj . (4.30)

The energy eigenvalue Enlj depends on a quantum number j representing the sum of the spin and orbital angular momen-
tum of the electron (see Sec. 4.5), and depends on mj if an external magnetic field is present. Spin-orbitals are often
eigenfunctions of Hermitian operators, and then an orthonormalality condition would apply,〈

uµ|uλ
〉
=

∫
dx u∗µ(x)uλ(x)= δµλ, (4.31)

e.g., for spinors that can be written as a product state, 〈un′l′m′lm
′
s
|unlmlms〉=

∫
drφ∗n′l′m′l

(r)φnlml(r)
〈
χm′s |χms

〉
= δn′ n δl′ l

δm′l ml
δm′s ms , but this holds even for the case of entangled spinors, as in the spinors of Problem 4.11(b). Spinor spherical

harmonics can be used as a basis in which to expand spin-orbitals [you may now go back and read Sec. 3.5.3].

Problem 4.11

(a) Find two one-electron eigenstates of the operator Lz + Sz for an electron in an L= 1 orbital with eigenvalue h̄/2.
(b) Determine the linear combinations of the states in (a), which are eigenstates of J2

= (L+ S)2.
(c) What eigenstate of the operator Lx + Sx for an electron in a L= 1 orbital has eigenvalue 3/2.

Answers: (a) |1, 1〉
∣∣∣ 1

2 ,− 1
2

〉
, |1, 0〉

∣∣∣ 1
2 , 1

2

〉
. (b)

∣∣∣ 3
2 , 1

2

〉
=

√
1
3 |1, 1〉

∣∣∣ 1
2 ,− 1

2

〉
+

√
2
3 |1, 0〉

∣∣∣ 1
2 , 1

2

〉
,∣∣∣ 1

2 , 1
2

〉
=

√
2
3 |1, 1〉

∣∣∣ 1
2 , −1

2

〉
−

√
1
3 |1, 0〉

∣∣∣ 1
2 , 1

2

〉
. (c) See Problem 3.5 in Sec. 3.1.2.

4.3 ELECTRON IN A MAGNETIC FIELD

The magnetic energy U of a magnetic moment µ in a magnetic field H is given by the expression U = −µ · H (see
Eq. (1.11)). This magnetic energy is called the Zeeman energy, after Pieter Zeeman who won the Nobel prize in 1902 for
his studies of magnetism (along with Hendrik A. Lorentz), and the Hamiltonian is called the Zeeman Hamiltonian,

H = −µ ·H. (4.32)

The magnetic moment of an electron is the sum of its spin magnetic moment and its orbital magnetic moment, µel=µs+

µl. The spin magnetic moment of an electron, µs, is given in terms of its spin S by the formula

µs =−gµB
S
h̄

, (4.33)

where the quantityµB is called the Bohr magneton,µB≡
eh̄

2mec . The Bohr magneton is the only factor on the RHS of (4.33)

that has units; it has units of energy per magnetic field. In SI units, µB=
eh̄

2me
and is numerically equal to 927.400 899(37)
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×10−26 JT−1. The factor g is called the Landé g-factor or simply the g-factor of the electron (it is sometimes also denoted
by gs where the subscript s is for spin); it is dimensionless and is almost exactly equal to 2, g= 2.0023193043737(82).4

As noted in the footnote, sometimes the electron g-factor is taken to be negative, i.e., the minus sign in µs=−gµBS/h̄
is incorporated into the g-factor. We do not do so here. The deviation of g from 2 is due to quantum electrodynamic
corrections (note the precision to which g is known) and is called the anomalous magnetic moment. One convenient
set of units in which to remember the magnitude of the Bohr magneton is 1.4 MHz/Gauss (more precisely, 1.39962
MHz/Gauss). The magnitude of the electron spin magnetic moment µs=−gµB S/h̄ is 1.4 MHz/G since g ≈ 2 and
S/h̄= 1/2; hence, the Zeeman energy of an electron with its spin aligned with a 1 Gauss magnetic field (a magnetic field
of 1 Tesla is 10,000 Gauss) is +1.4 MHz.

The orbital magnetic moment of an electron, µl, is given in terms of its orbital angular momentum L by

µl = −µB
L
h̄

. (4.34)

Notice that the orbital g-factor is unity [and therefore has not been explicitly inserted into the RHS of (4.34)]. The spin
magnetic moment of the electron is in the opposite direction to the spin, and the orbital magnetic moment is opposite in
direction to the orbital angular momentum.

The Heisenberg equation of motion for electron spin is

∂S
∂t
=

i

h̄
[H, S]=

igµB

h̄
[S ·H, S]. (4.35)

Writing (4.35) in terms of components, ∂Si
∂t = −gµBεijkSkHj, and noting that the quantity on the RHS is a cross product,

we find

∂S
∂t
= −gµBS×H. (4.36)

This equation is called the Bloch equation for the electron spin. Making use of the definition of the electron magnetic
moment, µs=−gµBS/h̄, Eq. (4.36) can also be written as an equation of motion for the electron magnetic moment:

∂µs

∂t
= −gµBµs ×H. (4.37)

Thus, both the spin of the electron and the magnetic moment of the electron precess around an external magnetic field.
The frequency of precession, called the Larmor frequency, is given by ω0 ≡ gµB|H|.

For nuclei, the nuclear magnetic moment and nuclear spin are related by

µN = gNµNI/h̄, (4.38)

where the nuclear magneton is defined as µN =
eh̄

2Mpc (in SI units µN =
eh̄

2Mp
) and I denotes the nuclear spin angular

momentum (it is confusing that the symbols for the nuclear magnetic moment and the nuclear magneton are so similar,
but this is standard notation). Note that the proton mass Mp appears in the expression for the nuclear magneton; nuclear
magnetic moments are therefore roughly 1000 times smaller than the electron magnetic moment. The quantity gN is the
nucleon g-factor; nucleon g-factors are of order of magnitude unity [e.g., the proton g-factor is gp = 5.585 694 713(46)
and the neutron g-factor is gn = −3.82608545(90)]. The Heisenberg equation of motion for a nuclear magnetic moment,
which is derived in a fashion analogous to (4.37), is

∂µN

∂t
= gNµNµN×H. (4.39)

4 Often (4.33) is written as µs= ge µB S/h̄ where the electron g-factor ge = −g is negative, to conform with (4.38) which is used for all other particles
besides electrons. In any case, what is important to note is that the electron magnetic moment vector is opposite to the spin of the electron.
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H

µµ

FIG 4.1 Precession of a magnetic moment µ around a
magnetic field H.

E
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rg
y

H

E+ = gµH/2

E- = -gµH/2

EZ = gµ  
0

FIG 4.2 Zeeman energy levels of a spin 1/2 particle in a
static magnetic field H. The Zeeman energy
splitting, 1EZ , depends on the product of magnetic
field strength and the magnetic moment.

Equation (4.39) is called the Bloch equation for the nuclear
magnetic moment. Clearly, the nuclear magnetic moment also
precesses around an external magnetic field, as illustrated in
Fig. 4.1. The Larmor precession frequency for nuclei is given
by ω0= gNµNH.

The magnetization M of a system containing magnetic
moments is the product of the density of the magnetic moments,
n, and the expectation value of the magnetic moment vector,
M≡ n〈µ〉, where 〈µ〉 is the average magnetic moment of the
atoms in the system. For example, in a sample having nuclei
of density n, the nuclear magnetization is MN = ngNµN〈I〉/h̄,
whereas, for electrons in an s-state (l= 0), the electronic mag-
netization is Mel = −ngsµB〈S〉/h̄ where n is now the density
of electrons. Note that if either the density n or the expectation
value 〈µ〉 has a spatial variation, so does the magnetization vec-
tor, M(r, t). Using (4.36) or (4.39), we find that the Bloch equa-
tions can be written in terms of the magnetization vector as

∂M
∂t
= gµM×H, (4.40)

where the sign on the RHS of (4.40) must be changed for the elec-
tronic magnetization. Hence, the magnetization precesses around
the external magnetic field.

Figure 4.2 shows the Zeeman energy of a spin 1/2 particle in
the presence of a static magnetic field. For an electron, the lower
state corresponds to ms=−1/2 and the upper state to ms= +1/2,
whereas for a proton, the lower state has mI = +1/2 and the upper state mI = −1/2. The energy splitting, 1EZ = gµH,
for the electron is over 1000 times larger than for a proton or for other nuclei since the magnetic moment of an electron
is so much larger.

Problem 4.12

For a spin 1/2 particle in a magnetic field H= H0√
2
(1, 0, 1), the Hamiltonian is

H = −µ ·H = −µBH0√
2
(σx + σz) = −

µBH0√
2

(
1 1
1 −1

)
.

(a) Calculate the eigenvalues and eigenvectors of H.

Answer: E±= ± µBH0. The unnormalized eigenvectors are |χ+〉=

(
−
√

2+ 1
1

)
, |χ−〉=

(√
2+ 1
1

)
.

(b) If the particle is in state |↓〉 (spin-down along z), what are the probabilities of measuring each of the energy
eigenvalues?

Hint: Square the projection of the initial state
(0

1

)
onto the normalized eigenvectors to get the probabilities. Answer:

P+=
2−
√

2
4 , P−=

2+
√

2
4 .
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4.3.1 CHARGED PARTICLE IN A MAGNETIC FIELD:
ORBITAL EFFECTS

Many magnetic field effects on atoms and molecules are associated with spin, but orbital effects are also present. In
general, these effects need to be considered together. In this section we study magnetic field effects on atoms. Magnetic
field effects in condensed matter physics and in low-dimensional systems will be discussed in future chapters.

The Hamiltonian for a charged particle having mass m and charge q in the presence of an electromagnetic field was
determined in Chapter 16 (see the book web page), starting from a Lagrangian formulation [see Eq. (16.95)]:

H =
1

2m

(
p−

q

c
A
)2
+ V . (4.41)

Here p = −ih̄∇ is the momentum operator and V = qϕ is the potential energy experienced by the particle (e.g., in the case
of an electron in an atom, V is the Coulomb potential), i.e., ϕ is the scalar potential and A is the vector potential. Within
the classical theory, all measurable quantities do not explicitly depend on the vector potential, but rather on the magnetic
field. This is not the case within the quantum theory, as we shall see in the discussion of the Aharonov–Bohm effect
in Sec. 9.5.2. In quantum mechanics, the vector potential takes on a “life of its own.” The first term in the Hamiltonian
operator, Eq. (4.41), can be expanded so that the Hamiltonian contains a linear and a quadratic term in the vector potential:

H=
1

2m

{
p2
−

q

c
(p · A+ A · p)+

(q

c
A
)2
}
+ V , (4.42)

where the vector potential A(r, t) is such that its curl yields the magnetic field, H=∇×A (see the discussion in Sec. 9.5
and related material in Refs. [23, 34]). If we now add the spin degree of freedom of the particle by including the Zeeman
Hamiltonian (4.32), Eq. (4.42) becomes

H=
1

2m

{
p2
−

q

c
(p · A+ A · p)+

(q

c
A
)2
}
+ V − gµB

S
h̄
·H. (4.43)

The Hamiltonian (4.43) can also be obtained from the lowest order nonrelativistic reduction of the relativistic Dirac
equation for an electron (see Sec. 13.6.3) and yields,

ih̄
∂ψ

∂t
=

[
(p− (−e/c)A(r, t))2

2m
+ V(r)− µs ·H(r, t)

]
ψ(r, t). (4.44)

It is of interest to write the Hamiltonian in (4.44) for the case of a constant, spatially homogeneous magnetic field H.
Then, the vector potential can be taken to be

A=
1

2
H× r, (4.45)

as can easily be verified by taking the curl of A. Substituting Eq. (4.45) into (4.43), we obtain, after some algebra (see
Problem 4.15),

H=

[
p2

2m
+ V(r)− (µl + µs) ·H+

e2

8mc2
(H× r)2

]
. (4.46)

The third term in the square brackets on the RHS of Eq. (4.46) contains the interaction of the orbital magnetic moment
with the magnetic field, where µl = −µBL/h̄ is the orbital magnetic moment and µB is the Bohr magneton [see
Eq. (4.34)], as well as the interaction of the spin magnetic moment with the magnetic field, µs · H. The last term in
the square brackets is quadratic in the magnetic field strength and is called the diamagnetic term since it gives rise to
diamagnetism (see Sec. 9.5.9).

For future reference, we mention that it is often convenient to write the Zeeman energy of an atom in a state |αLSJMJ〉.
This is particularly true when spin–orbit interactions are included. The expectation value in state |αLSJMJ〉 of the Zeeman

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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Hamiltonian, HZeeman = −(µl + µs) ·H, as:

〈HZeeman〉αLSJMJ = −〈(µl + µs)〉αLSJMJ ·H= gLSJµB〈J〉LSJMJ ·H. (4.47)

gLSJ is called the Landé g-factor; it can be determined by noting that

µl + µs = −
µB

h̄
(L+ gsS) = −

µB

h̄
[J+ (gs − 1)S], (4.48)

and evaluating the matrix element 〈S〉LSJMJ by showing that it is proportional to 〈J〉LSJMJ , as in Sec. 3.6.4.

Problem 4.13

Show that if the vector potential satisfies the “Coulomb gauge condition,” ∇ · A = 0, then [p, A] = 0 and therefore,
p ·A+A · p = 2A · p. Check if this always holds for a uniform field H0, which can be written in terms of the vector
potential A(r)=H0 × r/2.

Problem 4.14

(a) What are the energies of a spin-up and spin-down electron in a magnetic field of strength H= 0.1 Tesla. Give
your answer in GHz, using the fact that the Bohr magneton µB =

eh̄
2me
= 13.9962 GHz/T.

(b) What are the energies of a spin-up and spin-down proton in a magnetic field of strength H= 0.1 Tesla. Use the
fact that the nuclear magneton µN =

eh̄
2Mp
= 7.62 MHz/T, and the proton g-factor is gp= 5.585.

Answers: (a) Ems = gµBHms, so E1/2 = 1.39962 GHz, E−1/2 = −1.39962 GHz. (b) EmI = −gpµNmsH, so
E1/2 = −2.126 MHz, E−1/2 = 2.126 MHz.

Problem 4.15

Carry out the algebra to go from (4.43) to (4.46) as follows.

(a) Expand (p− (−e/c)A(r, t))2, making sure to keep the order of (p and r) right, since they do not commute.
(b) Substitute for A using Eq. (4.45).
(c) Rewrite the expressions such as p · (H× r) as H · (r× p), by making use of the Levi-Civita symbol.
(d) Note that L= r× p, to finally obtain Eq. (4.46).

Problem 4.16

Use the relation σiσj= δij + iεijkσk to show that

[σ · (p− (q/c)A)] [σ · (p− (q/c)A)]
2m

=
(p− (q/c)A)2

2m
−

qh̄

2mc
σ ·H.

We shall have more to say about orbital and spin magnetic field effects in Sec. 9.5, where we treat paramagnetic and
diamagnetic effects in atoms and solids, as well as transport properties of electrons and holes in the presence of magnetic
fields, but for the time being, we return to the topic of orbital and spin effects in the simplest atom, hydrogen, before
going on to describe spin–orbit and hyperfine effects in atoms.
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Hydrogen Atom in a Magnetic Field: Chaos

Upon application of a uniform magnetic field to a hydrogen atom, the nature of part of the spectrum changes dramatically
from that of the spectrum without such a field. The Hamiltonian for the hydrogen atom in a magnetic field shows classical
chaos (see Sec. 16.13 linked to the book web page), and the quantum spectrum reflects the nature of the chaotic classical
behavior. Taking the vector potential to be given by (4.45) and assuming that the nuclear mass is infinite (so as to finesse
any questions regarding the center of mass motion of the atom taken does not separate out) the Hamiltonian becomes

H=
p2

2me
−

Ze2

r
+
µB

h̄
(L+ gsS) ·H+

e2

8mc2 (H× r)2 . (4.49)

With the magnetic field taken to be along the z-direction, we obtain

H=
p2

2me
−

Ze2

r
+
γ

2
(Lz + 2Sz)+

meγ
2

8
(x2
+ y2), (4.50)

where γ = eH/(mec) and Z= 1 for a hydrogen nucleus. Clearly, there is cylindrical symmetry around the z-axis, so we
can write the wave function, 9(r)=ψ(ρ, z)eimθχms , and the Hamiltonian H in cylindrical coordinates, ρ=

√
x2 + y2, z

and θ = tan−1(y/x) [see Eq. (16.60)], where

H(pρ , pz, ρ, z)=
p2
ρ + p2

z +
h̄2m2

ρ2

2me
−

Ze2√
ρ2 + z2

+
h̄γ

2
(m+ 2ms)+

meγ
2

8
ρ2. (4.51)

Here the constants of the motion are Lz= h̄m and Sz= h̄ms. In atomic units, the dimensionless Hamiltonian takes the form

H = −
1

2

(
1

ρ̃

∂

∂ρ̃

(
ρ̃
∂

∂ρ̃

)
+
∂2

∂ z̃2
+

m2

ρ̃2

)
−

Z√
ρ̃2 + z̃2

+
β

2
(m+ 2ms)+

β2

8
ρ̃2, (4.52)

where the dimensionless constant β ≡ h̄3γ

mee4 =
h̄3

m2
e ce3 H is proportional to the magnetic field strength. The only exact con-

stants of the motion for the Hamiltonian in (4.52) are the energy, the orbital and spin angular momenta m and ms, and the
parity. The Hamiltonian is nonintegrable [for given values of m and ms, the Hamiltonian in (4.51) is two dimensional and
there is only one constant of the motion, i.e., the energy – see Sec. 16.12.1 linked to the book web page] and the classical

FIG 4.3 Calculated energy levels of a hydrogen atom versus magnetic field for Rydberg
states of the Lz= 0, even parity series. (a) Low-energy region where the energy
levels (quasi-)cross. The quantum eigenstates can be categorized by good quantum
numbers. (b) High-energy region [note factor of 1/10 in energy scale relative to
(a)] where the classical dynamics is chaotic, the good quantum numbers are lost
and the energy levels strongly repel each other. The strong fluctuations in the
energy levels are characteristic of a chaotic behavior. (Figure provided by
Dominique Delande)

trajectories are free to explore the
entire phase space on the energy
shell. For low-lying energies or low
field strengths (or both), the dynam-
ics is regular. However, for suffi-
ciently high energy or field strengths
(or both), the classical dynamics is
chaotic, i.e., above a certain value of
β (magnetic field strength), the phase
space is classically chaotic for a given
region of Rydberg states (see Fig. 4.3).
The quantum problem was studied
by Delande and Gay in Ref. [40].
They answered the question, how does
classical chaos manifest itself in the
quantum spectrum of eigenstates, and
found that a well-defined signature
of chaos can be obtained from the
quantum eigenstates by the resulting

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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fluctuations in the energy levels. “Upon increasing the energy, the calculated statistics of the eigenvalues as a function
of the magnetic field evolve from Poisson to Gaussian orthogonal ensemble according to the regular or chaotic character
of the classical motion” (we shall discuss this in Chapter 13).5 They numerically calculated a large number of energy
levels in the regular and the chaotic regimes and found that the energy levels repel each other, i.e., these are avoided
crossings. Figure 4.3 shows the energy levels of hydrogen as a function of the magnetic field strength. At low magnetic
field, Fig. 4.3(a), there are level (quasi-)crossings and it is easy to follow the eigenstates as a function of field strength. At
higher magnetic field strenghs, Fig. 4.3(b), the size of the avoided crossings increase and individual states progressively
loose their identities, i.e., the good quantum numbers are destroyed.

4.4 TIME-REVERSAL PROPERTIES OF SPINORS

We considered time-reversal for zero-spin systems in Sec. 3.6.3 where we showed that the time-reversal operator is an
antilinear operator (more specifically, an antiunitary operator), the properties of which are discussed in Appendix A. We
now generalize that treatment by determining the time-reversal operator for particles with spin.

We have seen in Sec. 2.9.3, Eq. (2.172), that angular momentum transforms under time-reversal as T JT −1
= −J,

hence the spin angular momentum must as well:

T ST −1
= −S. (4.53)

In the standard representation, Sx is a real matrix, Sy is an imaginary matrix, and Sz is real [see Eq. (4.15)] for spin 1/2 and
Eq. (3.26) for spin 1]. Hence KSxK= Sx, KSyK=−Sy, and KSzK= Sz, where K is the antilinear complex conjugation
operator satisfying K−1

=K. Clearly, this is not the transformation required for time reversal.
To satisfy Eq. (4.53), we write T =UK, where U is a linear operator and we require

USxU−1
= −Sx, USyU−1

= Sy, USzU−1
= −Sz. (4.54)

Moreover, since the correct transformation of spatial variables is produced by the complex conjugation operator, U must
satisfy

UrU−1
= r, UpU−1

=p. (4.55)

Hence, U affects only spin variables. Furthermore, it is clear from (4.54) that U corresponds to a rotation about the y-axis
by 180 degrees,

U = e−iπSy/h̄, (4.56)

and therefore, U and T are represented by (2S+ 1)× (2S+ 1) matrices, with

T = e−iπSy/h̄K. (4.57)

Equation (4.57) is valid for spin 1/2 as well as any finite-spin system. Hence, Eq. (4.57) specifies the time-reversal
operator, and it has the following transformation properties:

T rT −1
= r, T pT −1

= −p, T LT −1
= −L, T ST −1

= −S. (4.58)

Problem 4.17

Prove that U is unitary if T =UK is antiunitary and K−1
=K.

5 Although the Hamiltonian does not commute with T , there is another antiunitary operator that does commute with the Hamiltonian. That is the reason
that the level spacing distribution is GOE and not GUE.
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Problem 4.18

Prove that one can write the time-reversal operator for a spin 1/2 particle as T = −iσyK.
Answer: From Eq. (4.22), Uny(π) = cos(π/2)1− i sin(π/2)σy = −iσy.

Problem 4.19

Apply the time-reversal operator T to the spinor state ψnlm(r)|χ〉, thereby generalizing (3.209).

Answer: T ψnlm(r)|χ〉=ψ∗nlm(r)
[
−iσy

(
a∗

b∗

)]
= (−1)mψnl−m(r)

(
−b∗

a∗

)
.

If the Hamiltonian H and T commute, then the eigenstates |ψn〉 of H and T |ψn〉 have exactly the same eigenvalues
since applying T to both sides of the equation H|ψn〉=En|ψn〉 yields H(T |ψn〉)=En(T |ψn〉). But are the states |ψn〉 and
T |ψn〉 in fact one and the same state? If the answer is yes, these two states can differ by at most a phase factor eiϕ . Then,

T 2
|ψn〉= T (T |ψn〉)= T (eiϕ

|ψn〉)= e−iϕT |ψn〉= e−iϕ(eiϕ
|ψn〉)= |ψn〉.

This result is impossible for half-integer angular momentum particles, because then T 2
|ψn〉= −|ψn〉. Hence, for half-

integer angular momentum particles, |ψn〉 and T |ψn〉 are distinct states that are degenerate. This degeneracy is called
Kramers degeneracy, named after Henrik Kramers. Thus, any system with an odd number of electrons is at least two-fold
degenerate.

However, the presence of an external magnetic field lifts the degeneracy, and the Hamiltonian then no longer commutes
with T , i.e., time reversal is violated and T HT −1

6= H. Specifically, the Zeeman term −µ ·H changes sign under time-
reversal, since µ is proportional to S. Moreover, the vector potential terms p ·A+A · p change sign under time-reversal,
since the direction of the momentum p is reversed. Hence, the Hamiltonian in Eq. (4.46) is not invariant under time-
reversal. Reversing the directions of µ and p has the same effect as reversing the direction of magnetic field H, leaving
µ and p unchanged, so the relation

T H(H)T −1
= H(−H) , (4.59)

is formally correct. However, it should be stressed that the time reversal operator acts on the dynamical variables µ and
p but not on the external fields.

Problem 4.20

Prove that the degree of degeneracy must be even if the Hamiltonian of a system is invariant under time reversal and
T 2
|ψ〉 = −|ψ〉.

Answer: Consider an eigenstate |ψn〉, so H|ψn〉=En|ψn〉. The state T |ψn〉 is distinct from |ψn〉 but is degenerate
with it. The state T 2

|ψn〉 = −|ψn〉 also has eigenvalue En, but it is the essentially the same as state |ψn〉 (not
distinct). The state T 3

|ψn〉 = −T |ψn〉 also has eigenvalue En but is essentially the same as T |ψn〉, state
T 4
|ψn〉= |ψn〉, etc., for higher powers of T . So, there are essentially only two distinct degenerate states arising from

any eigenvector via time-reversal invariance.

Time Reversal Invariance and Matrix Elements of Operators

Let us return to the analysis of the restriction posed on matrix elements of operators that are invariant under time reversal
that we began in Sec. 3.6.3. There we indicated that the operation of an antilinear operator on bras from the right is ill
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defined, therefore, T should be applied only on kets. Once a ket |α̃〉 = T |α〉 is constructed, the corresponding bra 〈α̃| is
uniquely defined. The technique for doing this takes into account the fact that an application of K on a real basis state |n〉
leaves it intact. Expanding |α〉 in a complete real basis {|n〉} we can write, |α̃〉 = T |α〉 = UK|α〉 = UK

∑
n |n〉 〈n|α〉 =∑

n〈n|α〉
∗UK|n〉 =

∑
n〈n|α〉

∗U |n〉 =
∑

n〈α|n〉U |n〉. The corresponding bra for |α̃〉 can now be obtained easily, but we
will need the bra for the ket |β̃〉,

|β̃〉 =
∑

n

〈β|n〉U |n〉 ⇒ 〈β̃| =
∑

n

〈n|β〉〈n|U† . (4.60)

The inner product 〈β̃|α̃〉 is expressible in terms of the untilded kets |α〉 and |β〉,

〈β̃|α̃〉 =
∑
mn

〈m|β〉〈m|U†U |n〉〈α|n〉 =
∑

n

〈α|n〉〈n|β = 〈α|β〉 = 〈β|α〉∗ . (4.61)

Our next task is to relate the matrix elements of a given linear operator O (not necessarily hermitian) between barred and
unbarred states, avoiding an action of antilinear operators on bra states. The central identity proved below is,

〈β|O|α〉 = 〈α̃|T O†T −1
|β̃〉 . (4.62)

The proof uses the result (4.61). Defining

|γ 〉 ≡ O†
|β〉 ⇔ 〈γ | = 〈β|O , (4.63)

we have,

〈β|O|α〉 = 〈γ |α〉 = 〈α̃|γ̃ 〉 = 〈α̃|T O†
|β〉 = 〈α̃|T O†T −1T |β〉 = 〈α̃|T O†T −1

|β̃〉 . (4.64)

This completes the proof. The difference between the action of unitary and anti-unitary discrete operations is now clear
by comparing with the example of applying the space inversion (parity) transformation P . Denoting P|α〉= |α̃〉, we have
(action on bra states from the right is now permitted),

〈β|O|α〉 = 〈β|P−1POP−1P|α〉 = 〈α̃|POP−1
|β̃〉 . (4.65)

The significant difference is that T replaces the role of bra and kets. This is physically understood as follows: Matrix
elements are usually calculated between initial and final states, but since T reverses the time, it swaps the role of initial
and final states.

Time Reversal Invariance and Reality of Eigenfunctions

Consider a system whose Hamiltonian is invariant under time reversal, T HT −1
=H (no external magnetic field is

present), and let |ψn〉 be a non-degenerate eigenstate of H. The corresponding configuration space wave eigenfunc-
tion, 〈r|ψn〉 = ψn(r) is real. Before presenting the proof we note that in this case there is no Kramers degeneracy. This
situation occurs not only for spinless particles, but also in electronic systems with an even number of electrons. In this
case r stands for the many-particle space coordinates (the spin content is encoded in the ket |ψn〉). The proof of the
statement goes as follows. Applying T to H|ψn〉 = En|ψn〉, and using the time-reversal invariance of H,

T H(T −1T )|ψn〉 = HT |ψn〉 = T En|ψn〉 = EnT |ψn〉 . (4.66)

Thus, |ψn〉 and T |ψn〉 are two states with the same energy En, and since En is non-degenerate, |ψn〉 and T |ψn〉 must be
the same state, up to a phase factor. The corresponding wave functions are, 〈r|ψn〉 and 〈r|T |ψn〉 = 〈r|ψ̃n〉 = 〈r̃|ψ̃n〉 =

〈r|ψn〉
∗. The second equality is due to the fact that |r̃〉 = |r〉 while the third equality results from (4.61). We have shown

that ψn(r) = ψ∗n (r), i.e., the non-degenerate eigenfunctions can be chosen to be real.
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Problem 4.21

(a) Check the validity of the reality theorem for a free spinless particle of mass m moving on a ring of length L

subject to the the Hamiltonian H = − h̄2

2m
d2

dx2 whose wave function satisfies periodic boundary conditions,
ψ(x+ L) = ψ(x).

(b) Consider a similar system as in (a) for a spin 1/2 particle. Check the validity of the Kramers theorem.

(c) Assume now that there are two electrons on the ring, with the Hamiltonian H = − h̄2

2m

[
d2

dx2
1
+

d2

dx2
2

]
+ JS1 · S2,

for J > 0, where the two electron wave function is required to satisfy periodic boundary conditions,
ψ(x1 + L, x2) = ψ(x1, x2 + L) = ψ(x1, x2). Determine the ground-state wave function and check its
degeneracy. Explain your finding within the Karmers theorem.

Answer: (a) Denote kn =
2πn

L , n = 0, 1, 2, . . .. The eigenvalues are En =
h̄2k2

n
2m and the eigenfunctions are,

ψ±n (x) =
1
√

L
e±iknx. For n = 0 the eigenvalue E0 = 0 is non degenerate and the wave function ψ0(x) =

1
√

L
is real.

For n > 0 the wave functions ψ±n (x) belong to the same eigenvalue En. The wave functions are not real but this does
not contradict the above theorem because En is degenerate.
(b) The wave functions are ψ±n (x, σ) = ψ±n (x)χσ where ψ±n (x) are defined in (a). The eigenvalue E0 is now doubly
degenerate, while eigenvalues En with n > 0 are fourfold degenerate. Recall that Kramers theorem states that each
level is at least two-fold degenerate.
(c) The wave functions is a product of space part ψ(x1, x2) and spin part χSM where S = S1 + S2 and
M = 1

h̄ [S1z + S2z]. In the ground-state the space part is symmetric and the spin part is a spin singlet (that is

antisymmetric). Thus, the total wave function and total energy is, 9(x1, x2, S, M) = 1
LχS=M=0, E0 = −

3Jh̄2

4 . The
ground-state is not degenerate but this does not contradict Kramer’s theorem because the number of electrons is
even.

4.5 SPIN–ORBIT INTERACTION IN ATOMS

The absorption and emission spectra of hydrogen atoms and alkali-metal atoms reveal spectral lines that are closely
spaced pairs of lines, called doublets. This splitting is called fine-structure splitting. It is due to spin-orbit interaction in
the excited states of the atoms between the electronic spin and the electronic angular momentum of the single unpaired
electron in the highest occupied orbital.

Before we model the spin-orbit interaction, we present some facts about the spin-orbit splitting of hydrogen and
alkali atoms. Let us first consider the 17.2 cm−1 splitting of the 589 nm line of Na resulting from the 3p → 3s optical
transition, that arises due to the energy difference of the 3p 2P3/2 and 3p 2P1/2 excited states.6 Alkali spectra consist
of three distinct series, the principal series, the sharp series and the diffuse series. The strongest lines are those in the
principal series arising from np 2P1/2 and np 2P3/2 transitions to the ground 2S1/2 state. The splittings in this series
diminish with increasing n toward the np→ 3s series limit as n→∞ in all the alkali. The splitting between the np 2P1/2

and np 2P3/2 states of Na is 5.6, 2.5 and 1.3 cm−1 for n = 4, 5 and 6 respectively. The spin-orbit splitting increases with
increasing nuclear charge in the alkalis. The weaker sharp and diffuse series are also readily observed. The transitions
from ns 2S1/2 states to the first excited 2P state form the sharp series and the transition from nd 2D5/2,3/2 states to the
first excited 2P state form the diffuse series. These series converge to a common limit as n→∞. The splitting between

6 We are using standard atomic term symbol notation here. The 3p indicates an atomic orbital with n = 3 and l = 1, and in the term symbol 2S+1LJ , the
superscript 2 indicates the total spin degeneracy, so 2S+ 1 = 2 corresponds to a doublet state, the P indicates the total electronic orbital momentum,
L = 1, and the subscript indicates the total electronic angular momentum J, which can be 3/2 or 1/2 here. See Sec. 10.3 for more on this notation.
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2D5/2
2D3/2

2P3/2
2P1/2

2P3/2
2P1/2

2S1/2

)b()a(

FIG 4.4 Comparison of the principal and diffuse series transitions
and spectra. (a) Simple doublet in the 2P→ 2S principal
transitions. (b) Compound doublet in the 2D→ 2P
diffuse transitions. Reproduced with permission from
Wiley from Ref. [18], Fig. 6.2, p. 322.

the 3d 2D5/2 and 3d 2D3/2 states of Na is only 0.1 cm−1.
The diffuse series have an additional close satellite line to
the red of the doublet, i.e., the red component of the doublet
is actually two lines, thereby causing their diffuse appear-
ance due to the splitting of the nd 2D5/2 and nd 2D3/2 states.
Figure 4.4 schematically shows the reason for the diffuse
nature of the spectral lines originating from 2D→ 2P tran-
sitions [in Fig. 4.4(b)], and for comparison, simple doublet
principal transitions 2P→ 2S [in Fig. 4.4(a)].

The Hamiltonian for the coupling of the electron spin
with an external magnetic field is H = −µs · H [see
Eq. (4.46)]. In the rest frame of an electron in orbit around
a nucleus, an additional magnetic field is present due to the
electric field E due to the charge of the proton in its rest
frame (i.e., E = −∇V(r), where the electrical potential of
the nucleus is V(r)=Ze/r, so E=Zer/r3). This electric
field is Lorentz transformed into a magnetic field in the electron’s rest frame (Ref. [24], Chapter 24). The magnetic
field Hadd in the moving frame of the electron is given by

Hadd = −
v
c
× E = −

p
mc
× E. (4.67)

That is, the magnetic field that results in the electron’s rest frame from the transformed static electric field is given by
Eq. (4.67). Using this magnetic field in the expression H = −µs · H, we obtain the spin–orbit interaction Hamiltonian
except of a factor of 1/2. The correct Hamiltonian is obtained by substituting the magnetic field in Eq. (4.67) into the
expression

Hso = −µs ·Hadd/2. (4.68)

The reason for the additional factor of 1/2 was first explained by L. H. Thomas in 1926, and therefore, the precession
of an electron spin in the magnetic field caused by the moving nucleus is called Thomas precession. The factor of 1/2 is
due to the fact that the rest frame of the electron is not an inertial frame, hence, the Hamiltonian needs to be corrected to
account for the fact that the electron is in an accelerating frame. An electric field with a component perpendicular to the
electron velocity causes an additional acceleration of the electron perpendicular to its instantaneous velocity, leading to
a curved electron trajectory so the electron moves in a rotating frame of reference, and this provides additional electron
precession, so the net precession is half the naive result (see Ref. [34] for a classical derivation of the Thomas precession
factor of 1/2). In any case, the correct Hamiltonian is also obtained directly from the Dirac equation. After substituting
(4.67) into (4.68) and using E(r)=Zer/r3, we obtain:

Hso=µs ·
p

mc
× (Zer/r3)/2=

Ze2

2m2
ec2r3

h̄

2
σ · L (4.69)

where we used µs = −gsµB(S/h̄) ≈ − eh̄
mec

σ
2 and r× p=L. This spin–orbit Hamiltonian is often written in the form

Hso= ξ(r)
L · S

h̄2
, 〈Hso〉nlms=A

L · S

h̄2
, (4.70)

where ξ(r)= Ze2h̄2

2m2
e c2r3 is the spin–orbit coefficient of the electron (it has units of energy), and A≡〈ξ(r)〉nlm is called

the spin–orbit coupling constant. It is easy to evaluate L · S by noting that the square of the total electronic angular
momentum, J=L + S, contains the term L · S (see Problem 4.23). [This technique for evaluating a scalar product of
angular momentum vectors, such as L · S, will be employed again when we evaluate the hyperfine splitting in the next
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Energy
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-2A/2
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P1/2
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(a)  Energies of 2P spin-orbit states

M = 3/2
M = 1/2
M = -1/2
M = -3/2

M = 1/2
M = -1/2

P3/2

P1/2

0

(b)  Magnetic field splitting of S-O states

P state

Zeeman levelsEnergy S-O State

A/2

-2A/2

FIG 4.5 (a) Spin–orbit splitting of a 2P state into 2P3/2 and 2P1/2 states. (b) Zeeman splitting of the spin–orbit states.

section.] In order to find the spin–orbit splitting of two states, the difference of their spin–orbit energies must be taken, as
described in the next paragraph.

The magnitude of the spin–orbit coupling, 〈ξ(r)〉nlm, can be ascertained by noting that 〈r−3
〉nlm=Z3a−3

0 /[n3(l+1)(l+
1/2)l] for hydrogenic states [see Eq. (3.112e], where the Bohr radius a0= h̄2/(me2), hence,

A=〈ξ(r)〉nlm=
Z4α2(mc2α2)

n3(l+ 1)(l+ 1/2)l
. (4.71)

(mc2α2) is the atomic unit of energy (27.21 eV) and α2
≈ (1/137)2, so

A ≈
Z4

n3(l+ 1)(l+ 1/2)l
meV.

Hence, the spin–orbit energy of level |n, j, l, s〉 is7

〈Hso〉njls=
A

2
[ j( j+ 1)− l(l+ 1)− s(s+ 1)]. (4.72)

The splitting of 2P states into 2P3/2 and 2P1/2 spin–orbit states is given by

〈Hso〉2P3/2
−〈Hso〉2P1/2

=
A

2

{[
3

2

(
3

2
+ 1

)
− 1(1+ 1)−

1

2

(
1

2
+ 1

)]

−

[
1

2

(
1

2
+ 1

)
− 1(1+ 1)−

1

2

(
1

2
+ 1

)]}
=

A

2
{[1]− [−2]}=

3

2
A. (4.73)

Note that the average of the spin–orbit interaction over all spin-multiplet levels vanishes (see Fig. 4.5).
In the presence of an external magnetic field, the spin–orbit states split into 2j+ 1 equally spaced levels with spacing

proportional to the magnetic field strength due to the Zeeman Hamiltonian (4.32). The details of the splitting are presented
in Sec. 7.3.1. Figure 4.5(a) shows the splitting of a 2P due to spin–orbit interaction, and Fig. 4.5(b) shows the Zeeman
splitting of these states.

Problem 4.22

Starting from the Zeeman Hamiltonian Hso = −µs ·H, derive Hso=
gsµB
2mec E · (p× σ ) for a moving electron in an

electric field.

7 It is useful to compare this result with the energies in the footnote after Eq. (3.107).
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Hint: The effective H field felt by a moving electron is H = −v× E/c [or if we symmetrize,
H= 1

2mc (E× p− p× E)]. We should point out that a term, h̄∇ · E, should be added to E · (p× σ ) since it is of the
same order of magnitude. However, it does not involve σ . This additional term is called the Darwin term; it
originates from a higher order term in the nonrelativistic reduction of the Dirac equation than those specified in
(4.43).

Problem 4.23

(a) Show that L · S= [J2
− L2

− S2]/2, so 〈L · S〉njls= h̄2[j( j+ 1)− l(l+ 1)− s(s+ 1)]/2, where the total angular
momentum quantum number j is such that J2

= h̄2j( j+ 1). Hint: J2
= (L+ S)2.

(b) Estimate the spin–orbit splitting of the 3p 2P3/2 and 3p 2P1/2 states of Na. Compare your result with
the experimental value of 17.2 cm−1 and consider possible reasons for the discrepancy.a Note that
1 eV ≈ 8065 cm−1.

Problem 4.24

(a) Consider the 87Rb excited state . . . 4s23d104p65p 2P. (Only the single unpaired electron in the highest occupied
5p orbital contributes to the angular momentum.) What are the possible values of the total electronic angular
momentum, J.

(b) Given the fine-structure splitting Hamiltonian, Hso=AL · S/h̄2, with A= 4 2
3 THz for 87Rb, calculate the

spin–orbit energies of the J states you specified in part (a).

Answers: (a) J = 1/2, 3/2.
(b) Eso( j)= A

2 [J( j+ 1)− S(S+ 1)− L(L+ 1)]= A
2 [J( j+ 1)− 3/4− 2]. So, Eso( j= 1/2) = −A = −4 2

3 THz,
E( j= 3/2)=A/2= 2 1

3 THz.

We have analyzed the spin–orbit coupling in hydrogen and in alkali atoms which have one electron in an unfilled
shell but delay consideration of spin–orbit coupling of multielectron atoms to Sec. 10.9. In multielectron systems, each
electron can interact with the magnetic fields generated by other moving charged particles. Hence, in Sec. 10.9, sums of
spin–orbit Hamiltonians, each of the form given in Eq. (4.70), will contribute to the spin–orbit energy of a multielectron
atom. Spin–orbit coupling plays important roles also in other systems, including molecular systems, nuclei, and solid-
state systems. In nuclei, spin–orbit coupling is responsible for the shell structure of nuclei where the excitation energies
of medium and heavy nuclei display a beautiful pattern of magic numbers. Spin-orbit coupling in solid-state physics leads
to a number of important effects including mixing of valence and conduction bands and heavy holes in semiconductors,
the Anderson transition in two dimensions, topological insulators, weak anti-localization and spin relaxation, etc. These
topics will be discussed in Chapters 9 and 13.

4.6 HYPERFINE INTERACTION

Examination of the absorption spectra of the alkali atoms under high resolution shows further structure (additional split-
tings) of spin–orbit lines due to the interaction of the spin of the outer electron with the nuclear spin. Only if the nuclear
spin is nonzero is there a splitting. It is much smaller than the fine-structure splitting of states with nonvanishing L
due to spin–orbit interactions. The interaction of the spin of electrons with the spin of the nucleus of the atom is called
the hyperfine interaction and the resultant splitting is called hyperfine splitting. For example, let us consider 23Na. The

a The reader is invited to read Sec. 71 of Ref. [2] entitled “Wave functions of the outer electrons near the nucleus”.
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nuclear spin of 23Na is I = 3/2, so the total angular momentum, F, of the 3s 2S1/2 state can be F = |J + I|, . . . , |J − I|,
i.e., F = 1 or F = 2. The 3s 2S1/2 F = 1 and F = 2 states are split by 1712 MHz. As another example, the 21-cm
(1420 MHz) hydrogen line that is used so often to learn about the structure of the galaxy and of the universe is due to the
hyperfine splitting of the 1s 2S1/2 F = 0 and F = 1 states.

Consider the interaction of two magnetic moments. A magnetic moment generates a magnetic field. The vector poten-
tial A(r) at space point r due to a magnetic moment µ located at r= 0 is

A(r)=
[µ0

4π

]
µ× (−∇r−1)=

[µ0

4π

]
µ× r/r3, (4.74)

so the resulting magnetic field H(r)=∇ × A(r) is [23, 34]

H(r)=
[µ0

4π

] {
µ

8π

3
δ(r)+

3r(r · µ)− r2µ

r5

}
. (4.75)

The delta function term on the RHS of (4.75) arises because ∇2r−1
= −4πδ(r), which gives rise to the Fermi contact

hyperfine interaction (see below). The factor
[
µ0
4π

]
, where µ0= 4π × 10−7 N A−2 is the permeability of free space,

present in SI units but absent in Gaussian units [the square parenthesis is a reminder of its necessity in SI units]. The
magnetic Hamiltonian of two interacting magnetic moments, µ1 and µ2, that are not at the same position is given by
Hmag = −µ2 ·H1, so

Hmag = −

[µ0

4π

](3 (µ1 · r) (µ2 · r)− (µ1 · µ2)r
2

r5

)
. (4.76)

Figure 4.6 shows four different configurations of dipole moments that are the same distance away from one another. The
lowest energy configuration is in (a), the next lowest is (b), then comes (c), and the highest is (d).

Problem 4.25

Given two spin-1/2 particles in states
∣∣∣ 1

2 , 1
2

〉
, calculate

S1 · S2

[∣∣∣ 1
2 , 1

2

〉 ∣∣∣ 1
2 , 1

2

〉]
. Note that ST =S1 + S2, so S2

T =S2
1 + S2

2 + 2S1 · S2.

Answer: S1 · S2

[∣∣∣ 1
2 , 1

2

〉 ∣∣∣ 1
2 , 1

2

〉]
= h̄2/2

[∣∣∣ 1
2 , 1

2

〉 ∣∣∣ 1
2 , 1

2

〉]
.

Problem 4.26

Calculate the energies of the four dipole moment configurations of µ1 and µ2 shown in Fig. 4.6, with
|µ1| = |µ2| ≡µ and relative coordinate vector r of the same length in all configurations.

Problem 4.27

What is the form of the Hamiltonian in (4.76) if the magnetic moments are located at r1 and r2?
Answer: Let r→ r2 − r1 in (4.76).

(a) (b) (c) (d)

FIG 4.6 Four configurations of two dipole
moments, in order of increasing energy.
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In considering the hyperfine interaction Hamiltonian Hhf=−µel ·HN , we recall that electrons in l = 0 states have finite
probability of being located at the nucleus, so the delta function term in the Hamiltonian (4.75) contributes. Moreover, for
l=0 states, the expectation value of the 1/r3 terms vanishes. For aribtrary l, the hyperfine Hamiltonian Hhf=−µs · HN

coupling the electron magnetic moment with the magnetic field generated by the nuclear spin is

Hhf(r)=
[µ0

4π

] (2µB)(gNµN)

h̄2

{
8π

3
(S · I)δ(r)+

[
3 (S · r) (I · r)− (S · I)r2

r5

]}
. (4.77)

The delta function term on the RHS of Eq. (4.77) is called the Fermi contact term, named after Enrico Fermi who first
used it to calculate hyperfine splittings in 1930. Its expectation value is nonvanishing only for s-wave (l= 0) electronic
states since only these states have finite density at the origin. The order of magnitude of the expectation value of the
dipole–dipole 1/r3 hyperfine interaction term for states with l 6= 0 is

me

Mp
Z3α2 e2

a0
=

me

Mp
Z3α4mec2.

This is smaller than the expectation value of the fine-structure interaction (which also is proportional to 1/r3) by a factor
of me/(ZMp), i.e., by at least a factor of 1000. The contact term yields the following expression for the hyperfine energy
of s-wave (l= 0) electronic states:

〈Hhf〉n,l=0,s,j=s,f =

[µ0

4π

] (2µB)(gNµN)

h̄2

8π

3
(S · I) |ψn,l=0,m=0(0)|

2. (4.78)

In Problem 4.28, you will calculate S · I and find an expression for |ψn,l=0,m=0(0)|2 for hydrogenic atoms. Then you can
calculate 〈Hhf〉n,l=0,s,j=s,f and obtain a general expression for the splitting between f states with l= 0.

Problem 4.28

(a) Calculate (S · I). Hint: Define F=S+ I, and square both sides of this equation.
(b) Determine an expression for |ψn,l=0,m=0(0)|2 for hydrogenic atoms.
(c) Write out the Hamiltonian that couples the electron orbital magnetic moment with the magnetic field generated

by the nuclear spin, −µl ·HN , in terms of I and L.
(d) Why is there no contact term in the Hamiltonian of (c).

Answers: (a) (S · I)= h̄2[F(F + 1)− S(S+ 1)− I(I + 1)]/2.

(b) Using (3.108) and (3.109), ψn,0,0(0)=(Z/a0)
3/2
√

22

n5 L1
n−1(0)

1
√

4π
, where L1

n−1(0)=n, hence

|ψn,l=0,m=0(0)|2=Z3/(πa3
0n3).

(c) Hhf(r)=
[
µ0
4π

] (µB)(gNµN )

h̄2

[
3(L·r)(I·r)−(L·I)r2

r5

]
.

Problem 4.29

(a) The nuclear spin of the 87Rb atom is I= 3/2. What are the possible values of the total atomic angular
momentum, F, of the . . . 4s23d104p65s 2S ground state.

(b) Find energies of the 87Rb ground-state hyperfine levels given the hyperfine Hamiltonian Hhf=B S·I
h̄2 , where

B= 3.4 GHz.

Answers: (a) F= 1, 2.
(b) Ehf(F)=

B
2 [F(F + 1)− S(S+ 1)− I(I + 1)]= B

2 [F(F + 1)− 3/4− 15/4]. So, Ehf(F = 1) = −1.25B = −4.25
GHz, Ehf(F = 2)= 0.75B= 2.55 GHz.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 07-ch04-159-192-9780444537867 2012/11/15 20:12 Page 181 #23

4.6 Hyperfine Interaction 181

F = 1 (excited) state
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FIG 4.7 Hyperfine F= 1 and F= 0 states of the 1s 2S1/2 ground electronic state of hydrogen
and a magnet analogy to explain why the F= 0 is the ground state. The spins and
magnetic moments of the electron and proton are shown schematically in both F= 1
and F= 0 states. The magnetic moments are not drawn to scale; the magnetic moment
of the proton is smaller than that of the electron by a factor of about 1000. The F= 1
state depicted here is the stretched state with MF = 1. If no external magnetic field is
present, the three F= 1 states (with MF = 1, 0,−1) are degenerate in energy. The
F= 0 state is lower in energy than the F= 1 states by 1420 MHz. Emission from the
F= 1→ F= 0 yields a photon with 21-cm wavelength. Reproduced with permission
from Wiley from Ref. [18], Fig. 1.2, p. 13.

Figure 4.8 shows the fine and
hyperfine structure of 87Rb. The
hyperfine splitting of the ground-
state and the excited-state fine and
hyperfine splitting are not to scale.
The fine-structure splitting of the
excited state is much bigger than
the ground-state hyperfine splitting,
which in turn is much bigger than
the excited-state hyperfine split-
tings.

Upon applying Eq. (4.78) to
hydrogen, one finds that the split-
ting of the F= 1 and F= 0 hydro-
gen levels of the ground state is
1420 MHz (5.87 × 10−6 eV) cor-
responding to an emission wave-
length of 21 cm. See Fig. 4.7 for
a description of the F = 1 and
F = 0 states participating in this
transition. This line has been exten-
sively used in astrophysical studies
to determine relative velocities of
different regions within our Milky
Way galaxy, as well as to deter-
mine the relative velocities of other
galaxies from ours, via the Doppler shift of the line. The hydrogen maser (Microwave Amplification by Stimulated
Emission of Radiation) operating on this transition is also used to check the variability of the lunar and earth secular
acceleration using satellite data. For additional discussion of hyperfine interactions, see, e.g., Bethe and Salpeter [4].

4.6.1 ELECTRIC QUADRUPOLE
HYPERFINE INTERACTION

F=1 

F=1 

F=2 

F=1 

F=2 

F=2 

F=0 

F=3 

5P3/2 

5S 1/2 

5P1/2 

6.8 GHz

816 MHz

72 MHz
156 MHz

266 MHz

377 THz

384 THz

7 THz

FIG 4.8 Fine and hyperfine structure of 87Rb, which has a nuclear spin of
I= 3/2. The energy level spacings are not to scale.

Nuclei with nuclear spin greater than 1/2 can
have an electric quadrupole moment, i.e.,
Q2m=

∫
dr ρ(r)r2Y2m, m = −2, . . . , 2, where

ρ is the charge distribution of the nucleus [see
Eq. (3.199)], in addition to having magnetic dipole
moment. Only nuclei (or particles) with I > 1/2
possess quadrupole moments (see Problem 3.34).
The quadrupole moment of a nucleus interacts with
the quadrupole moment of the electronic charge
distribution [see Eq. (3.198)] and this results in an
additional contribution to the atomic energy. Such
couplings are also called hyperfine interactions. If
the total electron spin angular momentum vanishes,
the main hyperfine splitting of S= 0 electronic
states arises from the quadrupole interaction of the
nucleus with the electrons. Tables of the electric
quadrupole moments of selected nuclei canbe found
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on the web, and contributions to NMR spectroscopy due to electric quadrupole moments have been carefully studied.
We shall not pause here to study such effects in detail.

4.6.2 ZEEMAN SPLITTING OF
HYPERFINE STATES
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FIG 4.9 Zeeman splitting of the ground state of hydrogen as a function of
magnetic induction field strength.

FIG 4.10 Zeeman splitting of the 2S1/2 ground state of 23Na versus
magnetic induction field strength. Reproduced with permission
from Wiley, from Band, Light and Matter, Fig. 6.5, p. 336.

In the presence of an external magnetic field H, the
hyperfine components with F= 1 split into three
Zeeman sublevels with MF = 0,±1. The F= 0 state
is not split, but as we shall see, its energy changes
at sufficiently large magnetic field strengths, i.e., at
field strengths where the Zeeman energy of the elec-
tronic spin moment in the external magnetic field,
−µs ·H, is comparable to or larger than the interac-
tion energy between nuclear magnetic moment and
electron magnetic moment. At very large magnetic
fields, when −µs ·H is much larger than the hyper-
fine energy, the states with ms =±1/2 having Zee-
man energy −gsµ0Hms are split by the hyperfine
coupling. This uncoupling of angular momentum by
the magnetic field at large magnetic field strengths is
called the Paschen-Back regime, or the strong field
regime (see the large field regime in Figs 4.9 and
4.10). For large magnetic fields, the Hamiltonian for
l= 0 states,

H=
[µ0

4π

] (2µB)(gNµN)

h̄2

8π

3
|ψn,l=0,m=0(0)|

2(S · I)

−
(
µs + µN

)
·H , (4.79)

can be diagonalized in the |s, ms〉|I, mI〉 basis to
obtain the eigenenergies. The eigenenergies as a
function of magnetic field strength are shown for the
hydrogen atom in Fig. 4.9 and for 23Na in Fig. 4.10.
For hydrogen, I= 1/2, so ground electronic state
contains F= 0 and F= 1 states, whereas for 23Na,
I= 3/2 and the ground state contains F= 1 and
F= 2 states.

Problem 4.30

(a) Given your results in Problem 4.14, what is the Zeeman
energy of a ground-state hydrogen atom in the state 2S1/2 |F= 1, MF = 1〉 state in a magnetic field of 0.1
Tesla (for the purpose of this question, neglect the all internal energies and only consider the Zeeman energy).

(b) Set up and solve the hyperfine plus Zeeman eigenvalue problem for the F = 0, 1 hydrogen ground electronic
states in the |F, MF〉 basis (which can be formed using the |s, ms〉|I, mI〉 states) by constructing the 4×4
Hamiltonian matrix for the sum of the Zeeman and hyperfine interactions and calculate the eigenvalues as a
function of magnetic field shown in Fig. 4.9.
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Answers: (a) EF= 1,MF = 1=〈9F= 1,MF = 1| −
(
µs + µN

)
·H|9F= 1,MF = 1〉= 1.39962 GHz+ (−2.126)

MHz≈ 1.3975 GHz. (b) Letting µS=geµB=−gµB, and writing the Hamiltonian
H = (J/h̄2)(S · I)− B(µSSz + µIIz) in the |F, MF〉 = |1, 1〉, |1,−1〉, |1, 0〉, |0, 0〉 basis,

H =


J/4− (µS + µI)B 0 0 0

0 J/4+ (µS + µI)B 0 0
0 0 J/4 (µS − µI)B
0 0 (µS − µI)B −3J/4

 .

Now diagonalize the 2×2 matrix.

4.7 SPIN-DIPOLAR INTERACTIONS

The interaction of two magnetic dipole moments, µ1 and µ2, at r1 and r2 is given by−µ2 ·H1(r), where r= r2− r1, and
the magnetic field H1(r) is given by Eq. (4.75). Hence, using (4.76), the spin-dipolar interaction potential is given by

VSS(r) = −
[µ0

4π

] (2µB)
2

h̄2

3 (S1 · r) (S2 · r)− S1 · S2r2

r5 . (4.80)

Note that we have not added the Fermi contact term [the first term on the RHS of Eq. (4.77)] here, but considered only the
long range part of the potential (if the particles are electrons, or are nuclei, the repulsive Coulomb potential will insure
that their wave function vanishes for zero distance between them).

It is of interest to calculate the spin-dipolar interaction energy of two spin 1/2 particles that are in a singlet and triplet
spin state given by

|S = 0, MS = 0〉=
1
√

2
(|↑〉|↓〉 − |↓〉|↑〉) (4.81)

and

|S = 1, MS = 0〉=
1
√

2
(|↑〉|↓〉 + |↓〉|↑〉) . (4.82)

We can consider these particles to be electrons, but they can just as well be two spin 1/2 nuclei, or two spin 1/2 atoms. We
need to evaluate the matrix elements of this potential. To do so, we will use the expression S1 ·S2= [S2

− (S2
1+S2

2)]/2 =
[S2
− 3h̄2/2]/2. Hence,

S1 · S2 (|↑〉|↓〉 − |↓〉|↑〉) = −
3h̄2

4
(|↑〉|↓〉 − |↓〉|↑〉) ,

S1 · S2 (|↑〉|↓〉 + |↓〉|↑〉) =
h̄2

4
(|↑〉|↓〉 + |↓〉|↑〉) . (4.83)

For simplicity, let us take the ẑ-axis along the distance from one particle to the other. Then,

(S1 · r) (S2 · r) (|↑〉|↓〉 ± |↓〉|↑〉) = −
h̄2

4
r2 (|↑〉|↓〉 ± |↓〉|↑〉) . (4.84)

The matrix elements can now be easily evaluated. We find:

〈S = 0, MS = 0|VSS(r)|S = 0, MS = 0〉= 0, (4.85)

〈S = 1, MS = 0|VSS(r)|S = 1, MS = 0〉=
[µ0

4π

] (2µB)
2

r3
. (4.86)
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Thus, the spin-dipolar interaction energy of the singlet state vanishes and that of the triplet state |S= 1, MS = 0〉 is
repulsive and falls off as r−3.

Problem 4.31

(a) Calculate the spin-dipolar interaction energy for the triplet state |S = 1, MS = 1〉≡ |↑〉|↑〉, where the ẑ-axis is
taken along r̂.

(b) Explain the sign of the energy of the triplet state in part (a) and the triplet state |S = 1, MS = 0〉 in Eq. (4.86).
(c) Find all the eigenvalues and eigenvectors of S1 · S2.

Answers: (a) −
[
µ0
4π

]
(2µB)

2 1
2r3 . (b) |↑〉|↑〉 is the lowest energy state, and |S = 1, MS = 0〉 is an excited state. (c)

Eigenvalues are h̄2[S(S+ 1)− 3/2]/2. See (4.83) for eigenvectors.

Problem 4.32

(a) Show that the operator P12≡
1
2 +

2
h̄2 S1 · S2=

1
2 +

1
2σ 1 · σ 2 exchanges (permutes) the spins of any spin wave

function involving the two spins 1 and 2, i.e., it is the permutation operator for spins.
(b) Show that the operator S = 1

2 (1+ P12)=
3
4 +

1
h̄2 S1 · S2=

1
4 (3+ σ 1 · σ 2) is a projection operator that projects

any two-electron spin state onto symmetric (“triplet”) states, in the sense that if S is applied to an antisymmetric
state such as |ψ1〉|ψ2〉 − |ψ2〉|ψ1〉, it yields zero, and if applied to a symmetric state |ψ1〉|ψ2〉 + |ψ2〉|ψ1〉, it
yields the same state. We can therefore call the projection operator S by the name Ptriplet.

(c) Show that A≡ 1
2 (1− P12)=

1
4 −

1
h̄2 S1 · S2=

1
4 (1− σ 1 · σ 2) is a projector onto antisymmetric (“singlet”) states,

i.e., A|ψ1〉|ψ2〉=
1
2 (|ψ1〉|ψ2〉 − |ψ2〉|ψ1〉). We can therefore call the projection operator A by the name Psinglet.

(d) Show that Psinglet + Ptriplet= 1.

Comment: In Chapter 8, we shall use the symmetrization and antisymmetrization operators for two two-level
systems, S = 1

2 (1+ P12) and A= 1
2 (1− P12), respectively, where S +A= 1, to properly symmetrize boson and

fermion wave functions.

Problem 4.33

(a) Express the projection operator P↑↑= |↑↑〉 〈↑↑| that projects onto the triplet state |↑〉|↑〉 in terms of Pauli spin
matrices.

(b) Do the same for the triplet state |↓〉|↓〉.

Answers: P↑↑=
1
4 (1+ σz)1(1+ σz)2, P↓↓=

1
4 (1− σz)1(1− σz)2.

The spin-dipolar Hamiltonian for a many-body spin system is given by the sum over all pairs of particles of the
Hamiltonian (4.80):

H = −
1

2

[µ0

4π

] (2µB)
2

h̄2

∑
i,j6=i

3
(
Si · rij

) (
Sj · rij

)
− Si · Sjr2

ij

r5
ij

. (4.87)

Heisenberg Spin Hamiltonian

In the dipolar Hamiltonian (4.87), the energy depends on the relative orientation of the magnetic moments µi, µj and the
radius vectors rij joining them. Consider atoms in a crystal lattice. When a pair of atoms are located at lattice points ri

and rj, we can form a scalar interaction of the form J(rij)Si ·Sj, where Si is the spin operator for the atom located at point
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ri and rij = ri − rj. The physical origin of this interaction will be discussed in Chapter 9. It is not related to the dipolar
interaction, but, rather, to a combination of Coulomb repulsion between electrons and the Pauli exclusion principle. The
coefficient Jij(rij) is called the exchange coupling or exchange integral. After integration over electron coordinates, the
resulting exchange coupling coefficients drop off rapidly (exponentially, not as 1/r3

ij) with the distance rij between atoms,
so often only nearest neighbor terms are kept. If Jij > 0, the interaction is called ferromagnetic, whereas if Jij < 0, it is
called antiferromagnetic. A ferromagnetic interaction tends to align spins, whereas an antiferromagnetic interaction tends
to antialign them. For a lattice of magnetic atoms subject to a constant magnetic field, the Hamiltonian has the form,

H = −
1

2

∑
i,j6=i

Jij(rij)Si · Sj − gµB

∑
i

H · Si. (4.88)

This is referred to as the Heisenberg spin Hamiltonian, which is often taken as the starting point for studying magnetic
phenomena in condensed matter physics. Moreover, often an anisotropic interaction is used to model ferromagnets, with
the z-component term Sz,iSz,i+1 having different strength, Jz

i,i+1, than the x and y-components; these are called anisotropic
Heisenberg spin Hamiltonians. More on the Heisenberg spin Hamiltonian is discussed in Chapter 9.

A simpler related model that can be easily solved in 1D is the so-called Ising model, named after Ernst Ising, uses
nearest neighbor terms in (4.88) and replaces the operators Si · Sj by numbers SiSj, where Si and Sj are taken to be either
+1 or −1, to obtain an expression for the energy

E = −J
∑
〈i,j〉

SiSj. (4.89)

Here 〈i, j〉 indicates all nearest neighbor pairs. Such models have been extensively studied; the 1D model was solved by
Ising in 1925 and the 2D square-lattice version was solved by Lars Onsager in 1944. We shall not pause to consider such
problems here.

More general spin Hamiltonians that describe spin degrees of freedom in molecules and in solids can contain a large
number of terms, representing the Zeeman interaction of the magnetic moments of the electrons and the nuclei with an
external field, fine-structure level splitting due to indirect effects of the crystal field in solids, hyperfine structure due to
the presence of nuclear magnetic dipole, and electric quadruple moments in the central ion or ligand ions in a solid [41].

Problem 4.34

(a) Show that (4.88) with H= 0 can be written using (3.176) as

H=
1

2

∑
i,j 6=i

Jij(rij) (S+1,iS−1,j + S−1,iS+1,j − S0,iS0,j). (4.90)

(b) Rewrite (4.90) in terms of S+ and S− (recall their distinction from S+1 and S−1).

Answer: H = −
1

2

∑
i,j 6=i

Jij(rij)

[
1

2
(S+,iS−,j + S−,iS+,j)+ S0,iS0,j

]
. (4.91)

4.8 INTRODUCTION TO MAGNETIC RESONANCE

Magnetic resonance phenomena involve the absorption or emission of electromagnetic radiation by electrons or atomic
nuclei in response to the application of magnetic fields. Magnetic resonance phenomena include nuclear magnetic reso-
nance (NMR) as well as electron spin resonance (ESR), which is sometimes also called electron paramagnetic resonance
(EPR). Electron magnetic resonance was first observed by Y. K. Zavoisky (sometimes spelled Zavoysky) in experiments
on salts of the iron group of elements. Electron magnetic resonance (EMR) occurs only in elements with unfilled elec-
tronic shells (i.e., unpaired electron spin states). NMR was invented in 1946 by Edward Purcell and Felix Bloch and their
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colleagues. It has many important applications such as molecular structure determination, dynamical studies both in the
liquid and solid state, and magnetic resonance imaging.

At the simplest level, magnetic resonance phenomena can be understood in terms of a simple model with spins that
interact with an effective static magnetic field comprised of an external magnetic field together with the internal magnetic
field due to the presence of other nearby spins, and a radio-frequency (rf) electromagnetic field which can cause transitions
between states with different magnetic quantum numbers. In the presence of a static magnetic field, a single spin 1/2
system is split into two energies, as shown in Fig. 4.2 which shows the Zeeman energy splitting, 1EZ = gNµNH0, as
a function of magnetic field strength. In nuclear magnetic resonance experiments the external static and the rf fields are
used to control the spin degrees of freedom of the nuclei in atoms, molecules and condensed phase materials, whereas in
ESR experiments, electron spins are controlled. The Zeeman Hamiltonian for a single spin in the presence of a magnetic
field is H = −µ · H(t), where H(t) is the time-dependent magnetic field due to a static field along the ẑ-axis and a rf
field along the x̂-axis, H(t)=H0ẑ + H1 cos(ωt)x̂, but sometimes (particularly in NMR imaging of humans) a circularly
polarized rf field of the form H(t)=H0ẑ+H1{cos(ωt)x̂+sin(ωt)ŷ} is used. The couplings between the spins in a material
should also be incoprorated into the model of magnetic resonance phenomena, for these couplings can give rise to shifts,
splittings, broadening and decoherence of the transitions that are studied. The spin-dipolar coupling Hamiltonian given
by (4.87) could be used for this purpose. But the simplest approach is simply to add a contribution to the magnetic field
felt by a single spin due to the other spins that are nearby. In liquids with low viscosity, spin-dipolar interactions are
rapidly averaged to zero because the directions r̂ij change rapidly as a function of time and the average of the spin-dipolar
Hamiltonian goes to zero as the averaging becomes rapid compared to the dipolar coupling energy scale. Nevertheless,
the fluctuations due to these interactions broaden the observed rf transitions and, if the directions r̂ij don’t strictly average
to zero, slightly shift them as well. After excitation by an rf pulse, the spins, in turn, produce an rf signal, i.e., a time-
dependent magnetization of the sample produces an rf field, which can be measured and Fourier transformed to obtain
the frequency spectrum of the sample. The peaks in the spectrum, their splittings and their widths are signatures of the
spin states and their environment.

EZ = h     where   = gNµNH0/h 

 (MHz)
7.24042.717.01

13C 31P 19F 1H

0

B0 = 1 T

FIG 4.11 Zeeman energy splittings, 1EZ = gNµNH0, of the spin 1/2 nuclei 1H, 13C, 14N,
19F, 31P in a static magnetic induction field of B0= 1 T (the splittings are linear
with B0, so simply multiply the splitting shown here by the value of B0 in Tesla
to obtain the splittings for arbitrary B0). The Landé g-factors of these nuclei are
gp= 5.585, g[19F] = 5.2546, g[31P]= 2.2610, and g[13C]= 1.4044 respectively.

The NMR spectrum of the nuclei
with spin 1/2 that are commonly stud-
ied in NMR experiments, i.e., the spin
1/2 nuclei 1H, 13C, 14N, 19F, 31P, in
a constant static homogeneous mag-
netic field of 1 T is proportional to
the g-factor of the nuclei, gN , and
shown in Fig. 4.11. These spectral
peaks are nominally at frequencies
corresponding to the Zeeman split-
ting 1EZ of these nuclei divided by
Planck’s constant, ν=1EZ/h. The
actual location of the peak frequen-
cies of different NMR resonance sig-
nals, νexpt=1EZ/h= gNµNHlocal/h,
depend on the local static magnetic field at the location of the nuclei, Hlocal, which are the sum of the external mag-
netic field strength H0 and the internal induced magnetic field at the position of the nucleus in question resulting from
electron motion and the electron magnetic moments, Hlocal=H0 + Hinduced, i.e., the resonance frequencies νexpt depend
on the environment of the nuclei. The spectrum is also influenced by quadrupole field strengths at the location of the
nucleus. Although the resonance signals of, say protons, at specific locations in different molecules are distinct and well
separated, an unambiguous frequency often cannot be directly assigned. Therefore, one often adds a standard com-
pound to the sample under study, and this compound acts as a well-defined reference signal. This added reference
sample should not interfere with the resonances observed for the molecules being studied (i.e., it should be an inert
material).
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4.8.1 THE ROTATING-WAVE APPROXIMATION

Let us consider the Zeeman Hamiltonian (4.32) for an NMR experiment with a static and an rf magnetic field, i.e.,
H = −µ · (H0ẑ+H1 cos(ωt)x̂), or, more specifically, for a spin 1/2 nucleus, H = −gµ σ

2 · (H0ẑ+H1 cos(ωt)x̂). In matrix
form, this becomes

H(t)=
h̄

2

(
1 2� cos(ωt)

2� cos(ωt) −1

)
, (4.92)

where

1=
gµH0

h̄
, �=

gµH1

2h̄
. (4.93)

We can break the Hamiltonian up into a zero-order term and a first-order term in �, where the first order term originates
from the rf field,

H(t)=H0 + H1(t)=
h̄

2

[(
1 0
0 −1

)
+

(
0 2� cos(ωt)

2� cos(ωt) 0

)]
. (4.94)

The first-order term in the interaction representation (see Sec. 2.7.1), is

H1,I(t)= eiH0t/h̄H1,S(t)e
−iH0t/h̄, (4.95)

while the zeroth-order term in the interaction representation is simply H0,I(t)=H0. After some algebra, we find,

H1,I(t)=
h̄�

2

(
0 2 cos(ωt)e−i1t

2 cos(ωt)ei1t 0

)
, (4.96)

and using cos(ωt)= (eiωt
+ e−iωt)/2, we can approximate (4.96) as

H1,I,RWA(t) ≈
h̄�

2

(
0 ei(ω−1)t

e−i(ω−1)t 0

)
, (4.97)

where we have dropped the quickly oscillating terms e±i(ω+1)t. This approximation is called the rotating-wave approxi-
mation (RWA), and it is an excellent approximation when ω ≈ 1, since then the non-RWA terms oscillate with frequency
ω +1, and therefore average out. If we take ω=1 in (4.97), the Hamiltonian reduces to (h̄�/2)σx. If, at time t= 0, we
start in the lowest energy state (see Fig. 4.2), the probability of being in the excited state (say state b) oscillates in time,
Pb(t)= | sin(�t/2)|2, i.e., the rf field transfers population from one level to the other in a periodic fashion. In Sec. 6.1.1,
we will calculate the population transfer when ω 6= 1.

We can also calculate the magnetization, defined as the product of the density times the expectation value of the
magnetic moment, M= n〈µ〉, by solving the time-dependent Schrödinger equation for the wave function ψ(t) in the
interaction representation, within the RWA and then forming 〈ψ(t)|µ|ψ(t)〉. The solution to the Schrödinger equation is
often carried out using time-dependent perturbation theory, see Sec. 7.3.3. We shall not pause to do so here; instead we
determine the magnetization M(t) in a different way in Sec. 4.8.2. The time-dependent magnetization turns out to satisfy
the Bloch equation,

∂M
∂t
= γM×H(t). (4.98)

where we have defined γ ≡ gNµN . Before dealing with the dynamics of the magnetization, we take up the subject of
how the magnetization decays with time due to interaction of the spins with other degrees of freedom, so as to come into
steady state at long timescales.
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4.8.2 SPIN RELAXATION AND THE BLOCH EQUATION

Introducing a resonant or near resonant rf pulse disturbs the spin system from thermal equilibrium. In due course, equi-
librium is restored by a process known as spin relaxation whereby an exchange of energy occurs between the spin system
and the surrounding thermal reservoir. The equilibrium, without the presence of the rf field, is characterized by a magnetic
polarization with magnetization M0 = M0ẑ directed along the longitudinal magnetic field, H0 = H0ẑ. The process of
restoration to this equilibrium magnetization is called longitudinal relaxation. Phenomenologically, the equilibration can
be described as follows:

dMz

dt
= −

1

T1
(Mz −M0), (4.99)

whose solution is, Mz(t) = Mz(0) e−t/T1 + M0 [1 − e−t/T1 ], where T1 is known as the longitudinal relaxation time and
Mz(0) is the initial value of the z-component of the magnetization. One might think that the lifetime of the transverse
magnetization, Mx and My, is characterized by the same relaxation time. But the relaxation time for spins to come into
thermal equilibrium among themselves, T2, known as the spin–spin relaxation time is often significantly shorter than T1,
and in general, T2 ≤ T1. The phenomenological equations for the transverse relaxation are

dMx

dt
= −

1

T2
Mx,

dMy

dt
= −

1

T2
My, (4.100)

which have solutions Mx(t)=Mx(0) e
−

t
T2 , My(t)=My(0) e

−
t

T2 . Combining Eqs (4.99) and (4.100) with the Bloch equa-
tions [see (4.40)] we obtain,

Ṁx= γ (M×H)x −
Mx

T2
, Ṁy= γ (M×H)y −

My

T2
, Ṁz= γ (M×H)z −

(Mz −M0)

T1
. (4.101)

Calculations using the Bloch equations can be carried out using either a circularly polarized rf field in the x-y plane (in
addition to a dc field in the z-direction), H(t) = H0ẑ+H1{cos(ωt)x̂+ sin(ωt)ŷ}, or a linearly polarized rf field along the
x-axis, H(t) = H0ẑ+H1{cos(ωt)x̂. For simplicity, we assume that the rf field strength is small, γH1 � T−1

2 . The rf mag-
netization is then linear in H1. For the linearly polarized rf field, one must make a rotating wave approximation to solve
for the rf magnetization in closed form. For the circularly polarized rf field, one must go into a reference frame rotating
with the field. In both cases, one obtains the following expressions for the rf magnetization M1 (in the circularly polar-
ized case these are components in the rotating reference frome) (see Abragam, Principles of Nuclear Magnetism [42]):

FIG 4.12 Mx and My versus frequency.

M1x(ω) = χ0
(ω0T2)(ω0 − ω)T2

1+ (ω − ω0)2T2
2

H1,

M1y(ω) = χ0
ω0T2

1+ (ω − ω0)2T2
2

H1. (4.102)

We have defined the parameters ω0≡ γH0, ω1≡ γH1, and
we take M0≡χ0H0. Figure 4.12 shows M1x(ω) and M1y(ω)

plotted versus (ω − ω0)T2. The Lorentzian form of M1y

is familiar from near-resonance absorption phenomena (see
Fig. 7.7) and the dispersion lineshape of M1x is famil-
iar from the frequency dependence of the refractive index.
The full width at half maximum in frequency space is
1ω = T−1

2 . The rf magnetic susceptibility can be defined as
χxx = M1x/H1 (and χyx = M1y/H1 in the circularly polar-
ized case). The rate of work done on the spins by the rf field,
dE/dt = −M(t) · Ḣ(t), depends on the relative phase of the
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magnetization M(t) and the rf field H1(t). If the magnetic moments responsible for the magnetization flip from the low
energy state along the static magnetic field to the higher energy state in the opposite direction, energy is transferred from
the field to the spins (absorption). In the opposite case, the work is negative and energy is transferred from the spins to
the field (induced emission).

Problem 4.35
Do the algebra leading to the RWA solution of Eq. (4.101) for a linearly polarized rf field.

4.8.3 NUCLEAR SPIN HAMILTONIAN

The magnetic moments of electrons produce a magnetic field that affects nuclear Zeeman energies. When an external
magnetic field H0 is applied to a medium, the actual magnetic field felt by a nucleus is therefore not just the external
magnetic field H0 but the field produced by neighboring magnetic moments, including electron and nuclear magnetic
moments. We now consider the nuclear spin Hamiltonian and then consider the chemical shift experienced by nuclei in
materials.

An atomic nucleus in its ground state with odd atomic number A = Z + N composed of Z protons and N neutrons
has a nonzero spin I, and the corresponding nuclear magnetic moment is µN = gNµNI. The nuclear g-factor is a property
of the nucleus and can be either positive or negative. The corresponding Zeeman energy is EZ = −h̄gNµNIzH, where
H is the local magnetic field strength, and the essence of NMR spectroscopy involves measuring the energy difference
1E = h̄ω0 = h̄gNµNH for I = 1/2. Furthermore, nuclei with I > 1/2 interact with electric fields via their quadrupole
moments. The internal magnetic fields which contribute to the local magnetic field at the location of a nuclei arises from
the magnetic moments of nearby electrons and nuclei. Imagine a lattice occupied by identical nuclei located at sites Rj.
The nuclear spin Hamiltonian is formally written as,

HN = −gNµN

∑
j

H0Ijz︸︷︷︸
Zeeman

+H1[Ijx cosωt + Ijy sinωt]︸ ︷︷ ︸
rf field

+ H0

∑
j

IjσjH0︸ ︷︷ ︸
chemical shifts

+

∑
j<k

IjJjkIk︸ ︷︷ ︸
scalar couplings

+

∑
j<k

IjDjkIk︸ ︷︷ ︸
dipolar interactions

+

∑
j

IjQjkIj︸ ︷︷ ︸
Quadrupolar interactions

+

∑
j

IjAjS︸ ︷︷ ︸
Knight shifts

. (4.103)

In addition to the nuclear Zeeman term and the interaction of the nuclear spins with the rf field (whose polarization was
taken to rotate), the Hamiltonian HN contains:

• The chemical shift arising from the interaction of the nuclear spin with the magnetic fields due to the electrons in the
surrounding molecular orbitals. Here σj is the shielding tensor (see next section).

• The scalar coupling, namely, the indirect interaction of the magnetic moments of neighboring nuclear spins with one
another through the electrons in the bonds between them.

• The dipolar coupling due to the direct interaction of the magnetic moments of neighboring nuclear spins.
• The quadrupolar interaction of a nuclear spin with I > 1/2 with the surrounding electric fields.
• The Knight/paramagnetic shift is similar to the chemical shift but is due to the conduction electrons in metals or

unpaired electrons in radicals.

4.8.4 CHEMICAL SHIFTS

In molecules or in condensed matter (liquids or solids), nuclei are surrounded by electron clouds and neighboring nuclei
that produce an internal magnetic field at the position of the nuclei, in addition to the applied external fields. These
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internal fields are characteristic of the local electron environment. The principal influence of the surrounding electrons
is to produce a magnetic shielding of the applied magnetic field. The effect of the internal magnetic field is to produce
what is known as chemical shifts in the NMR signals. In other words, the internal field results in a Larmor precession
frequency, ω0= gNµNH, that is slightly shifted, because the local field H is no longer just the external magnetic field,
but contains contributions from the chemical environment of the nucleus. Hence, chemical shifts depend strongly on the
environment and are typically of order of a few parts per million (ppm) in 1H NMR, but several hundred ppm in 13C NMR
and 31P NMR. The chemical shift in ppm is given by δ= 106

×(µmeasured−µreference)/µreference. The distribution of proton
and carbon chemical shifts associated with different functional groups is shown in Figs. 4.13(a) and (b) respectively. The
ranges of the chemical shifts are only approximate and may not encompass all compounds of a given class. For the
proton shifts, the ranges specified for OH and NH protons are wider than those for most CH protons. This is due to
hydrogen bonding variations at different sample concentrations. Figure 4.14 shows the NMR spectrum of the ethanol
molecule, CH3CH2OH, which shows three chemically distinct hydrogen atom sites. Note the “intensity ratios” of 3:2:1
(the relative areas under the spectral peaks) corresponding to the number of protons in the group yielding the spectral
peak. The additional splittings are due to spin–spin interactions with neighboring groups of protons (e.g., the methylene
peak is split into a quartet by strong spin–spin interaction with the three protons of the methyl group). The proton
in the OH group does not split the signals from the other groups (presumably because it is labile and hops around
rapidly between ethanol molecules). In general, if a nuclear spin is coupled to n equivalent spin 1/2 particles, its peak
is split into an (n + 1) multiplet with peak intensities within the multiplets proportional to the binomial coefficients

(n
r

)
,

r= 0, 1, . . . , n. For example, the methylene protons can be exposed to the magnetic fields arising from the three methyl
group protons that could have spin configuration |↑↑↑〉, or the three configurations with two up-spins and one down-
spin, or the three configurations with two down-spins and one up-spin, or |↓↓↓〉. Hence, the splitting into four peaks with
ratios 1:3:3:1.

Problem 4.36

Explain why it is possible to predict the proton NMR spectrum without considering the coupling of the two CH2

protons with each other.

Answer: The coupling between the two CH2 protons may be ignored because they are magnetically equivalent (i.e.,
they are the same isotopic species, there is a molecular symmetry operation that exchanges the two protons, and they
have identical spin-dipolar couplings with all the other spins in the molecule). Hence, they both get shifted in
exactly the same way as a result of their interaction, and no splitting results. The three CH3 protons are also
magnetically equivalent.

In solids, the environment of nuclei is rotationally anisotropic. Hence, shielding effects of the electron cloud
around the nuclei have a tensorial character, reflecting the possibility that the field applied in one direction, say z,
can result in an induced field along some other axis, say x. Thus, the Zeeman spin Hamiltonian should be general-
ized to HZ = −gNµNIjOjkHk, where the tensor Ojk depends on the symmetry of environment of the nucleus in the
solid.

4.8.5 FOURIER TRANSFORM NMR

NMR signals are often weak and in many cases are not substantially larger than the noise generated by the NMR spec-
trometer. An improvement in the ratio of the NMR signal to noise can be obtained by signal averaging over many
experimental measurements, taking advantage of the fact that the noise contribution is random and therefore averages
out. With n repetitions of the experiment, the signal will increase by n, whereas the noise will increase only by

√
n, i.e.,

the signal to noise will increase as n1/2. However, this repetition of the experiment costs time.
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(a)

(b)

FIG 4.13 (a) Proton chemical shift ranges and (b) carbon chemical shift ranges for samples in CDCl3 solution. The δ scale is relative to
tetramethylsilane [Si(CH3)4] at δ= 0. (Reproduced with permission from Prof. William Reusch from
http://www2.chemistry.msu.edu/faculty/reusch/VirtTxtJml/Spectrpy/nmr/nmr1.htm

FIG 4.14 NMR spectrum of ethanol. The parameter δ is the fractional deviation of the chemical shift measured in parts per million from that
of tetramethylsilane. (Reproduced with permission from Prof. S. M. Blinder from
http://demonstrations.wolfram.com/NuclearMagneticResonanceSpectrumOfEthanol)

http://www2.chemistry.msu.edu/faculty/reusch/VirtTxtJml/Spectrpy/nmr/nmr1.htm
http://demonstrations.wolfram.com/NuclearMagneticResonanceSpectrumOfEthanol
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A cw NMR experiment requiring 1 Hz resolution over a 1000 Hz spectral width can require 1000 s to complete the
measurement of the spectrum. However, such an experiment can be completed in 1 s with pulsed NMR. In pulsed NMR,
short pulses of rf radiation with central frequency in the middle of the desired NMR spectral range are used, i.e., short
pulses of temporal width τp and carrier frequency ω in the center of the desired range are applied to the sample. A
frequency bandwidth 1ω roughly equal to the inverse of the pulse duration, 1ω ≈ τ−1

p , is thereby obtained. Applying
such a pulse to a set of nuclear spins simultaneously excites all the NMR transitions within the bandwidth 1ω centered
about the central frequency ω. Detailed treatment of Fourier transform NMR and such topics as magnetic resonance
imaging (1D, 2D, and 3D Fourier imaging), solid-state NMR, and spin-echo techniques are outside the scope of this
book. The interested reader is referred to Refs. [42].
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5Quantum Information

What is information? We understand this concept intuitively, but it is difficult to define rigorously. We could simply
define information as a message received and understood or as a collection of data from which conclusions may be
drawn. Information has an important role in physics, like energy and momentum, but until recently, its significance in
physics was only alluded to through the concept of entropy.

Information Theory deals with the quantification of information and the methods for its efficient encoding for trans-
mission and its detection and error correction due to transmission and reception problems. The new fields of Quantum
Information and Quantum Computation (which can be considered a subfield of quantum information) are still in their
infancy, and many outstanding questions remain. The central idea is to replace the classical bit, which can take on one of
the two values, 0 or 1, by a quantum two-level system, described in terms of two orthonormal state vectors, |0〉 and |1〉,
which span a two-dimensional Hilbert space containing all possible linear combinations, a|0〉 + b|1〉, with a, b ∈ C and
|a|2 + |b|2 = 1. A few of the many fundamental questions related to quantum information are: How does nature allow
or prevent information from being expressed, manipulated, and secured? How does quantum mechanics affect informa-
tion processing? For example, how do the uncertainty principle and the measurement collapse postulate affect quantum
information processing? For quantum computing, what types of problems would a quantum computer be most useful at
solving (in comparison with a classical computer)?

The study of information and computation using physics began with the analysis of the thermodynamic costs of ele-
mentary information processing by Landauer, Keyes, Bennett, and others during the 1960s and 1970s [43]. In the early
1980s, Benioff [44] and Feynman [45] started considering whether computation can be carried out on the scale of quan-
tum physics (i.e., atomic length and energy scales), or, equivalently, whether systems that behave quantum mechanically
can be used as information processing systems. Today, quantum information and quantum computation are thriving fields.
The promise of fast algorithms within quantum computation, together with the practical implementation of concepts in
quantum information and quantum cryptography, has stimulated widespread interest [46, 47]. The field of quantum infor-
mation holds promise for a number of important applications. A short list includes quantum computing, protecting data
from duplication (counterfeit protection), transmitting data from one party to another so that the data cannot be read by a
third party (key distribution/cryptography), transmitting data from one party to another so that the receiver can be assured
that the data was not corrupted during passage through the channel (authentication), transmitting data from one party to
a second party so that a third party can later confirm that the second party did not alter it and that it was produced by
the first party (digital signature), dividing data among n parties so that no n − 1 of them can reconstruct data, but all n
working together can (secret sharing), and quantum money. To be more specific, we mention two applications of quantum
information. The security of today’s most common cryptographic systems used in banking systems, web browsers, etc.
relies on the difficulty of factoring large numbers. The Shor quantum factorization algorithm [48] running on a quan-
tum computer would compromise these systems because it turns factorization from a “hard” problem to an “easy” one.
Another important application of a quantum computer is to simulate quantum systems [45]. Computational resources
required for simulating quantum systems on classical computers grow exponentially with their size. Simulating a quan-
tum system using another quantum system (or a quantum computer) should alleviate the necessity of using inefficient
classically based simulation.

The topics presented in this chapter are not ordinarily treated in quantum mechanics courses and textbooks. However,
the evergrowing importance of quantum information, its popularity, its breadth of concepts, and the growing research
activity in this area during the past decade require exposing quantum mechanics students to this field.

This chapter starts with a brief review of classical information theory in Sec. 5.1, including the basic notions of a Tur-
ing machine, Shannon entropy, computational gates, classical cryptography, and computational complexity (readers well
versed in the classical information theory can move directly to Sec. 5.2). Section 5.2 discusses the fundamental concepts
of quantum bits (qubits), entanglement, Bell states, GHZ states, Schmidt decomposition, and mixed quantum states. This
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is followed by discussions of quantum gates and quantum circuits, which are then employed to treat such topics as dense
coding, data compression, quantum teleportation, and quantum cryptography. Section 5.3 focuses on quantum computing.
Several quantum computing procedures are analyzed, including the Deutsch, Deutsch–Jozsa, Grover, quantum Fourier
transform, and Shor factorization algorithms. This section concludes with a discussion of quantum simulations. Decoher-
ence is a major problem for quantum information processing and quantum computing, and this is the subject of Sec. 5.4.
As with classical information processing and classical computing, error correction is an important issue for quantum
information and computing; quantum error correction is considered in Sec. 5.5. Experimental systems that are promis-
ing candidates for realizing quantum information and computing protocols are discussed in Sec. 5.6. Finally, Sec. 5.7
introduces the EPR paradox, and Sec. 5.8 considers Bell inequalities.

5.1 CLASSICAL COMPUTATION AND CLASSICAL INFORMATION

The English mathematician, logician, cryptanalyst, and computer scientist, Alan Turing (1912–1954) was one of the
founders of computer science. He built on the work of Charles Babbage (1791–1871), who conceived of most of the
essential elements of a modern computer. Turing improved Babbage’s computational engine to obtain what is now known
as the universal Turing machine. Turing’s machine was not meant to be a practical computing device but rather a concept
of how computation can be performed; it clarified exactly what a calculating machine might be capable of [49]. The
Turing machine is conceptually rich enough to address sophisticated mathematical questions, yet, is sufficiently simple
to be subject to detailed analysis.

Alonzo Church’s formulation of a computer, intertwined with Turing’s, form a basis for the formal theory of computa-
tion known as the Church–Turing principle. It states that a Turing machine provides a precise definition of an algorithm,
or methodological procedure, by which every function that would naturally be regarded as computable can be computed.
A universal Turing machine consists of a string of data in the form of bits (strings of 0s and 1s), often called a “tape,” that
can be moved back and forth over an active element known as the read/write “head” that also possesses a property known
as “state,” and a “program” that is a set of instructions. The tape is the computer’s storage medium, which can be used
for input and output. The head can write either 0 or 1 on the tape at the position right underneath it. A set of instructions
is supplied before the calculation begins, controlling how the head should modify the active tape data and move it. At
each step of the calculation, the machine may modify the active tape data below the head to be 0 or 1, change the state of
the head to be one of the states q1, . . . , qm, and then move the tape one unit to the left or right. The states q1, . . . , qm of
the head include two special states, qs and qh, called the starting state and the halting state. The head starts off in state qs,
and the calculation ends if the head enters state qh. The Turing machine is the paradigm for investigating computability
and many other concepts in computer science.

In 1948, Claude Elwood Shannon introduced a basic concept in digital communication, as used in computers, opti-
cal and magnetic storage media, and telecommunication systems, thereby laying the foundation for information theory.
Building on Turing’s ideas for a model computer that uses data in the form of 0s and 1s, he proposed to convert any
kind of input data (pictures, sounds, text, etc.) into a string of bits (0 and 1) that could be sent along a wire. The amount
of transmitted information is quantified in terms of the amount of disorder (i.e., entropy) contained in the data. Optimal
communication of data is achieved by removing all redundancy (i.e., reaching the limit wherein the data stream is a com-
pletely random string of 0s and 1s). In addition to revolutionizing the field of communications, his information theory
had a major effect on such diverse fields as genetics, computer science, code breaking, and neuroscience.

5.1.1 INFORMATION AND ENTROPY

It is important to quantify the amount of information in a message, for a variety of reasons. This can be carried out using
Shannon’s information theory. Before doing so, let us describe the format of messages that are to be sent. Consider a string
(or sequence) of n symbols (x1, x2, . . . , xn) that needs to be transferred from a sender to a receiver. These symbols could
be composed from the English alphabet or the ASCII (American Standard Code for Information Interchange) character
set, or it could be composed of bits that can take on the values 0 and 1. The length of the message, i.e., the number n
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of symbols in the sequence, may take any finite value (two extremes would be a two-letter word or the Encyclopedia
Britannica), but we will assume that n is very large. Of course, each symbol may appear many times in a message. The
number of different possible symbols, m, is a property of the alphabet. For example, m = 31 for ASCII and m = 2 for
bits. The probability of appearance of different symbols in a given message is usually not the same. In a message written
in English, the number of letters e is usually larger than the number of letters z. When the message is very large, we may
speak of the probability of appearance of each symbol. Thus, in an English message, the probabilities of the appearance
of the different letters are pa, pb, . . . , whereas in a message composed of bits, we have just p0 and p1. The collection
of different symbols (x1, x2, . . . , xm), together with their probabilities ( p1, p2, . . . , pm), defines a classical information
source. For example, if we assume that the information source contains bits 0 and 1 with probabilities p0 = 0.6 and
p1 = 0.4, a string of 1000 bits is generated by sampling randomly from the source. Of the 1000 bits, about 600 bits
should be 0s and about 400 should be 1s. The occurrence of a given symbol xi in a string (x1, x2, . . . , xn) with probability
p(xi) in a message is referred to as an event. Thus, the appearance of each symbol 1 in the string of 1000 bits introduced
above is an event that occurs with probability 0.4.

Once a message is generated, it can be transferred from sender to receiver, and it is often desired to compress the
message. Data compression is a fundamental problem in information theory. Is it possible to transfer an n symbol message
in a form that employs less than n symbols? For example, there is a great deal of redundancy in English that can be
exploited for the purpose of compression; using shorter bit strings to represent high-probability symbols can cut down the
length of a message. This problem was solved by Shannon [50], who quantified the amount of information in a message as
the minimum communication resources needed to convey the message. This minimum is given by the Shannon entropy,
which will be discussed later on in this section. Before formulating Shannon’s analysis in Sec. 5.1.3, we need to clarify
the notion of information content.

Information Content

There is a certain amount of information obtained by observing the occurrence of an event having probability p. The
information, denoted as i( p), should be defined in terms of the probability p. There are several desired properties (or
axioms) to be satisfied by i( p), listed below, together with their motivations.

1. i( p) ≥ 0 ⇒ Information is a nonnegative quantity.
2. i( p = 1) = 0 ⇒ If an event has probability 1, there is no information gained in its occurrence.
3. For two independent events, e1 and e2, appearing with probability p1 and p2, respectively, i( p1, p2) = i( p1) +

i( p2) ⇒ the information gained from observing two independent events is the sum of the two pieces of information.
4. i( p) is a continuous and monotonic function of p (0 < p ≤ 1).

Problem 5.1

Show that (1) i( p2) = 2i( p) and (2) i( pk) = ki( p).

From these properties, it is clear that we can take

i( p) = −logb p (choosing the basis b is a matter of convenience). (5.1)

Information Source and Random Variables

From the point of view of information storage and information transfer, all messages of length n containing symbols
from the same source [specified by its m distinct symbols and m probabilities (xi, pi), i = 1, 2, . . . , m] are equivalent;
they have the same Shannon entropy (to be defined below). Thus, from an information storage and information transfer
point of view, it is immaterial whether a message of length n is composed of well-formulated English text or a sequence
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generated by random sampling of ASCII symbols with the same probabilities pa, pb, . . . as they appear in a meaningful
English text.

By using this equivalence, a discrete information source is modeled as a set of independent identically distributed
(i.i.d.) random variables X1, X2, . . . , Xm. A random variable Xi can be sampled to yield a symbol xi with probability
p(xi). In other words, the symbol xi is sampled with probability p(xi) = pi. It is assumed that sampling of a symbol
is independent of the previously sampled symbols. This is not always true; think of the combination of the letters “th”
appearing in English. Nevertheless, we shall make this assumption. Generalizations to treat the case of correlations
between symbols have been developed, but we shall not consider them here. We then have a probability distribution that
characterizes the discrete source, P(X1, X2, . . . , Xm) ≡ P(X),

P(X) = {p1, p2, . . . , pm}, p(xi|{xj<i}) = p(xi) = pi,
m∑

i=1

pi = 1. (5.2)

The first equality gives the probability of the symbols, the second equality is a statement of independence of the prob-
abilities, and the third equality is a condition required for probabilities. A string of n symbols (x1, x2, x3, ..., xn) (usually
with n� m) generated by (sampled from) the source forms a message.

5.1.2 SHANNON ENTROPY

Suppose we have a discrete information source that uses a set of m distinct symbols (x1, x2, . . . , xm) from which we
sample a string of symbols of length n � m with probabilities (p1, p2, . . . , pm). The corresponding information content
is [i( p1), i( p2), . . . , i( pm)]. What is the average amount of information we get from each symbol in the string? If we
observe the symbol xi, we will obtain i( pi) = − log pi information. In a long string of n observations, we should expect
to see ≈ npi occurrences of xi. Hence, for n independent observations, we expect that, on the average, we will get the
total information,

〈Itotal〉 = −

m∑
i=1

(npi)log pi. (5.3)

Thus, the average information obtained per observed symbol is

〈I〉 =
1

n
〈Itotal〉 = −

m∑
i=1

pi log pi. (5.4)

A useful way to think about the average information is in terms of an expectation value. Let us denote the set of infor-
mation contents belonging to a discrete source X as I(X) = {i( p1), i( p2), . . . , i( pm)} and refer to it as the information
content of the source. The expectation value E[I(X)] is the Shannon entropy,1

H[P(X)] = E[I(X)] = −
m∑

i=1

pi log pi,
m∑

i=1

pi = 1. (5.5)

Shannon formulated his theory for a source of two symbols (m = 2), x1 = 0 and x2 = 1 with probabilities p(x1) = p and
p(x2) = 1− p, respectively. In this case, the Shannon entropy is

H[p, 1− p] = −[p log2 p+ (1− p) log2(1− p)]. (5.6)

The Shannon entropy H versus p is plotted in Fig. 2.1 (where it is denoted by the symbol S).

1 Note the similarity of Shannon entropy [Eq. (5.5)] and von Neumann entropy of a density matrix, S(ρ) = −Tr ρ log2 ρ defined in Sec. 2.5.2. If we
take a density matrix of the form ρ =

∑
i |φi〉pi〈φi|, the entropy is given by S = −

∑
i pi log2 pi, which is clearly related to Eq. (5.5).
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Problem 5.2

(a) Prove that H(p, 1− p) ≤ 1 and that equality holds only for p = 1/2.
(b) Prove that H(p, 1− p) is a concave function of p.

Hint: Show that H′′ ≤ 0.

By using the entropy concept, Shannon was able to obtain important results regarding information storage and transfer
and laid the foundations for contemporary information, coding, and communication theory. He developed a general model
for communication systems and a set of theoretical tools for analyzing such systems. The basic model consists of three
parts: a sender (or source), a channel, and a receiver. It also includes encoding and decoding elements and noise within the
channel. The problems of data compression and noisy channels (see Sec. 5.1.3 below) are then addressed. In particular, it
was shown that information contained in a string of n symbols (bits in this case) can be compressed to nR bits and still be
completely recovered. Here, 0 ≤ H(X) ≤ R ≤ 1 (recall that H ≤ 1 as proved in Problem 5.2). In this sense, we speak of
reliable compression scheme, and R is referred to as the compression rate. This quantity will be employed in Sec. 5.1.3,
where we formulate Shannon noiseless channel encoding theorem.

Although Shannon demonstrated the possibility of information compression, explicit methods for doing so were only
developed much later. Numerous methods have been developed [51] (Chapter 20), including the Huffman coding method,
which is an entropy coding that is commonly used in final stages of compression, the arithmetic coding method, which
is a variable-length entropy encoding used in lossless data compression that encodes a message into a single number
f , 0 ≤ f < 1, and the Lempel–Ziv algorithm, which is a variable-to-fixed length coding method that is used in the
“compress” utility in Unix operating systems and in GIF image format files.

Properties of Shannon Entropy

Some properties of Shannon entropy for the general case (not necessarily for a source of bits) are listed below.

1. The Shannon entropy H(X) is a continuous function of pi. If all pi are equal, pi =
1
m , then H is maximal.

2. The Gibbs inequality:

H(X) ≤ log m, with equality iff pi =
1

m
, i = 1, 2, . . . , m. (5.7)

3. H is monotonically increasing with m:

Hm(p1, p2, . . . , pm) ≤ Hm

(
1

m
,

1

m
, . . . ,

1

m

)
≤ Hm+1

(
1

m+ 1
,

1

m+ 1
, . . . ,

1

m+ 1

)
. (5.8)

4. The “closeness” of two probability distributions, P(X) and Q(X), of the same random variable X can be measured by
their relative entropy defined by

H[P(X) ||Q(X)] =
m∑

i=1

p(xi) log2
p(xi)

q(xi)
= −H[P(X)]−

m∑
i=1

p(xi) log2 q(xi). (5.9)

5. The relative entropy is nonnegative, H[P(X) ||Q(X)] ≥ 0, with equality only for P(X) = Q(X). This follows from
the inequality ln x = log2 x/ ln 2 ≤ x − 1 for all positive x, with equality if and only if x = 1. Rearranging the last
inequality yields − log2 x ≥ (x− 1)/ ln 2, and applying this inequality gives

H[P(X) ||Q(X)] = −
m∑

i=1

p(xi) log2
q(xi)

p(xi)
≥

1

ln 2

m∑
i=1

p(xi)

[
1−

q(xi)

p(xi)

]
= 0. (5.10)

Equality results only if p(xi) = q(xi) for all i.
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6. For two different random variables, X and Y , the information content associated with their joint distribution P(X, Y)
is given by the joint entropy,

H[P(X, Y)] = −
m∑

i=1

n∑
j=1

p(xi, yj) log2 p(xi, yj). (5.11)

The joint entropy measures the information content in the pair (X, Y).
7. The conditional entropy of X knowing Y is defined by

H[P(X|Y)] = H[P(X, Y)]− H[Q(Y)] = −
m∑

i=1

n∑
j=1

p(xi, yj) log2
p(xi, yj)

q(yj)
. (5.12)

The conditional entropy is a measure of the uncertainty of X, given that we know the value of Y .
8. The mutual information content of X and Y measures how much information X and Y have in common:

H[P(X) : Q(Y)] = H[P(X)]+ H[Q(Y)]− H[P(X, Y)]. (5.13)

Problem 5.3

Prove that H(X) ≤ log m and that equality holds if pi = 1/m (note that this includes an answer to Problem 5.2 as a
special case).

Guidance: Show that H(X)− log m =
∑m

i=1 pi log 1
npi
≤ 0.

Problem 5.4

Prove the following relationships.

(a) H[P(X) : Q(Y)] = H[P(X)]− H[P(X|Y)].
(b) H[P(X) : Q(Y)] = H[Q(Y) : P(X)].
(c) H[P(Y|X)] ≥ 0.
(d) H[P(X) : Q(Y)] ≤ H[Q(Y)].
(e) H[P(X) : Q(Y)] = H[Q(Y)] if Y = f (X).
(f) H[P(Y|X)] ≤ H[Q(Y)] and therefore H[P(X) : Q(Y)] ≥ 0.

5.1.3 DATA COMPRESSION

Now, we are in a position to discuss data compression. What is the minimum number of bits needed to store or send
a given piece of information? This is a fundamental question in information theory. Data compression, sometimes also
called source coding in computer science, is the encoding of information using fewer bits than in an unencoded repre-
sentation of the information. Many computer users employ the zip file format to compress files; also used are Huffman
coding, arithmetic coding, and the Lempel–Ziv algorithm, which are mentioned in Sec. 5.1.1. Data compression of classi-
cal information relies on the Shannon quantification of the amount of information in a message [50] and Shannon entropy,
which specifies the minimum number of bits needed to convey a message. It is summarized in Shannon’s noiseless chan-
nel coding theorem, formulated below. With the advent of quantum information theory, data compression also becomes
relevant for quantum information. The analogous analysis for quantum information is encoded in Schumacher’s noiseless
channel coding theorem (see Sec. 5.2.6).
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Data Compression in Classical Information Theory

Let us consider a string of n bits generated by (sampled from) a classical information source. We want to compress
it into a string of nR bits (0 < R < 1) and send it to a receiver for decompression, so that we fully retrieve the initial
information. In the following, we assume an information source composed of two symbols (bits) with the random variable
X = (X1, X2) determining a bimodal distribution p(0) = p and p(1) = 1 − p. The idea of classical data compression is
to distinguish between n bit sequences that are highly probable (referred to as typical sequences) and n bit sequences that
are not likely (referred to as atypical sequences). For large n, an n bit sequence has ≈ pn 0 bits and ≈ (1 − p)n 1 bits,
and with the i.i.d. assumption on the source, the probability for the occurrence of this sequence is

p(x1, x2, . . . , xn) =

n∏
i=1

p(xi) = pnp(1− p)n(1−p)
≈ 2−nH(X), (5.14)

where H(X) given in Eq. (5.6) is the Shannon entropy for this bimodal distribution. According to Shannon’s theorem
(formulated below), H(X) is the lower bound on the compression rate R. Hence, for every number R such that
0 ≤ H(X) ≤ R ≤ 1, information encoded in an n bit sequence can be reliably compressed into a sequence containing
nR ≤ n bits and then sent to a receiver for decompression and full recovery. Since H(X) is smaller the farther p is from
1/2, the compression becomes more and more effective as p is farther from 1/2. The fact that we need only nR bits to
achieve reliable data compression shows that of 2n possible n bit sequences, there are at most 2nH typical n bit sequences
(appearing with high probability) and the rest are atypical.

Example: Suppose we have a message encoded in a string of 106 bits that need to be communicated. We want to reduce
the number of bits in a message, n→ nR. If p = 1/2, the two possible outcomes, 0 and 1, occur with equal probability,
and each outcome requires one bit of information to transmit. To send the entire sequence, we will require one million
bits. Now, suppose the distribution is non-uniform, p 6= (1−p), and for specificity, suppose p(1) = 1/1000. In a string of
106 bits, there will be about 103 1s. Rather than transmitting the results {xn} of each bit, we can just transmit the numbers
1s; the rest of the numbers are 0’s. Each 1 has a position in the sequence: a number between 1 and 106. Specifying a
single position requires about 20 bits, hence transmitting 103 20 bit numbers exhausts all information content using only
around 2× 104 bits. This already gives R = 2× 104/106

= 0.02.
Further improvement is achieved by noting that instead of encoding the absolute positions of the 1s, we can just

specify the distance to the next 1, which takes fewer bits. On the average, the distance between two 1s will be around 103

positions (only rarely will the distance exceed 4 × 103 positions. Numbers in the range 1 to 4,000 can be encoded in 12
bits. Hence, a sequence of one million bits containing about 1,000 1s can be transmitted in just 12,000 bits, on average.
This already gives R = 1.2 × 104/106

= 0.012. Shannon theorem asserts that a lower bound for R is R ≥ H(X) =
−0.001 log2(0.001)− 0.999 log(0.999) = 0.0114.

Problem 5.5

Work out the same procedure for p = 1/200 and compare your result for R with the Shannon bound.

The methods and techniques for designing an efficient compression algorithm will not be presented here. We end this
section by presenting Shannon’s theorem without proof.

Shannon’s Noiseless Channel Coding Theorem. Given a classical information source characterized by m i.i.d. random
variables X = {Xi} whose entropy is H(X). There exists a reliable compression scheme of rate R > H(X) for the
information source, whereas for R < H(X), any compression scheme will not be reliable.

Error Correction of Classical Information. In classical information processing, data is transferred as a sequence of
bits, but given a data stream that is to be sent, the data is often broken up into bytes; 1 byte = 8 bits. To alleviate errors,
data is sometimes repeated or resent more than once. Error correction and detection are of tremendous importance in
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maintaining data integrity across noisy channels. An often-used form of error correction involves setting a parity bit. The
number of 1 bits in a block of data is counted and then a “parity bit” after the data block is set or cleared if the number of
1 bits is odd or even. The parity bit can be used to detect an error in the transmitted data, and if detected, the data can be
re-sent. Error correction is also a central issue in quantum information processing (see Sec. 5.5).

5.1.4 CLASSICAL COMPUTERS AND GATES

Classical computers operate on bits of 0s and 1s. A (classical) gate is an operator acting on a given ordered sequence of
k bits (b1, b2, . . . , bk) (the input), which results in an ordered sequence of l bits (β1,β2, . . . βl) (the output), with k ≥ l,

G(b1, b2, . . . , bk) = β1,β2, . . . βl, bi = 0, 1, βi = 0, 1. (5.15)

The simplest gate is the NOT gate. It is a single-bit operation (k = l = 1) negating the input bit, i.e., 0in → 1out and
1in → 0out (see Problem 5.17 and Table 5.1). There are several gates with k = 2 and l = 1. The AND gate with k = 2 and
l = 1 has 1out only if both the inputs to the gate are 1in; if neither input or only one input to the gate is 1in, a 0out output
results. An OR gate has 1out if one or both input bits are 1in; if neither input is 1in, a 0out output results. The NAND gate
has output 0out only if both the inputs to the gate are 1in; if one or both inputs are 0in, a 1out output results. Therefore,
it is called a NAND gate, which stands for (NOT × AND). Clearly, it is equivalent to using an AND and then a NOT
gate. A NOR gate has output 1out only if both the inputs to the gate are 0in. Tables 5.1–5.5 show the truth table for these
gates.

Table 5.1 NOT gate.

Input Output

0 1
1 0

Table 5.2 AND gate.

Input1 Input2 Output

0 0 0
0 1 0
1 0 0
1 1 1

Table 5.3 OR gate.

Input1 Input2 Output

0 0 0
0 1 1
1 0 1
1 1 1

Table 5.4 NAND gate.

Input1 Input2 Output

0 0 1
0 1 1
1 0 1
1 1 0

Table 5.5 NOR gate.

Input1 Input2 Output

0 0 1
0 1 0
1 0 0
1 1 0
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Problem 5.6

Show that the gates described above can be written in terms of the notation of Eq. (5.15) and denoting addition and
multiplication modulo 2 by ⊕ and ⊗, as follows:
NOT gate: G(b) = b⊕ 1
AND gate: G(b1, b2) = b1 ⊗ b2

OR gate: G(b1, b2) = b1 ⊕ b2 ⊕ b1 ⊗ b2

NAND gate: G(b1, b2) = b1 ⊗ b2 ⊕ 1
NOR gate: G(b1, b2) = b1 ⊕ b2 ⊕ b1 ⊗ b2.

(a) (b)

b1 b1

b2
b2

b3

b1 b1

b
1

b
2

b
2

b
1  

b
2

b
3

FIG 5.1 (a) Schematic circuit for a CNOT gate. The control bit x controls
the output of bit y. (b) The Toffoli gate, where the first two bits
control the output of the third bit.

The controlled-NOT or CNOT (sometimes writ-
ten as C-NOT or as XOR) gate flips the second bit
if and only if the first bit is 1in. It is an example of
a classical gate with k = l = 2. Figure 5.1(a) shows
a schematic circuit for a CNOT gate; the control bit
x is not affected, whereas the y bit undergoes NOT
provided the x bit is turned “on.” Table 5.6 shows
the CNOT gate. Formally, it is written as,

CNOT gate: G(b1, b2) = b1, b1 ⊕ b2. (5.16)

Within the group of gates with k = l = 3, an important reversible multiple input–output logic gate is the Toffoli gate,
which is sometimes called the “controlled-controlled-not” gate, introduced by Tommaso Toffoli in 1980:

Toffoli gate: G(b1, b2, b3) = b1, b2, b1 ⊗ b2 ⊕ b3. (5.17)

If the first two bits are set to 1in, this gate flips the third bit [see Fig. 5.1(b)]. Table 5.7 shows the input and the output
of a Toffoli gate. Any reversible function can be computed on a classical computer as a concatenation of the Toffoli gate
on different inputs. For example, the logical AND gate on b1 and b2 can be obtained if we input b3 = 0; the last bit will
contain b1 ⊗ b2 ⊕ 0 = AND(b1, b2). To implement the NOT gate on the third bit, set the first two bits to be 1.

The gates discussed above are implemented in classical computers and classical information processors. Over the past
50 years, there has been amazing growth in the power of computers using silicon-based integrated circuits. The rate of
this progress is summarized in “Moore’s law,” attributed to Intel co-founder Gordon Moore, which states that the power
of computational devices has roughly doubled every 18 months or increased 10-fold every 5 years. Unfortunately, this
growth rate may not continue for much longer, as this increase in computing power requires a corresponding decrease
in the size of the transistors on the chip, and this shrinking process cannot continue indefinitely since the transistors will
eventually reach the atomic size scale. It has been estimated that this limit will be reached by about 2012, and further
progress will require a conceptually different approach.

Table 5.6 CNOT gate.

Input1 Input2 Output1 Output2

0 0 0 0
0 1 0 1
1 0 1 1
1 1 1 0
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Table 5.7 Toffoli gate.

Input1 Input2 Input3 Output1 Output2 Output3

0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 0
0 1 1 0 1 1
1 0 0 1 0 0
1 0 1 1 0 1
1 1 0 1 1 1
1 1 1 1 1 0

5.1.5 CLASSICAL CRYPTOGRAPHY

Cryptography (in Greek, “crypto” means secret and “graphy” means writing) is the study of secret writing. The art and
science of cryptography is concerned with developing algorithms to conceal the context of a message from all except
the intended recipient(s) and/or verification of correctness of a message received by the recipient (i.e., authentication
of the message and the sender). Cryptography has a 4000-year history. The ancient Egyptians enciphered some of their
hieroglyphic writing, Julius Caesar used a replacement algorithm that is now named after him to encode messages (see
below), certain words in the Bible are enciphered, the Enigma Rotor machine was a class of cipher machines that was
heavily used to encipher and decipher messages during World War II, and so on. A relevant modern example of a secret
communication you may wish to carry out is giving your credit card number to a merchant over the internet to make a
purchase, hopefully without any malevolent third party intercepting your credit card number. The way this is done is to
use a cryptographic protocol. Nowadays, cryptography is the basis of many technological solutions to communications
security problems arising in modern computer and information storage/retrieval networks. Cryptanalysis or codebreaking
are the principles and methods of transforming an unintelligible message enciphered by the sender back into an intelligible
message without prior knowledge of the encoding algorithm used for concealment.

The sender typically starts off with plaintext, i.e., the original intelligible message that he wants to send to the recipients
in such a fashion that others will not be able to decipher the message should it fall into their hands. Therefore, the
sender creates ciphertext, which is the transformed message that is unintelligible, using a cipher, i.e., an algorithm for
transforming the original plaintext into ciphertext by transposition, substitution methods, etc. In doing so, the sender uses
a key, which is a critical part of the algorithm of the cipher, that is known only to the sender and receiver(s). The sender
is said to encipher or encode the plaintext into ciphertext using a cipher and a key. The receiver must decipher or decode
the ciphertext back into plaintext using a cipher and a key if he has to understand the message. If P denotes the plaintext,
C the ciphertext, and let the symbol T (K) denote the family of invertible transformations that transform the plaintext into
ciphertext, i.e., given the cryptographic system, which depends on the key K, the processes of encryption and decryption
can be represented symbolically as:

C = T (K)P, P = T −1(K)C. (5.18)

The cryptographic system (the family of transforms T ) can be public or private, but the key K is secret. A private-key or
secret-key encryption algorithm is one where the sender and the recipient share a common but secret key K.

As an example of a cryptographic algorithm, let us consider the Caesar cipher that was referred to above. This is a
truly simple cipher. The algorithm is: replace each letter of a message by a letter at a fixed distance away from it in the
alphabet. For example, if we replace each letter by the sixth higher letter in the alphabet, we map the alphabet as follows:

ABCDEFGHIJKLMNOPQRSTUVWXYZ
GHIJKLMNOPQRSTUVWXYZABCDEF

The encryption transformation is

T (K) : i→ i+ K(mod 26),
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and the decryption algorithm is

T −1(K) : i→ i− K(mod 26),

where in our special case, K = 7. Thus,
“I CAME I SAW I CONQUERED”

is transformed into
“P JHTL P ZHC P JVUXBLYLK.”

To add complexity, one could also transpose the letters of the ciphertext, i.e., write the letters backward as
“KLYLBXUVJ P CHZ P LTHJ P”.

Cryptanalysis of the Caesar cipher can be carried out by trying the replacement of each letter by another letter. This leads
to 26! = 4.032914 × 1026 possibilities. Alternatively, if we know that the algorithm is a Caesar cipher, we need to try
only 26 possibilities.

One of the important tools in cryptanalysis is letter frequency analysis. Languages have a distribution of the frequency
of occurrence of letters that are not uniform. For example, the letter “e” in English is the most commonly occurring
letter. One can set up a table of frequency of occurrence of letters, of double letters (e.g., th, he, in, er) and triple let-
ters, and use these tables to analyze sufficiently long ciphertext. To do this, one compares the frequency of occurrence
of single letters, double letters, etc., that occur in the ciphertext with that of the language one believes the message
is in.

The one known truly unbreakable cipher was devised in 1918 by Gilbert Vernam and Joseph Mauborgne and is called
either a one-time pad or a Vernam cipher. The original design and the modern version of one-time pads are based on
the binary alphabet. The plaintext is converted into a sequence of 0s and 1s, using some publicly known rule, e.g., the
ASCII binary-equivalent representation. The key is another sequence of 0s and 1s of the same length or longer than the
plaintext. Each bit of the plaintext is combined with the respective bit of the key, according to the rules of addition in
base 2, i.e., 0 + 0 = 0, 0 + 1 = 1, 1 + 0 = 1, and 1 + 1 = 0. Since the key is a random sequence of 0s and 1s, the
resulting ciphertext is also random and completely scrambled unless one knows the key. The plaintext can be recovered
by adding the cryptogram and the key in base 2 and reusing the publicly known rule.

In the context of the alphabetic coding of
“I CAME I SAW I CONQUERED,”

one would need a one-time pad of at least 19 letters, chosen at random, to be added to the 19 letters of the plaintext
(modulo 26) to encrypt the message. This same one-time pad could then be used to “subtract” from the ciphertext to
obtain the original message.

One-time pads suffer from a serious practical limitation known as the key distribution problem. Potential users have
to agree secretly and in advance on the key, i.e., the long, random sequence of 0s and 1s used to decipher the message.
Once this is done, the key can be used for enciphering and deciphering, even if the resulting cryptograms are publicly
transmitted. However, the key must be established between the sender and the receiver by means of a secure channel
(whatever that means—see below). Users that are far apart, to guarantee perfect security, have to already be in possession
of the cryptographic key, equal in size to all the messages they might later wish to send. Moreover, even if a “secure”
channel is available, this security can never be guaranteed. In principle, any classical private channel can be monitored
without the sender or receiver knowing that the eavesdropping has taken place.

So far, we have been considering private key cryptosystems, i.e., the two parties that wish to communicate share a
private key that only they know. A second type of cryptosystem is the so-called public key cryptosystem. Public key
cryptography does not rely on sharing a secret key in advance. Instead, the receiver of the message(s) simply publishes a
public key, which is made available to the general public. The sender uses this public key to encrypt a message and sends
it to the receiver. A third party cannot use the public key to decrypt the message because the encryption transformation
is chosen, so that it is extremely difficult to invert, given only knowledge of the public key. To make inversion easy,
the receiver has a secret key matched to the public key, which together enable him to easily perform the decryption.
The secret key is known only to the receiver. Public key cryptosystems solve the key distribution problem by making
it unnecessary for a shared private key to be distributed. An example of a public key cryptosystem is the RSA algo-
rithm developed by Ronald Rivest, Adi Shamir, and Leonard Adleman in 1997. The decryption stage of RSA is closely
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related to factorization (see http://en.wikipedia.org/wiki/RSA). The security of RSA arises from the fact
that with today’s factoring algorithms running on a classical computer, factoring is hard (see Sec. 5.1.6). However,
Shor’s factorization algorithm (running on a quantum computer) would make RSA virtually useless. This application of
quantum computers for breaking of public key cryptographic systems has made quantum computation a very attractive
subject.

5.1.6 COMPUTATIONAL COMPLEXITY

Computers are designed and used to solve many distinct kinds of problems using a large variety of calculation techniques;
some of these problems are computationally easy, whereas some are exceptionally hard. Computational problems can be
classified according to the difficulty of their solutions. In computer science, the notion of difficulty is rigorously defined
within the theory of computational complexity, which describes the scalability of algorithms that solve computational
problems. Specifically, as the size of the input to an algorithm increases, at what rates do the computing resources (run
time and memory requirements) grow.

An example of a computational problem that is (thought to be) computationally difficult is the factoring (or fac-
torization) problem: given an (odd) integer, determine its prime factors.2 The factorization problem cannot be solved
efficiently by any known classical computing algorithm. The computational effort grows exponentially with the size of
the integer to be factored. Yet, within the theory of computational complexity, it has not been proved to be exponentially
hard. When Shor published his algorithm for factorization using a quantum computer in 1997 [48] (see Sec. 5.3.4), the
field of quantum computing was set ablaze. The hope that the nature of quantum computational complexity would be
different (better) than that of classical computational complexity was kindled. It is unclear whether this hope will come to
fruition.

In the theory of computational complexity, problems and algorithms are divided into complexity classes. Let us con-
sider decision problems that take some string as an input and require either YES or NO as an output. If there is an
algorithm that runs on a Turing machine, which is able to produce the correct answer for any input string of length L in at
most c Lk steps, where k and c are some constants independent of the input string, then the problem is said to be solvable
in polynomial time and is in the class called deterministic polynomial time (P). The problems in this class can be solved
by a deterministic Turing machine in polynomial time. The class non-deterministic polynomial time (NP) consists of all
those decision problems whose solutions can be verified in polynomial time, i.e., problems in this class with the answer
YES (NO) have simple and fast proofs that the answer is indeed YES (NO). Yet, there is no efficient way to determine a
solution to such problems. In an equivalent but alternative definition, NP is the set of decision problems solvable in poly-
nomial time by a non-deterministic Turing machine.3 One of the most important open questions of complexity theory is
whether the complexity class P is the same as NP, or whether it is only a subset of NP, as generally believed. If the answer
to this equation is affirmative, then NP problems can also be computed in polynomial time. Finally, the class NP-complete
(NPC) includes the most difficult problems in NP. Class NPC is the smallest subclass of NP that could remain outside
P. A decision problem is in NPC if (1) it is in NP and (2) it is NP-hard, i.e., every other problem in NP is reducible to
it (reduction is a transformation of one problem into another problem). Then it is said to be complete for NP. In 1970s,
Stephen A. Cook, Richard Karp, and Leonid Levin proved that if an efficient algorithm for any NPC problem was found,
it could be adapted to solve all other NP problems, i.e., that all problems in NP would actually be in the class P. For
example, if we had a polynomial time algorithm for solving a problem in class NPC, we could solve all NP problems in

2 The fundamental theorem of arithmetic states that every positive integer greater than 1 has a unique prime factorization.
3 The term non-deterministic refers to a non-deterministic Turing machine. A deterministic Turing machine performs a given calculation with certainty,
but an element of randomness is present in a non-deterministic (or probabilistic) Turing machine. The machine can execute several operations with a
given probability for each. The need to modify the original Turing machine emerged when it was realized that numerous decision problems cannot be
solved with certainty in polynomial time but can be answered with high probability using the notion of randomized algorithms. This requires a simple
modification of the strong Church–Turing principle, so that it states that any algorithmic process can be simulated efficiently using a probabilistic Turing
machine.

http://en.wikipedia.org/wiki/RSA
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polynomial time. An example of an NPC problem is the “traveling salesman problem”: Given a number of cities located
on points in a map, what is the shortest round-trip route that visits each city exactly once and then returns to the starting
city? This question has immediate relevance to many optimization problems encountered in reality, but unfortunately, no
known polynomial time solution exists for this. As of today, an efficient algorithm for solving an NPC problem has not
been found, and many computer scientists believe that P 6= NP. Thus, only one hope remains for solving NP problems in
polynomial time and that is to broaden the scope of what we mean by a computer.

5.2 QUANTUM INFORMATION

Quantum information deals with information stored and manipulated subject to the laws of quantum mechanics. The
fundamental building block of quantum information is the two-level system called a quantum bit or qubit. In principle,
it is possible to use three-level quantum systems (sometimes called qutrits, see Sec. 6.2), or larger multilevel quantum
systems, instead of qubits, but most quantum information studies are carried out with qubits. In this section, we first
introduce the notion of qubit, discuss the fundamental concept of qubit entanglement and then introduce the operations
on qubits in terms of unitary transformations referred to as quantum gates. Finally, the concept of quantum circuits is
introduced.

5.2.1 QUBITS

The elementary information unit in classical computers is the bit, which can take a value of either 0 or 1. The quantum
analog of a bit is a two-state system called a quantum bit or qubit. A two-state quantum system is described in terms of a
two-dimensional Hilbert space H(2), for which we can define an orthonormal basis consisting of two vectors, denoted by
|0〉 and |1〉 in Dirac notation and identified in two-component spinor notation as,

|0〉 ≡

(
1
0

)
, |1〉 ≡

(
0
1

)
. (5.19)

An arbitrary qubit is any unit vector in H(2),

|χ〉 = a|0〉 + b|1〉 ≡

(
a
b

)
, (5.20)

where the complex numbers a and b are such that |a|2 + |b|2 = 1. A possible physical realization of a qubit as two-state
system is a spin 1/2 particle, wherein state |0〉 would be the up-state |↑〉 and state |1〉 would be the down-state |↓〉.
Analysis of two-level systems in quantum information often uses the same nomenclature as that of spin 1/2 particles.
However, note that numerous other physical realizations of two-state systems have been considered, including ultracold
atoms, ions, nuclei with spin 1/2 (in the context of NMR quantum computers), quantum dot systems, superconducting
quantum interference devices, etc.

Problem 5.7

(a) Using the fact that 〈0|0〉 = 〈1|1〉 = 1 and 〈0|1〉 = 〈1|0〉 = 0, show that the commutator
[ |0〉〈1|, |1〉〈0| ] = |0〉〈0| − |1〉〈1|.

(b) Write the equation in (a) as a 2× 2 matrix equation using the representation (5.19).

A quantum computer, or a quantum information processor, requires a large number of two-state systems. When the
system consists of n qubits, the corresponding Hilbert space is the tensor product H =

⊗n
i=1H

(2)(i), and a basis in H
consists of 2n vectors. In the present framework, qubits are distinguishable, i.e., they need not be symmetrized multi-qubit
states (but could be symmetrized), since we know which qubit is which. In the notation used in quantum information,
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a convenient basis, sometimes called the computational basis is

|0〉 ⊗ |0〉 ⊗ . . .⊗ |0〉 ⊗ |0〉
|0〉 ⊗ |0〉 ⊗ . . .⊗ |0〉 ⊗ |1〉
|0〉 ⊗ |0〉 ⊗ . . .⊗ |1〉 ⊗ |0〉

...
|0〉 ⊗ |1〉 ⊗ . . .⊗ |1〉 ⊗ |1〉
|1〉 ⊗ |0〉 ⊗ . . .⊗ |0〉 ⊗ |0〉

...
|1〉 ⊗ |1〉 ⊗ . . .⊗ |0〉 ⊗ |1〉
|1〉 ⊗ |1〉 ⊗ . . .⊗ |1〉 ⊗ |0〉
|1〉 ⊗ |1〉 ⊗ . . .⊗ |1〉 ⊗ |1〉



2n basis states. (5.21)

The ordering of these basis states from top to bottom in Eq. (5.21) is similar to the consecutive integers in binary
arithmetic. Each basis state | j1j2 . . . jn−1jn〉, ( ji = 0, 1) in Eq. (5.21) can be compactly represented by a ket | j〉(j =
0, 1, . . . , 2n

− 1) whose binary expansion is

| j〉 = | j12n−1
+ j22n−2

+ · · · + jn−121
+ jn20

〉 ≡ | j1j2 . . . jn−1jn〉. (5.22)

In many quantum operations on qubits (e.g., in the quantum Fourier transform), the number j appears in arithmetic
expressions, and therefore, it is more convenient to use its decimal expansion. Nevertheless, since no confusion should
arise, we denote any n-qubit basis state in Eq. (5.21) either as | j〉, where 0 ≤ j ≤ 2n

− 1 is a decimal number, or as
| j1j2 . . . jn−1jn〉, where ji = 0, 1, taking into account the correspondence between them as specified in Eq. (5.22).

We can “run” algorithms using initial states, |9in〉 ∈ H, represented by tensor products of superposition of single qubit
states: |9in〉 =

⊗n
i=1 |χi〉, where |χi〉 is a superposition state of qubit i, |χi〉 = (ai|0i〉 + bi|1i〉). If we denote the basis

states in Eq. (5.21) by | j1, j2, . . . , jn〉, an arbitrary (initial) state can be written in three equivalent forms,

|9in〉 =

1∑
j1,...,jn=0

αj1,j2,...,jn | j1, . . . , jn〉 =
2n
−1∑

j=0

αj| j〉 =
n⊗

i=1

(ai|0〉 + bi|1〉). (5.23)

The 2n amplitudes αj1,j2,..., jn can be determined in terms of the amplitudes {ai} and {bi} by equating the coefficients of
the basis states. The product form in Eq. (5.23) establishes the reason of why quantum computing has the power of
parallelism. By operating on initial superposition of states (ai|0〉 + bi|1〉), algorithms run all initial starting combinations
of 0s and 1s simultaneously. An example of an n-qubit unentangled state is the state having a superposition of equal 2n

coefficients αj1, j2,..., jn in Eq. (5.23): 1
√

2n

∑1
j1, j2,..., jn=0 |j1, j2, . . . , jn〉. This state is unentangled because it can be written

as a product of the form
⊗n

i=1(|0〉 + |1〉). An example of an n-qubit entangled state is |0〉⊗n
+ |1〉⊗n (see Sec. 5.2.2).

Problem 5.8

(a) Using the representation |0〉 =

(
1
0

)
and |1〉 =

(
0
1

)
, and the basis set convention (5.21), show that the two-qubit

basis is given by

|0〉 ⊗ |0〉 =


1
0
0
0

 , |0〉 ⊗ |1〉 =


0
1
0
0

 , |1〉 ⊗ |0〉 =


0
0
1
0

 , |1〉 ⊗ |1〉 =


0
0
0
1

 . (5.24)

We will often use the notation |00〉, |01〉, |10〉, and |11〉 for these basis states.
(b) Write the three-qubit basis states as eight-dimension unit vectors.
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5.2.2 QUANTUM ENTANGLEMENT AND BELL STATES

Quantum entanglement for two-particle systems in a pure state was introduced in Sec. 1.3.3. It will be useful to redefine
it, so that the definition also applies to multiqubit states of the form (5.23), as a property of states in a product Hilbert
space. Moreover, it will be useful to redefine it for mixed states as well and for arbitrary n-level systems. First, consider
a product of two spaces H = H1 ⊗H2. A pure state |9〉 ∈ H is said to be entangled if it cannot be written as a single
tensor product of states |ψ1〉 ∈ H1 and |ψ2〉 ∈ H2, i.e., |9〉 6= |ψ1〉 ⊗ |ψ2〉. Rather, it must be written as a sum of such
products, for example, |9〉 = a|ψ1〉 ⊗ |ψ2〉 + b|φ1〉 ⊗ |φ2〉.

Quantum entanglement occurring in multipartite qubit states is a powerful computation and information resource. For
example, entanglement allows for dense coding of quantum information (see Sec. 5.2.5) and teleportation of quantum
information (see Sec. 5.2.7). One of the central questions in quantum information is how to quantify entanglement for
arbitrary n qubit states. For two-qubit pure states, there is a set of four maximally entangled states called Bell states
denoted as |BS〉 and defined as follows:

|8+〉 =
1
√

2
[|00〉 + |11〉], |8−〉 =

1
√

2
[|00〉 − |11〉], (5.25a)

|9+〉 =
1
√

2
[|01〉 + |10〉], |9−〉 =

1
√

2
[|01〉 − |10〉]. (5.25b)

Clearly, Bell states cannot be written as a tensor product of single qubit states. In Sec. 5.2.3, we will present methods for
explicitly constructing Bell states.

The Einstein Podolsky Rosen (EPR) paradox [20], Bell inequalities [52–55], and many quantum information and
quantum computation algorithms use the Bell states extensively. Bell states and EPR concepts play an important role in
testing fundamental concepts in quantum mechanics. EPR and Bell inequalities will be discussed in Secs 5.7 and 5.8.

An important property of Bell states |BS〉 (and entangled pure states in general) is: When a pure state density matrix
ρBS = |BS〉〈BS| is constructed from a Bell state, and is partially traced over (say) the second qubit, Tr2 [|BS〉〈BS|] =
1
2 [|0〉〈0| + |1〉〈1|], the result is an incoherent state (mixed density matrix). In the case of Bell states, the first qubit, left
after tracing out the second qubit, has 50% probability to be in either state |0〉 or |1〉.

The entangled pair of qubits in a Bell state could be spin 1/2 particles, where the state |↓〉 can represent the qubit
|0〉 and |↑〉 can represent the qubit |1〉, or alternatively, the qubits could be photons, where a horizontal photon |↔〉
can represent the qubit |0〉 and a vertical photon | l〉 can represent the qubit |1〉 as shown in Fig. 5.17 in Sec. 5.6.5.
A method of entangling photons using degenerate down-conversion (degenerate difference frequency generation) will be
described in Sec. 5.6.5. All one-qubit unitary transformations can be implemented using beam splitters and phase shifters,
which will be described in Sec. 5.6.5. Moreover, beam splitters and phase shifters can be used to turn photons that are
entangled in one of the Bell states into one of the other Bell states. So, photons are viable qubits that can be used for
quantum information processing. The only problem is that photons do not interact (at least not in vacuum), so it might
appear that two-qubit controlled gates (see below) cannot be engineered for photons, and these are essential for universal
quantum computation (a universal set of gates are a set of gates such that any function can be computed using these
gates). It was shown that non-deterministic two-qubit controlled gates for photons can be engineered [56], as described
in Sec. 5.6.5.

An example of an entangled n-qubit state can be constructed using n photons in n different spatial modes (think
of photon modes as being specified by the wavevector k, such that photons in different modes correspond to photons
with different wavevectors). Since photons are bosons, their state vector must be symmetrized (see Chapter 8). Such
symmetrized states can be constructed by applying the symmetrization operator, S,4 to the state |k1〉1|k2〉2 . . . |kn〉n:

|9S〉 ≡
√

n!S |k1〉1|k2〉2 . . . |kn〉n =
1
√

n!

[
|k1〉1|k2〉2 . . . |kn〉n + |k2〉1|k1〉2 . . . |kn〉n

+ · · · + |kn〉1|kn−1〉2 . . . |k1〉n
]
. (5.26)

4 The symmetrization operator, S, [see Sec. 8.1, Eq. (8.7)], is the sum of all possible permutations of the n-qubits divided by n!. The additional factor of
√

n! in Eq. (5.26) is for normalization, as detailed in Sec. 8.6.
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There are n! terms in Eq. (5.26) corresponding to the n! permutations of the photons. One of the challenges of all-optical
quantum computing is how to engineer such states, but, as mentioned earlier, another challenge is how to construct
two-qubit gates for photons, since they do not interact in vacuum.

Problem 5.9

(a) Write the Bell states (5.25a) as four-component vectors using the notation of Problem 5.8.
(b) Write the density matrix for |8−〉 and |9−〉 as 4× 4 matrices.

Answer:

|8+〉=
1
√

2


1
0
0
1

 , |8−〉=
1
√

2


1
0
0
−1

 , |9+〉=
1
√

2


0
1
1
0

 , |9−〉=
1
√

2


0
1
−1
0

 . (5.27)

ρ8− =
1

2


1 0 0 −1
0 0 0 0
0 0 0 0
−1 0 0 1

, ρ9− =
1

2


0 0 0 0
0 1 −1 0
0 −1 1 0
0 0 0 0

 . (5.28)

Entanglement Entropy

Let us try to quantify the degree of entanglement in a bipartite state, a topic that was briefly discussed in Sec. 2.5.2. We
introduce a quantity called entanglement entropy that serves as a measure for the degree of entanglement for a bipartite
pure state. Let |9〉 ∈ H1 ⊗H2 be an entangled state (e.g., |9〉 = |BS〉) and let ρ12 = |9〉〈9| be the pure state density
matrix constructed from |9〉. The reduced mixed density matrices for the two subsystems is obtained by partial tracing:
ρ1 = Tr2ρ12, ρ2 = Tr1ρ12. The entanglement entropy of the bipartite pure state ρ12 is defined as,

E(ρ12) ≡ S(ρ1) = S(ρ2), (5.29)

where S(ρ) = −Tr ρ log2 ρ is the von Neumann entropy of ρ. The proof that S(ρ1) = S(ρ2) will be given below after
discussing the Schmidt decomposition.

Problem 5.10

(a) Show that the entanglement entropy of |BS〉〈BS| equals 1.
(b) Consider the entangled state |9〉 = 0.8|00〉 + 0.6|11〉. Show that the entanglement entropy

E(ρ = |9〉〈9|) = 0.699722.
(c) Show that the result E(|BS〉〈BS|) > E(ρ = |9〉〈9|) is not accidental, namely, |BS〉〈BS| has the maximal

entanglement entropy E(|BS〉〈BS|) among all pure states constructed from entangled states.

Greenberger–Horne–Zeilinger States

Entangled states can be composed of more than two qubits, e.g., the three-qubit state known as the Greenberger–Horne–
Zeilinger (GHZ) state [52],

|GHZ〉 =
1
√

2
(|000〉 + |111〉), (5.30)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 08-ch05-193-258-9780444537867 2012/12/5 1:09 Page 209 #17

5.2 Quantum Information 209

or the n-qubit GHZ state,

|GHZ〉 =
|0〉⊗n

+ |1〉⊗n

√
2

. (5.31)

These states are not a simple tensor product of the states of each qubit but rather a superposition that describes quantum
correlations (entanglement) between the qubits. The entanglement between the n-qubits means that the state of the system
cannot be specified in terms of the state of each of the n qubits individually (the state is not a product state).5 Note that
this sort of state is what we called a Schrödinger cat state at the end of Sec. 1.3.1. There we noted that these kinds of
states tend to decohere quickly by virtue of interactions with an outside environment.

Although there is no standard measure for multi-qubit state entanglement (particularly for mixed states), the GHZ
states are believed to be maximally entangled. Note that the trace over the third qubit (denoted by Tr3) in a three-qubit
GHZ state yields a maximally mixed two-qubit state:

Tr3 [(|000〉 + |111〉)(〈000| + 〈111|)] =
1

2
[|00〉〈00| + |11〉〈11|] .

Entanglement of qubits will be discussed from the perspective of correlation between the particles in Sec. 6.1.8, where
we consider two-qubit entanglement, three-qubit entanglement, mutli-qubit entanglement, and also qutrit entanglement
(Sec. 6.2) as well as “continuous-variable entanglement” (Sec. 6.5).

Schmidt Decomposition

An important and useful result concerning pure states of a bipartite system emerges from the Schmidt decomposition
theorem of linear algebra (see below). We have in mind two Hilbert spaces HA and HB of respective dimensions nA and
nB and their tensor product space HAB = HA ⊗HB. The theorem states that for pure states |ψ〉 ∈ HAB, there exist two
orthonormal sets of states {|ξi,A〉 ∈ HA} and {|ϕi,B〉 ∈ HB} with i = 1, 2, . . . ,NS, where NS = min(nA, nB), such that the
state |ψ〉 can be written as a sum,

|ψ〉 =

NS∑
i=1

λi |ξi,A〉|ϕi,B〉, 0 ≤ λi ≤ 1,
NS∑
i=1

λ2
i = 1. (5.32)

The numbers λi are called Schmidt coefficients, and their number NS is called the Schmidt number. The basis functions
|ξi,A〉 and |ϕi,B〉 are called Schmidt basis functions. Note that we can write Eq. (5.32) as |ψ〉 =

∑
i
√

pi |ξi,A〉|ϕi,B〉, where
pi are the occupation probabilities for the states |ξi,A〉 and |ϕi,A〉, i.e., λi =

√
pi.

The proof of Eq. (5.32) uses the singular value decomposition theorem [57]. Consider the expansion of the pure state
|ψ〉 ∈ HA ⊗HB in terms of bases {|j〉 ∈ HA and {|k〉 ∈ HB, |ψ〉 =

∑
j,k ajk|j〉|k〉. If dimHA 6= dimHB, then the matrix

a = {ajk} is not a square matrix and therefore cannot be diagonalized. The theorem states that the matrix a can be written
as a product a = u d v†, where u and v are unitary matrices and d is a diagonal matrix with nonnegative elements dii;
these nonzero diagonal elements of d are called the singular values of the matrix a. Thus,

|ψ〉 =
∑
j,k

ajk|j〉|k〉 =
NS∑
i=1

∑
j,k

ujidiiv
†
ki|j〉|k〉. (5.33)

Letting |ξi,A〉 =
∑

j uji|j〉, |ϕi,B〉 =
∑

k v†
ki|k〉, and λi = dii, yields Eq. (5.32). The singular value decomposition of a

matrix a is pictorially shown in Fig. 5.2.

5 The state in Eq. (5.31) is sometimes called a noon state, since it can be written as |noon〉 = (|n〉0|0〉1 + |0〉0|n〉1)/
√

2, which is a superposition of n
particles in state 0 and zero particles in state 1, and vise versa. A more general form of Eq. (5.31) that contains a phase angle is
|GHZ〉 = (|0〉⊗n

+ eiθ
|1〉⊗n)/

√
2.
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=
m

n

a u d v
m

m

m

n n

n
FIG 5.2 Singular value decomposition of an m×n matrix a into

a = u d v†. The bullets imply matrix multiplication. u is an
m×m matrix, d is an m×n matrix, and v is an n×n matrix.

Problem 5.11

(a) Show that {|ξi,A〉} and {|ϕi,B〉} are orthonormal sets of vectors using the unitarity of u and v.
(b) Under what condition on the amplitudes ajk, is the condition

∑
i λ

2
i = 1 satisfied?

Problem 5.12

If ABC is a composite system composed of three subsystems, A, B, and C, are there pure states |ψ〉 of ABC that
cannot be written in the form |ψ〉 =

∑
i λi |ξi,A〉|ϕi,B〉|χi,C〉, where the λi are nonnegative,

∑
i λ

2
i = 1 and the basis

states are orthonormal? That is, can we always write |ψ〉ABC =
∑

i
√

pi |ξi,A〉|ϕi,B〉|χi,C〉 with orthogonal basis
functions?

Answer: Schmidt decomposition of tripartite pure states is not possible in general. If it was possible, the partial
trace of the density matrix ρABC over A and B would have the same “spectrum” of probabilities as would the trace of
ρABC over C (this is called a strong “equal spectrum” condition of the partial traces). Now, consider the state
1
2 (|00〉AB + |11〉AB)|0〉C, and show that this “equal spectrum” condition is not satisfied.

Schmidt Decomposition and Entanglement Entropy: The Schmidt decomposition theorem can be used to determine
the entanglement entropy of an entangled pure state [defined in Eq. (5.29)],

ρAB = |ψ〉〈ψ | =

NS∑
i=1

λi |ξi,A〉|ϕi,B〉

NS∑
j=1

λj 〈ξj,A|〈ϕj,B|. (5.34)

Taking the partial trace of ρAB over B yields,

ρA = TrB[ρAB] =
NS∑
i=1

λ2
i |ξi,A〉〈ξi,A|, (5.35)

which is a mixed state of subsystem A. Similarly, taking partial trace of ρAB over A yields,

ρB = TrA[ρAB] =
NS∑
i=1

λ2
i |ϕi,B〉〈ϕi,B|, (5.36)

which is a mixed state of subsystem B. We conclude that there is spectral equality of ρA and ρB, i.e., since {|ξi,A〉 ∈ HA}

and {|ϕi,B〉 ∈ HB} are orthonormal sets, then {λ2
i }, (i = 1, 2, . . .NS) are the nonzero eigenvalues of both ρA acting in HA

and ρB acting in HB. Thus,

If |ψ〉 ∈ HA ⊗HB and ρAB = |ψ〉〈ψ | is the pure density operator constructed from |ψ〉, then ρA = TrB[ρAB] and

ρB = TrA[ρAB] have the same spectrum, {λ2
i }, (i = 1, 2, . . .NS).

Since λ2
i is the probability for observing the states |ξiA〉〈ξiA| and |ϕiB〉〈ϕiB|,

SA = SB = −

NS∑
i=1

λ2
i log2 λ

2
i , (5.37)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 08-ch05-193-258-9780444537867 2012/12/5 1:09 Page 211 #19

5.2 Quantum Information 211

i.e., the von Neumann entropies of the subsystems of a pure state are equal. These range between 0 (for a pure state,
NS = 1) and log2NS. Unless only one of the λi is nonzero, i.e., the Schmidt number is unity, the purity of the subsystems
is not unity, and their von Neumann entropy are non-zero. Clearly, this “entanglement entropy” is not the entropy we
consider in statistical mechanics and thermodynamics; here, we start with a system in a pure state, divide the system into
two subsystems, and find that the entropy of the whole system is not the sum of the entropies of the subsystems; this von
Neumann entropy is not extensive; hence, it is not always identical to the thermodynamic entropy.

Problem 5.13

(a) Take the partial trace over subsystem B of the pure state density matrix ρ = |ψ〉〈ψ | with |ψ〉 =
∑

j,k ajk|j〉|k〉

and show that ρA = TrB ρ = aa†.
(b) Find ρA for the Bell state |8+〉.
(c) Calculate the entropy SA.

Answers: (a) ρA = TrB ρ =
∑

k ajka∗kj. (b) For the Bell state |8+〉, a =

(
1
√

2
0

0 1
√

2

)
, so ρA = aa†

=

(1
2 0
0 1

2

)
.

(c) SA = 1.

The Schmidt coefficients, λi, can be used to distinguish separable pure states from entangled pure states. A separable
pure state is characterized by a vector of Schmidt coefficients with only one nonvanishing entry, whereas the Schmidt
vector of an entangled state has at least two nonvanishing components. A pure state has maximal entanglement entropy
if its Schmidt coefficient vector is

{λi} = {1/
√
NS, . . . , 1/

√
NS}, (5.38)

whereNS is the Schmidt number. The Schmidt coefficients relate the degree of entanglement of pure bipartite states to the
von Neumann entropy of the corresponding reduced density matrices of the two subsystems composing the system—a
pure reduced density matrix with vanishing von Neumann entropy corresponds to a separable state, whereas a maximally
entangled state leads to the maximum von Neumann entropy density matrix. It is easy to verify that Eq. (5.38) maximizes
the entropy of the subsystems, S({λi}) = −

∑NS
i=1 λ

2
i log2 λ

2
i , by maximizing the von Neumann entropy S({λi}) with

respect to the λi under the density matrix trace constraint condition G({λ2
i }) ≡

∑NS
i=1 λ

2
i = 1 by forming the function

F({λi}) = S+γG, where γ is a Lagrange multiplier, setting ∂F
∂λi
= 0 for all i, and determining γ , such that the constraint

condition is satisfied [25].

Mixed-State Entanglement

Not only pure states but also mixed states of a quantum system consisting of two or more subsystems can be entangled.
Consider two quantum systems A and B with corresponding density matrices ρA and ρB, and let ρAB be the density matrix
of the composite system. Is ρAB = ρA ⊗ ρB? The answer is affirmative only if there is no correlation between the two
systems. (Correlation between systems will be discussed in Sec. 6.1.8.) The nature of the correlations between systems
is related to the notion of separability. Two systems A and B are said to be separable if the density matrix ρAB can be
written as a convex sum of product states,

ρAB =

M∑
i=1

pi ρ
i
A ⊗ ρ

i
B, pi > 0,

M∑
i=1

pi = 1, (5.39)

where ρi
A and ρi

B (i = 1, 2, . . . , M) are proper density matrices (hermiticity, unit trace, and semipositivity). A mixed
state was defined by Werner [58] to be entangled if it is inseparable, i.e., if it cannot be written in the form (5.39).
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Unfortunately, this definition is not constructive. Since it is defined through a negative statement, it is difficult, in general,
to decide whether a given mixed state is separable or entangled.

Extending these definitions, a mixed state of an N-partite system is separable if it can be written as a convex sum of
product states,

ρ =

M∑
i=1

pi ρ
i
1 ⊗ ρ

i
2 . . .⊗ ρ

i
n, pi > 0,

M∑
i=1

pi = 1, (5.40)

otherwise, it is entangled. A quantitative measure of mixed state entanglement in multi-partite systems has proven to be
difficult to devise.

A simple test to determine whether a mixed state ρ of a bipartite system is entangled was suggested by Asher Peres
[59, 60]. He showed that a necessary condition for separability is that the matrix obtained by partial transposition of
ρ has only nonnegative eigenvalues. Partial transposition is defined as follows. Given the density matrix ρmµ,nν , where
Latin indices refer to the first subsystem and Greek indices to the second one, the transformation

ρmµ,nν =⇒ σmµ,nν ≡ ρnµ,mν (5.41)

is the partial transpose of ρ with respect to the first subsystem.6 Performing the partial transposition of Eq. (5.39) and
recalling that ρi

A and ρi
B are (have the properties of) density matrices, it follows that none of the eigenvalues of the

transposed density matrix is negative. This is a necessary condition for Eq. (5.39) to hold. It turns out that the necessary
condition is also a sufficient one for two-qubit (and qubit–qutrit) systems [60]. This criterion is often called the Peres–
Horodecki entanglement condition.

Further discussion of qubit (and qutrit, i.e., three-level system) entanglement is detailed in Sec. 6.1.8, where we discuss
both classical and quantum correlations in terms of the correlation functions.

Problem 5.14

Consider the maximally mixed two-qubit density matrix state in the basis {|00〉, |01〉, |10〉, |11〉}: ρAB =
1
4 14×4.

(a) Calculate the entropy SAB.
(b) Calculate ρA and ρB.
(c) What is the von Neumann entropy SA = SB.
(d) Is ρAB separable?

Hint: Use the Peres criterion.

Answers: (a) SAB = −4
(

1
4 log2

1
4

)
= 2. (b) ρA = ρB =

1
2

(
1 0
0 1

)
.

(c) SA = SB = −2
(

1
2 log2

1
2

)
= 1. (d) The four eigenvalues are 1

4 . Hence, ρAB is separable.

Problem 5.15

The density matrix corresponding to the two-qubit pure state 1
√

2
(|00〉 + |11〉 (i.e., 1

√
2
(|↑↑〉 + |↓↓〉) can be written as

ρAB =
1

2


1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1

 .

6 Similarly, we could transpose the indices for the second subsystem, ρTB : ρmµ,nν =⇒ ρmν,nµ.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 08-ch05-193-258-9780444537867 2012/12/5 1:09 Page 213 #21

5.2 Quantum Information 213

(a) Calculate the entropy SAB.
(b) Calculate ρA and ρB.
(c) What is the von Neumann entropy SA = SB.
(d) Is ρAB separable?

Answers: (a) SAB = 0. (b) ρA = ρB =
1
2

(
1 0
0 1

)
. (c) SA = SB = −2

(
1
2 log2

1
2

)
= 1.

(d) The four eigenvalues of the matrix σ are 1
3 (×3) and −1/2. Hence, it is entangled not separable.

Problem 5.16

Consider the density matrix state

ρAB =
1

8


1 0 0 0
0 3 3 0
0 3 3 0
0 0 0 1

 . (5.42)

(a) Calculate the entropy SAB. Answer: 3
4 (log2(3/2)− 1).

(b) Calculate ρA and ρB.
(c) What is the von Neumann entropy SA = SB.
(d) Is ρAB separable?

Distillation and Dilution of Entanglement

Entanglement can be distilled from quantum systems that are not fully entangled to make more fully entangled systems.
Entanglement distillation is the extraction of pairs of qubits in Bell states (e.g., the singlet state, |9−〉 = 1

√
2

[|01〉− |10〉],

or any other Bell state) from some large number of copies of an inseparable state, by means of local quantum operations
and classical communication (LOCC). The procedure can be described as follows: two observers each has n qubits coming
from (partially) entangled pairs prepared in a given state ρ, which is partially entangled (i.e, not maximally entangled).
Each observer can perform local operations on his or her n qubits and exchange classical information with the other
observer. They can obtain a pair of entangled qubits in singlet-state form, or nearly singlet form (the rest of the qubits
being discarded), or better yet, they can obtain several entangled qubits in nearly singlet-state form. If they manage to do
this, they have distilled pure entanglement from the mixed state qubits. It has been shown that any inseparable two-qubit
states can be distilled to a singlet-state form with enough copies of the qubit pairs [61]. Given n qubit pairs, if m copies of
a Bell state can be obtained with high fidelity [see Eq. (2.70)], the n : m ratio can be defined as the distillable entanglement
of the initial qubit pair.

Entanglement dilution is the reverse process: Using local operations and classical communication (LOCC), a large
number of copies of a Bell state, say the singlet state, can be converted into a large number of qubits in a specific bipartite
inseparable pure state |ψ〉 or into a specific bipartite inseparable density matrix state ρ, again with high fidelity.

5.2.3 QUANTUM GATES

In analogy with the introduction of classical gates, quantum gates can be introduced. Quantum gates are unitary operators
in the appropriate multi-qubit Hilbert space. There are several important differences between classical and quantum
gates that should be emphasized. (1) Unlike some of the classical gates (such as AND, OR, NAND, and NOR), the
number of input and output components are identical (k = l in the notation used for classical gates). Moreover, the gates
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are represented by unitary matrices, and therefore, each gate has an inverse. (2) Quantum gates depend on continuous
parameters, so that in principle, there is a continuously infinite number of them. Fortunately, as will be shown below,
there are only a few important types of gates that are needed to perform all the required qubit manipulations. Moreover,
the gates operating in multi-qubit spaces can be written as a direct product of single- and two-qubit gates. Therefore,
it is sufficient to consider only these two classes of quantum gates (however, we also discuss several three-qubit gates
below).

Single-Qubit Gates

A single-qubit gate is any unitary transformation on a single qubit. In general, a 2 × 2 unitary matrix depends on four
continuous parameters. There are four complex matrix elements (eight real numbers) and four conditions implied by
unitarity. To define the most common single-qubit gates, recall the definition of the unit 2× 2 matrix and the three Pauli
matrices,

1 =
(

1 0
0 1

)
, σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
. (5.43)

For an arbitrary qubit |χ〉 = a|0〉 + b|1〉 (|a|2 + |b|2 = 1), represented as a two-component spinor, a single-qubit gate is
a unitary transformation that is represented by a unitary matrix U (UU†

= U†U = 1) that operates on the qubit:

|χ〉 =

(
a
b

)
→ U|χ〉 =

(
U11 U12

U21 U22

)(
a
b

)
. (5.44)

Often used single-qubit gates are the identity gate, the NOT gate, and the Y gate,

U1 ≡ 1, Ux ≡ σx, Y ≡ −iσy. (5.45)

Problem 5.17

(a) For a unit vector û, use the identity Uû(β) ≡ e−iβû·σ/2
= cos

(
β
2

)
1− i sin

(
β
2

)
û · σ [see Eq. (4.22)] and show

that for û = (1, 0, 0), Ux is given by −i times a 180◦ rotation about the x axis.

(b) Show that for û = (0, 1, 0), Uy(β) = e−iβσy/2 =

(
cos β2 − sin β

2

sin β
2 cos β2

)
.

We have already seen in Sec. 4.2 that Uû(β) performs a spinor (single-qubit) rotation by an arbitrary angle β around
the û axis. Note that Uû(β = 2π) = −1 not 1. This is a general property of particles with fractional spin and was
discussed in Sec. 4.2.

Another useful single-qubit operation is the phase gate, including the π -phase gate as a special case,

P(φ) =

(
1 0
0 eiφ

)
, P(π) = σz. (5.46)

The operation of phase gates on basis states |n〉, n = 0, 1 can be compactly expressed as P(φ)|n〉 = einφ
|n〉. Finally,

perhaps one of the most useful single-qubit gates in quantum information and computation applications is the Hadamard
gate H,

H = σxUy(π/2) =

(
0 1
1 0

)
1
√

2

(
1 −1
1 1

)
=

1
√

2

(
1 1
1 −1

)
. (5.47)

Since H is a unitary, real symmetric matrix, it satisfies HH†
= H2

= 1.
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Problem 5.18

(a) Show that the Hadamard gate is a unitary matrix.
(b) Show that HH = 1.
(c) Show that H is equivalent, up to a phase, to a 180◦ rotation about the unit vector û = (x̂+ ŷ)/

√
2.

Hint: Use Problem 5.6 and σ · û = (σx + σy)/
√

2.

In Sec. 6.1.2, we develop a geometric picture of single-qubit gates. Here, a pure state of a two-level system (i.e.,
|χ〉= a|0〉 + b|1〉 with complex amplitudes a and b such that |a|2 + |b|2= 1) can be described in terms of a unit vector
n̂ = (sinβ cosα, sinβ sinα, cosβ), which lies on a unit sphere, called the Bloch sphere (or, particularly for photon qubits,
the Poincaré sphere). The polar and azimuthal angles of n̂ are related to the coefficients a and b by a = cos β2 e−iα/2 and

b = sin β
2 eiα/2, and n̂ = 〈σ 〉. Single-qubit unitary operators transform one unit vector into another. It is often useful to

think in terms of this geometric picture.

Two-Qubit Gates

Two-qubit gates are unitary operations that simultaneously affect two-qubits. Together with single-qubit gates, they can
generate all possible unitary operations in n-qubit space. Another important property of two (and higher) qubit gates is
that some of them are controlled gates. Controlled two-qubit gates affect one qubit depending on the state of the other
qubit.

Problem 5.19

Verify that the standard representation of the two-qubit operators σz⊗σx and σx⊗σz are given by the 4× 4 matrices,

σz ⊗ σx =


0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0

 , σx ⊗ σz =


0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0

 . (5.48)

The controlled-phase gate (or controlled-z) CP(φ) is defined by7

CP(φ)|m, n〉 = exp(imnφ)|m, n〉,

CP(φ)


a
b
c
d

 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 eiφ




a
b
c
d

 =


a
b
c

eiφ d

 , (5.49)

The action 1 on the first qubit, or the phase gate on the second qubit, is controlled by whether the first qubit is in the state
|0〉 or |1〉.

The CNOT gate is another two-qubit gate that can be implemented experimentally by applying a Uy(π/4) transfor-
mation (see Problem 5.6) on qubit 2, a controlled two-qubit π phase gate, CP(π), and then a Uy(−π/4) transformation

7 The gate can be defined either by its action on the two-qubit basis states |m, n〉 (m, n = 0, 1) or as a 4× 4 matrix acting on the four-dimensional vector
of coefficients in the expansion of a general qubit state a|00〉 + b|01〉 + c|10〉 + d|11〉 in the vector notation of Problem 5.7. In Eqs (5.49), we use both,
and in Eq. (5.50), we use the latter.
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on qubit 2, i.e., CNOT = [Uy(−π/4)]2 CP(π)[Uy(π/4)]2. The result of implementing this gate is as follows: qubit 1 is
unchanged and qubit 2 is unchanged if qubit 1 was in state |0〉, but qubit 2 is flipped if qubit 1 was in state |1〉. The action
of the CNOT gate on two qubits can be represented as,

CNOT|m, n〉 = |m, n⊕ m〉,

CNOT


a
b
c
d

 =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0




a
b
c
d

 =


a
b
d
c

 . (5.50)

HH

CNOT

controlled- -phase gate

FIG 5.3 A controlled-not gate, graphically symbolized by the quantum
circuit drawn on the left, can be constructed using two one-qubit
Hadamard gates and the central controlled-π -phase gate [see
Eq. (5.49)], as shown by the quantum circuit on the right.

The CNOT gate can also be implemented using a
three-gate circuit (see discussion in Sec 5.2.9), as
shown in Fig. 5.3. The two boxes containing the
letter H represent one-qubit Hadamard gates, and
the central gate is a two-qubit controlled-π phase-
shift gate. This gate performs the transformation
CP(π)|m, n〉 = exp (imnπ) |m, n〉.

The SWAP gate swaps two qubits,
SWAP|m, n〉 = |n, m〉, i.e.,

SWAP


a
b
c
d

 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1




a
b
c
d

 =


a
c
b
d

 .

(5.51)
A two-qubit φ phase gate that entangles two qubits by multiplying each basis state by a phase θnm, such that θ00 + θ11 −

θ01 − θ10 ≡ φ (mod 2π) is given by

P(φ)|m, n〉 = exp (iθmn) |m, n〉, ei(θ00+θ11−θ01−θ10) = eiφ . (5.52)

This family of gates includes the control-phase gate, CP(φ), Eq. (5.49) as a special case. The P(φ) gates can be combined
with unitary single-qubit Rabi shifts, exp(iαm) exp(iβn), to create the CP(φ) gate, where θmn+αm+βn = mnφ (mod 2π),
while θ00 + θ11 − θ01 − θ10 is invariant under these shifts. The phase φ has an intrinsic physical feature in that it
parameterizes uniquely the entanglement power of the gate and thus is intimately connected with the coupling strength of
the two qubits during evolution. The control phase gate with phase φ = π can further combine with single-qubit operators
to form the control-not gate, Eq. (5.50). Each of these two-qubit gates can be combined with a set of generators for single-
qubit gates to form a universal set of gates for quantum computation (universal in the sense that any computation can be
carried out using a universal set of gates). In practice, a physical system may evolve more naturally to a gate in P(π) other
than CNOT or CP(π). Therefore, in designing a gate, it is better to aim less restrictively for any one of the equivalent
P(φ) gates.

An important subset of the two-qubit gates are those that can be written as |1〉〈1| ⊗ 1 + |0〉〈0| ⊗ U, where 1 is the
single-qubit identity operation and U is some other single-qubit gate. Such a two-qubit gate is called a controlled-U gate.
The action 1 or U on the second qubit is controlled by whether the first qubit is in the state |0〉 or |1〉. The controlled-U
gate corresponding to a rotation of the second qubit around the x-axis by an angle β can be represented in a matrix
form as

Controlled−Ux̂(β) =


1 0 0 0
0 1 0 0
0 0 cos β2 − sin β

2

0 0 sin β
2 cos β2

 . (5.53)
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Three-Qubit Gates

Three-qubit gates are represented by 8× 8 unitary matrices U operating in an eight-dimensional Hilbert space (a general
state in this space can be written as |ψ〉 =

∑8
j=1 aj|j − 1〉, where j = 1 has |000〉, . . . , j = 8 has |111〉). Two important

three-qubit gates are:

• The Toffoli gate, where the nonzero elements are Ui,i = 1 (i = 1, 2, 3, 4, 5, 6) and U7,8 = U8,7= 1. This is a control-flip
gate. Operating on a basis state |m, n, l〉, it flips the third qubit only if the first two qubits are in a state |1, 1〉, that is,
U|m, n, l〉 = |m, n, l⊕ nm〉.

• The Fredkin gate, where the nonzero elements are Ui,i= 1 (i= 1, 2, 3, 4, 5, 8) and U6,7=U7,6= 1. This is a
control-swap gate. Operating on a basis state |m, n, l〉, it swaps the first two qubits only if the third qubit is |1〉, that is,
U|m, n, l〉 = |m⊕ l⊕ mn, n⊕ l⊕ nm〉.

Quantum Gates to Make Bell States

The Bell states (5.25a) can be created using CNOT and the rotation gates [Uy(θ)]1 as follows:

|8+〉 = CNOT [Uy(π/2)]1 |00〉, |8−〉 = CNOT [Uy(−π/2)]1 |00〉, (5.54a)

|9+〉 = CNOT [Uy(π/2)]1 |01〉, |9−〉 = CNOT [Uy(−π/2)]1 |01〉. (5.54b)

H

CNOT

|x >

|y >
}| xy>

FIG 5.4 Quantum circuit to create the Bell states, |8+〉 ≡ |400〉,
|9+〉 ≡ |401〉, |8

−
〉 ≡ |410〉, and |9−〉 ≡ |411〉.

In Eqs (5.54a), the [Uy(θ)]1 rotation is applied to the first
qubit, and then the CNOT gate is applied. Another way of
making the Bell states is to apply the product gate CNOT H1

to the input states |x, y〉, as illustrated in Fig. 5.4. The
result is,

CNOT H1 |x, y〉 =
1
√

2
[|0, y〉 + (−1)x|1, ȳ〉] ≡ |4xy〉.

(5.55)
where ȳ is the negation of y. The four Bell states are obtained as special cases,

|8+〉 = |400〉, |9
+
〉 = |401〉, |8

−
〉 = |410〉, |9

−
〉 = |411〉. (5.56)

Universal Quantum Gates

The number n of qubits required for quantum algorithms can be large. For example, in the Shor factorization algorithm
for factoring 55 = 11 × 5 uses n = 26 qubits (Hilbert space dimension N = 226). Clearly, operating with quantum
gates (matrices) of this size is not practical. Hence, it is necessary to simulate any desired n-qubit operation by a product
of simple gates. Mathematically, it is possible to express any unitary matrix U as a product of unitary N × N matrices
composed of blocks of 2×2 matrices Uij. However, this result is of little practical use, since the number of such matrices
required in the construction is sometimes huge. Moreover, the 2× 2 matrices Uij depend on continuous parameters, and
any inaccuracy in their numerical value, no matter how small, leads to large error if they are used repeatedly. A possible
way out of this problem is to give up the quest for an exact representation and to be content with an approximate represen-
tation of n-qubit operations (as clarified below), without significantly adversely affecting the results of the computation.
Once this approximation procedure is accepted, the problem of inaccurate continuous parameters can be circumvented by
the use of discrete gates (think of the Hadamard gate as an example). Such a construction, if it exists, is rather appealing,
and the few discrete gates required for its implementation are referred to as a universal set. More specifically,

• A set of discrete gates is said to be universal for quantum computing if it can approximate any n-qubit unitary operation
to an arbitrary precision using the operators in the set within a quantum circuit.

Note that for classical computation, the concept of universality is much simpler. There is one such gate, the Toffoli
gate, Eq. (5.17), which is the building block for all other gates.
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The universal set of gates for quantum computing is surprisingly small. It has been shown that an arbitrary unitary
operation on n qubits can be approximated using a few single-qubit gates and one two-qubit CNOT gate [62]. The single-
qubit gates include the Hadamard and two phase gates, CP(π/2) and CP(π/4) (the latter is also referred to as π/8 gate
for historical reasons). The universal set listed above is by no means unique, and other sets of universal gates exist as
well. For example, controlled-phase gates and single-qubit gates form a universal set.

The proof of the universality property will not be presented here. Instead, we survey the main steps of its construction.
In the first step, one shows that the Hadamard and two phase gates, CP(π/2) and CP(π/4), can be used to approximate any
other single-qubit gate to arbitrary accuracy. Second, single-qubit and CNOT gates can be used to construct an arbitrary
two-qubit gate. The third step combines these gates for pairs of qubits, making it possible to simulate an arbitrary unitary
operation on n qubits. However, this is not sufficient because the second and third steps require the use of single-qubit
gates with continuous parameters, and this is vulnerable to errors. In the crucial fourth step, a discrete set of operators
is identified, in terms of which an arbitrary n-qubit gate can be approximated. This is the required universal set. The
two remaining tasks are two-fold. First, the construction of an arbitrary n-qubit gate from the universal set using error-
correcting codes, making it immune against errors. Second, the notion of approximating an n-qubit operation should be
clarified.

A set of quantum gates, U1, U2, . . . , Up, approximates a desired unitary transformation U with precision ε if ||U −
U1 . . .Up|| ≤ ε, where || · || denotes the operator norm, i.e., the largest singular value. We can define a set of elementary
gates as universal if every unitary operator operating on a fixed number of qubits can be approximated to precision ε
using on the order of log ε−1 elementary gates. Clearly, some unitary operators take more one- and two-qubit gates to
approximate than others.

5.2.4 NO-CLONING THEOREM

The no-cloning theorem emphasizes the inaccessibility of quantum information. It shows that one cannot make a backup
of quantum information in the form of qubits whose states are not explicitly known. That is, quantum mechanics guaran-
tees that one cannot accurately copy unknown qubits.

Theorem: An unknown quantum state cannot be cloned.

Proof Assume the opposite. Let U be a two-qubit gate that clones the qubit |γ 〉, i.e.,

U(|γ 〉|0〉) = |γ 〉|γ 〉 ∀ γ , (5.57)

where the operator U does not depend on the unknown state γ . Consider explicitly the state |γ 〉 = 1
√

2
(|α〉+ |β〉) that we

would like to clone. Then

U(|γ 〉|0〉) =
1
√

2
[U(|α〉|0〉)+ U(|β〉|0〉)]

=
1
√

2
[(|α〉|α〉)+ (|β〉|β〉)] 6= |γ 〉|γ 〉. (5.58)

We have a contradiction. Therefore, there is no unitary operator that is capable of cloning (i.e., making a copy) of an
arbitrary qubit.

Problem 5.20

(a) The controlled-not gate CNOT12 maps |a〉 ⊗ |b〉 7−→ |a〉 ⊗ |a⊕ b〉 for a, b ∈ {0, 1}. Show that CNOT12 maps
|a〉 ⊗ |0〉 7−→ |a〉 ⊗ |a〉.
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(b) Show that no unitary 4× 4 matrix U exists, so that

U

[(
a
b

)
⊗

(
1
0

)]
=

(
a
b

)
⊗

(
a
b

)
, (5.59)

for |a|2 + |b|2 = 1 and a, b 6= 0. That is, ab = 0 for Eq. (5.59) to be true.

Hint: (a) Take b = 0. (b) Use superposition to write the RHS of Eq. (5.59) as the sum of four terms. Now, on the

LHS of Eq. (5.59), write the vector that U operates on as

(
a
0

)
⊗

(
1
0

)
+

(
0
b

)
⊗

(
1
0

)
. U operating on this vector

must give

(
a
0

)
⊗

(
a
0

)
+

(
0
b

)
⊗

(
0
b

)
. Explain why this is so. Then compare this result with the RHS to show that

the result follows only if ab = 0.

5.2.5 DENSE CODING

Dense coding is a procedure by which two classical bits can be transmitted by sending a single qubit. Consider two
parties, Alice and Bob, who are far apart. Alice has two classical bits of information that she wants to transmit to Bob.
Can she achieve her goal by sending Bob only one qubit? The answer is affirmative, as demonstrated by Charles Bennett
and Stephen Wiesner in 1992 [63]. Alice and Bob initially share two entangled qubits, say in the Bell state |8+〉 =

1
√

2
[|00〉 + |11〉]. Alice has the first qubit, whereas Bob has the second. They can apply a single-qubit gate to their qubit,

if they are in possession of both qubits, they can apply a two-qubit gate, and they can measure the qubits that are in their
possession. We first specify what Alice needs to do if she wants to send the classical bits (0,0), (01), (1,0), and (11) and
then specify what Bob needs to do. Suppose Alice wants to send Bob the two classical bits (0, 0), then she simply sends
her qubit as it is to Bob and the two qubits will be in entangled form |8+〉. To send “01,” she applies the gate σz of
Eq. (5.43) to her qubit and sends, leading to the entangled state |9+〉. To send “10,” Alice applies the NOT gate σx and
sends, leading to |8−〉, and to send “11,” she applies iσy and sends, leading to |9−〉. Thus, the classical bits Alice wants
to send and the corresponding states that Bob has are [see Eq. (5.55)],

00 : |8+〉 =
1
√

2
[|00〉 + |11〉] = |400〉, 01 : |9+〉 =

1
√

2
[|01〉 + |10〉] = |401〉, (5.60a)

10 : |8−〉 =
1
√

2
[|00〉 − |11〉] = |410〉, 11 : |9−〉 =

1
√

2
[|01〉 − |10〉] = |411〉. (5.60b)

Using Eqs (5.55) and (5.56), Bob can apply the inverse transformation to get

|x, y〉 = [CNOT H1]−1
|4xy〉 (5.61)

and measure the two qubits in the computational basis. The result of this projective measurement lets him determine the
numbers x, y, exactly the classical bits Alice wanted to transmit. Thus, entanglement is an information resource; Alice
sent only one qubit and effectively transmitted two classical bits of information.

Problem 5.21

Show that after applying a CNOT gate and then applying a Hadamard gate to qubit 1 Bob will have the following
states, depending on which of the states in Eq. (5.60a) he has |00〉, |01〉, |10〉, and −i|11〉.
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5.2.6 DATA COMPRESSION OF QUANTUM INFORMATION

A quantum analog of data compression was developed by Jozsa and Schumacher in 1994 and Schumacher in 1995
[64, 65] and is called the Schumacher quantum noiseless channel coding theorem.8 The idea behind data compression for
quantum information is to collect a large number, n � 1, of systems with density matrix ρ and encode the joint state of
these systems into some smaller system [64, 65]. The smaller system is transmitted down a channel, and at the receiving
end, the joint state is decoded into n systems of the same type as the original system. The final density matrix of each
of the n received states is ρ′, and the process is considered successful if ρ′ is sufficiently close to ρ. A measure of the
similarity between two density matrices ρ and σ is the fidelity f defined as [See Eq. (2.70)]:

f (ρ, σ) ≡ Tr

√
ρ

1
2 σρ

1
2 . (5.62)

When ρ and σ are both pure states, the fidelity is simply the overlap of the pure states.
The von Neumann entropy S(ρ) = −Tr ρ log2 ρ, where ρ is the density operator describing an ensemble of states of

the quantum system, can be used to quantify the amount of information in the quantum state. This is to be compared with
the classical Shannon entropy for the classical case. The density matrix can be written as ρ =

∑
x p(x)|x〉〈x|, where the

states |x〉 are an orthogonal set and p(x) are the eigenvalues of the density matrix.
The goal of quantum data compression is to find the smallest transmitted system, which permits fidelity f = 1− ε for

ε � 1. Let us consider for simplicity two-level systems; the total state of n two-level systems is represented by a vector
in a Hilbert space of dimension 2n. However, if the von Neumann entropy S(ρ) < 1, then it is almost certain in the
limit of large n that, in any given realization, the state vector actually falls in a typical subspace of Hilbert space. Jozsa
and Schumacher showed that the dimension of the typical subspace is 2nS(ρ). Hence, only nS(ρ) qubits are required to
represent the quantum information faithfully, i.e., the logarithm of the dimensionality of Hilbert space is a useful measure
of quantum information. Furthermore, the encoding and decoding operation is blind: it does not depend on knowledge
of the exact states being transmitted. This is a powerful general result. No assumptions about the exact nature of the
quantum states is made. For example, the quantum states need not be orthogonal. If the states to be transmitted were
mutually orthogonal, the whole problem would reduce to one of classical information.

These ideas form the basis of Schumacher’s noiseless channel coding theorem, the quantum analogue of Shannon’s
theorem formulated for the classical case. To proceed, we need to clarify the concept of a quantum information source.
Although there is no unique definition, the central role is played by entanglement and leads to the following definition:
A quantum i.i.d. source is described as a pair (H, ρ), where H is a Hilbert space and ρ =

∑
x p(x)|x〉〈x| as defined

above, is a mixed state density matrix on that space. Such a mixed state ρ can be obtained by partial tracing over a
larger system whose density matrix is pure; the mixed state ρ results becuase of the entanglement between H and the
rest of the system that is traced out. In classical information theory, a classical information source generates a sequence
(x1, x2, . . . , xn) that belongs to the set of dn different sequences, and encodes classical information that can be compressed,
transmitted and decompressed. Analogously, a quantum information source can randomly generate n mixed states. The
state ρ1⊗ ρ2 . . .⊗ ρn ∈ H⊗n, whose dimension is dn, encodes quantum information that can be compressed, transmitted
and decompressed. Hence, if the dimension of H is d (e.g., the dimension of H is 2 for qubits, 3 for qutrits and d for
“qudits”), n qubits of information can be contained in a space H⊗n of dimension 2n log2 d space.

The compression procedure, C, similar to the procedure used for classical bits (see Sec. 5.1.2), transforms these quan-
tum mixed states into states residing in a 2nR dimensional (compressed) space, whereas the subsequent decompression,
D, transforms them back to the original space. Just as in the classical case, the procedure can be viewed as transforming
strings of n log2 d qubits into strings of nR qubits, where R is the rate of the compression scheme. If the corresponding
fidelity is arbitrarily close to one for large n, the procedure is said to be reliable. The goal is to achieve reliable com-
pression with smaller and smaller rate R, and Schumacher’s theorem states that the lower bound of R that keeps the
compression reliable is the von-Neumann entropy. Explicitly,

8 The issue of data compression is directly related to the issue of the resources needed to store or transmit the state of a quantum system via the system’s
density matrix ρ.
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Schumacher’s noiseless channel coding theorem: For a given quantum i.i.d. source, {H, ρ}, a compression scheme of
rate R is reliable if R > S(ρ) and not reliable if R < S(ρ).

5.2.7 QUANTUM TELEPORTATION

Quantum teleportation allows two parties that are far apart to exchange unknown qubits among them even in the absence
of quantum communication channels between them. Teleportation serves as an ingredient in several computation and
communication tasks. Suppose Alice and Bob share a pair of entangled qubits, say in a Bell state |8+〉 = 1

√
2

[|00〉+|11〉],

where the left part is Alice’s and the right one is Bob’s. Alice possesses a third qubit |φ〉 = a|0〉 + b|1〉, which she wants
to send to Bob, but she does not know a and b and there is no quantum communication channel between them. If Alice
knew |φ〉, she could send Bob a classical message using dense coding, but communicating an unknown qubit using
classical communication channel is harder. A solution to this problem was suggested by Charles Bennett [66]. As in
dense coding, quantum entanglement is used as an information resource. The required steps (see Fig. 5.5) are as follows:

1. Alice takes her unknown qubit |φ〉 that together with state |8+〉 gives the initial state of the three qubits:

|90〉 = |φ〉 ⊗ |8
+
〉 =

1
√

2
[a(|000〉 + |011〉)+ b(|100〉 + |111〉)], (5.63)

where in each term, the first two states are Alice’s and the third is Bob’s.
2. Alice applies a CNOT gate on her two qubits (see the CNOT operation in Fig. 5.5). This can be carried out term by

term using Eq. (5.50). The result is

|91〉 = CNOTA|90〉 =
1
√

2
[a(|000〉 + |011〉)+ b(|110〉 + |101〉)]. (5.64)

3. Alice applies the Hadamard gate on her unknown qubit (i.e., on each left basis state in |91〉). This yields |92〉 =

H1|91〉, where

|92〉 =
1

2
[a(|0〉 + |1〉)(|00〉 + |11〉)+ b(|0〉 − |1〉)(|10〉 + |01〉)]

=
1

2
[|00〉(a|0〉 + b|1〉)+ |01〉(a|1〉 + b|0〉)+ |10〉(a|0〉 − b|1〉)+ |11〉(a|1〉 − b|0〉)]. (5.65)

4. Alice now measures the state of her two qubits, and this collapses the state onto one of four different possibilities,
yielding two classical bits. If Alice measures state |00〉, the qubit Bob has is in the state |φ〉; if she measures |01〉,
Bob’s qubit is in state a|1〉 + b|0〉; if she measures |10〉, Bob’s qubit is in state a|0〉 + b|1〉; and, if she measures |11〉,
Bob’s qubit is in state a|1〉− b|0〉. Alice now sends the outcome information as two classical bits to Bob. Bob’s qubit
is in a state that depends on Alice’s measurement according to the list:

00 7−→ [a|0〉 + b|1〉], 01 7−→ [a|1〉 + b|0〉],

10 7−→ [a|0〉 − b|1〉], 11 7−→ [a|1〉 − b|0〉]. (5.66)

5. To obtain the initial unknown qubit |φ〉 = a|0〉 + b|1〉, Bob needs to apply the appropriate single-qubit unitary gate:
He does nothing if Alice’s measurement yielded 00; if Alice measured 01, Bob applies the gate X; if she measured
10, Bob applies Z; and if she measured 11, Bob first applies X and then Z. The operations applied by Bob can be
represented as Zm1 Xm2 , where m1 and m2 are the classical bits that result from Alice’s measurements.

Note that quantum teleportation does not allow communication of information faster than the classical channel used
by Alice to convey the information about the results of her measurements to Bob.
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5.2.8 QUANTUM CRYPTOGRAPHY

Quantum mechanics holds the promise for secure communications because a measurement of an unknown quantum
system changes its state. Hence, accurate copying of an unknown qubit is impossible, as we have already seen from the
no-cloning theorem in Sec. 5.2.4. Moreover, the changes caused by eavesdropping on, i.e., measurement of, quantum
information can be detected. Thus, the laws of physics assure security of quantum information. To carry out secure
quantum communication at the speed of light, very weak laser pulses (i.e., basically, single photon pulses, which
rarely have more than one photon per pulse, see Sec. 5.6.5) can be used. These photons can be transmitted through air
or fibers and can be detected with special receivers (see Sec. 5.6.5). Secure quantum communications can be implemented

|  >

| +>{
H

Φ

M1

M2

X Z |  >

CNOT
m2

m1

m2 m1

φ

φ

FIG 5.5 Teleportation of a qubit. Alice possesses two qubits, the unknown
qubit |φ〉 and one of an entangled pair of qubits (the second is in
Bob’s possession). Qubits are denoted by single horizontal lines.
Alice performs a CNOT operation using the unknown qubit and her
half of the entangled qubits, then performs a Hadamard gate on the
unknown qubit (it has not changed as a result of the CNOT), and
then measures the qubits in her possession to obtain the classical
bits m1 and m2. Transfer of classical information from Alice to
Bob is denoted by the heavy dashed lines. Bob performs unitary
operations on his qubit based on the results sent to him by Alice.

 
qubits

  
measurement 

basis

  
results

Open  
channel 

Key

FIG 5.6 Schematic illustration of the Bennett–Brassard 1984 quantum
cryptography protocol. Alice sends |0〉 and |1〉 qubits encoded in
photon polarization in two different polarization modes. Bob
randomly chooses a polarization mode for his measurement basis.
Bob and Alice communicate over an open classical channel and
thereby determine a secret key.

using quantum “key” distribution. Many exist-
ing systems use a quantum cryptography proto-
col known as Bennett–Brassard 1984, or BB84,
which generates the secure quantum key that can be
used to encode messages sent between two parties,
Alice and Bob, to securely exchange information.
By using single-photon sources to encode informa-
tion, and single photon detectors, Alice and Bob can
detect attempts at eavesdropping. The distribution
of secret quantum keys to encrypt and decrypt mes-
sages insures the security of the information from
eavesdroppers. Alice and Bob can send and receive
photons in four different orientations to represent
|0〉 and |1〉 qubits. Each photon is sent in one of
two polarization modes, either vertical or horizon-
tal orientations of the electric field, ↔ or l, or ±
45◦ orientations (see Fig. 5.6). In each polariza-
tion mode, one orientation represents |0〉, and the
other represents |1〉. Alice randomly chooses both
polarization modes of the photon and an orientation
for each photon. Bob places polarizers before his
photon detectors, so that the polarization mode of
the photons can be measured. He randomly chooses
between the two polarization modes when he tries
to detect a photon. If he chooses the same mode that
Alice used for a particular photon, then Bob always
measures the correct orientation, and hence, its true
bit value. But if he chooses a different polarization
mode, he may get the wrong bit value for that pho-
ton. To determine a shared key from a stream of
photons, Alice uses a conventional communications
channel to tell Bob which mode she used for each
photon, without revealing its bit value. Bob tells
Alice which photons he measured using the cor-
rect polarization mode, without sharing their values.
Then they both discard the other bits, i.e., the one
Bob measured with the wrong polarization mode.
The correct measurements constitute the secret key
that Alice and Bob now share. Figure 5.6 shows a
schematic illustration of the BB84 protocol.
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The BB84 protocol insures that the message cannot be intercepted without the sender and the receiver finding out about
it. If an eavesdropper, Eve, tries to eavesdrop on the message being sent, she will not be able to determine the polarization
of a photon without altering or destroying it. If the photon is destroyed, it will not reach Bob and will not contribute to
the key. If Eve sends a replacement photon, she may send the wrong bit value of the photon, because she used the wrong
polarization mode to intercept the original photon. Hence, for photons detected with the wrong polarization mode, Eve
may introduce errors into the key. If Alice and Bob detect an unusual number of errors in the key, they will be alerted to
the presence of an eavesdropper.

If the idealized version of the BB84 protocol is secure, the real version may not be. Charles Bennett (the first “B” in
BB84) recalled that the very first quantum-cryptographic system built used a high-voltage power supply to switch the
polarization of the photons. “The power supply hummed differently depending on whether the voltage was being applied.
If you listened, you could hear it.” This quote underlines the dangers in assuming that even systems “assured to be secure
by the laws of physics” are infallible.

BB84 can be generalized, so that other states and bases can be used. For example, Bennett suggested a simplified
protocol in 1992, called B92, in which Alice, instead of the four pairwise orthogonal states, employs only two non-
orthogonal states of the four states used in BB84. We will not present this protocol, but we note that in both protocols,
the impossibility of distinguishing between nonorthogonal states without destroying the qubits lies at the heart of the
protocol. It is impossible for an eavesdropper to distinguish between Alice’s states without disrupting the correlation
between the qubits that Alice and Bob finally keep.

5.2.9 QUANTUM CIRCUITS

We have already encountered the notion of quantum circuits in Figs 5.3 and 5.4. Here, they are more systematically
introduced. A quantum circuit is a graphical representation of a series of operations by quantum gates and measurements
on n-qubits. Alternatively, they can be viewed as diagrams describing the process of quantum computation. A quantum
circuit represents a well-defined quantum algorithm that is written as an algebraic expression where the initial state
appears on the right and the operations (quantum gates and measurements) operate one after the other from right to left.
Graphically, however, the initial state appears on the left and the order of operations is from left to right.

The skeleton of a quantum circuit is a set of parallel lines (called wires) drawn horizontally. Each wire represents a
qubit (or sometimes a collection of qubits), and the graph describes schematically the evolution of the n-qubit system

| 0> | 1> | 2>

H X

| 0> | 1> | 2> | 3> | 0> | 3>

H

| 0> | 1>

M U

(a) (b)

(c) (d)

| 0> | 1> | 0> | 1>

FIG 5.7 Simple quantum circuits. (a) Single qubit Hadamard and X gates
operating on the input state |ψ0〉. The corresponding quantum
algorithm is, |ψ1〉 = H|ψ0〉 and |ψ2〉 = X|ψ1〉 = XH|ψ0〉. (b) The
circuit describes the operation of three staggered CNOT gates,
which is equivalent to the SWAP gate. (c) A circuit containing a
measurement operation, M, followed by two lines, which indicate
that the result is one of several possible states. (d) Fredkin
three-qubit gate is a special case of a circuit containing a controlled
U gate.

with time. Wires cannot merge or bifurcate since
this would imply irreversible logical gates.

Single qubit gates are represented as a square on
top of the wire at the appropriate position in the cir-
cuit, whereas two-qubit (controlled) gates are rep-
resented by vertical lines connecting the pertinent
qubits. For example, in a two-qubit CNOT gate, the
controlling qubit is denoted by a full circle, while
the controlled qubit is denoted by an empty circle.
A general n-qubit gate that is specified ad hoc for a
given algorithm is denoted as U and represented by
a square with n qubits entering it from the left and
leaving it from the right. It may be controlled by
other qubits. A measurement operation is denoted
by M and is represented by a square containing a
measurement apparatus drawing. Some examples
of simple quantum circuits are shown in Fig. 5.7.
In Fig. 5.7(a), the quantum circuit contains a sin-
gle qubit. If the input qubit is |ψ0〉 = |1〉, then
|ψ1〉 =

1
√

2
(|0〉 − |1〉) and |ψ2〉 =

1
√

2
(−|0〉 + |1〉).



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 08-ch05-193-258-9780444537867 2012/12/5 1:09 Page 224 #32

224 CHAPTER 5 Quantum Information

In Fig. 5.7(b), the quantum circuit contains three staggered CNOT gates, representing graphically the algorithm for gener-
ating a SWAP gate. In Fig. 5.7(c), the quantum circuit contains a measurement element, after which the quantum system
collapses into one component of a sum over basis states with the appropriate amplitude. That is the reason for the appear-
ance of two adjacent lines. Finally, in Fig. 5.7(d), the quantum circuit represented the Fredkin gate as an example of the
use of a controlled U gate.

Problem 5.22

(a) Determine |ψ2〉 in circuit (a) if |ψ0〉 = a|0〉 + b|1〉.
(b) Determine |ψ2〉 in circuit (b) if |ψ0〉 = a|0, 1〉 + b|1, 0〉.
(c) Determine the output in quantum circuit (c) if |ψ0〉 = a|0〉 + b|1〉.
(d) Determine |ψ1〉 in circuit (d) if |ψ0〉 = |1, 0, 1〉.

Answers: (a) 1
√

2
[(a− b)|0〉 + (a+ b)|1〉]. (b) a|1, 1〉 + b|01〉. (c) Either 1

√
2
(a+ b)|0〉 or 1

√
2
(a− b)|1〉. (d) |0, 1, 1〉.

5.2.10 QUANTUM COMPUTING DESPITE MEASUREMENT

The difficult part of developing quantum algorithms for computing is extracting the information that is contained in the
qubits after the quantum gates are applied, because measurement of the qubits destroys the qubits by projecting them. We
shall see in Sec. 5.3 how, despite this difficulty, quantum computation is still possible.

In the hope of alleviating this difficulty, one might consider using what is called a weak measurement [67], which
is a type of quantum measurement where the measured system is very weakly coupled to the measuring device. After
the measurement, the measuring device points to a “weak value” indicating the state of the measured system, but the
system is not disturbed by the measurement. This may seem to contradict some basic concepts of quantum theory, since
any quantum system should, on measurement of an observable, end up in the eigenstate corresponding to the detected
eigenvalue, but in fact this does not contradict any quantum principles.

There are other types of measurement that can be considered. For example, a nondemolition measurement (or nonde-
structive measurement) [68] is a measurement that preserves the integrity of the system and the value of the measured
observable, thereby allowing the system to be measured repeatedly (this kind of measurement corresponds to the kind
of projective measurement envisioned in the quantum postulates). Moreover, there are measurements that demolish the
system entirely (such as the measurement of photons by photodetectors) and therefore do not correspond to projective
measurements. Furthermore, there are more general forms of measurement known as POVM (Positive Operator-Valued
Measure) and involve projection of a quantum state on a set of nonorthogonal states. In this chapter, we shall consider
only the projective type of measurement (also called von Neumann measurement) discussed in the quantum postulates in
Sec. 1.3.4.

5.3 QUANTUM COMPUTING ALGORITHMS

There are three known categories of quantum computing algorithms that seem to provide advantage over known classical
algorithms: (1) Algorithms based on quantum versions of the Fourier transform (e.g., the Deutsch and Deutsch–Jozsa
algorithms, Shor’s factoring algorithm, and the discrete logarithm algorithm). (2) Quantum search algorithms (e.g., the
Grover search algorithm). (3) Quantum simulation algorithms, whereby a quantum computer simulates a quantum system.
We now briefly describe each of these classes of algorithms.

We do not yet know for sure whether quantum computers can be used to efficiently (in polynomial time) solve problems
in NP. A negative result in this direction exists. One approach to solve problems in NP on a quantum computer is to try
to use quantum parallelism to search through all the possible solutions to the problem in parallel. It is known that this
approach cannot work for some problems in NP, but this does not rule out the possibility that other quantum algorithms
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will work. Quantum computers can be used to solve some problems (e.g., factoring), which may be in NP but not in P,
but this is an open issue since the complexity class of the factorization problem is not yet known.

It is of interest to develop a theory of quantum computational complexity and relate it to classical computational
complexity theory. Unfortunately, little has been done in this respect. This is still a wide open research area.

Before considering specific quantum computing algorithms, let us try to understand the basics of how a computa-
tion can be performed using qubits and quantum gates. Suppose we want to compute the function f : i1i2 . . . in 7−→
f (i1, . . . , in), from n to n bits. We want an n-qubit system to evolve according to the time evolution operator Ûf :

|i1, i2, . . . , in〉 7−→ Ûf |i1, i2, . . . , in〉 ≡ |f (i1, . . . , in)〉. (5.67)

We must find the Hamiltonian Ĥf that generates this evolution, i.e., determine the Hamiltonian whose evolution operator
Ûf solves the equation,

ih̄
Ûf (t)

∂t
= Ĥf (t)Ûf (t). (5.68)

Applying the unitary operator that computes f , Eq. (5.67), we obtain

1
√

2n

1∑
i1,i2,...,in=0

|i1, i2, . . . , in〉 7−→
1
√

2n

1∑
i1,i2,...,in=0

| f (i1, i2, . . . , in)〉, (5.69)

by virtue of the linearity of quantum mechanics. Thus, applying the operator Ûf once computes f simultaneously on all
2n possible inputs. Herein lies the tremendous power of parallelism. For convenience, we can employ the enumeration
scheme (5.22) and use the notation x ≡ i1, i2, . . . , in, so Eq. (5.69) reads,

1
√

2n

2n
−1∑

x=0

|x〉 7−→
1
√

2n

2n
−1∑

x=0

|f (x)〉. (5.70)

But, how do we extract the information about f (x) out of the quantum mechanical system? To extract quantum infor-
mation, one has to measure the system, but the measurement process causes collapse of the wave function, i.e., the state
of the system is projected to only one of the many possible states available, and most of the information that has been
computed is lost. To gain advantage of quantum parallelism, one needs to combine it with another quantum characteristic:
interference. We must arrange the cancellation occurring due to interference in such a way that only the computations
we are interested in remain, and the rest cancel out. The combination of parallelism and interference gives quantum
computation its power. Let us now see how this works out in the examples of quantum computation presented below.

5.3.1 DEUTSCH AND DEUTSCH–JOZSA ALGORITHMS

The Deutsch algorithm [62] is a paradigm for “massive quantum parallelism.” It can be stated in its most simple form
as follows: given a function f (x) : {0, 1} → {0, 1}, construct a quantum circuit to calculate f (0) ⊕ f (1). Note that
both the domain and the target of f are one bit (not qubit). The Deutsch–Jozsa algorithm generalizes it to a function
f (x1, x2, . . . , xn)→ {0, 1} whose domain is an n bit space, while its target is a single bit space. The algorithm is designed
to answer the question whether f is constant or balanced (i.e., it assumes the value 0 on half of its 2n arguments and 1 on
the other half).

The Uf Gate

In our discussion of quantum circuits (see Sec. 5.2.9), we introduced a general purpose operator U, which is defined ad
hoc based on the problem to be solved. In a problem requiring the evaluation of a function f : {x1, x2, . . . , xn} → {0, 1},
this operator is referred to as the Uf gate. It is an n qubit gate that transforms a state |x, y〉 in n+ 1 qubit space into a state
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|x, y⊕ f (x)〉 in the same space. Here, |x〉, with x = 0, 1, . . . , 2n
− 1, enumerates all 2n n-qubit states and |y〉 with y = 0, 1

is a single qubit state. The n-qubit state |x〉 is called the data register, and the right qubit is called the target register. Thus,

|x, y〉 7−→ Uf |x, y〉 = |x, y⊕ f (x)〉. (5.71)

In the Deutsch algorithm, n = 1 and f : {0, 1} → {0, 1}. If the data register is in state 1/
√

2[|0〉 + |1〉] and the target
register is initially in state |0〉, then the resulting two-qubit state is 1

√
2

[|0, f (0)〉 + |1, f (1)〉]. The Uf gate evaluates f (x)

for two values of x simultaneously. The two terms contain information about both f (0) and f (1). This is a manifestation
of quantum parallelism.

In the Deutsch–Jozsa algorithm, f : {x1, x2, . . . , xn} → {0, 1} and Uf acts on a n-qubit state. The procedure for getting
a sum over states |x, f (x)〉 is achieved by two steps. First, applying Hadamard transform on the n data qubits starting from
the initial state |ψ0〉 = |0〉 yields,

H⊗n
|0, 0, . . . , 0〉 =

(
1
√

2

)n

[|0〉 + |1〉]n
=

1
√

2n

1∑
in=0

· · ·

1∑
i1=0

|i1, . . . , in〉

=
1
√

2n

2n
−1∑

x=0

|x〉 ≡ |ψWH〉. (5.72)

The Walsh–Hadamard state |ψWH〉 is an equally weighted coherent superposition of all 2n distinct basis states [see (5.21)].
Second, parallel evaluation of a function f (x) with an n bit input x and a 1 bit output, f (x), can be performed by applying
the n-qubit gate Uf , which for a given n+ 1-qubit state |x, 0〉 results in,

|x〉|0〉 7−→ Uf |x〉|0〉 = |x〉|f (x)〉. (5.73)

When applied to the state in Eq. (5.72), Uf yields the following result:

Uf
[
H⊗n
|0, 0, . . . , 0〉|0〉

]
=

1
√

2n

2n
−1∑

x=0

|x〉|f (x)〉. (5.74)

Thus, “Massive quantum parallelism” enables all values of the function f to be evaluated simultaneously.

Problem 5.23

(a) Calculate the two-qubit Walsh–Hadamard transform transformation H⊗2 applied to |0〉 ⊗ |0〉.
(b) Calculate the two-qubit Walsh–Hadamard transform transformation H⊗2 applied to |1〉 ⊗ |1〉.

Answers: (a) H⊗2
|0〉 ⊗ |0〉 = H|0〉 ⊗ H|0〉 = 1

2 (|0〉 + |1〉)(|0〉 + |1〉).
(b) H⊗2

|1〉 ⊗ |1〉 = H|1〉 ⊗ H|1〉 = 1
2 (|0〉 − |1〉)(|0〉 − |1〉).

Unfortunately, this form of “massive quantum parallelism” is not useful unless we can extract an information about
f (x) for all x. In the single-qubit example, measurement of the state gives either |0, f (0)〉 or |1, f (1)〉, not both. In the
n-qubit example, measurement of

∑2n
−1

x=0 |x〉| f (x)〉 yields the pair (x, f (x)) for only one value of x. How do we extract
information about more than one value of f (x) from superposition states? This question is answered by the two algorithms
detailed below, which involve a simple modification of the gate described above, together with the use of interference.
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The Deutsch Algorithm

In the single-qubit example, we follow the algorithm shown in Fig. 5.8, and let the output register start off in state |1〉,
so that the initial two-qubit state is |0〉|1〉. Applying the Hadamard transformation to both qubits, H1H2|0〉|1〉 =(

1
√

2

)2
[|0〉 + |1〉] [|0〉 − |1〉], and applying the gate Uf gives

Uf [H1H2|0〉|1〉] =


±

(
1
√

2

)2
[|0〉 + |1〉] [|0〉 − |1〉] if f (0) = f (1)

±

(
1
√

2

)2
[|0〉 − |1〉] [|0〉 − |1〉] if f (0) 6= f (1)

. (5.75)

In deriving Eq. (5.75), we used the fact that Uf |x〉[|0〉 − |1〉] = (−1)f (x)|x〉[|0〉 − |1〉]. Applying a final Hadamard
transformation to the first qubit yields

H1Uf [H1H2|0〉|1〉] =

±
1
√

2
|0〉 [|0〉 − |1〉] if f (0) = f (1)

±
1
√

2
|1〉 [|0〉 − |1〉] if f (0) 6= f (1)

. (5.76)
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FIG 5.8 Schematic of the Deutsch algorithm.

Suppose the aim of the calcu-
lation is to differentiate between
the following two alternative
types of functions: the constant
function, f (x) is the same for all
values of x, and the balanced
function, f (x) = 1 for half the
values of x and f (x) = 0 for the

other half. Since f (0)⊕ f (1) = 0 if f (0) = f (1) and f (0)⊕ f (1) = 1 if f is balanced, Eq. (5.76) can be written as

H1Uf [H1H2|0〉|1〉] = ±
1
√

2
| f (0)⊕ f (1)〉 [|0〉 − |1〉] . (5.77)

By measuring the first qubit, we determine f (0)⊕ f (1). This is a property of f , which is global; it depends on the values
of the function at all values of x.

Deutsch–Jozsa Algorithm

The Deutsch–Jozsa algorithm generalizes the Deutsch algorithm for a function f (x1, x1, . . . , xn)→ {0, 1} defined on n-bit
states and has a one bit target space. Here, the specific challenge is to construct an efficient algorithm to decide whether
f (x) is constant, say f (x) = 1, or balanced. A balanced function from n bit domain to one bit target assumes the value 0
on 2n−1 arguments from its domain and 1 on the other 2n−1 arguments.

We start with n data qubits plus one target qubit in state, |0, 0, . . . , 0〉 ⊗ |1〉. After applying the Walsh–Hadamard
transform to the data qubits and obtaining Eq. (5.72), a Hadamard transformation H is applied to the target qubit |1〉 to
obtain the state

|ψ1〉 =
1
√

2n

2n
−1∑

x=0

|x〉
1
√

2
[|0〉 − |1〉] . (5.78)

Then the operator Uf is applied to obtain

|ψ2〉 =
1
√

2n

2n
−1∑

x=0

(−1)f (x)|x〉
1
√

2
[|0〉 − |1〉] . (5.79)
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The data qubits now have the function values f (x) stored in the amplitudes of the superposition state. Another Walsh–
Hadamard transformation H⊗n is applied to the data qubits, yielding the state

|ψ3〉 =

2n
−1∑

z,x=0

(−1)x·z+f (x)

2n
|x〉

[|0〉 − |1〉]
√

2
, (5.80)

where x · z is the modulo 2 bitwise inner product of x and z. [To understand Eq. (5.80), note that for x = 0 or x = 1,
H|x〉 = 2−1/2∑

z(−1)xz
|z〉; hence, H⊗n

|x1, . . . , xn〉 = 2−n/2∑
z1,...,zn

(−1)x1z1+...+xnzn |z1, . . . , zn〉]. Now, the data register

is measured. It is surprising that the measured amplitude for the state |0, . . . , 0〉 is (−1)f (x)/2n. Therefore, for the case
where f (x) = constant, the amplitude for |0, . . . , 0〉 is +1 or −1, depending on the constant value f (x) takes. Since |ψ3〉

is of unit length, all the other amplitudes must be zero, and an observation will yield 0 for all qubits in the query register.
If instead f (x) is balanced, then the positive and negative contributions to the amplitude for |0, . . . , 0〉 cancel, leaving an
amplitude of zero, and a measurement must yield a result other than 0 on at least one qubit in the date register. So, if all
zeros are measured, the function is constant, and otherwise the function is balanced.

We shall see that the Deutsch–Jozsa algorithm actually makes use of the quantum Fourier transform algorithm (as do
the discrete logarithm algorithm and the Shor factorization algorithm) via the Walsh–Hadamard transformation H⊗n. This
is one of three classes of known quantum algorithms that provide advantages over classical algorithms, where the other
two classes are quantum search algorithms and quantum simulation algorithms. Let us now consider quantum search
algorithms.

5.3.2 THE GROVER SEARCH ALGORITHM

The quantum search algorithm was discovered by Lov Grover in 1996 [69]. It solves the following problem: given a
database with N stored elements, with no prior knowledge about the structure of the information, find the element satis-
fying a given property. This problem requires approximately N/2 operations (on the average) with classical algorithms,
but the quantum search algorithm requires approximately

√
N operations, i.e., the quantum algorithm offers a quadratic

speedup, as compared with the exponential speedup of the quantum Fourier transform (FT) algorithm. Moreover, Grover’s
algorithm is probabilistic in the sense that it gives the correct answer with high probability, but not certainty. Furthermore,
on completing the algorithm, the data base is destroyed via the measurement carried out at the end of the algorithm.

Grover’s algorithm is an inverting algorithm. Given a function y = f (x) that can be evaluated on a quantum computer,
this algorithm allows the determination of x when y is given. It is related to search of a database, since a function can be
determined that produces a particular value of y if x matches a desired entry in the database.

index (x) name phone number

A
B
C
D
D
F

Z

d0
d1
d1
d2
d3
d4

dN-1

0
1
2
3
4
5

N-1

.

.

.

.

.

.

.

.

.

FIG 5.9 Schematic of a telephone directory to be searched in the Grover
algorithm. The names are alphabetically arranged, but the phone
numbers are randomly assigned.

Suppose we want to search a space of N ele-
ments, say, to find the names of persons from their
list of phone numbers. To do so, we construct an
index x corresponding to those elements, which is
an integer in the range [0, N − 1], as shown in
Fig. 5.9. Let us assume that N = 2n, so the index
can be stored in n (classical) bits. Furthermore, let
us assume that the search problem has M solutions,
with 0 ≤ M ≤ N. Below, we assume, for simplic-
ity, that only one phone number can meet the search
criteria.

The solution to the search problem can be devel-
oped in terms of a function f (x) with input x, which
is an integer in the range [0, N − 1] (the index x
defined in the previous paragraph), with f (x) = 1 if
x is a solution to the search problem, and f (x) = 0
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if x is not a solution. We define a unitary operator Uf (sometimes called an oracle), which acts on the states |x〉|q〉, where
|x〉 are n-qubit states and |q〉 is an additional qubit (sometimes called the oracle qubit), such that

|x〉|q〉 7−→ Uf |x〉|q〉 = |x〉|q⊕ f (x)〉. (5.81)

The oracle qubit |q〉 is flipped if f (x) = 1 and is unchanged otherwise. (If more than one solution to the search problem
exists, more than one oracle qubit is required.) To determine whether x is a solution to our search problem, one can
prepare |x〉|0〉, apply the oracle Uf , and check to see whether the oracle qubit has been flipped to |1〉. In the actual
Grover algorithm, we apply Uf with the oracle qubit initially in the state |0〉−|1〉√

2
, in a fashion similar to the Deutsch–

Jozsa algorithm (i.e., we apply the Hadamard transformation to the oracle qubit in the initial state |1〉, thereby obtaining

|q〉 = |0〉−|1〉√
2

). If x is not a solution to the search problem, applying Uf to the state |x〉 |0〉−|1〉√
2

does not change the state of

the n+ 1-qubit system, but if x is a solution, it gives the state −|x〉 |0〉−|1〉√
2

, i.e.,

|x〉
|0〉 − |1〉
√

2
7−→ Uf |x〉|q〉 = (−1)f (x)|x〉

|0〉 − |1〉
√

2
. (5.82)

The Grover algorithm starts by considering n = log2 N qubits in the state |0〉 and applying a Walsh–Hadamard
transform to them, as in Eq. (5.72):

H⊗n
|0, 0, . . . , 0〉 =

1
√

2n

2n
−1∑

x=0

|x〉 ≡ |ψWH〉. (5.83)

In addition to the n qubits, a set of work qubits called the oracle qubits are employed, where the initial state of each oracle
qubit is |1〉, and a Hadamard transformation is applied to each oracle qubit. For simplicity, we have assumed that only
one phone number can meet the search criteria; then, only one oracle qubit is required. Then, the oracle operator Uf will

be applied to |ψWH〉

(
|0〉−|1〉
√

2

)
=

(
1
√

2n

∑2n
−1

x=0 |x〉
) (
|0〉−|1〉
√

2

)
to obtain

Uf

(
1
√

2n

2n
−1∑

x=0

|x〉
|0〉 − |1〉
√

2

)
=

2n
−1∑

x=0

(−1)f (x)|x〉
|0〉 − |1〉
√

2
. (5.84)

A schematic representation of the Grover algorithm for this case is shown in Fig. 5.10. After the preparation of

|ψWH〉

(
|0〉−|1〉
√

2

)
≡

(
1
√

2n

∑2n
−1

x=0 |x〉
) (
|0〉−|1〉
√

2

)
, the Grover operator G is applied on the order of

√
N = 2n/2 times,

where the Grover operator G is defined as the product of the oracle operator Uf and the “inversion about the average
operator,” D, i.e., G = DUf . The structure of the operator D, called the inversion about the average operator, is detailed
below. Then, the state of the n-qubit register is measured. The output, i.e., the sequence of 0s and 1s that are measured, is
a binary representation of index x of the desired element, with probability close to unity.

The “inversion about the average operator,” D, is defined as follows:

D ≡ H⊗nOphaseH⊗n
= H⊗n(2|0〉〈0| − 1)H⊗n

= 2|ψWH〉〈ψWH| − 1. (5.85)

It operates only on the n-qubit register. The conditional phase-shift operator appearing in D, Ophase = (2|0〉〈0| − 1) is
sandwiched between two Walsh–Hadamard transforms. When the operator D is applied to the arbitrary n-qubit superpo-
sition state

∑2n
−1

x=0 cx|x〉, it yields

2n
−1∑

x=0

cx|x〉 7−→ D
2n
−1∑

x=0

cx|x〉 =
2n
−1∑

x=0

(2〈c〉 − cx)|x〉, (5.86)
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FIG 5.10 The quantum search algorithm. The oracle operator Uf employs a work qubit, called the oracle qubit, for its implementation. The
Grover operator G = DUf is the product of the oracle operator Uf and the “inversion about the average operator”
D = H⊗nOphaseH⊗n (see text), which operates only on the n-qubit register. The measurement performed at the end of the
quantum search algorithm involves only the n-qubit register.

where 〈c〉 = N−1∑2n
−1

x=0 cx. In words, the D operator maps each amplitude cx into 2〈c〉− cx. We shall see that this means
that the amplitude cs of the state |xs〉 representing the solution is increased byO(1/

√
N) on each application of the Grover

operator G.
The Grover operator can be regarded as a rotation in the two-dimensional space spanned by the solution vector |xs〉 to

the search problem and the space orthogonal to it,
∑

x 6=xs
|x〉 (if more than one solution exists, we need solution vectors,

but here we assume there is only one). An arbitrary n-qubit superposition state |ψ〉 =
∑2n

−1
x=0 cx|x〉 can be expressed as

the superposition

|ψ〉 = cs|xs〉 +
∑
x 6=xs

cx|x〉 ≡ cs|xs〉 + c⊥|x⊥〉. (5.87)

The application of G on |ψ〉 can be understood by noting that the oracle Uf performs a reflection about the vector |x⊥〉,
which is perpendicular to |xs〉 in the plane defined by |xs〉 and |x⊥〉, i.e., Uf (c⊥|x⊥〉+cs|xs〉) = c⊥|x⊥〉−cs|xs〉. Moreover,
D performs a reflection about the vector |ψWH〉 in the plane defined by |xs〉 and |x⊥〉. The product of two reflections is

a rotation, so G = DUf = eiσyθ . For large N, the rotation angle θ satisfies cos θ =
√

N−1
N , and therefore, θ ≈ sin θ =

1
√

N
. After O(

√
N) rotations, with high probability, the measurement yields an item satisfying f (i)= 1. In other words,

repeated application of G rotates the state vector close to |xs〉. Thus, measurement in the computational basis produces
the integer xs in base 2 with high probability, i.e., it produces a solution to the search problem.

Let us summarize the components used in the Grover algorithm. The Walsh–Hadamard operator applied at the
beginning of the algorithm on the state |0〉 corresponds to making a Fourier transformation (see Sec. 5.3.3). This
generates the uniform vector |ψWH〉. The Grover algorithm operates in the Hilbert space of n qubits plus the oracle
qubit(s). It applies the Grover operator G, which is given by the product of the oracle operator Uf , and the “inversion
about the average operator” D. [Recall that G uses the function f : {0, 1}n 7−→ {0, 1}, where f (i) = 0 if the ith item does
not satisfy the search criteria, and f (i) = 1 if it does.] In general, there are nc items that satisfy the search criteria, such
that f (i) = 1 a total of nc times. We have assumed in our discussion that nc = 1, but the algorithm can be generalized
to the case nc > 1. In this case, we need only one oracle qubit. After every iteration G, the amplitude of the solution
increases by O(1/

√
N). Therefore, after O(

√
N) iterations, the probability to find the data register in state solution state

approaches unity.

Example: Consider the case n = 3, i.e., N = 8. Then i = 0, 1, . . . , 7 correspond to |0, 0, 0〉, |0, 0, 1〉, . . . , |1, 1, 1〉. The
starting state is,

|9〉 = |ψ〉 ⊗

[
1
√

2
(|0〉 − |1〉)

]
≡

1
√

8

7∑
i=0

|i〉 ⊗

[
1
√

2
(|0〉 − |1〉)

]
, (5.88)
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where |ψ〉 = |ψWH〉. Since the right qubit, 1
√

2
(|0〉 − |1〉), is not altered during manipulations, it will be omitted in the

analysis below. Suppose we are searching for the element with |i = 5〉 = |1, 0, 1〉. The Grover algorithm then consists
of a series of operations (the quantum circuit denoted by CG) operating on |ψ〉 whose purpose is to increase the overlap
〈CGψ |1, 0, 1〉 = 〈CGψ |5〉 until it is close to unity. Controlling the overlap is facilitated by considering two orthogonal

| >
| >

| 1>

| 2>

| 3>

| 4> |101>

/2
/2

FIG 5.11 Geometric interpretation of the Grover search algorithm. The
initial state |ψ〉, marked by white arrow and defined in Eq. (5.88),
is decomposed into a linear combination of orthogonal states |φ〉,
Eq. (5.89), and |5〉 ≡ |101〉. Initially, its overlap with |5〉 is small,
and the aim of Grover’s algorithm is to increase the overlap
within a few applications of G = DUf . Application of Uf on |ψ〉
reflects it around |φ〉 leading to |ψ1〉. Subsequent application of D
reflects |ψ1〉 around |ψ〉, leading to |ψ2〉 with improved overlap
with |5〉. Another application of Uf and D leads to |ψ3〉 and then
|ψ4〉, and the probability of measuring |5〉 in |ψ4〉 is already close
to 95%.

three-qubit states, |5〉 = |1, 0, 1〉 and |φ〉 ⊥ |5〉,
defined as,

|φ〉 ≡
1
√

7

7∑
i=0

(1− δi,5)|i〉, (5.89)

and expressing |ψ〉 as a linear combination of |φ〉
and |5〉,

|ψ〉 =

√
7
√

8
|φ〉 +

1
√

8
|5〉. (5.90)

The overlap 〈ψ |5〉 = 1/
√

8 is small, and the task
of the Grover algorithm is to improve it. To con-
struct the grover gate G, we consider the function
f (i) = −δi,5 (i = 0, 1, . . . , 7) and design the special
gate Uf , such that Uf |i〉 = (1−2δi,5)|i〉. The Grover
gate is then given by G = DUf = 2(|ψ〉〈ψ |−1)Uf .
Geometrically, it is a composition of reflection with
respect to |φ〉 (in terms of Uf ) followed by a reflec-
tion with respect to |ψ〉 (in terms of D). The geo-
metrical interpretation of the Grover algorithm is
displayed in Fig. 5.11. Denoting by θ/2 the angle
between |φ〉 and |ψ〉, we have θ = 2arcos

√
7/8 =

arcos(3/4). In the first step, Uf is applied, yielding

|ψ1〉 = Uf |ψ〉 = |ψ〉 −
1
√

2
|5〉 =

√
7
√

8
|φ〉 −

1
√

8
|5〉, (5.91)

and then D is applied on |ψ1〉, leading to

|ψ2〉 = (2|ψ〉〈ψ | − I)|ψ1〉 =
1

2
|ψ〉 +

1
√

2
|5〉 =

√
7

32
|φ〉 +

5
√

32
|5〉. (5.92)

The overlap 〈ψ2|5〉 = 1/
√

2 is indeed better. The next (and last) application of G is as follows:

Uf |ψ2〉 = |ψ3〉 =
1

2
|ψ〉 −

3
√

8
|5〉 =

√
7

32
|φ〉 −

5
√

32
|5〉, (5.93)

D|ψ3〉 = |ψ4〉 = (2|ψ〉〈ψ | − I)|ψ3〉 =

√
7

128
|φ〉 −

11
√

128
|5〉. (5.94)

The overlap 〈ψ4|5〉 = 11/
√

128, and hence, the probability to find |5〉 = |101〉 in |ψ4〉 is
∣∣∣11/
√

128
∣∣∣2 = 0.945.
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5.3.3 QUANTUM FOURIER TRANSFORM

The quantum Fourier transform is the only known tool in quantum computation that yields an exponential advantage over
classical computational methods. Therefore, we shall consider it in detail.

The (classical) Fourier transform (FT) is an important operation used in science, engineering, and economics
(see Appendix D). The discrete FT transforms a set of (in general complex) numbers x0, x1, . . . , xN−1 to another set
y0, y1, . . . , yN−1, as follows:

yk =
1
√

N

N−1∑
j=0

e2π ijk/Nxj. (5.95)

This transformation is norm preserving,
∑

k |yk|
2
=
∑

j |xj|
2. For computational convenience, the dimension N is usually

taken to be a power of 2, i.e., N = 2n. The classical fast Fourier transform (FFT) algorithm requires N log N = n 2n

computational steps. The quantum Fourier transform algorithm, invented by Peter Shor, offers an exponential speedup;
it can be evaluated in polynomial time on a quantum computer, i.e., O(n2) gates are required for an n-qubit FT.

The n-qubit basis states, |0〉, . . . , |N−1〉, where N = 2n, can be represented using the notation |j〉, where 0 ≤ j ≤ 2n
−1

[in Eq. (5.70), we used the notation |x〉]. Recall that the binary representation of j is given by j = j12n−1
+ j22n−2

+ . . .+

jn−121
+ jn20

≡ j1j2 . . . jn−1jn [see Eq. (5.22)]. The quantum FT operator, UQFT , is defined by its effect on the basis state
|k〉 by

|k〉 7−→ UQFT |k〉 =
1
√

N

N−1∑
j=0

e2π ijk/N
|j〉. (5.96)

When this transformation is applied to an arbitrary n-qubit state
∑N−1

j=0 xj|j〉, we obtain

N−1∑
j=0

xj|j〉 7−→ UQFT

N−1∑
j=0

xj|j〉 =
N−1∑
k=0

yk|k〉, (5.97)

where

yk =
1
√

N

N−1∑
j=0

e2π ijk/Nxj. (5.98)

The transformation UQFT is unitary, as we shall shortly see, and therefore, it can be implemented on a quantum computer.
Another equivalent way of writing the transformation (5.96) uses the notation of binary fractions,

[0.jljl+1 . . . jn−1jn] ≡ jl/2
1
+ jl+1/2

2
+ . . .+ jn−1/2

n−l
+ jn/2

n−l+1, (5.99)

where 0 . j ∈ [0, 1). Explicitly, it reads,

UQFT |k〉 =
1

2n/2
(|0〉 + e2π i[0.kn]

|1〉)(|0〉 + e2π i[0.kn−1kn]
|1〉) . . . (|0〉 + e2π i[0.k1...kn]

|1〉). (5.100)

This representation allows us to construct an efficient quantum circuit computing the FT, and a proof that the quantum
FT is unitary. The equivalence of Eqs (5.96) and (5.100) can be demonstrated by the following algebra:

UQFT |k〉 =
1

2n/2

2n
−1∑

j=0

e2π ijk2−n/2
|j〉

=
1

2n/2

1∑
j1=0

. . .

1∑
jn=1

e2π ik(
∑n

l=1 jl2−l)
|j1 . . . jn−1jn〉
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=
1

2n/2

n∏
l=1

1∑
jl=0

e2π ikjl2−l
|jl〉 =

1

2n/2

n∏
l=1

(
|0〉 + e2π ik2−l

|1〉
)

=
1

2n/2

(
|0〉 + e2π i[0.kn]

|1〉
) (
|0〉 + e2π i[0.kn−1kn]

|1〉
)
. . .
(
|0〉 + e2π i[0.k1...kn]

|1〉
)

. (5.101)

This product representation of the unitary transformation can be implemented by the circuit shown in Fig. 5.12. In
Fig. 5.12, the swap of the qubits {|ϕm〉} to get the order of the qubits as in Eq. (5.100) is not shown (it needs to be added).
By explicit construction, this transformation is unitary, since each gate it is composed of is unitary.

Let us consider the components of this transformation. The controlled-phase gates add a phase factor to the coefficient

of the basis state |1〉; e.g., Rj ≡

(
1 0
0 e2π i2−j

)
adds the phase e2π i2−j

. The Hadamard gate applied to the qubit |k1〉 gives

|k1〉 7−→ H|k1〉 =
|0〉 + e2π i[0.k1]

|1〉
√

2
, (5.102)

since e2π i[0.k1]
= −1 when k1 = 1 and e2π i[0.k1]

= +1 when k1 = 0; similarly, a Hadamard gate applied to the qubit |km〉

gives

|km〉 7−→ H|km〉 =
|0〉 + e2π i[0.km]

|1〉
√

2
. (5.103)

Let us follow the first qubit as the gates are applied to it in succession. The Hadamard gate applied to the first qubit in
Fig. 5.12 gives Eq. (5.102), which when followed by application of R2 gives

|0〉 + e2π i[0.k1k2]
|1〉

√
2

.

Applying R3, R4, through Rn yields

|ϕn〉 =
|0〉 + e2π i[0.k1k2...kn]

|1〉
√

2
.

Similarly for the other qubits in the figure. In Fig. 5.12, we have used the notation, |ϕj〉 ≡ (|0〉 + e2π i[0.kn−j+1kn−j+2...kn]

|1〉)/
√

2, to denote the output qubits corresponding to the various input qubits.

| j1> H

| j2>

R2 R3 ... Rn-1

| j3>

...

| jn-1>

| jn>

Rn

H R2 ... Rn-1

H R2 ... Rn-2

H R2

| n>

| n-1>

| n-2>

| 1>

| 2>

FIG 5.12 Circuit diagram for the quantum Fourier transform based on the product representation of the transformation given in Eq. (5.100).
The final swap of the qubits at the very end of the circuit is not shown.
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To obtain Eq. (5.100), the qubits shown in Fig. 5.12 must be swapped. The SWAP gate [see Eq. (5.50)] can be
implemented by three CNOT gates, as shown in Fig. 5.13. Swapping |ϕi〉 and |ϕj〉 is implemented as follows:

|ϕi〉|ϕj〉 7−→ CNOT12|ϕi〉|ϕj〉 = |ϕi〉|ϕi ⊕ ϕj〉

|ϕi〉|ϕi ⊕ ϕj〉
CNOT21
7−→ |ϕi ⊕ (ϕi ⊕ ϕj)〉|ϕi ⊕ ϕj〉 = |ϕj〉|ϕi ⊕ ϕj〉

|ϕj〉|ϕi ⊕ ϕj〉
CNOT12
7−→ |ϕj〉|(ϕi ⊕ ϕj)⊕ ϕj〉 = |ϕj〉|ϕi〉. (5.104)

FIG 5.13 Circuit diagram for the swap of two qubits,
Eq. (5.104).

The total number of gates used in the quantum FT is as follows:
The first qubit is subjected to n gates in Fig. 5.12. The second qubit to
n− 1, and so on, so the total number of gates in Fig. 5.12 is n+ (n−
1) + . . . + 1 = n(n + 1)/2. Moreover, n/2 swaps are required at the
end, each of which required three CNOT gates, making for a total of
n2/2+ 2n gates. Hence, the order of the algorithm is O(n2). This is an
exponential speedup relative to the O(n 2n) operations needed for the
FFT on a classical computer.

Given the exponential speedup of the quantum FT, one might think that it can be used to efficiently solve a great
variety of classical problems. However, to date, only a limited number of problems have been shown to be amenable
to the quantum FT algorithm, including the Shor prime factorization algorithm, period finding, and discrete logarithm
determination.

One problem associated with the use of the quantum FT is that it is difficult to accurately prepare the input state of
a quantum register in an arbitrary state (5.97), |ψ〉in =

∑N−1
j=0 xj|j〉, which is typically an entangled state of N qubits.

Another problem is measuring the amplitudes yk of the output state (5.97), unless the input represents a periodic function,
for then only one or just a few output states |k〉 have appreciable probabilities |yk|

2. Until these problems are overcome,
the quantum FT will not be used to speedup the calculation of FT problems that are so important for engineering, science,
and data processing problems.

5.3.4 SHOR FACTORIZATION ALGORITHM

Shor’s algorithm focuses on the factorization of a large integer into its prime factors. A prime number is an integer greater
than 1, which has only itself and 1 as factors, e.g., 2, 3, 5, 7, 11. The fundamental theorem of arithmetic states that if N is
an integer greater than 1, it can be represented in exactly one way, apart from rearrangement, as a product of one or more
primes, i.e., it can be factorized in the form

N = pN1
1 pN2

2 . . . pNn
n , (5.105)

where p1, . . . , pn are distinct prime numbers (divisibility by 2, 3, and 5 is easy to determine, so these primes are naturally
excluded) and N1, . . . , Nn are positive integers. The factorization problem can be stated as follows: Given a positive
composite integer N, find its factorization according Eq. (5.105). A subproblem of the factoring problem is as follows:
Given a composite integer N, find an integer m, between 1 and N/2, that divides N. This is what Shor’s algorithm
does. It is relatively easy to factor small integers, e.g., 693 = 32

× 7 × 11. However, no efficient algorithm is known
for factorization on a classical computer. But Shor’s quantum factorization algorithm is computationally efficient on a
quantum computer.

Shor’s algorithm is composed of two parts: (1) Reduction of the factoring problem to the order-finding problem, as
discussed below, which can be done on a classical computer. (2) The quantum algorithm to solve the order-finding problem.

Shor’s algorithm: preliminaries

Before discussing Shor’s factorization algorithm, it is necessary to develop some mathematical background in number
theory and modular arithmetic. In the analysis below, all symbols a, b, N, r, x, k, . . . are assumed integers unless otherwise
specified.
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1. Divisibility and greatest common divisor: We say that b divides a if a/b = k (an integer). This is written as b | a. If
b does not divide a, we write it as b - a. The greatest common divisor of two integers a and b is denoted as gcd(a, b)
and is defined as the largest integer that divides both a and b, e.g., gcd(9, 21) = 3 and gcd(5, 9) = 1. In the latter
case, we say that a and b do not have a common factor. A useful theorem states that if a = kb + r, r > 0, then
gcd(a, b) = gcd(b, r). Determining gcd(a, b) can be accomplished in polynomial time in L using Euclid’s algorithm
on a classical computer, where L is the size in bits of Max(a, b).

2. Euclid’s algorithm to find gcd(a, b)
(a) Make sure that a > b. First, divide a by b to get

a = k1b+ r1. By the theorem stated above, gcd(a, b) =gcd(b, r1).
(b) Divide b by r1 to get

b = k2r1 + r2, ⇒ gcd(a, b) = gcd(b, r1) = gcd(r1, r2).
(c) Divide r1 by r2 to get

r1 = k3r2 + r3, ⇒ gcd(a, b) = gcd(b, r1) = gcd(r1, r2) = gcd(r2, r3).
(d) . . . divide rm by rm+1 to get

rm = km−2rm+1 + rm+2, ⇒ gcd(a, b) = . . . = gcd(rm+1, rm+2).
(e) When rm = km+2rm+1 + 0, the chain is complete:

gcd(a, b) = · · · = gcd(rm, rm+1) = rm+1.
Example: Find gcd(6825, 1430).
6825 = 4× 1430+ 1105⇒ k1 = 4, r1 = 1105. 1430 = 1× 1105+ 325⇒ k2 = 1, r2 = 325.
1105 = 3× 325+ 130⇒ k3 = 3, r3 = 130.
325 = 2× 130+ 65⇒ k4 = 2, r4 = 65.
130 = 2× 65+ 0,⇒ k5 = 2, r5 = 0.
gcd(6825,1430)= . . . = gcd(130, 65) = 65.

3. Modular equality: We say that a equals b modulo N if N divides a− b, e.g., a can be written as a = kN + b, where
k and b are integers and 0 < b < N. This is often written as,

a = b[N]⇔ N | (a− b)⇔ a = kN + b. (5.106)

4. Computing high powers modulo N: Application of the Shor algorithm can require computation of high powers
modulo N. This requires polynomial time on a classical computer. For example, suppose we take N = 87 and x = 3
and want to check 719[87]. First, we write 19 in a binary basis, 19 = 16+2+1. Then, 719[87] = 716[87] 72[87] 71[87].
Each power can be written as successive powers of 2, and all powers and multiplications are done modulo 87.

5. The order of x with respect to N and the order finding problem: Suppose 1 < x < N − 1 and r is the smallest
integer, such that xr

= 1[N]. r is then called the order of x with respect to N.

Problem 5.24

Find the order of 4 with respect to 9 and of 5 with respect to 12.

Answer: 3 (43
= 64 = 1[9]) and 4 (54

= 625 = 1[12]).

Finding the order r is referred to as the order-finding problem. Solution of the order problem is at the heart of Shor’s
quantum algorithm.

6. Relation of the order to the factorization problem: The case r = 2 is of special importance, due to the following
theorem:

Theorem: Let N be a composite number as in Eq. (5.105), which is L bits long and let 1 < x < N − 1 a solution of
x2
= 1[N]. Then at least gcd(x− 1, N) and gcd(x+ 1, N) is a non-trivial factor of N. (According to step 1, these can

be computed with O(L3) steps.)
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Proof:

x2
= 1[N]⇒ N | (x+ 1)(x− 1), (5.107)

i.e., N has common factor either (x + 1) or (x − 1). Take N odd, then x is also odd, i.e., 1 < x − 1 < x + 1 < N.
Hence, for the number x satisfying the above condition, the factor (x+ 1 and/or x− 1) is not trivial. If r is even, then
y ≡ xr/2 satisfies y2

= 1[N], and we have r = 2.
7. Continued fraction (CF): The concept of CF has many applications in arithmetic. Here, it is used in answering the

following question: Given a rational number k/q and an integer N � q, what is the closest rational number to k/q
whose denominator r < N? This number is denoted as Rkq(N). The procedure for finding Rkq(N) follows a couple of
guidelines. (1) Starting from k/q, every rational number f < 1 is written as an inverse of its inverse, f = 1/f−1, so
that f−1 > 1. (2) Every rational number g > 1 is written as a sum of its integer and fractional parts, g = [g] + {g},
so that {g} < 1. The n’s CF approximation to k/q is obtained when {g} < 1 at the n’s step is replaced by 0. The
desired approximation obtains when the denominator of the next approximation exceeds N. When {g} = 0, the CF
series converges to k/q.

As an example, consider the case k = 4915, q = 8192, N = 55.

k

q
=

1
8192
4915

=
1

1+ 3277
4915

≈
1

1+ 0
= 1.

3277

4915
=

1
4915
3277

=
1

1+ 1638
3277

⇒
k

q
=

1

1+ 3277
4915

=
1

1+ 1
1+ 1638

3277

≈
1

1+ 1
1+0

=
1

2
.

1638

3277
=

1
3277
1638

=
1

2+ 1
1638

⇒
k

q
=

1

1+ 1
1+ 1638

3277

=
1

1+ 1
1+ 1

2+ 1
1638

≈
1

1+ 1
1+ 1

2+0

=
3

5

(with very small error).
Since, in the next approximation, the denominator becomes larger than N = 55, we conclude that the answer to the above
question is R4915,8192(55) = 3

5 . Actually, since 4915
8192 = 0.59997559, this approximation could be guessed anyhow.

Shor’s Algorithm: Step by Step

The task is to find a nontrivial divisor of an odd integer N of length L in bits.

1. Choosing a random number: The process starts by randomly choosing an odd number 1 < x < N and checking
that x - N, e.g., gcd(x, N) = 1 (if x | N, the factoring problem is partially solved). Using the Euclid’s algorithm, this
check requires O(L3) steps on a classical computer. It leaves us with the quantum computational problem of finding
an (even) order r of x with respect to N. In our example, with N = 55, we choose x = 13.

2. Determining the qubit space: The appropriate number of qubits to be used naturally depends on N. Consider a
number q = 2` satisfying

2N2 < q = 2` < 3N2. (5.108)

Then, we need to work with 2` qubits, and the dimension of the corresponding Hilbert space is n = 22`.

Example: For N = 55, we need to find `, such that 2× (55)2 = 6050 < 2` < 9075 = 3× (55)2. This is satisfied by
` = 13 as 213

= 8192. The number of qubits in this case is then 2` = 2× 13 = 26.
This Hilbert space is a tensor product of two spaces, H = Ha ⊗Hb, each containing ` qubits and therefore have

dimension 2`. A state in H can be written as

|a, b〉 = |a〉 ⊗ |b〉 = |a1, a2, . . . a`〉 ⊗ |b1, b2, . . . , b`〉, (5.109)
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a =
∑̀
i=1

ai2
`−i, b =

∑̀
i=1

bi2
`−i, 0 ≤ a, b ≤ q− 1,

ai = 0, 1, bi = 0, 1, i = 1, 2, . . . , `.

In the notation above, |a, b〉 are referred to as first and second registers. The numbers a, b are determined according
to our state enumeration defined in Eq. 5.21. Having defined the basis states in H, we write the general states as
appropriate linear combinations,

|9〉 =

q−1∑
a=0

q−1∑
b=0

cab|a, b〉,
q−1∑
a=0

q−1∑
b=0

|cab|
2
= 1. (5.110)

3. Walsh–Hadamard transformation on the first register: Now comes the actual quantum mechanical operations
implemented as gates applied to the qubits. The initial state is chosen to be |90〉 = |a = 0, b = 0〉. The first operation

is to apply the Walsh–Hadamard transform
⊗`

i=1 H on the first register, where H = 1
√

2

(
1 1
1 −1

)
. By using Eq. (5.72),

we see that the state obtained is

|91〉 = [
⊗̀
i=1

H|0〉]⊗ |0〉 =
1
√

q

q−1∑
a=0

|a, 0〉. (5.111)

In our example, N = 55, ` = 13, q = 2` = 8192, and the state after the first step is

|91〉 =
1
√

213

(
|0, 0〉 + |1, 0〉 + . . .+ |213

− 1, 0〉
)

. (5.112)

4. Applying Uf : The operator Uf defined in Eq. (5.71) is now applied on |91〉. The function f (a) in the present case is
xa[N], so Uf |a, 0〉 = |a, xa[N]〉. Note that 1 < xa[N] < N � q = 2`. Hence, the second register contains states with
numbers smaller than N. After applying Uf , the state of the system becomes

|92〉 =
1
√

q

q−1∑
a=0

|a, xa[N]〉. (5.113)

In our example (see above for computing high powers modulo N),

|92〉 =
1
√

213
[|0, 130[55]〉 + |1, 131[55]〉 + |2, 132[55]〉 + |3, 133[55]〉 + . . .

+ |9, 139[55]〉 + . . . |213
− 1, 13213

−1[55]〉]

=
1
√

213
[|0, 1〉 + |1, 13〉 + |2, 4〉 + · · · + |9, 28〉 + . . . |213

− 1, 2〉]. (5.114)

5. Measuring the second register only: The interpretation from the point of view of quantum measurement theory is
as follows: On measuring the second register, the state |92〉 of Eq. 5.113 will collapse in such a way that the second
register will be one of the states |a, xa[N]〉, say

xa0 [N] ≡ c, 0 ≤ c < N − 1. (5.115)

After this collapse, there will still remain a sum on a, which runs on all the as in the first register for which xa[N] =
xa0 [N] = c. The set of as satisfying this condition is denoted by A. To identify all the elements of A, recall the order
1 < r < N − 1, defined as the smallest integer, such that xr[N] = 1. Of course this implies periodicity in r, such that
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xmr
= 1[N] for any integer m, i.e.,

A = {a0, a0 + r, a0 + 2r, . . . a0 + (M − 1)r}, such that (5.116)

xa0 = c, xmr
= 1[N], m = 1, 2, . . . (M − 1), a0 + (M − 1)r ≤ q− 1.

The number M is determined by the conditions that 0 ≤ a ≤ q − 1, i.e., (M − 1)r . (q − 1). Clearly, M ≈ q
r � 1.

After step 3, the state of the system collapses to:

|93〉 =
1
√

M

∑
a∈A

|a, c〉 =
1
√

M

M−1∑
m=0

|a0 + mr, c〉. (5.117)

In this expression, we know a0 and c, but of course we do not know r nor M. In our example, we assume that the
result of measuring the second register is c = 28, so that a0 = 9 and

|93〉 =
1
√

M

M−1∑
m=0

|9+ mr, 28〉. (5.118)

6. Applying QFT Uq to the first register: For a given basis state in the sum, the operation reads,

Uq|a0 + mr〉 =
1
√

q

q−1∑
k=0

e2π i
k(a0+mr)

q |k〉 ≡
1
√

q

q−1∑
k=0

e2π i
ka0

q e2π i kmr
q |k〉 ≡

1
√

q

q−1∑
k=0

e2π i
ka0

q η(k)m|k〉, η(k) = e2π i kr
q .

(5.119)

Consequently, the state of the system now becomes,

Uq|93〉 = |94〉 =
1
√

qM

q−1∑
k=0

e2π i
ka0

q

(
M−1∑
m=0

η(k)m
)
|k〉 ⊗ |c〉

=
1
√

qM

q−1∑
k=0

e2π i
ka0

q
1− η(k)M

1− η(k)
|k〉 ⊗ |c〉 (5.120)

in our example, |94〉 =

213
−1∑

k=0

e
2π i 9k

213

√

213M

1− η(k)M

1− η(k)
|k〉 ⊗ |28〉.

7. Measuring the first register: The probability P(k) of observing a component of |94〉 corresponding to a specific k
is given by,

P(k) =
1

qM

∣∣∣∣1− η(k)M1− η(k)

∣∣∣∣2 . (5.121)

Note that P(k) does not contain information about c, and its information on x (the random number chosen in step 1)
is hidden (see below). For large M, the probability P(k) is very sharply peaked at M/q when η(k) → 1. Therefore,
the result of measurement will give a value of k very close to one of the peaks (to which the state will collapse) with
very high probability. From the definition in Eq. (5.119), such a peak occurs when kr/q = I (an integer). Although
k and q are known, this Diophantic equation does not completely identify r because, although r = m` with integers
m and ` such that k`/q = I/m is also an integer, we cannot conclude that ` = r. For example, if k = 10, q = 5,
and r = 6, we find k × 6/q = I = 12 → r = 6 but also k × 2/q = I = 4 → r = 2 or k × 3/q = I = 6 →
r = 3.
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8. Identifying r from the peaks of P(k): To identify r, we should use the CF method. If r is a multiple of some smaller
integer, say r = m` (m, ` integers) and k`/q = I/m is an integer, then the CF method can be used to identify `. To get
r from ` requires further test. Starting with `, note that although k/q does not, in general, fall exactly on values I/(m`),
it may fall very close to it. So the question is, what is the closest rational number to k/q < 1 whose denominator does
not exceed N? This is exactly the question that is solved by the CF procedure; therefore, ` can be evaluated. Now we
can find r by examining which power xm`

= 1[N], and this implies r = m`. If r is even the factorization problem
is thereby solved. If r is odd, one need to choose another x and repeat the procedure until an even r is found. In our
example, a plot of P(k) versus k looks like in Fig. 5.14.

Inspection of the locations of peaks indicates (even without employing CF) that all of them occur at points very
close to k

q =
I

5m , where I and m are integers. This implies that ` = 5 and it remains to check which m satisfies

xm`
= 135m

= 1[55]. The result is m = 4, and therefore r = 20. Since r is even, y = 13r/2[55] = 1310[55] = 34,
and it satisfies y2

= 1156 = 21 × 55 + 1 = 1[55]. Consequently, y + 1 and/or y − 1 have a common factor with
55, which can be found in polynomial time. In our case, both of them do, that is, gcd(y + 1, N) = gcd(35, 55) = 5,
gcd(y− 1, N) = gcd(33, 55) = 11.

FIG 5.14 P(k) defined in Eq. 5.121 for N = 55, ` = 13, q = 213, x = 13,
and r = 20. Alice (or Bob) do not know r and has to elucidate it
from the location of the peaks, as explained in step 8.

The speedup of the Shor factorization algorithm
is very impressive and is due to the quantum FT
algorithm. However, as already mentioned, to-date,
only a limited number of problems have been found
that amenable to the quantum FT algorithm. All
of them belong to the general class known as the
(Abelian) hidden subgroup problem, which includes
order-finding, prime factorization, period-finding,
and discrete logarithm determination.

5.3.5 QUANTUM SIMULATION

Classical computers are inefficient in simulating
quantum dynamics of compound systems because
the number of degrees of freedom is extremely large
as the number of subsystems increases. Consider a

quantum system S, composed of subsystems A, B, . . . . The corresponding Hilbert space is HS = HA ⊗ HB ⊗ . . ..
These Hilbert spaces are assumed to be finite dimensional, dimHA = NA, etc. The number of states that span HS is
NS = NA × NB × . . . . The Hamiltonian for the system is time independent and given by H =

∑
j Hj + V , where Hj is

the Hamiltonian of subsystem j and V includes the interactions between the subsystems. Suppose, for simplicity, that the
initial state ψ(t0) of the system is not entangled ψ(0) = ψA(0)ψB(0) . . . . Then, the formal solution of the Schrödinger
equation, ih̄ ∂ψ

∂t = Hψ(t) is ψ(t) = U(t, 0)ψ(0) = e−iHt/h̄ψ(0). The exact determination of e−iHt/h̄ is, in many cases,
not possible, and the numerical calculation is often impractical for a large Hamiltonian matrix of size NS × NS. In some
cases, calculation of the evolution can be carried out (see Sec. 7.1) by choosing a basis of size NS of time-independent
functions {φn} and diagonalizing the Hamiltonian matrix Hnm ≡ HS,nm = 〈φn|HS|φm〉, thereby obtaining its eigenvalues
{λ} and eigenstates {|λ〉}. Then one has,

U(t, 0) = e−iHSt/h̄
=

NS∑
λ=1

|λ〉e−iλt/h̄
〈λ|. (5.122)

Another possibility is to expand the wave function as ψ(t) =
∑NS

n=1 cn(t)φn and solve the set of differential equations for
the amplitudes cn(t),

ih̄
dcn

dt
=

NS∑
m=1

Hnmcm, cn(0) = 〈φn|ψ(0)〉, (5.123)
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For either method, even for a small number of systems, e.g., nS = 10, and say 20 states per system, the matrix size
becomes NS = 2010; hence, the calculation of the dynamics even for this relatively small system is prohibitive.

With a scalable quantum computer, we need only j ≈ log2 NS qubits (2j
≈ NS, i.e., the size of the qubit register of

the quantum computer should be comparable with that of the system. The qubit register of the computer starts off in
state |01 02 . . . 0j〉. Then the register is changed to the state |ψ0〉 corresponding to the initial state that is to be simulated.
If the initial state is not entangled, but rather a simple product state, this step requires only a small number of single-
qubit gates. Now, a sequence of gates satisfying U(t, 0) = . . .U2U1 needs to be designed and applied on ψ(0) to obtain
|ψ(t)〉. Finally, the quantum register whose state corresponds to that of the final state |ψ(t)〉 of the simulated system
must be measured. One problem regarding the measurement occurs if the final state |ψ(t)〉 is not an eigenstate of the
quantum register, i.e., if |ψ(t)〉 is not an eigenstate of the time-independent Hamiltonian HS of the system at the final
time and the measurement is of the energy of the system, many repetitions of this procedure may have to be performed
to attain a reliable probability distribution for the final state. Provided the number of required repetitions does not grow
exponentially with system size, but only polynomially, the algorithm will still be efficient.

5.4 DECOHERENCE

Quantum information is extremely fragile, due to interactions between the system and its environment. These interactions
cause the system to lose its quantum nature, a process called decoherence. Decoherence is the result of entanglement
between a quantum system and its (unobserved) environment, and it results in degradation of the purity of a quantum
state; it can result in the loss of purity of a one-body state, of two-body entanglement, or of many-body entanglement.
Decoherence is often blamed for the fact that the world is mostly classical despite the fact that quantum theory provides
all the governing principles. Larger bodies lose coherence more quickly than small ones. This is the essential ingredient in
producing nearly instantaneous decay of entanglement between two large bodies. Preservation of coherence is crucial for
quantum information processing and quantum computing, so control of decoherence is an important issue for quantum
information. In the context of quantum information and quantum computation, we can think of decoherence as noise
processes in quantum processing. The noise may arise in a quantum gate, within a measurement or in the preparation of
the initial qubits used.

The coherence time of a quantum mechanical system, τcoh, is defined as the time for which the system remains
quantum mechanically coherent. This should be compared with the time to perform elementary unitary transformations
involving one and two qubits, τop. The ratio, τop : τcoh, is an important dimensionless number that characterizes a quantum
information processing system; the smaller the ratio, the better.

In addition to its importance for quantum computing and quantum information, decoherence is also relevant to three
important problems: (1) the “quantum measurement” problem (see Sec. 2.5.4), (2) the explanation of the emergence of
the classical world from quantum mechanics, and (3) the arrows of time problem, i.e., why does time never go backward?
In the context of quantum computing and information aspects of decoherence, the relevant questions are: How does
decoherence evolve in time? How does decoherence affect N-qubit entanglement? How does it depend on N? How
can decoherence be controlled and/or tested experimentally? We are going to delay our study of these questions and of
decoherence and dissipation in general, until Chapter 17, to be linked to the book web page, where we take up some of
these topics in detail.

5.5 QUANTUM ERROR CORRECTION

Since decoherence is unavoidable and leads to errors in quantum computations, it is absolutely essential to develop a
method for fault tolerant quantum computation. The problem of noise occurring in classical computation was considered
by von Neumann [70] in the 1950s. Using the concept of redundant information, he showed how to compute when the
elements of computation are faulty. Each bit of information is redundantly encoded in more than one bit (say, in three
bits), and one checks to see whether the bits are the same. If not, the “incorrect” bit is discarded. In the context of quantum
information and computation, the analogous procedure is referred to as quantum error correction, which is a necessary
ingredient in any quantum computation scheme.

https://sites.google.com/site/thequantumbook/
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Problem 5.25

(a) Given a bit error probability of p, find the expression for the probability P for obtaining a bit error on encoding a
bit in three bits.

(b) Calculate the probability P for p = 1.0× 10−4.

Answer: (a) The probability that two bits are faulty is given, using the binomial probability distribution, by
P2 = 3p2(1− p), and the probability of three faulty bits is P3 = p3. Hence, P = P2 + P3 = 3p2

− 2p3.

There are several reasons why fault-tolerant quantum computation is more important and more complicated than for
classical computation.

1. Myriad of possible errors: An error in prescribing a qubit state |ψ〉 = a|0〉 + b|1〉 can take on a continuum of
possibilities since, unlike for classical bits, a continuum variation of the amplitudes a and b is possible. The two
extremes are either a very small change, a→ a[1+O(ε)], which accumulates after [1/ε] operations, or a phase error
such as |0〉 → −|0〉.

2. Qubit collapse after measurement: We cannot simply compare two qubits by projective measurement without
destroying them.

3. No-cloning constraints: Encoding the same qubit more than once (in order to build a quantum error correction code)
is more problematic than the analogous classical procedure on bits, since the no-cloning theorem restricts our ability
to copy an unknown qubit. Hence, protecting quantum information by coding qubits redundantly is problematic.

4. Faulty gate operations: Errors can result also from faulty quantum gates. The reliability of a quantum gate can be
quantified as follows: Suppose that an ideal gate described by the operator Û transforms the state |ψ〉 to |ψf 〉 = Û|ψ〉,
while an imperfect gate Û′ yields |ψ ′f 〉 = Û′|ψ〉. The fidelity F(Û) of the quantum gate Û can be defined in terms of
the overlap

F
ψ ,Û′(Û) ≡ |〈ψf |ψ

′

f 〉|
2
= |〈ψ |Û†Û′|ψ〉|2. (5.124)

The minimum over |ψ〉 and over Û′ of F
ψ ,Û′ is one way to define gate fidelity:

F(Û) ≡ min
ψ ,Û′

F
ψ ,Û′(Û). (5.125)

An alternative way of defining the fidelity is to use FÛ′(Û) = Tr
√

Û′ 1/2ÛÛ′ 1/2 [see Eq. (5.62)] and then take

F(Û) = minÛ′ FÛ′(Û). In any case, the gate failure rate p is given in terms of the fidelity by p = 1− F.
5. Interacting qubits: Qubits interact with each other through two-qubit gates; hence, errors can propagate through the

application of two-qubit gates, from one qubit to another.

Despite the problems mentioned above, algorithms for quantum error correction have been developed:

• Peter Shor’s nine-qubit-code [71] encodes one logical qubit in nine qubits. It corrects for arbitrary errors in a single
qubit.

• Andrew Steane’s algorithm [72] does the same with seven instead of nine qubits.
• Stabilizer codes were developed to correct errors in several qubits systems. The simplest error-correcting codes correct

single-qubit errors but fail when two or more errors occur in the encoding block. By using stabilizer codes, one can, at
least in principle, correct any desired number of errors per block of qubits.

• Alexei Kitaev developed ideas for implementing fault-tolerant computing using topological methods [73] wherein
information stored in the topology of a system will be robust against noise.

• A threshold theorem exists showing that if quantum error correction codes are concatenated, and the error rate of
individual quantum gates is below a certain threshold, it is possible to perform resilient quantum computation, and
therefore, decoherence and imprecision are no longer insurmountable obstacles to realizing a quantum computation.
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Let us consider an error in a single-qubit state |ψ〉 = a|0〉 + b|1〉. Quantum error correction codes to correct an
error in this single qubit employ syndrome measurements. A multi-qubit measurement that does not disturb the quantum
information in the encoded state |ψ〉 but retrieves information about the error if this qubit is employed. A syndrome
measurement can determine whether the qubit in state |ψ〉 has been corrupted. The measurement tells us not only whether
the physical qubit was affected but also which of several possible ways it was affected. It is assumed that the error is either
a bit flip, |0〉 ↔ |1〉, i.e., a|0〉+b|1〉 → b|0〉+a|1〉, or a sign flip of the amplitude of |1〉, i.e., a|0〉+b|1〉 → a|0〉−b|1〉, or
both, i.e., a|0〉+b|1〉 → b|0〉−a|1〉. These correspond to applying the operators σx, σz or σxσz = −iσy, respectively. The
reason for this assumption is that the measurement of the syndrome has the projective effect of a quantum measurement,
so even if the error due to the noise was arbitrary, it can be expressed as a superposition of basis operations σx, σy and σz.
We can represent “no error” by the operator 1 applied to |ψ〉. Therefore, a general single qubit error can be represented
by the operator

Eerror =
√

1− px − pz − pxz 1+ p1/2
x σx + p1/2

z σz + p1/2
xz σxσz, (5.126)

where pi is the probability for error i. Error correcting codes are required for each of the error types described above.
The “general ideas” for designing these codes are as follows [47]:

1. Encode the state of a qubit in an entangled state of several qubits, e.g., adding two or more additional qubits and
entangling the qubit in state |ψ〉 with the additional qubits. This entangled multi-qubit state belongs to a cleverly
chosen code subspace of the multi-qubit Hilbert space, such that an arbitrary single-qubit error on any qubit in the
subspace takes its state to an orthogonal subspace uniquely associated with that particular qubit and the error type.
Hence, the error-correcting code leads to a state orthogonal to the original uncorrupted state for every possible error.

2. Perform multi-qubit measurements on the subspace, which can distinguish between the uncorrupted state and all other
states resulting from any single-qubit error. Such measurements do not disclose the encoded data, but reveal the error
syndrome that identifies the type and location of the error.

3. Knowing the error syndrome, perform the error correction by applying the appropriate transformation to the corrupted
qubit.

Shor’s Quantum Error Correction Algorithm

To see why the classical redundancy correction algorithm is inadequate for quantum error correction, suppose a single
qubit a|0〉 + b|1〉 is encoded as,

a|0〉 + b|1〉 → a|000〉 + b|111〉. (5.127)

Consider first an error caused by, say, a flip of the first qubit,

a|000〉 + b|111〉 −−→
error

a|100〉 + b|011〉. (5.128)

Can one perform a measurement and decide which qubit is flipped? If the first qubit is measured, the result is either 0 or 1,
which is the same as for the nondamaged state. However, quantum mechanics enables measurement on two-qubit states
as well. Thus, for a three-qubit state, |nm`〉measurement of observables such as m⊕ ` or n⊕ ` are admissible (recall that
n⊕` = (n+`) [2]). For the undamaged state, Eq. (5.127) gives 0 and 0, but for the damaged state, Eq. (5.128) gives 0 and
1. A simple check indicates that this combination is possible only if the first qubit is flipped, and we are then instructed to
flip it back. Thus, the error caused by qubit flip can in principle be corrected by use of a superposition as in Eq. (5.127),
and the possibility to perform collective measurements on two-qubits at once. However, the procedure in Eq. (5.127)
does not yet provide any protection against phase errors, for if any one of the three qubits undergoes a phase error, then
the encoded state transforms into a|000〉 − b|111〉 and the quantum information is damaged. Moreover, the probability of
phase errors now becomes three times larger after using the code of Eq. (5.127) due to qubit redundancy. To overcome this
problem without deleteriously affecting qubit flip error correction, the redundancy in phase is superimposed. Explicitly,
the single qubit a|0〉 + b|1〉 is now encoded as,
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a|0〉 + b|1〉 → a|0〉 + b|1〉, (5.129)

|0〉 =
1
√

8
[(|000〉 + |111〉)(|000〉 + |111〉)(|000〉 + |111〉)],

|1〉 =
1
√

8
[(|000〉 − |111〉)(|000〉 − |111〉)(|000〉 − |111〉)]. (5.130)

Both |0〉 and |1〉 are a tensor product of three factors |ψ1〉 ⊗ |ψ2〉 ⊗ |ψ3〉 each containing three qubits and prepared in
the same quantum state, with triple bit redundancy. A single bit flip can then be corrected in any factor by the method
discussed above.

A phase change error might occur turning

|000〉 ± |111〉 −−→
error
|000〉 ∓ |111〉, in one of the factors. (5.131)

The relative phase of the damaged factor is distinct from the phases of the other two. By the “majority rule” discussed
above, we can identify it. Identification is executed not by measuring the relative phase in each factor (because such
measurement would disturb the information contained in a and b), but rather by comparing the phases of pairs of factors.
Technically, we need to measure a six-qubit observable O that flips qubits 1 through 6. Since two bit flips leaves a state
intact, we have O2

= 1, so it has eigenvalues ±1. A pair of factors |ψi〉 ⊗ |ψj〉 with the same sign is an eigenstate of O
with eigenvalue +1, whereas a pair of factors |ψi〉⊗ |ψj〉 with opposite sign is an eigenstate of O with eigenvalue−1. By
measuring O for a second pair of factors, we can determine which one has a different sign than the other two. Finally, we
need to apply a unitary phase transformation to one of the qubits in the damaged pair and reverse the sign. The error is
thereby corrected.

For further details on quantum error correction, the interested reader is referred to Refs [46, 47].

5.6 EXPERIMENTAL IMPLEMENTATIONS

There are a number of schemes that are being explored for implementing quantum information processing and quantum
computing. The physical systems that have been proposed as quantum logic gates include the following:

• Ion traps [74].
• Neutral atoms in optical lattices [75, 76].
• High-Q optical cavities [77].
• Nuclear magnetic resonance (NMR) [78].
• All-optical Quantum computing [56].
• Solid-state qubits (semiconductor quantum-dot [79] and Josephson-junction devices [80]).

Any experimental implementation of quantum information processing must meet the DiVincenzo requirements for a
quantum information system [81]:

I. A scalable physical system with well characterized qubits.
II. The ability to initialize the state of the qubits to a simple well-specified state.

III. Long decoherence times, much longer than the gate times.
IV. A universal set of quantum gates (single qubit rotations, two-qubit gate such as CNOT or controlled phase).
V. A qubit-specific read-out (i.e., measurement) capability.

Let us now briefly review these quantum information processing schemes.

5.6.1 ION TRAPS

Ions can be easily confined and suspended in free space using electromagnetic fields. The qubits can be stored in the inter-
nal states of each ion, and lasers can be applied to induce single-qubit operations. Two-qubit gates can be implemented
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via the collective quantized motion of the ions in the trap; these collective interactions are strong since the ions interact
through the Coulomb force. The first proposed scheme for a quantum computer, which considered a trapped ion system,
was suggested by Ignacio Cirac and Peter Zoller in 1995 [74]. They showed how a two-qubit controlled-NOT quantum
gate could be implemented in an ion trap system. In the same year, a controlled-NOT gate was experimentally realized.
The fundamental operations of a quantum computer have been demonstrated experimentally with high fidelity in trapped
ion systems and entanglement of up to eight qubits has been demonstrated. The trapped ion quantum computer system is
one of the most promising architectures for a scalable, universal quantum information processor.

Experimentally, one places ions in a linear Paul trap, which consists of four parallel conducting rods that serve as elec-
trodes. The distance from the surface of each electrode to the common axis is comparable to the radius of the electrodes,
which is typically about 1 mm. An oscillating rf potential V0 cos(�t) is applied to two opposite electrodes, while the
other pair of electrodes are grounded. For sufficiently high rf frequency �, a charged ion feels a time-averaged potential
mω2
⊥
/2, where m is the mass of the ion and ω⊥ is the frequency associated with the transverse motion of the ion in

the plane perpendicular to the common axis; typically, ω⊥ is in the MHz range. Thus, a chain of ions, cooled to low
temperature, T < 1 mK, is strongly trapped by the effective potential in the transverse direction and confined to the
lowest transverse state and trapped in the axial direction along the common axis by static potential end caps.

In an rf trap, the dynamics of the trapped ions in the axial direction, taken as the z-axis, can be described to a reasonable
level of approximation in terms of normal modes of an ionic 1D crystal, since the transverse frequencies ωx,ωy are very
high compared with the axial frequency ωz, and the motion in these directions is frozen out (only the lowest mode in x
and y is populated). The effective 1D Hamiltonian is

Heff =
∑

i

[
p2

i

2m
+

m

2

(
ω2

z z2
i + cos(�t)ν2

z z2
i

)]
+

1

2

∑
i,j

e2

|zi − zj|
, (5.132)

where pi is the z component of the ith particle momentum and νz is the modulation frequency. Letting zi(t)= z(0)i + qi(t),

we can determine the equilibrium position of the ith ion, z(0)i , by solving the equation, (∂Veff/∂zi)= 0, where Veff =

mω2
z

2

∑
i z2

i +
1
2

∑
i,j

e2

|zi−zj|
. Expanding the effective Hamiltonian about the equilibrium position and retaining up to quadratic

terms in the coordinates qi(t) yields a quadratic Hamiltonian whose normal modes can be determined (see Sec. 16.9 attached
to the book web page). The normal mode with the lowest frequency is the center-of-mass mode with all of the ions rigidly
oscillating together. The first excited mode is a breathing mode, and all other modes have higher frequencies.

Laser cooling of the ions by means of interaction with near-resonant laser light is used to decrease the ion temperature
to less than 1 mK and gets the ions into the lowest vibrational state of the trap. Laser beams in opposite directions are
applied, and by means of the Doppler effect, ions moving toward the laser propagation direction will preferentially absorb
light from this beam and thus decrease their velocity. After many cycles of absorption and re-emission of light, the ions
are cooled to a temperature TD = h̄γ /(2kB), known as the Doppler cooling temperature, where γ is the inverse lifetime
of the excited electronic state used in the absorption process (see Sec. 6.1.6).

One-qubit gates are easy to implement with near-resonant lasers that excite the ionic two-level system, as long as
the ions are spatially separated by more than a wavelength of the laser light, so that they can be individually addressed,
and as long as the ion oscillation distance in the trap is small compared to the wavelength. This latter condition is

called the Lamb-Dicke criterion and is quantified by the Lamb–Dicke parameter, klho ≡
2π
λ

√
h̄

mω , where λ is the laser
wavelength and lho is the harmonic oscillator length for ions in the trap. The Lamb–Dicke criterion is klho� 1; this
condition is required so that the motional state of the ions remains largely unchanged on optical excitation. One-qubit
gates are implemented with lasers that excite the qubits under two conditions: First, the inequality d>λ should be satisfied
between the average separation distance d between the ions and the wavelength of the laser light λ, so that atoms can be
independently addressed by light beams. Second, the Lamb–Dicke criterion requires that the ion oscillation distance in

the trap be much smaller than λ, i.e., klho ≡
2π
λ

√
h̄

mω � 1.
Two-qubit gates that are fast and have high fidelity are less trivial to implement for ions. The Cirac–Zoller CNOT gate

is one solution [74]. It flips the state of a target qubit, |↓2〉 ↔ |↑2〉, only when the control qubit is, say, in state |↓1〉. It

https://sites.google.com/site/thequantumbook/
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FIG 5.15 Cirac–Zoller CNOT gate. A phase gate is constructed by performing the sequence illustrated in this figure. (a) π -pulse on the first
blue sideband on the first ion to map the internal state to the collective vibrational state. (b) 2π -pulse between the |↓, n = 1〉 state
and an auxiliary state |aux〉 on the second ion, resulting in a π phase shift on the state |↓, n = 1〉. (c) a π -pulse on the first blue
sideband on the first ion to map the vibrational state back to the internal state. A controlled-NOT gate can be constructed from a
phase gate with a π/2-pulse on the second qubit before and after the phase gate as described in the text. Reproduced from
P. J. Lee et al. Phase Control of Trapped Ion Quantum Gates, J. Opt. B: Quantum Semiclass. Opt. 7, S371 (2005).

can be implemented by cooling the breathing motional mode ν of the two ions to the |0ν〉 ground state and performing
the three steps:

(1) Apply a π/2-pulse on the target qubit with associated phase φ.
(2) Apply a π phase gate on the two ions (see Fig. 5.15).
(3) Apply a −π/2-pulse on the target qubit with phase φ.

Steps 1 and 3 are achieved by focusing radiation on the target ion only and applying on-resonance π/2 pulse (that is
on for a specific period of time long enough to put the system in a coherent 50% superposition of ion number two, see
Sec. 6.1.1). Step 1 results in the evolution

α |↑2〉 + β |↓2〉 →

(
α + e−iφβ

)
√

2
|↑2〉 +

(
β − eiφα

)
√

2
|↓2〉 . (5.133)

Step 3 is identical to Step 1 except the phase is shifted by π, i.e., Step 3 is Step 1 reversed. Step 2, involves what is
known as a π -pulse, which completely moves the population between two states. Step 2 can be implemented as shown
in Fig. 5.15 [74]. Other schemes of entangling trapped ion qubits are reviewed in Ref. [82], including the two-qubit
gate proposed by Sorensen and Molmer that uses laser radiation tuned close to the motional sidebands and involving
destructive interference to eliminate the dependence of rates and revolution frequencies on vibrational quantum numbers.

5.6.2 NEUTRAL ATOMS IN OPTICAL LATTICES

An optical lattice is a periodic optical structure created by standing wave laser beams that give rise to the optical potential
felt by the atoms in which cooled atoms are trapped (see Fig. 5.16). Ideally, one atom is trapped in each lattice site.
The first proposals for using neutral atoms in optical lattices for quantum computing appeared in 1999 [75, 76]. Neutral
atoms in their electronic ground state couple extremely weakly to the environment. However, neutral atoms also couple
very weakly to each other, making two-qubit gates difficult to implement, but interatomic couplings can be created on
demand by induced electric dipole–dipole interactions or ground state collisions. The ability to turn on interactions only
when needed is highly advantageous because it reduces coupling to the environment and the spread of errors during
computation. The weak atomic interactions also make it relatively straightforward to trap and cool neutral atoms in large
numbers, with favorable implications for scaling to many qubits and perhaps parallel processing. While both Refs [75, 76]
suggest controlled collisions between atoms trapped on different lattice sites for conditional logic operations, single-qubit
gates are implemented by addressing each atom with a laser beam to change the electronic state of the atoms. A two-
qubit gate is implemented by bringing the atoms together and letting their wave functions overlap. During this overlap
a phase that depends on the two-qubits state, |m, n〉 ≡ |m〉 ⊗ |n〉, is accumulated because of the atom–atom (molecular)
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FIG 5.16 The spatial interference pattern of lasers creates an optical lattice
potential that confines atoms in a region smaller than the optical
wavelength, λL. The potential is proportional to the laser intensity
and inversely proportional to the laser detuning from resonance of
the atomic transition.

interaction. Two-qubit phase gates based on this
scheme were demonstrated in Ref. [83]. Since the
atom–atom interaction is weak the atoms need to
interact for a relatively long time to build up the
phase due to their interaction. To achieve efficient
computation and to be faster than decoherence pro-
cesses, it is desirable to generate gates that operate
as fast as possible. The slow two-qubit collisional
gate is one of the two serious obstacles to quantum
computing with neutral atoms in optical lattices,
the other is decoherence. Optimal control theory
has been used to determine the time dependence of
potential to bring the atoms together, so they inter-
act and generate two-qubit collisional gates, which
operate as fast as possible while maintaining high
fidelity of the gate [84].

The loading of an optical lattice with one atom
per site using a Bose–Einstein condensate (BEC)
source has been proposed and studied. These loading methods provide a means for initializing a coherent qubit sys-
tem that can then be used to perform elementary quantum logic operations. Hence, a system of atoms in an optical lattice
holds out the prospect for parallelism and scalability, making them near-ideal systems for testing quantum computing
methodologies.

One-qubit gates for atoms in an optical lattice are easy to implement with lasers, as long as the Lamb–Dicke criterion is
met, but making fast two-qubit gates with high fidelity is more problematic. The basic idea of realizing controlled-phase
gates with a two-particle system in an optical lattice potential is: The external potential initially localizes the particles far
enough apart so that they may be considered independent. It is then varied in time, so that wave function of the atoms in
different lattice sites overlap causing correlations due to atom–atom interaction. The external potential is finally restored
to its initial shape, so that the two atoms no longer interact and are found in a new correlated state,

CP(φ)|m, n〉 = exp (imnφ) |m, n〉, (5.134)

with an acquired controlled phase φ given by the integral over time of the state-dependent energy difference of the qubits
that results from their interaction during their overlap. Optimization of such two-qubit gates has been studied in Ref. [84].

5.6.3 CAVITY BASED QUANTUM COMPUTING

A number of cavity quantum electrodynamics (QED) based schemes for implementing quantum information processing
and communication have been suggested. In cavity QED one is able to prepare quantum states for the electromagnetic
field stored in a resonant cavity. Moreover, one can entangle the field with atoms having a transition frequency close to
resonance with the cavity frequency of the traverse mode of the cavity. Cavities in the microwave and the optical domain
have been used. In cavity QED, the electromagnetic energy 1

4π E2V stored in the volume V of the cavity mode is taken
equal to half a photon energy, h̄ω/2, i.e., E2

=
h̄ω

8πV . Then, the atom–cavity coupling energy h̄g = d · E between the
atomic dipole moment d and the field can also be large, in the sense that g is large compared with the rates at which
energy is dissipated out of the system by spontaneous emission from the atom and the rate at which energy leaks out of
the cavity. Quantum computing with atoms in cavities requires a precisely tunable atom–cavity coupling g. Cavity QED
quantum computing schemes are scalable to a relatively large number of qubits represented by single atoms placed in an
optical cavity. The photon mode of the cavity plays the role of the quantum data bus, which conveys information between
the qubits. The reader interested in more details on cavity-based quantum computing is referred to Ref. [77].
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5.6.4 NUCLEAR MAGNETIC RESONANCE SYSTEMS

Nuclei having nonvanishing spin can have quantum information encoded into their spin degrees of freedom. Direct
manipulation and detection of nuclear spin states is well developed and is the basis for nuclear magnetic resonance
(NMR) spectroscopy and imaging techniques (see Sec. 4.8), wherein a static magnetic field and radiofrequency electro-
magnetic waves are used to control the nuclear spin degrees of freedom of atoms and molecules. NMR spectroscopy has
a wealth of diverse coherent manipulations of spin dynamics and can therefore be considered for quantum information
processing applications.

NMR studies began in 1946, when the groups of Felix Bloch and Edward Purcell first observed the magnetic induction
of nuclear spins, and this field has rapidly blossomed and led to many important applications, such as molecular structure
determination, dynamics studies in both the liquid and the solid states, and magnetic resonance imaging used today for
medical diagnostics. NMR techniques are typically used to control and observe a macroscopic number of nuclei. Some
commonly used spin 1/2 nuclei used for NMR include 1H, 13C, 14N, 19F, and 31P (NMR of higher spin nuclei can also be
carried out). When these nuclei are put into a static magnetic field, the Zeeman splitting of the levels,1EZ is proportional
to the product of the nuclear magnetic moment and the magnetic field strength, 1EZ = gNµNB, where gN is the nuclear
g-factor and µN =

eh̄
2Mpc is the nuclear magneton. Figure 4.2 shows the Zeeman energies and their splittings 1EZ as a

function of the static magnetic field strength (see the discussion in Sec. 4.3 of Zeeman splitting, and the discussion of
NMR in Sec. 4.8). When the radiofrequency ω is such that the rf photon energy h̄ω equals the Zeeman spitting 1EZ ,
transitions between the levels are induced.

Ideas and instrumentation from NMR spectroscopy have been used in quantum information processing experiments
[78]. Two problems exist regarding the use of NMR for quantum computation. (1) The nuclear magnetic moment is small,
hence, a large number (' 104) of nuclear spins must be present to produce a measurable signal. Usually, the output of
an NMR measurement is an average over all the spins in a macroscopic volume element. How does one do quantum
computation with an ensemble of spins? Can the average output of an ensemble of quantum spins be useful for quantum
computation? (2) It would seem that a system used for NMR computation would have to be prepared in a pure state not in
a high entropy mixed state as most NMR experimental systems used today. Moreover, there is an additional issue of the
coherence time of nuclear spins as it affects quantum computation algorithms. An early connection of NMR to coherent
information processing is the spin echo effect discovered in 1950 by E. Hahn who demonstrated that inhomogeneous
interactions could be refocused to the extent that the phase of the nuclear spins retain information about the local field.
Refocusing makes use of the fact that rf pulses that produce 180◦ rotation about the x-axis, Rx(π) = e−iπσx/2, can be used
to reverse the time evolution, so that different spins initially pointing in the same direction that defocus due to different
local fields are refocused by using a π pulse.

NMR systems are robust quantum systems with coherences that can be precisely manipulated, and decoherence rates
that can be slow on the time scale of the qubit interactions. Single-qubit gates are implemented by applying ac magnetic
fields and two-qubit gates by spin–exchange interaction between the nuclear spins. A large number of molecules in a
liquid state can serve as many quantum registers operating in parallel. The measurement involves detection of the average
magnetization of the whole sample. Liquid-state NMR schemes have been realized with a small number of qubits (. 10)
but are not scalable because of the difficulty of robust initialization in a thermal ensemble and because of difficulties in
resolving the NMR frequencies of individual qubits and the measurement signal when the number of qubits becomes
large. Scalable NMR schemes have been proposed for solid-state systems with dopants that serve as qubits implanted at
a regular separation from each other in a semiconductor material.

One-qubit gates can be implemented directly. For example, a simple NOT gate, which interconverts |0〉 and |1〉, can be
implemented as a rotation about axes in the xy-plane that can be achieved using rf pulses, while rotations about the z-axis
can be accomplished by using periods of free precession under the Zeeman Hamiltonian, H = −µN · B = −gNµNBSz/h̄
[see Sec. 4.3, Eq. (4.32)]. Two-qubit gates can be implemented using the CNOT gate and one-qubit gates. The CNOT
gate can be implemented using a three-gate circuit, as shown in Fig. 5.3, where the two-qubit controlled-π -phase gate

performs the transformation |1〉 |1〉
π
−→ −|1〉 |1〉, while leaving all other states unchanged [see (5.49) and substitute

φ = π ]. These gates can be easily implemented in two spin systems, allowing quantum computers with two qubits to be
easily constructed. However, for larger spin systems, the process becomes more complicated. It is not possible to simply
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use pulse sequences designed for two spin systems, as it is necessary to consider the evolution of all the additional spins
in the system. But, it is possible to refocus the evolution of these spins under their chemical shift and angular momentum
coupling interactions using spin-echo techniques. The simplest method is to nest spin echoes within one another, so
that all the undesirable interactions are removed, but this simple approach requires an exponentially large number of
refocusing pulses. This problem can be overcome by using efficient refocusing sequences.

5.6.5 ALL-OPTICAL QUANTUM COMPUTERS

Photons have two orthogonal polarization states that can be easily manipulated and controlled and are therefore natural
candidates for representing qubits. They propagate quickly over long distances in optical single-mode fibers, almost with-
out undergoing absorption and decoherence. The polarization of a photon can be put into arbitrary linear combinations

FIG 5.17 Photon qubits. A horizontal photon |↔〉 can represent the qubit
|0〉, and a vertical photon |l〉 can represent the qubit |1〉.

of the two orthogonal polarization states, as shown
in Fig. 5.17. Moreover, the quantum information
stored in a photon tends to stay there, i.e., decoher-
ence of the polarization state of a photon is often not
a very serious problem. A unitary transformation
that effects the photon polarization is easy to affect
using waveplates [18] so one-qubit gates are easy
to implement. The problem is that photons do not
interact with one another, at least not in vacuum, and
therefore, it is difficult to make a two-qubit gate for
photons. Effective interaction does occur in media,
due to the Kerr effect, i.e., the intensity dependence
of the refractive index of materials, but this effect is very small for a few photons; normally, only when one uses intense
laser sources is the effect significant. Attempts at achieving a large enough Kerr nonlinearity using electromagnetically
induced transparency in atomic media, and other schemes involving a Kerr nonlinearity have been explored. An alter-
native technique to induce an effective interaction between photons is via projective measurements with photodetectors
using a protocol in which probabilistic two-photon gates are implemented using teleportation with high probability [56].
The trick is “to prepare an appropriate entangled state suitable for teleportation with the desired gate already applied”
before using it for the teleportation protocol. The problem then becomes that of preparing the entangled state (non-
deterministically) and implementing the requisite measurement in the protocol [56]. We shall not give details of the
protocol (the interested reader is referred to Ref. [56]).

The key ingredients in all-optical quantum computers include the following: (1) A source of single photons that
are produced on demand (this is also required for other quantum information applications such as quantum cryptogra-
phy via the BB84 algorithm and quantum teleportation of qubits). (2) A means of performing polarization rotation and
phase-shifting of single photons. This can be accomplished with birefringent waveplates and polarization beam splitters.
(3) A two-photon conditional gate. Reference [56] proposed an optical CNOT gate by teleportation. (4) A measurement
scheme capable of detecting the polarization states of a single photon. One possibility for the latter is superconducting
single-photon detectors, which demonstrate a combination of the picosecond response time and high quantum efficiency,
such as those based on ultrathin, submicron-width NbN structures.

5.6.6 SOLID-STATE QUBITS

To create a solid-state qubit, one needs a two-level, solid-state quantum system. Efforts to make solid-state qubits have
been focused on superconductors and semiconductors. The advantages of solid-state systems for mass-produced devices
is clear, but initially it was not obvious that solid-state qubit systems could be created with sufficiently long coherent
storage times for the qubits, fast qubit manipulation, single qubit measurement capability, and scalable methods for
entangling spatially separated matter-based qubits. As we shall see, progress with these goals has been substantial.
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The superconducting approach uses macroscopic size devices. Superconductors have an advantage in being able to
maintain coherence because electrons in a superconductor condense into Cooper pairs (spin-singlet paired electrons of
opposite momentum that are bound together by an arbitrarily small attractive interaction mediated by phonon coupling)
are very stable at low temperature. They form a superfluid and are able to move through the superconductor without
interactions, since it takes an amount of energy, known as the energy gap, to break up a Cooper pair. This gap is an order
of magnitude greater than the typical energy available. Hence, qubit states can be transformed via unitary transformations
without breaking up the Cooper pairs and jeopardizing the quantum coherence of the system [80].

Single-electron states of semiconductor quantum dots have also been explored as coherent qubit systems for quantum
information uses. [79] Two different ways to achieve a semiconductor qubit using electrons have been studied. (1) In a
magnetic field, the Zeeman splitting of the electron spin within a quantum dot results in a two-level system. An electron
spin confined within a semiconductor nanostructure can be relatively stable against decoherence and is easily manipulated
electrically and/or optically. (2) The spatial wave function of a single-electron state in a double-well potential is also a
two-level system. The double-well potential can be formed by two adjacent quantum dots coupled, for instance, by
quantum mechanical tunneling between the two localized states. Tunneling between the adjacent dots lifts the degeneracy
and allows for mixed and entangled states.

Superconducting Qubits

A key component in most superconducting qubits is a Josephson junction, which consists of a thin layer (a few nanome-
ters) of insulating aluminum oxide, sandwiched between two superconducting layers of aluminum, which is supercon-
ducting when cooled below temperatures of 1.2 K. Cooper pairs can tunnel through the insulating layer and couple the
superconducting wave functions on either side of the barrier. Most circuits for superconducting qubits contain Josephson
junctions. For example, a charge qubit consists of a small volume of superconductor, known as a Cooper-pair box [80],
that is connected to a weak Josephson junction and driven with a gate voltage, Vg, through a capacitor. If Vg = e/Cg,
where Cg is the capacitance of the gate, then the states in which there are zero extra Cooper pairs, |0〉, and |1〉, an extra
Cooper pair in the box, have the same energy. However, quantum tunneling through the Josephson junction results in two
new quantum states, one is a symmetric superposition, |0〉 + |1〉, whereas the other is an antisymmetric superposition,
|0〉 − |1〉. These new quantum states differ in energy, and these superposition states form the basis of the “charge qubit.”
Interaction between charge qubits is via their charge. A two-qubit CNOT gate using a pair of superconducting quantum
bits has recently been demonstrated.

Quantum Dot Qubits

The first quantum dot option was studied theoretically by Loss and DiVincenzo [85]. Two-qubit gates in such systems
have been discussed in Ref. [86], which considered a structure composed of a 10-nm thick layer of AlGaAs sandwiched
between two thicker layers of GaAs. The lower substrate of GaAs is n-doped and provides free electrons that accumulate
at the upper interface between the AlGaAs and GaAs, forming a 2D electron gas. An array of metallic contacts (i.e., gates),
is lithographically imprinted on the top of the upper GaAs layer about 100 nm above the 2D electron gas. Electrons can
be confined in these quantum dot regions. Voltages applied to the gates restrict the movement of the electrons in the x-y
plane. Quantum control involving initialization, spin rotation, and detection, can be obtained using electrically controlled
radiofrequency pulses, but this method is rather slow for the construction of quantum computing circuits operating at
useful clock speeds. Optical manipulation of electron spin allows faster operation, e.g., by first initializing the spin state
using optical pumping, then rotating the spin by a laser pulse through stimulated rapid adiabatic passage (STIRAP) [see
Sec. 6.4], and finally by detecting the spin state using optical pumping and photon detection.

The spin state of an individual electron represents a qubit with basis states |0〉 ≡ |↑〉 and |1〉 ≡ |↓〉, where the z-axis is
taken normal to the surface of the structure. By applying a static magnetic field B⊥(x) perpendicular to the surface having
a large gradient along the x-axis, one induces a Zeeman shift of the spin-up and spin-down components of the electrons,
Ej,± = ±2µB⊥(xj), where xj is the x-position of jth dot.

In the second option mentioned in Sec. 5.6.6, potential wells for the electrons can be induced and controlled by gate-
electrodes that determine potential barriers between neighboring potential minima. By manipulating the voltages applied
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to the metal gates, a 2D electron gas under the gates can be depleted and then doped, so that each quantum dot contains
a single electron occupying the lowest energy level. Tunneling between the adjacent dots lifts the degeneracy and allows
for mixed and entangled states of the two split states. Hence, the two split levels can be used as a two-level system.
Single-qubit operations correspond to transferring population from one level to another. A two-qubit swap operation can
be achieved by applying a pulsed inter-dot gate voltage, so the exchange constant in the Heisenberg Hamiltonian becomes
time dependent, HSWAP(t) = J(t) σA · σB, where the Pauli matrices operate in the space of the two-level system for each

quantum dot. The unitary operation is then given by USWAP = e−i
∫ T

0 dt HSWAP(t) and the duration of the pulse is chosen, so
that the integral in time over time of J(t) gives π (mod2π).

Two-qubit gates for solid-state charge-qubit architectures involving spins in quantum dots have been proposed,
but we shall not discuss these here. Another solid-state system suggested for implementing a quantum computer are
nitrogen-vacancy (NV) diamond centers [87]. The NV center is a point defect in the diamond lattice consisting of a
nearest-neighbor pair of a nitrogen atom, which substitutes for a carbon atom, and a lattice vacancy. The 3A2 ground
state of the NV center consists of two unpaired electrons in a triplet state. It is possible to selectively address transitions
between the ms = 0 and the ms = 1 states of the triplet in the presence of an external magnetic field, so that each NV
center behaves like a two-level subspace of the spin triplet. Schemes for implementing two-qubit gates in this system
have been suggested.

5.7 THE EPR PARADOX

The Einstein, Podolsky, and Rosen (EPR) paradox [20], set out in 1935, challenged the interpretation of quantum mechan-
ics as a correct and complete theory. The EPR paradox is related to quantum information theory, the subject of this chap-
ter, because it involves entanglement, which is an information resource. Hence, we present a short discussion of the EPR
paradox, and Bell inequalities, which quantify the EPR paradox, in this chapter.

The EPR paradox is often presented via a variation of the original argument, due to Bohm and Aharonov [88], in
terms of experiments performed on two correlated two-level systems (e.g., two spin polarized electrons or two polarized
photons).9 Consider the state for the two particles in the entangled singlet state |9−〉 that can taken in the form,

|9−〉 =
1
√

2
(|+A〉1|−A〉2 − |−A〉1|+A〉2), (5.135)

where |±A〉1 are orthonormal eigenstates for operator A1 = nA · σ 1 of particle 1 with eigenvalues ±1, and |±A〉2 are
orthonormal eigenstates for operator A2 = nA · σ 2 of particle 2 with eigenvalues ±1. The unit vector nA can point in
any direction. For example, the singlet state can be written in terms of the basis states that are eigenstates of the operator
A1 = σ1,z and A2 = σ2,z (i.e., nA = ẑ) with eigenvalues ±1, i.e.,

|9−〉 ≡
1
√

2
(|↑〉1|↓〉2 − |↓〉1|↑〉2). (5.136)

Suppose we measure A1 for particle 1. If the result of the measurement is the eigenvalue +1, particle 2 must be in state
|↓〉2. Hence, we would predict with certainty that after the measurement of particle 1 in eigenstate |↑〉1 of A1, 2 is in
eigenstate |↓〉2 of A2 with unit probability.

Problem 5.26

Denote by |→〉i and |←〉i (i = 1, 2) eigenfunctions of σi,x with eigenvalues +1 and −1. Show that |9−〉 can be
written as

9 In the photon case, we would consider positive and negative helicity polarized photons, or two linearly polarized photons with polarization states |↑〉
and |→〉. A photon is an important example of a qubit since it can propagate at the speed of light and therefore is ideal for quantum information systems
requiring propagation from one site to another.
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|9−〉 = |9−x 〉 ≡
1
√

2
(|→〉1|←〉2 − |←〉1|→〉2). (5.137)

Hint: Express |↑〉 and |↓〉 as linear combinations of |→〉 and |←〉 for each particle.

Furthermore, we can rewrite Eq. (5.136) in terms of eigenstates of different operators, B1 = nB · σ 1 and B2 = nB · σ 2,
where nB is some other unit vector not equal to nA (see Problem 5.26), because the state is rotationally invariant. This
is convenient if we carry out the measurement of the operator B1 = nB · σ 1 on particle 1 and B2 = nB · σ 2 on particle
2. For example, as shown in Problem 5.26, we could take A1 ≡ σ1,z, A2 ≡ σ2,z or alternatively, B1 ≡ σ1,x, B2 ≡ σ2,x.
If the result of the measurement of B1 is eigenvalue ±1, then particle 2 must be in eigenstate |∓〉2 of B2. EPR asked
the question, what happens when the two operators on particle 2, A2 and B2, do not commute? Then, depending on
what measurement is performed on particle 1 (A1 or B1), we predict with certainty the values of physical quantities
represented by noncommuting operators (A2 or B2) without in any way interacting with this particle, i.e., without in
any way disturbing the system. This led EPR to claim, “if without in any way disturbing a system, we can predict
with certainty (i.e., with probability equal to unity), the value of a physical quantity, then there exists an element of
physical reality corresponding to that quantity.” Since the wave function contains a complete description of the two-
particle system, it seems that the EPR argument establishes that it is possible to assign reality to two different states, the
eigenstates of the operatorA2 = σ2,z and the eigenstates of the operator B2 = σ2,x. But, according to quantum mechanics,
two physical quantities represented by operators that do not commute cannot have simultaneous reality. Hence, we are
forced to abandon one of the following two assertions: (1) The wave function is a complete description of the system, or
(2) the states of spatially separated systems are independent of each other. Therefore, EPR concluded that the quantum
mechanical description of physical reality is incomplete. The EPR argument that shows that quantum mechanics cannot
be a complete theory makes use of two assumptions, locality and realism. Locality prohibits any influences between
events in space-like separated regions. Realism means that all measurement outcomes depend on pre-existing properties
of objects that are independent of the measurement procedure.

The EPR argument regarding the meaning of the expression “without in any way disturbing the system” was criticized
by Niels Bohr. While he agreed that there is no question of a mechanical disturbance of the system, and that “our freedom
of handling the measuring instruments is characteristic of the very idea of experiment . . . we have a completely free
choice whether we want to determine the one or the other of these quantities . . . ,” Bohr argued that “there is essentially
the question of an influence on the very conditions which define the possible types of predictions regarding the future
behavior of the system.” That is, the choice of experiment performed on the first system determines the predictions that
can be made for the experiments performed on the second system. Yet, no experiment performed on the second system,
without knowledge of this choice, could reveal the occurrence of a disturbance to the second system, thereby determining
the choice of the first experiment.

If we accept the conclusion of EPR, a more complete physical theory than quantum mechanics, with additional (per-
haps inaccessible) variables might exist. John S. Bell showed that, such a theory, possessing locality and realism, leads
to predictions that are incompatible with quantum mechanics. Experiments have shown that local realism theories (and
the “hidden variable” theories developed with this concept in mind) are wrong and that quantum mechanics is right! We
shall now take up Bell’s arguments.

5.8 BELL’S INEQUALITIES

Bell’s theorem [53–55], originally formulated in 1964, shifted the discussion from the abstract realm of local realism and
hidden-variable theories applied to entangled states, to the realm where stringent predictions, in the form of algebraic
expressions obtained upon using these theories, could be tested experimentally. These kinds of expressions, now called
Bell inequalities, are violated by quantum mechanics. Therefore, an appropriate experiment should be able to resolve the
issue. Such an experiment was suggested by Bell. Specifically, he showed that there is an upper limit to the correlation
of distant events if one assumes the validity of local realism and that this upper limit is violated by quantum mechanics.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 08-ch05-193-258-9780444537867 2012/12/5 1:09 Page 252 #60

252 CHAPTER 5 Quantum Information

Bell’s formalism allowed quantitative questions to be asked and answered experimentally. Quantum mechanics could
thereby be tested in a way that it never was before.

This section contains three subsections. First, we heuristically derive the Bell inequalities, relate them to the arguments
of EPR and show that they are violated by quantum mechanics. Second, we analyze the Bell inequalities based on the
notion of the hidden variable scenario. Finally, we present the Bell inequalities in a more universal context.

5.8.1 BELL’S INEQUALITIES AND THE EPR PARADOX

Bell’s idea was to study correlations arising when measuring projections of two spins along several directions. When
these measurements are carried on an entangled state, such as the spin-singlet state |9−〉 = (|↑〉|↓〉 − |↓〉|↑〉) /

√
2, and

local realism is assumed to be valid, he derived an inequality between the correlations, that can be tested experimentally.
Let Ai(α) denote a measurement designed to determine the spin projection of particle i (i = 1, 2) along the direction
given by the unit vector nα , with possible measurement outcomes ai(α) = ±1. Here, α denotes the two spherical angles
that determine the direction of the unit vector nα . Ai(α) can be envisioned as arising from the measurement of a spin
component in a Stern–Gerlach experiment. For convenience, the spin projection is measured in units of h̄/2; hence, the
values ±1. We stress that Ai(α) is not necessarily a measurement operator in the orthodox quantum mechanical sense,
since we do not necessarily use an orthodox quantum mechanical theory, but some theory that supersedes quantum
mechanics such as envisioned by EPR. Later on, when we treat the measurement within quantum mechanics, we will use
the operator, Âi(α) = σ̂ i · nα .

The possible outcomes of measuring Ai(α) in a spin-singlet state |9−〉 are

ai(α) = ±1, (5.138)

independent of α, as is clear from Problem 5.26. We consider four possible directions, nα , nβ , nγ , and nδ , and inspect
the quantity

Q(α,β, γ , δ) ≡ a1(α)[a2(γ )− a2(δ)]+ a1(β)[a2(γ )+ a2(δ)]. (5.139)

Is it possible to determine the allowed values of Q that can be obtained experimentally by simply using Eq. (5.138)?
According to the EPR local realism concept, the answer is affirmative, since the results of two measurements pertaining
to particles 1 and 2, such as a1(α) and a2(γ ), have simultaneous definite values. In other words, according to the EPR
argument, the measurement of A1(α) associated with particle 1 does not affect the results of the measurement of A2(γ )

associated with particle 2, and vice versa. Thus, the local realism hypothesis implies the validity of the following equality,

|Q| = |a1(α)[a2(γ )− a2(δ)]+ a1(β)[a2(γ )+ a2(δ)]| = 2, (5.140)

because one of the expressions in the square brackets vanishes, while the other equals ±2. Now consider the quantity Q
obtained by averaging Q over many measurements performed on identical systems. In each measurement, Q can take on
the values ±2, hence |Q| ≤ 2. The following variant of Bell’s inequality, referred to as the CHSH inequality, named after
Clauser, Horne, Shimony, and Holt [89] is obtained on averaging the RHS of Eq. (5.139),10

∣∣∣a1(α)a2(γ )− a1(α)a2(δ)+ a1(β)a2(γ )+ a1(β)a2(δ)

∣∣∣ ≤ 2. (5.141)

Is Eq. (5.141) compatible with quantum mechanics? If quantum mechanics is complete and correct, the measurement
of Ai(α) corresponds to the measurement of the operator Âi(α) = σ̂ i · nα , and the average value of the correlation, say
Â1(α)Â2(γ ) when the system is in the spin-singlet state corresponds to [see Eq. (4.20)]

10 Inequality (5.141) is relevant not just for quantum mechanical systems. For example, it can be used for analyzing an experiment where two people
separated by a large distance are tossing identical coins. In such an experiment, this inequality should be satisfied, because there is no influence
whatsoever between the two measurement outcomes. But in quantum mechanics, this inequality does not hold because quantum mechanics is not local.
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a1(α)a2(γ )⇒
〈
9−

∣∣∣Â1(α)Â2(γ )

∣∣∣9−〉 = −nα · nγ . (5.142)

In a pure state, such as |9−〉, the expectation value of the correlation has the same operational meaning as the average
a1(α)a2(γ ) discussed above. Therefore, the compatibility of quantum mechanics with Bell’s inequality (5.141) can be
determined by substituting the expectation value of the quantum correlation on the LHS of Eq. (5.141) instead of the
barred averages. By making a judicious choice of the unit vectors nα , nβ , nγ , and nδ , it is possible to check if the
inequality (5.141) is satisfied by computing the four correlations using Eq. (5.142). This is easily done if we let all four
unit vectors lie in a plane, e.g., by using the polar angles β = 0, α = 900, δ = 1350 and γ = 2250, and letting φ = 0.
According to Eq. (5.142), quantum mechanics gives 〈a1(α)a2(γ )〉 = 〈a1(β)a2(γ )〉 = 〈a1(β)a2(δ)〉 = 2−1/2, whereas
〈a1(α)a2(δ)〉 = −2−1/2. Hence,

|〈a1(α)a2(γ )〉 − 〈a1(α)a2(δ)〉| + |〈a1(β)a2(γ )〉 + 〈a1(β)a2(δ)〉| = 2
√

2 > 2. (5.143)

Experiments verify Eq. (5.143); they are incompatible with Eq. (5.141) [90]. In other words, quantum mechanics violates
the Bell inequality that was derived as a consequence of the assumptions used by EPR. To summarize,

(1) In 1935, EPR argued, based on the analysis of correlations of entangled states, that quantum theory is incomplete,
i.e., something is missing in the existing theory. They assumed “local realism,” which means that a measurement
performed on a particle cannot affect the result of a measurement performed on another particle located in a space-
like separated region.

(2) In 1964, John Bell showed that, if local realism is true, then the inequality Eq. (5.141) should be satisfied, and,
moreover, that the laws of quantum mechanics as applied to a pair of entangled quantum particles lead to its violation.
Experiment must determine which theory is valid. Experimental tests have verified that the theoretical prediction
based on quantum mechanics is correct.

(3) Consequently, local realism cannot be a correct picture of the physical world. In an entangled state, it is not possible
to perform measurement on a single particle without affecting measurements of the other.

5.8.2 BELL’S ANALYSIS USING HIDDEN VARIABLES

Bell argued that if the “complete” theory that EPR were hoping for exists, it should incorporate an additional parameter(s),
whose knowledge would render measurements independent for two spatially separated objects, i.e., there must be a real
parameter λ, which determines completely the results of correlated measurements made on entangled states such as the
singlet-state |9−〉. This parameter is absent from the quantum mechanical description (as we know it). The parameter
λ is known as a hidden-variable since it is not directly accessible to experiment. The entangled state depends upon λ,
hence, the results ai(λ, θ) of measuring the operator Ai(θ) depends on λ as well.

The key quantities in Bell’s analysis are spin correlations, which require the averaging over products such as
a1(λ,α)a2(λ,β). The locality property postulated by EPR is encoded in the requirement that the measured results a1(λ,α)
and a2(λ, γ ) are such that a1 depends only on α and not on γ , and similarly, a2 depends only on γ and not on α. Let us
assume that the hidden variable λ is statistically distributed according to a distribution function ρ(λ) such that

ρ(λ) ≥ 0,
∫

dλ ρ(λ) = 1. (5.144)

One might have thought that it would never be possible to disprove a hidden variable theory of this kind without getting
access to the hidden variables. However, Bell came up with a way of testing hidden variable theories by looking at the
correlations between the results of measurements of entangled states.

For simplicity, let us assume that all unit vectors used in the test lie in a given plane, so that the direction of the
unit vectors are determined by their polar angles. Consider now an experiment in which the operators A1(0) and A2(θ)

are measured and the products a1(λ, 0)a2(λ, θ) are averaged on a large number of pairs. Under the assumption of local
realism, these measurements do not affect each other. According to the hidden-variable prescription, λ is not directly
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accessible, but the correlation between the measurements is given by,

R(0, θ) ≡ a1(0)a2(θ) =

∫
dλ ρ(λ)a1(λ, 0)a2(λ, θ). (5.145)

Now consider a second set of measurements in which the first detector is not changed but the second one is set to measure
A2(φ). These measurements yield a second correlation R(φ). From the two sets of measurements we can determine the
difference,

R(0, θ)− R(0,φ) =
∫

dλ ρ(λ)a1(λ, 0)[a2(λ, θ)− a2(λ,φ)]. (5.146)

Note that for given angles and given λ the spins of particles 1 and 2 are perfectly anti-correlated,

a2(λ, θ) = −a1(λ, θ), a2(λ,φ) = −a1(λ,φ). (5.147)

Also, recall from Eq. (5.138) that ai(λ, θ) = ±1, so that ai(λ, θ)2 = 1. Substitution of Eq. (5.147) into Eq. (5.146)
leads to,

R(0, θ)− R(0,φ) = −
∫

dλ ρ(λ)a1(λ, 0)[a1(λ, θ)− a1(λ,φ)]

= −

∫
dλ ρ(λ)a1(λ, 0)a1(λ, θ)[1− a1(λ, θ)a1(λ,φ)]. (5.148)

Taking the absolute value and using the triangle inequality [see (A.8) in Appendix A] we obtain the inequality,

|R(0, θ)− R(0,φ)| ≤
∫

dλ ρ(λ)[1− a1(λ, θ)a1(λ,φ)]

≤ 1+
∫

dλ ρ(λ)[1+ a1(λ, θ)a2(λ,φ)]. (5.149)

The last integral on the RHS of Eq. (5.149) is the two-particle spin correlation function between measurements of
particle spins along directions θ and φ, which must be dependent only on the difference θ − φ, hence, this term is just
R(θ − φ). Thus, we arrive at the variant of Bell’s inequality for the hidden-variable theory,

n3

n2=n4

n1

(a) (b)

FIG 5.18 (a) Polarization vectors n1, n2, and n3 for Bell’s inequality. (b) Plot of
|R(n1, n2)− R(n1, n3)| and 1+ R(n2, n3) versus θ .

|R(0, θ)− R(0,φ)| ≤ 1+ R(0, θ − φ).

(5.150)

Armed with this prediction, which is
based on the hidden-variable assump-
tion, we can now check if quantum
mechanics, which, by Eq. (5.142) pre-
dicts R(0, θ)= − cos θ , which obeys
the above inequality. Let us apply
Eq. (5.150) to the case when the Stern–
Gerlach polarization axes are as shown
in Fig. 5.18(a). Then, (n1 ·n2)= cos(θ),
(n3 · n1)= cos(2θ) and (n3 · n2) =

cos(θ), i.e., φ = 2θ , and inequality
(5.150) reads,

| cos 2θ − cos θ | ≤ 1− cos θ . (5.151)
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Plotting | cos 2θ−cos θ | and 1−cos θ versus θ in Fig. 5.18(b), it is clear that the regions 0 < θ < 90 and 270 < θ < 360
degrees are outside the regime of validity of the Bell inequality (5.150).

We conclude that quantum mechanics is not consistent with a local deterministic hidden variables theory. A similar
procedure can be used to obtain Bell inequalities for the other maximally entangled Bell states in Eq. (5.25a).

Relation of the Bell and CHSH Inequalities

We have considered two similar forms of the Bell inequalities in Eq. (5.141) (also referred to as the CHSH inequality)
and in Eq. (5.150). Let us determine whether there is a difference in the initial assumptions leading to these inequalities.

To clarify this point, recall the main ingredients from which the analysis starts. In the standard EPR setup, a source
emits oppositely directed particles (e.g., electrons) in the spin-entangled singlet state. After the particles are far enough
from each other (a distance ` > c1t, where1t is the time of the measurement after emission) two experimenters 1 and 2
randomly choose spatial axes n̂1 and n̂2, respectively, and measure the spins projections of the particles along these axes
using their respective devices. The possible outcomes of these measurements are a1(n̂1) = ±1 and a2(n̂2) = ±1.

Consider first the inequality Eq. (5.150). To derive it, it is imagined that experimenter 2 performs also a measure-
ment along a third axis n̂3 with possible results a2(n̂3) = ±1. This second experiment by experimenter 2 is not really
performed, and we will comment about this notion at the end of this section. The inequality involves the correlations
R(n̂, n̂′) = a1(n̂)a2(n̂′) and for arbitrary three directions n̂1, n̂2, n̂3 it reads,∣∣R(n̂1, n̂2)− R(n̂1, n̂3)

∣∣ ≤ 1+ R(n̂2, n̂3). (5.152)

This inequality was derived on the basis of a hidden variable theory with a parameter λ. Is there a need to attribute a
special interpretation of λ as something that takes us away from the central axioms of quantum mechanics? For example,
perhaps λ could be thought of as a quantum number of the singlet state, therefore nothing is “hidden” at this stage. The
two assumptions that led to the derivation of the inequality are determinism and locality. Determinism means that the
outcomes are determined since there exist functions a1(λ, n̂1, n̂2) = ±1 and a2(λ, n̂1, n̂2) = ±1 that yield the outcomes
recorded by the apparatus of experimenters 1 and 2 once the parameter λ is specified. Classical mechanics is deterministic,
but in quantum mechanics, we can only specify the probability P(ai|λ, n̂1, n̂2) that a certain measurement outcome will
occur. Locality means that each outcome recorded by experimenter i is determined without being influenced by the setup
of the other experimenter (e.g., axis n̂j) since it is far away. Hence, the functions a1(λ, n̂1, n̂2) and a2(λ, n̂1, n̂2) should
have the form, a1(λ, n̂1)= ± 1, a2(λ, n̂2)= ± 1. But quantum mechanics is not a local theory. The experimental
violation of Eq. (5.152) implies that quantum mechanics is not a deterministic and local theory. Hence, the parameter λ
cannot simply be the quantum numbers of a quantum state. It is then necessary to endow λ with the characteristics of a
hidden variable with a probability distribution ρ(λ), in terms of which the correlation is defined as

R(n̂1, n̂2) =

∫
dλρ(λ)a1(λ, n̂1)a2(λ, n̂2, λ). (5.153)

This leads us directly to the Bell inequality (5.152).
Next, consider the derivation of the CHSH inequality (5.141). In this case, one does not assume that the outcomes of

measurements are fixed by the functions a1(λ, n̂1) and a2(λ, n̂2). Rather, the first assumption is that there are probabilities
for arriving at various possible outcomes. Thus, instead of the assumption pertaining to determinism (realized by the
functions a1(λ, n̂1) and a2(λ, n̂2)), one assumes that there are two probability functions P(a1|λ, n̂1) and P(a2|λ, n̂2).
P(ai|λ, n̂i) is the probability that experimenter i observes the result ai(λ, n̂i). On the other hand, locality is assumed here,
as it is assumed in deriving inequality (5.153). The probability depends only on factors that are locally accessible to
the pertinent experimenter. The probability for different outcomes a1 depends only on n̂1 and not on the distant axis
setting n̂2 or outcome a2. Thus, the basic theory to be tested is assumed to be local but not necessarily deterministic. The
expectation value of the product of two measurement results is,

R(n̂1, n̂2) =

∫
dλρ(λ)ā1(λ, n̂1)ā2(λ, n̂2), (5.154)
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where

āi(λ, n̂i) =
∑

ai=±1

aiP(ai|λ, n̂i) = P(ai = 1|λ, n̂i)− P(ai = −1|λ, n̂i), (5.155)

is the predicted average value of the measurement in an experiment performed by i along an axis n̂i and with particles in
the state λ. The derivation of the inequality employs the correlations involving the results of two measurements by each
experimenter, i = 1, 2, along n̂ia and n̂ib. Based on the probabilistic picture specified above, the manipulations involve
some rearrangements and taking absolute values, leading to the CHSH inequality

|R(n̂1a, n̂2a)− R(n̂1a, n̂2b)| + |R(n̂1b, n̂2b)+ R(n̂1b, n̂2a)| ≤ 2, (5.156)

In summary, the derivation of Eq. (5.152) is based on the assumption that any experimental result is either ±1, while
in deriving Eq. (5.156) the assumption is that there is a certain probability that the result will be ±1 (this is tacitly
assumed in deriving Eq. (5.141) through the averaging procedure). However, this ‘difference’ is just semantics, because
we can regard the classical probability as arising from a hidden random variable, and that is implied by introducing the
distribution ρ(λ) and the expression (5.153) for the correlations.

Finally, let us comment about the introduction of imagined but unperformed experiments. Dealing with correlations
involving more than two settings leads us to a conceptual problem because the same experimenter cannot perform simul-
taneous measurements along different axes. Literally, the apparatus cannot be simultaneously aligned along both direc-
tions. In the context of Bell’s inequality, it requires us to think of specific products a1(λ, n̂1a)a1(λ, n̂1b) of outcomes of
experiments one of them actually performed and the other not. From this point of view, the fact that quantum mechanics
refutes the pertinent inequalities is attributed to the fact that unperformed experiments have no results as was pointed out
by Peres [91].

5.8.3 GENERAL ASPECTS OF BELL’S INEQUALITIES

Although the Bell inequalities are usually presented in terms of measurements on entangled pairs of quantum particles
(e.g., the spin-singlet state of spin 1/2 particles, or entangled photon states), they can be presented in a way that has
nothing to do with quantum physics, or even physics. Perhaps the simplest statement of Bell’s inequalities goes as follows
[92]. For any collection of objects that have three different properties, A, B and C, the number of objects that have property
B but not C, and the number of objects that have property A and not C, obey the following inequality:

N (A, B)+N (B, C) ≥ N (A, C), (5.157)

where the overline indicates the logical NOT operation. Let us call this relationship Bell’s inequality. Note that the
properties need not be independent; there can be correlations between the parameters. For example, in a group of N
people, we could have the properties: A ≡MALE, B ≡ BLUE-EYES, and C ≡ BLONDE-HAIR. Clearly, the latter two
properties are correlated.

Proof: First note that N (A, B, C) +N (A, B, C) ≥ 0. Now, add N (A, B, C) +N (A, B, C) to both sides of this expression
to obtain

N (A, B, C)+N (A, B, C)+N (A, B, C)+N (A, B, C) ≥ N (A, B, C)+N (A, B, C), (5.158)

which can be reduced to Eq. (5.157), N (A, B)+N (B, C) ≥ N (A, C), since, on the RHS, either B or B must be true, and
on the LHS, C or C must be true in the first two terms, and A or A must be true in the last two terms. This completes the
proof.

The proof made use of the assumption that the properties exist whether they are measured or not, i.e., all measurement
outcomes depend on pre-existing attributes of objects that are independent of the measurement (realism). For example,
when we collected the terms N (A, B, C) + N (A, B, C) to get N (A, C), we assumed that either B or B is true for every
member, whether they are measured or not. The inequality has nothing to do with quantum mechanics, or physics for that
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matter. Note that we could have stated Bell’s inequality, Eq. (5.157), in terms of probabilities rather than numbers:

P(A, B)+ P(B, C) ≥ P(A, C), (5.159)

where P(x, y) is the joint probability of x and y.11

Let us try to apply Bell’s inequalities to a single electron spin. For example we can consider a beam of electrons and
take the three parameters of Bell’s inequality to be as follows:

A : |↑〉 along z-axis, B : |↑〉 along û =
1
√

2
(x̂+ ẑ), C : |↑〉 along x-axis. (5.160)

Bell’s inequality Eq. (5.159), written in terms of spins, reads

P(|↑〉z, |↓〉u)+ P(|↑〉u, |↓〉x) ≥ P(|↑〉z, |↓〉x). (5.161)

Note that |↑〉v̂ = |↓〉v̂ = |↑〉−v̂, for any direction v̂. To measure the number of electrons (or the probability of finding
electrons) that are spin-up along ẑ, and spin-up along −û, P(A, B), we would have to set up a Stern-Gerlach apparatus to
measure the spin along ẑ, and set up a Stern–Gerlach apparatus to measure the spin along û. But in quantum mechanics,
if we measure the spin along ẑ, the spin state is destroyed, so we cannot do the measurement of the spin along ẑ with the
spin in the same state as it had initially. Hence, Bell’s inequality cannot be applied directly to a single spin.

Now apply Eq. (5.159) to the spin-singlet; the inequality (5.159) reads,

P(|↑〉n1 , |↓〉n2)+ P(|↑〉n2 , |↓〉n3) ≥ P(|↑〉n1 , |↓〉n3). (5.162)

Clearly, this is equivalent to

P(|↑〉n1 , |↑〉−n2)+ P(|↑〉n2 , |↑〉−n3) ≥ P(|↑〉n1 , |↑〉−n3), (5.163)

where we have flipped both the spin and the polarization direction. We can now use Eq. (4.26), which gives the quantum
mechanical expression for the probability of finding the first spin 1/2 particle polarized along n1 and the second spin
1/2 particle polarized along n2, P(|↑〉n1 , |↑〉n2) = [1− (n1 · n2)] /4. Substituting into Eq. (5.163) yields:

FIG 5.19 P(|↑〉n1 , |↑〉−n2 )+ P(|↑〉n2 , |↑〉−n3 ) = 1− 2 cos θ and
P(|↑〉n1 , |↑〉−n3 ) = −cos(2θ) versus θ for the arrangement of
polarizations n1, n2, and n3.

1− (n1 · n2)− (n2 · n3) ≥ −(n1 · n3). (5.164)

Figure 5.19 plots the LHS and RHS of inequality
(5.164) for the spin-singlet state and the polariza-
tions of the Stern-Gerlach apparatus set as shown
in Fig. 5.18(a). The quantum results are outside the
regime of validity of the Bell inequality (5.163) in
the regions 0<θ < 90 and 270<θ < 360 degrees.

Bell’s inequality (5.159) (as well as the stan-
dard correlation formalism of Bell’s inequality) can
also be applied to measurements of the polarization
of correlated light photons, in a manner similar to
measurements of the spin of spin 1/2 particles. A
measurement of Bell inequalities was first carried
out on pairs of polarized photons by Alain Aspect

11 In the context of probability theory, sometimes the joint probability P(x, y) is written as P(x ∩ y), and sometimes the joint probability is written in
terms of a conditional probability, where the conditional probability of x given y, is denoted by the symbol P(x|y), and is defined by P(x|y) ≡
P(x, y)/P(y).
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et al. [90]. Photons emitted by excited calcium atoms in a radiative cascade from a J = 0 state to a J = 1 state, emitting
a photon of wavelength λ1 = 422.7 nm, and then from this state to another J = 0 state, emitting a photon of wavelength
λ2 = 551.3 nm. Each photon that passes through a collimator, impinges on an acousto-optical switch, which pseudo-
randomly directs the photon toward one of two polarization analyzers. Each analyzer measures the linear polarization
along one direction, and the detector outputs are checked for coincidences to find correlations between them. The results
were in agreement with quantum mechanics, yet violated Bell’s inequality. Moreover, the general form of Eq. (5.159) is
applicable to many other types of physical systems.

Bell’s inequalities are a direct consequence of probability theory. They specify conditions that a set of joint proba-
bility distributions must satisfy, assuming local realism. But quantum mechanics argues against the simultaneous exact
measurement of two quantities whose operators do not commute. This modifies the probabilities for some correlation
measurements. The Bell inequalities provide a test that can be compared with quantum mechanics and with experiment.
If hidden variable theories of the type used by Bell in developing his inequalities were an accurate representation of
nature, observed joint probability distributions would have to obey the inequalities. But quantum mechanics predicts that
the Bell inequalities are violated under certain conditions, so hidden variable theories are not compatible with quantum
mechanics. Experiments have shown that the predictions based on the quantum mechanics are correct and those based on
hidden-variable theories are incorrect i.e., quantum mechanics is vindicated by these experiments.
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6Quantum Dynamics and
Correlations

In this chapter we study the dynamics of quantum systems and the correlations of multipartite (many-particle) systems.
We begin by considering the quantum dynamics of two-level systems in Sec. 6.1. Quantum dynamics can be calculated
by applying unitary transformations to state vectors in Hilbert space (or to wave functions). Some physical systems, how-
ever, are best modeled as quantum sub-systems that are coupled to other degrees of freedom (a bath). Then, if the degrees
of freedom of the bath are traced over, the dynamics of the sub-system is not unitary, as explained in Sec. 6.1.3. We intro-
duce this kind of dynamics in this chapter, but delay a thorough treatment of this important topic to Chapter 17 which will
be linked to the book web page. Two important applications of the dynamics of two level systems is to model the absorp-
tion and dispersion of light by a medium, modeled as two-level atoms in Sec. 6.1.5, and the Doppler cooling and optical
trapping of atoms, discussed in Secs. 6.1.6 and 6.1.7. The correlation of two-level systems (entanglement for pure states,
and either classical correlation or entanglement for mixed states) is considered in Sec. 6.1.8. Section 6.1.9 introduces the
N-two-level system Bloch sphere, and Sec. 6.1.10 considers Ramsey fringe spectroscopy. We then consider three-level
systems in Sec. 6.2, first treating a single three-level system and the process of stimulated Raman adiabatic passage (STI-
RAP), and then treating two or more correlated three-level systems in Sec. 6.2.1. Section 6.3 discusses the classification
of correlation and entanglement (unfortunately, entanglement of mixed states is only partially understood, even for two-
level systems). In Sec. 6.4, we consider three-level system dynamics. After a brief introduction to continuous-variable
systems (the n → ∞ limit of n-level systems) in Sec. 6.5, we treat wave packet dynamics in an external potential in
Sec. 6.6. In Sec. 6.7, we consider the dynamics of systems with time-dependent Hamiltonians. Section 6.8 briefly consid-
ers optimal control theory for quantum systems, i.e., how to control the parameters of a Hamiltonian to obtain a desired
final state of the system.

6.1 TWO-LEVEL SYSTEMS

Many kinds of systems can be modeled as a two-level system. We have already extensively discussed the spin 1/2 system,
which is certainly a prime example, in the previous chapter. The polarization degrees of freedom of photons correspond
to a two-level system, with right- and left-circular polarized photons being the analogy to spin-up and spin-down. The
rotation of the polarization of a photon in a medium that is exposed to an applied magnetic field whose direction is along
the photon propagation direction is called the Faraday effect and corresponds to the rotation of a spin 1/2 particle. Another
two-level system is an atom, where we restrict our interest to two levels with energies, say, Ea and Eb. We can study the
dynamics of these two levels coupled by an electromagnetic field that is almost in resonance with the transition between
these two levels, and this will also correspond to the rotation of a spin 1/2 particle. If the photon energy is h̄ω, then the
detuning from resonance is given by 1 = ω − (Eb − Ea)/h̄. If the photon energy is less than the energy difference, then
the detuning is negative, and if it is greater, then the detuning is positive. The radiation field couples the two levels with a
coupling strength h̄�/2. Another important example of a two-level system is the two-site system shown in Fig. 6.1 (the
potential wells could be harmonic-like or any other shape), where in this case, the energy difference between the two
levels is h̄δ = Eb − Ea and the coupling, say, due to tunneling between the two sites, is h̄�/2. The dynamics of a spin
1/2 particle, the polarization of a photon, the two-level system in a nearly resonant electromagnetic field, and the two-site
systems in Fig. 6.1 can all be treated in same manner, and we shall take up this subject now.
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The wave function in all four cases can be written as 9(t) = ψa(t)φa + ψb(t)φb =
(
ψb(t)
ψa(t)

)
, where φi, i = a, b are the

internal state basis functions [φb ≡ |b〉 =
(1

0

)
, φa ≡ |a〉 =

(0
1

)
] and ψi(t), i = a, b are the time-dependent amplitudes of

Ea
Eb

δ

Ω/2

V(x)

xa
xa+q0

(a) (b)

Ea
Eb

δ

Ω/2

V(x)

xa
xb

FIG 6.1 Two-site systems with energy difference of the two levels equal to h̄δ and
coupling h̄�/2. (a) Square well system and (b) parabolic wells.

the internal states. The Hamiltonian for these
systems (for the fourth case, approximately) is
given by

H = h̄

(
δ �/2
�/2 0

)
, (6.1)

Twice the coupling matrix element Hab =

Hba between the levels a and b is called the
Rabi frequency, �. The Hamiltonian in (6.1)
is sometimes written as

H =
h̄δ

2
1+

h̄

2

(
δ �

� −δ

)
. (6.2)

The first term in Eq. (6.2) introduces a
shift h̄δ/2 of both eigen-energies E1,2 =

h̄
2

(
δ ±
√
δ2 +�2

)
and will just add a phase factor eitδ/2 to the time-dependent wave function components when cal-

culating dynamics. Therefore, we can consider the Hamiltonian without the first term,

H =
h̄

2

(
δ �

� −δ

)
, (6.3)

whose energy eigenvalues are

E1,2 = ±
h̄

2

√
δ2 +�2. (6.4)

FIG 6.2 Energy eigenvalues in Eq. ( 6.4) as a function of �/δ.

Figure 6.2 plots these energy eigenvalues as a function of
� (in units of 1/δ).

The Hamiltonian in (6.1) is appropriate for all two-level
systems; but in the context of the two-level spin system, it
is often used as an approximation to treat the interaction
of the spin with both an external static magnetic field and
a radio-frequency field. In this section, we shall study the
dynamics of such a system. In general, the detuning and
Rabi frequency can be time dependent, i.e., δ(t) and �(t),
but for now, we take them to be constant in time.

The most general Hamiltonian for a two-level system
(spin 1/2 particle) is [save for a term proportional to the
2 × 2 unit matrix, see Eq. (6.2)] H = � · S = (�xSx +

�ySy +�zSz), where the coefficients �x,�y, and �z must
be real for H to be Hermetian. Written in terms of Pauli
spin matrices,

H =
h̄

2
� · σ =

h̄

2

(
�x σx +�y σy +�z σz

)
=

h̄

2

(
�z �x − i�y

�x + i�y −�z

)
. (6.5)
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The Hamiltonian in Eq. (6.3) corresponds to using �= (�, 0, δ) in Eq. (6.5), i.e., the precession axis �̂ is tilted relative
to the z-axis at an angle θ = arctan(�/δ), and Eq. (6.3) can be written as

H =
h̄

2
(� σx + δ σz). (6.6)

In ket-bra notation, Eq. (6.3) can be written as

H =
h̄δ

2
(|b〉〈b| − |a〉〈a|)+

h̄�

2
(|b〉〈a| + |a〉〈b|), (6.7)

where the kets |a〉 =
(0

1

)
and |b〉 =

(1
0

)
correspond to the ground and excited states of the two-level system, and the most

general Hamiltonian (6.5) takes the form

H =
h̄�z

2
(|b〉〈b| − |a〉〈a|)+

h̄�x

2
(|b〉〈a| + |a〉〈b|)+ i

h̄�y

2
(|b〉〈a| − |a〉〈b|). (6.8)

Problem 6.1

(a) Write the Hamiltonian H = h̄

(
δ �/2
�/2 0

)
in terms of the Pauli matrices and the unit matrix.

(b) Calculate the energy eigenvalues and eigenvectors of the Hamiltonian.

Answer: (a) H = h̄δ
2 1+ h̄

[
δ
2σz +

�
2 σx

]
. (b) E± =

δ
2 ±

1
2

√
δ2 +�2. Unnormalized eigenvectors:

|v+〉 =

(
−

�

(δ−
√
δ2+�2

1

)
, |v−〉 =

(
−

�

(δ+
√
δ2+�2

1

)
.

6.1.1 TWO-LEVEL DYNAMICS (SPIN DYNAMICS)

The dynamics of a two-level system is governed by the Schrödinger equation, ih̄ ∂|ψ(t)〉
∂t = H|ψ(t)〉, and if the Hamiltonian

is time independent, i.e., � is constant in time, then the solution |ψ(t)〉 can be written in terms of the evolution operator

U(t, 0) = e−iHt/h̄
= e−i(�·S)t/h̄

= e−i(�·σ )t/2, (6.9)

and the time-dependent spinor is given by |ψ(t)〉 = U(t, 0)|ψ(0)〉. Equation (6.9) can be viewed as a rotation opera-
tor; hence, the spinor precesses about the unit vector �̂ at a rate |�|. The evolution operator U(t, 0)= e−iHt/h̄ for the
Hamiltonian in Eq. (6.3) [or, equivalently, Eq. (6.6)] is

U(t, 0) =

cos(�gt
2 )+

iδ
�g

sin(�gt
2 )

i�
�g

sin(�gt
2 )

i�
�g

sin(�gt
2 ) cos(�gt

2 )−
iδ
�g

sin(�gt
2 )

. (6.10)

Here we defined the generalized Rabi frequency, �g ≡
√
|�|2 + δ2, which is the energy difference between the energy

eigenvalues in (6.4) (in units of h̄). At zero detuning, δ = 0, Eq. (6.10) becomes

U(t) =

(
cos(�t

2 ) i sin(�t
2 )

i sin(�t
2 ) cos(�t

2 )

)
. (6.11)

Problem 6.2

Derive Eq. (6.10) starting from U(t, 0) = e−i(δσz+�σx)t/2, by using Eq. (4.22),

e−i ϑ(t)2 n·σ
= cos[ϑ(t)/2] 1− i sin[ϑ(t)/2] n · σ , and identifying the angle ϑ(t) and the unit vector n.

Answer: ϑ(t) = �gt and n = (�/�g, 0, δ/�g).
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Let the spinor start at t = 0 in state |ψ(0)〉 ≡
(
ψb(0)
ψa(0)

)
=
(0

1

)
, so the initial spin-vector points along the −z-axis (the

spin-down vector), and it precesses as a function of time about the vector �̂ at a rate |�| =
√
δ2 +�2 = �g. This picture

of a vector precessing around � will be clarified in what follows. Applying the evolution operator in Eq. (6.10), we find
the following time dependence of the spinor wave function |ψ(t)〉 =

(
ψb(t)
ψa(t)

)
:

|ψ(t)〉 = U(t)|ψ(0)〉 = U(t)
(
0
1

)
=

(
i �
�g

sin(�gt
2 )

cos(�gt
2 )− i δ

�g
sin(�gt

2 )

)
. (6.12)

FIG 6.3 Rabi oscillations. Probability of being in state b,

Pb(t) = |
�
�g

sin(
�gt

2 )|2, versus t for several values of δ.

The amplitude of the excited state (top component) starts
off at t= 0 as zero, ψb(0)= 0, and oscillates in time with
angular frequency �g/2 and has magnitude �/�g, i.e.,
the maximum probability of being in the excited state
(top) component is |�/�g|

2. Figure 6.3 shows the Rabi
oscillations (named after I. I. Rabi) in the probability
Pb(t)= |

�
�g

sin(�gt
2 )|

2 for several values of δ; Pb(t) oscil-

lates as a function of t with peak magnitude |�/�g|
2.

The ground state probability Pa(t)= 1 − Pb(t) (amplitude
squared of the bottom component) starts out as unity at t= 0
and oscillates, returning to unity at times t = 2πm/�g,
where m is an integer.

Note that the ground state has been represented in sev-
eral equivalent ways: (1) the basis state |φa〉 ≡ |a〉, (2) the
two-component vector

(0
1

)
, and (3) the “spin” state represen-

tation |↓〉.
We have already noted [see Eq. (4.18)] that any spinor can be represented as |ψ〉 = |n〉, where the unit vector n =

(sin θ cosφ, sin θ sinφ, cos θ) lies on the unit sphere. If the components of the spinor change with time, |ψ(t)〉 = |n(t)〉,
then the position of the unit vector on the surface of the unit sphere changes with time. Up to a phase factor [e.g., e−iφ/2,
see Eq. (4.18), see also Eq. (6.12)], the spin state pointing along unit vector n can be written as

|n〉 ≡ |αn〉 = [cos(θ/2) |↑〉 + eiφ sin(θ/2) |↓〉] =

(
cos(θ/2)

eiφ sin(θ/2)

)
, (6.13)

Any two-level pure state can be written in this form (we just need the appropriate unit vector n). For example, the ground
state |↓〉 corresponds to the state |αn〉 with polar angle θ = π , and for definiteness, azimuthal angle φ = 0. The state |αn〉

in Eq. (6.13) is often designated as the coherent state |θ ,φ〉. In Sec 6.1.2, the ground state will be represented by the point
at the bottom of the Bloch sphere, the vector n will be called the Bloch vector, and the state |n〉 ≡ |θ ,φ〉 = |αn〉 will be
represented as a point at solid angle (θ ,φ) on the Bloch sphere. Two-level dynamics means that the Bloch (unit) vector n
on the Bloch sphere varies with time on the Bloch sphere, i.e., |n(t)〉 ≡ |θ(t),φ(t)〉 = |αn(t)〉.

Problem 6.3

Express |ψ(t)〉 in Eq. (6.12) in the form given by Eq. (6.13).

Answer: θ = 2 arccos[(�/�g) sin(�gt/2)], φ = −arcsin

[
cos(�gt/2)

√
1−(�/�g)2 sin2(�gt/2)

]
.

6.1.2 THE BLOCH SPHERE PICTURE

To better understand two-level system dynamics, it is useful to consider the expectation value of σ , n(t)=〈σ 〉t=
Tr[σρ(t)], where ρ(t) is the time-dependent density matrix, ρ(t)= |ψ(t)〉〈ψ(t)| [the density matrix of pure and mixed
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states is defined in Sec. 2.5]. Note that to obtain the magnetization M of a collection of spins (atoms or molecules with a
net spin), we must multiply n(t) by the Bohr magneton, µB=

eh̄
2mec , the g-factor of the atom or molecule, and the density

N of the spins, i.e., the magnetization is defined by M(t) ≡ N 〈µ〉t= (NgµB/2)〈σ 〉t= (NgµB/2)n(t). In the context of
the two-level system, it is common to call the “dimensionless magnetization” vector n the Bloch vector, and to denote its
x, y, and z components by the symbols u, v, and w. The quantity w is called the population inversion, i.e., the difference
of the populations of states a and b. The Bloch vector is given in terms of the wave function components by the relations

u(t) ≡ nx(t) = Tr[σxρ(t)] = ρba(t)+ ρab(t) = 2 Re[ψ∗b (t)ψa(t)], (6.14a)

v(t) ≡ ny(t) = Tr[σyρ(t)] = −i (ρba(t)− ρab(t)) = 2 Im[ψ∗b (t)ψa(t)], (6.14b)

w(t) ≡ nz(t) = Tr[σzρ(t)] = ρbb(t)− ρaa(t) = |ψb(t)|
2
− |ψa(t)|

2. (6.14c)

Note that when ψa(t) = 1,ψb(t) = 0, the population inversion w(t) = −1.
The u and v components of the Bloch vector are called coherences because when the two-level system is in a coherent

state, u and v are in general nonzero (in the case of two levels coupled by a radiation field, they are proportional to

(a) (b)

FIG 6.4 Precession of the Bloch vector n around the vector � for (a) δ = 0,
and (b) δ 6= 0. After Scully and Zubairy [30]. Reproduced from
M.O. Scully and M.S. Zubairy, Quantum Optics, (Cambridge Univ.
Press, 1997).

the real and imaginary parts of the transition dipole
moment). For a pure state, the Bloch vector is
just another way of parameterizing the amplitudes
ψa(t) and ψb(t); these two complex numbers are
restricted by the condition |ψa(t)|2 + |ψb(t)|2= 1;
so, only three independent real numbers (u, v, w)
are necessary to determine the amplitudes. Fig-
ure 6.4 plots the precession of the Bloch vector
around �, for δ= 0 and δ 6= 0, thereby illus-
trating the comments in the previous paragraph
about n precessing about �. The Bloch vector
n(t)= (u(t), v(t), w(t))moves on the Bloch sphere,
n2(t)= u2(t)+ v2(t)+ w2(t)= 1.

As discussed earlier, the vector � = (�, 0, δ)
may be a function of time, i.e., the detuning and
Rabi frequency can be time dependent, δ = δ(t)
and � = �(t).1 If controllable, the time depen-
dence of �(t) can be used to move the Bloch vec-
tor n to any desired position on the Bloch sphere.

Instantaneously, the rate of change of the Bloch vector will be given by �(t)× n(t) (see below). Using the properties of
the trace of a matrix, we find n(t) ≡ Tr[σρ(t)] = Tr[σ (t)ρ(0)] = 〈σ 〉t, where σ (t) = U(t)σU(t)−1. Furthermore,

ρ(t) = U(t)ρ(0)U(t)−1
= |n(t)〉 〈n(t)|, (6.15)

and using (4.16) and the properties of the Pauli σ matrices, we find

ρ(t) =
1

2
[1+ n(t) · σ ]. (6.16)

ρ is a 2 × 2 Hermitian matrix with trace equal to unity; therefore, 3 (= 2 × 2 − 1) independent real parameters are
required to parameterize it. These parameters can be the three expectation values ni ≡ 〈σi〉. One way to understand
Eq. (6.16) is to represent the state vector as |ψ(t)〉 ≡ |n(t)〉 = cos(θ(t)/2)|↑〉 + eiφ(t) sin(θ(t)/2)|↓〉, form |ψ(t)〉〈ψ(t)|,

1 The Rabi frequency vector �(t) can represent the effects of a pulsed electromagnetic field on a two-level system: the Rabi frequency � turns on and
off as the field turns on and off, and the frequency detuning δ can change with time. Moreover, the polarization of the field may vary with time, so all
three components of �(t) may be nonzero.
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represent the ket-bra basis states in terms of the σ matrices, and use n(t)= (sin θ(t) cosφ(t), sin θ(t) sinφ(t), cos θ(t)).
Since ρ(t) = |n(t)〉〈n(t)| = 1

2 (1+ n(t) · σ ), we can represent ρ(t) as the 2×2 matrix

ρ(t) =

(
cos2 θ(t)

2
1
2 e−iφ(t) sin θ(t)

1
2 eiφ(t) sin θ(t) sin2 θ(t)

2

)
. (6.17)

Problem 6.4

Show that Eq. (6.17) is equivalent to using Eqs (6.16) and (4.17).

Figure 6.5 summarizes the three representations of a two-level system, the spin-vector picture, the Bloch sphere
picture, and the density matrix picture wherein the density matrix can be represented in terms of Pauli spin matrices.2

Problem 6.5

(a) Plot the states 1
√

2
(|↓〉 + |↑〉), 1

√
2
(|↓〉 − |↑〉), 1

√
2
(|↓〉 + i|↑〉), and 1

√
2
(|↓〉 − i|↑〉) on the Bloch sphere.

(b) Plot the density matrix state ρ = 1
2 (|↓〉〈↓| + |↑〉〈↑|) in the Bloch sphere.

(c) Plot the density matrix obtained by averaging

(
cos2 θ

2
1
2 e−iφ sin θ

1
2 eiφ sin θ sin2 θ

2

)
over φ with a uniform probability

distribution in the interval [0, 2π ].

Answers: (a) See Fig. 6.5. (b) The point at the origin. (c) The point at (x, y, z) = (0, 0, cos2 θ(t)
2 − sin2 θ(t)

2 ).

FIG 6.5 Three representations of a
two-level system. (a) The spinor
|n〉 in terms of the spin-vector
n ≡ 〈σ 〉 =
(sin θ cosφ, sin θ sinφ, cos θ),
(b) the Bloch sphere,
n2

x + n2
y + n2

z = 1, and the vector n
pointing from the origin to a point
on the sphere, and (c) the density
matrix, ρ = |n〉 〈n|, written in
terms of the spin-vector n and the
Pauli σ matrices,
ρ = 1

2 (1+ n · σ ). The Bloch
vector n is the expectation value of
the spin.

2 If a dissipative process is present, e.g., decoherence of the transition dipole components u and v due to collisions with other atoms or spontaneous
emission from the excited state to levels outside the two-level system, the trajectory of the Bloch vector as a function of time will enter the interior of the
Bloch sphere. We shall study the effects of decoherence in Sec. 6.1.3 and Chapter 17, linked to the book web page.

https://sites.google.com/site/thequantumbook/
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The time-dependent Schrödinger equation, ih̄ ∂|ψ(t)〉
∂t = H|ψ(t)〉, with Hamiltonian (6.5) can be rewritten in terms of

Bloch vector n(t) as

∂n(t)
∂t
= �× n(t), (6.18)

In the Bloch sphere picture, the Bloch equation (6.18) determines the dynamics and specifies that the Bloch vector
precesses about�. You will verify Eq. (6.18) in Problem 6.6(a) using the Schrödinger equation. Another way of obtaining
Eq. (6.18) is to note that the density matrix satisfies the Liouville–von Neumann equation, ih̄ ∂

∂tρ = [H, ρ]. Substituting
the expression ρ(t) = 1

2 (1+ n(t) · σ ) obtained in Eq. (6.16) for ρ and the Hamiltonian of Eq. (6.5) into the Liouville–von
Neumann equation, multiplying both sides of the resulting equation by σ , and taking the trace, we obtain

ih̄
∂n(t)
∂t
=

1

2
Tr σ

[
h̄

2
� · σ , (1+ n · σ )

]
. (6.19)

Using the Pauli spin matrix identities including Eq. (4.7), we obtain Eq. (6.18).

Problem 6.6

(a) Check that the Bloch equation is equivalent to the time-dependent Schrödinger equation by differentiating
|ψ(t)〉〈ψ(t)| with respect to time and using the Schrödinger equation to derive the Bloch equation.

(b) Carry out the algebra leading from Eq. (6.19) to Eq. (6.18).
(c) Write the three components of the Bloch equation in terms of (u(t), v(t), w(t)) and (�x,�y,�z).

Problem 6.7

For the general spin Hamiltonian, H = h0 +
h̄
2� · σ , similar to Eq. (6.5), show that the equation of motion for the

density matrix is

∂ρ

∂t
= −

i

h̄
[H, ρ] = σ · (�× n(t)), (6.20)

where n(t) = Tr σρ(t). Note that Eq. (6.20) is equivalent to Eqs (6.16) and (6.18).

Problem 6.8

Find the trace distance D(ρ1, ρ2) [see Eq. (2.68)] between the density matrices ρ1 =
1
2 [1+ n1 · σ ] and

ρ2 =
1
2 [1+ n2 · σ ].

Answer: D(ρ1, ρ2) =
1
2 Tr |(n1 − n2) · σ/2| = |n1 − n2|/2. Hence, the trace distance is half the distance of the

Bloch vectors on the Bloch sphere.

The “Bloch sphere” representation was originally invented to describe the two-level system consisting of the polar-
ization state of light by the French mathematician Jules Henri Poincaré in the second half of the 19th century. Hence, for
light polarization, this picture is called the Poincaré sphere. It provides a convenient representation of the polarization
state of a photon (or a light ray) and is equivalent to the Bloch sphere description of a two-level system described earlier.
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Adopting a basis set |R〉 and |L〉, representing right- and left-circular polarized photons, respectively, a photon of any
polarization can be represented, within an overall phase by the superposition

|θ ,φ〉 = cos
θ

2
|R〉 + eiφ sin

θ

2
|L〉, (6.21)

where the angles θ and φ define the point on the surface of the unit sphere (the Poincaré sphere in this case) whose
south and north poles represent the states |L〉 and |R〉, in exact analogy with the Bloch sphere |↓〉 and |↑〉 states Equa-
tion (6.21) for photon wave functions is a direct analogy to Eq. (6.13) for spin wave functions. Points in the northern
(southern) hemisphere represent right (left) elliptical polarizations, and the points on the equator represent all possi-
ble linear polarizations. The orthogonal horizontal and vertical linear polarizations are given by |H〉= 1

√
2
(|R〉 − |L〉)

and |V〉= 1
√

2
(|R〉 + |L〉), respectively, and they appear at diametrically opposite points on the equator. An incoherent

polarization state is represented by a point within the Poincaré sphere. The most general state of polarization can be
written as

ρ =
1

2
(S01+ S · σ ), (6.22)

where the four parameters S0, Sx(≡ S1), Sy(= S2), and Sz(= S3) are called Stokes parameters. They can be expressed in
terms of expectation values of products of the electric field strength components perpendicular to the wave vector and
the relative phase of the electric field components [18]. For a pure photon state, S0 = 1. If the polarization state of the
photon changes as a function of time, then the Stokes parameters change with time.

6.1.3 COUPLING TO A BATH: DECOHERENCE

The fundamental problem that limits the quantum coherence of a spin (or of a quantum two-level system, or more
generally, any quantum system) is its unavoidable interaction with the environment. For example, an electron spin in a
semiconductor interacts with nuclear spins via hyperfine interaction, with impurity spins, etc. During these interactions,
the phase relations between the various states of the system are quickly lost. Hence, the spin can no longer be represented
as a coherent superposition of two quantum states |↑〉 and |↓〉. This process is called decoherence. If the state of the
two-level spin system is represented by the Bloch vector n(t) ≡ 〈σ 〉 = Tr[σρ(t)] = (u(t), v(t), w(t)), then, due to
decoherence, the Bloch vector will move off the Bloch sphere and into its interior, even if the conservation of probability
condition, |ψa|

2
+ |ψb|

2
= 1 is still satisfied (e.g., the center of the Bloch sphere corresponds to the density matrix

ρ = 1/2, so |ψa|
2
+ |ψb|

2
= 1/2+ 1/2 = 1).

To see how decoherence happens, we can consider the dynamics of a spin described by the Hamiltonian HS (S refers
to system), which is coupled to a bath of external degrees of freedom described by the Hamiltonian HB via the interaction
Hamiltonian HSB. The total Hamiltonian is H = HS+HSB+HB. Let us assume that the spin system has been prepared in
a pure state |ξ(0)〉, and that the bath is initially in the state |φ(0)〉, so that at t = 0, there are no correlations between the
system and the bath, and the state of the composite system at t= 0 is separable, |9(0)〉= |ξ(0)〉|φ(0)〉. Due to system-
bath interaction, the spin system and the bath develop quantum correlations, and the composite wave function |9(t)〉 will
no longer be separable. Since we are not interested in the detailed description of the bath, we describe the properties of
the spin system by the reduced density matrix ρS(t) = TrB|9(t)〉〈9(t)|, where TrB denotes trace over the bath degrees
of freedom. The general density-matrix description that results, after elimination of the bath degrees of freedom, will be
presented in Chapter 17, linked to the book web page. In the simplest Markov approximation limit that results, the u and
v components of the Bloch vector decay into the interior of the Bloch sphere with a decay time called T2 and w decays to
−1 with a decay time T1 as follows:

u̇ = −
u

T2
, v̇ = −

v

T2
, ẇ = −

w+ 1

T1
. (6.23)

The first two equations account for the decoherence loss and the last equation for population relaxation, which results in
excited state (up-spin) decay to the ground state (down-spin) because of environment couplings. The parameters T1 and

https://sites.google.com/site/thequantumbook/
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T2 are called the relaxation time and decoherence time, respectively, and are sometimes referred to as longitudinal and
transverse relaxation times. The solution to Eq. (6.23) is

u(t) = u(0) e
−

t
T2 , v(t) = v(0) e

−
t

T2 , w(t) = −1+ (w(0)+ 1) e
−

t
T1 . (6.24)

In terms of the density matrix, ρ, Eq. (6.23) takes the form

ρ̇ab = −
ρ̇ab

T2
, ρ̇ba = −

ρ̇ba

T2
, ρ̇bb = −

ρ̇bb

T2
, ρ̇aa =

ρ̇bb

T1
. (6.25)

The full density matrix equations, including the decay terms in Eq. (6.25) and the Hamiltonian dynamics terms that arise
from HS [see Eq. (2.37)], which we will call H (without the subscript, for ease of notation), are, therefore, given by

d

dt
ρ(t) =

−i

h̄
[H(t), ρ(t)]− 0 ρ(t), (6.26)

which, written in components, is

d

dt
ρij(t) =

−i

h̄

∑
k

[Hik(t)ρkj − ρikHkj]−
∑

kl

0ijkl ρkl. (6.27)

The “superoperator” 0ijkl is given in terms of the decay times by

0ijkl =


−T−1

1 for ijkl = 2222

T−1
1 for ijkl = 1122

−T−1
2 for ijkl = 1212

−T−1
2 for ijkl = 2121

. (6.28)

If spontaneous emission is the only decay mechanism, T2 = 2T1. Sometimes, the inverse decay times, i.e., the decay
rates, 0 ≡ T−1

2 and γ ≡ T−1
1 , are specified rather than the decay times.

For a two-level system with Hamiltonian (6.6) [or (6.7)], the density matrix equations (6.26) are3

ρ̇ba = −
i

2
�(ρbb − ρaa)+ [i(−δ)− 0]ρba, (6.29a)

ρ̇bb − ρ̇aa = i�(ρ∗ba − ρba)− γ [(ρbb − ρaa)+ 1], (6.29b)

In (u, v, w) notation, these equations take the form:

du

dt
= (−δ)v− 0u,

dv

dt
= −(−δ)u+�w− 0v,

dw

dt
= −�v− γ (w+ 1).

(6.30a)

(6.30b)

(6.30c)

3 The reason for using (−δ) in Eqs (6.29a) and (6.30a) will become apparent in Sec. 6.1.4, where δ→−1 in the Hamiltonian.
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This version of the Bloch equations slightly differs from Eq. (6.18), as it now includes decay terms. They also describe
the optical coupling of a two-level system to a radiation field (see Sec. 6.1.4). In terms of the Bloch vector n, they can be
written as

dn(t)
dt
= �× n(t)− 0 n(t), (6.31)

where 0 is the decay tensor. For time-dependent fields, the Rabi frequency can be time dependent, �(t).
In the Bloch sphere picture, the γ decay term drives the Bloch vector to nz(= w) = −1, i.e., the population decays to

the ground state, and the 0 decay terms drive the Bloch vector to the z-axis, i.e., it causes decay of nx(= u) and ny(= v)
to zero.

The phenomenological decay operators 0 appear in a term for the change of the density matrix that is proportional to
the present value of the density matrix and not on the past (or future) values of the density matrix. Processes for which
the evolution of the system is based on the present (and not past) state of the system are called Markov processes. Here,
the Markov process involves a first-order differential evolution equation in time for the density matrix. Not every such
equation will produce positive probabilities or a positive semi-definite density operator. The conditions on the decay
terms for this positivity condition is that they are of Lindblad form [93] (see also Sec. 17.3.1 linked to the book web
page):

d

dt
ρ =

i

h̄
[ρ, H]+

∑
k

0k(2OkρO†
k − {O

†
kOk, ρ}). (6.32)

The second term on the right-hand side of Eq. (6.32) has the Markovian Lindblad form [93] and gives rise to dissipation
effects of the “bath” on the density matrix. Such terms may be used to depict decay due to spontaneous emission, atom-
surface interactions, motional effects, black-body radiation, and other environmental effects. The Lindblad operators
Ok are determined from the nature of the system-bath coupling, and the coefficients 0k are the corresponding coupling
parameters. The Markovian Lindblad form of quantum master equations is the analog of the Fokker–Planck equation for
the dynamics of the open systems and has been used to model a variety of systems, from the harmonic oscillator to the
two-level system.

For a two-level system, the Lindblad operator σz affects dephasing (decay) of the coherence without affecting the pop-
ulation of the ground or excited states. Spontaneous emission is described using the raising operator σ+ as the Lindblad
operator:

d

dt
ρ =

i

h̄
[ρ, H]+ 0(2σ+ρσ− − σ+σ−ρ − ρσ+σ−). (6.33)

This equation is equivalent to Eq. (6.30a) with 0 = γ /2.

6.1.4 PERIODICALLY DRIVEN TWO-LEVEL SYSTEM

The periodically driven two-level system is a paradigm that can be used for better understanding of many fundamental
phenomena in physics. The dynamics of superconducting Josephson devices, the two-level quantum dot system driven by
near-resonant (or far off-resonant) radiation, and the two-level atom in a single-frequency electromagnetic field are but
three examples. The periodically driven two-level system has been widely studied using a variety of methods, including
the rotating-wave approximation, the time-averaging method, and perturbation theory. The Hamiltonian can be written
using a coupling between the two levels which is sinusoidally varying, V(t) = h̄� sin(ωt), so the Hamiltonian (6.6)
becomes

H(t) = h̄� sin(ωt)(|b〉〈a| + |a〉〈b|)+
h̄δ

2
(|b〉〈b| − |a〉〈a|) = h̄

 δ

2
� sin(ωt)

� sin(ωt) −
δ

2

. (6.34)

Figure 6.6 shows two different extreme coupling cases, the nearly resonant case ω ≈ δ and the multiphoton resonant case
nω ≈ δ. Writing the solution of the time-dependent Schrödinger equation as |ψ(t)〉 = ψa(t)|a〉 + ψb(t)|b〉 =

(
ψb(t)
ψa(t)

)
, the

https://sites.google.com/site/thequantumbook/
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Eb=δ/2

Ea=−δ/2

ω

Δ  = ω −δ
(a)

δ/2

-δ/2

nω

(b)

Δ  = nω −δ
Δ  (Δ2 + Ω 2) 1/2 

dressed-state 
picture

FIG 6.6 Two-level system with a
periodically driven coupling with
frequency ω. (a) ω almost in
resonance with the energy
difference δ between the levels
(the light is blue-detuned here, i.e.,
1 > 0). The right panel of (a)
shows the dressed-state picture
that results from the rotating-wave
approximation (see the
Rotating-Wave Approximation
section). (b) Multiphoton case with
nω ≈ δ with n� 1 (1 < 0 here).

differential equations for the amplitudes are

i
dψb

dt
=
δ

2
ψb +� sin(ωt)ψa, (6.35a)

i
dψa

dt
= −

δ

2
ψa +� sin(ωt)ψb. (6.35b)

A solution to Eqs (6.35) can be obtained by performing a rotation about the y-axis by an angle of π/2, |ψ(t)〉 →
|φ(t)〉 =

(
φb(t)
φa(t)

)
= e−i(π/4)σy |ψ(t)〉, and

H(t)→ H(t) = e−i(π/4)σy H(t)ei(π/4)σy =
h̄δ

2
σx + h̄� sin(ωt)σz. (6.36)

With this transformation, the equations for the wave functions separate

i
dφb

dt
=
δ

2
φa +� sin(ωt)φb, (6.37a)

i
dφa

dt
=
δ

2
φb −� sin(ωt)φa. (6.37b)

Differentiating the second equation and substituting the first into the resultant equation yields

d2φa

dt2
+ {−i�ω cos(ωt)+

δ2

4
+ [� sin(ωt)]2

}φa = 0. (6.38)

Similarly,

d2φb

dt2
+ {i�ω cos(ωt)+

δ2

4
+ [� sin(ωt)]2

}φb = 0. (6.39)

The solutions to Eqs (6.38) and (6.39) are given in terms of the Heun confluent functions. Focusing attention on φb,
making transformations for both independent and dependent variables [94],

z(t) = sin2(ωt/2), φb(z) = e
2i�
ω

zφ(z), (6.40)
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using d
dt = ż d

dz and d2

dt2
= z̈ d

dz + ż2 d2

dz2 , we obtain after some algebra,

φzz +

(
4i�

ω
+

1/2

z
+

1/2

z− 1

)
φz +

 4i�
ω

z−
(

2i�
ω
+

δ2

4ω2

)
z(z− 1)

φ = 0. (6.41)

This equation can be written in the form

d2φ

dz2
+

(
α +

β + 1

z
+
γ + 1

z− 1

)
dφ

dz
+

qz+ p

z(z− 1)
φ = 0. (6.42)

where α = 4i�
ω

, β+1 = γ+1 = 1
2 , q = 4i�

ω
≡ ζ+α(β+γ+2)/2, and p = −

(
2i�
ω
+

δ2

4ω2

)
≡ η+β/2+(γ−α(β+1)/2.

Equation (6.42) is called the Heun confluent equation; it has two singular regular points at z = 0 and z = 1 and an
irregular singularity at z = ∞, and it has two linearly independent solutions, φ1(z) = HC(α,β, γ , ζ , η, z) and φ2(z) =
z−βHC(α,−β, γ , ζ , η, z), and HC(·) are the Heun confluent functions [94]. φb is a superposition of these solutions,
φb = c1φ1 + c2φ2. The coefficients c1 and c2 are determined by the initial values of φb(0) and φ̇b(0).

Problem 6.9

Carry out the algebra leading to Eq. (6.41).

Rotating-Wave Approximation

The “standard” treatment of the periodically driven two-level system is to use the rotating-wave approximation (RWA)
(see Sec. 4.8.1). The idea is to perform a time-dependent transformation of

(
ψa
ψb

)
in Eq. (6.35) that is equivalent to working

in a “rotating frame.” In this frame, one distinguishes two terms; the first, an antiresonant or counter rotating term,
strongly oscillates (rotates) in time, whereas the second term slowly oscillates in time. Within the RWA, the former term
is neglected since its effects nearly “average out” over time. One is then left with an equation for the latter, which is
governed by a time-independent Hamiltonian and can be solved by methods as discussed in the beginning of this chapter.
One starts with Eq. (6.35) and performs the unitary transformation,

ψa(t) = e−iδatϕa(t), ψb(t) = e−iδbtϕb(t), (6.43)

and uses sin(ωt) = eiωt
−e−iωt

2i to obtain4

i
dϕb

dt
=

(
δ

2
− δb

)
ϕb +�

(
eiωt
− e−iωt

2i

)
ei(δb−δa)tϕa, (6.44a)

i
dϕa

dt
=

(
−
δ

2
− δa

)
ϕa +�

(
eiωt
− e−iωt

2i

)
e−i(δb−δa)tϕb. (6.44b)

If we now choose δa and δb such that ω = δb− δa, then one of the terms proportional to � in each of the above equations
no longer rotates (e.g., ei(−ω+δb−δa)t = 1, and the other term rotates basically twice as quickly as before, so it can be
neglected. If we arbitrarily set δa = −δ/2 and take ω = 1 + δ (see Fig. 6.6(a), where we arbitrarily chose 1 > 0), the
detuning 1 is given by 1 = ω − Eb−Ea

h̄ = ω − δ, and we obtain

i
d

dt

(
ϕb

ϕa

)
=

(
−1 i�2
−i�2 0

)(
ϕb

ϕa

)
. (6.45)

4 Recall that a unitary transformation ψ = U(t)ϕ(t) in ih̄ ∂ψ(t)
∂t = Hψ(t) yields ih̄ ∂ϕ(t)

∂t = [U†(t)HU(t)− ih̄U†(t)U̇(t)]ϕ(t).
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Applying a further transformation, ϕa → −iϕa turns the complex Hermitian (time independent) Hamiltonian matrix on
the RHS of Eq. (6.45) into a real symmetric Hamiltonian, and we find

i
d

dt

(
ϕb

ϕa

)
=

(
−1 �

2
�
2 0

)(
ϕb

ϕa

)
. (6.46)

Note that the energy eigenvalues of the Hamiltonian in Eq. (6.46) are the same as those in Eq. (6.45), E±= (−1 ±√
12 +�2)/2. This is the same Hamiltonian as in Eq. (6.1) except that δ→−1 [see Fig. 6.6(a) to discern the reason].
In what follows, we need to generalize the treatment above by taking the interaction between the two levels in the

form, V(t) = h̄�0 cos(ωt + φ0) = h̄�0
eiωt+iφ0+e−iωt−iφ0

2 , where φ0 is a phase angle (which may have some temporal and
spatial dependence – see below). Carrying out the procedure used earlier for this case yields

i
dϕb

dt
=

(
δ

2
− δb

)
ϕb +�0

(
eiωt+iφ0 + e−iωt−iφ0

2

)
ei(δb−δa)tϕa, (6.47a)

i
dϕa

dt
=

(
−
δ

2
− δa

)
ϕa +�0

(
eiωt+iφ0 + e−iωt−iφ0

2

)
e−i(δb−δa)tϕb. (6.47b)

and on choosing δa and δb as earlier, we obtain

i
d

dt

(
ϕb

ϕa

)
=

(
−1 �∗

2
�
2 0

)(
ϕb

ϕa

)
, (6.48)

where � ≡ �0 eiφ0 .
The pure state density matrix ρ(t) = |ψ(t)〉 〈ψ(t)| in the RWA, and its equation of motion, are now derived. For this

purpose, it is convenient to define σba(t), σab(t), σbb(t) and σbb(t) through the relations,

ρba(t) = σba(t)e
−i[ωt+φ0], ρab(t) = σab(t)e

i[ωt+φ0]
= ρ∗ba(t) = σ

∗

ba(t)e
i[ωt+φ0], (6.49)

ρbb(t)− ρaa(t) = σbb(t)− σaa(t). (6.50)

The RWA density matrix satisfies equations similar to Eqs (6.29a) and (6.30a):

σ̇ba =
i

2
�0(σbb − σaa)+ [i(1+ φ̇0)− 0]σba,

σ̇bb − σ̇aa = i�0(σba − σ
∗

ab)− γ [(σbb − σaa)+ 1],

(6.51a)

(6.51b)

In the (u, v, w) notation, where u = σba + σ
∗

ba = 2 Re σba, v = −i(σba − σ
∗

ba) = 2 Im σba, w = σbb − σaa,

du

dt
= −(1+ φ̇0)v− 0u,

dv

dt
= (1+ φ̇0)u+�0w− 0v,

dw

dt
= −�0v− γ (w+ 1).

(6.52a)

(6.52b)

(6.52c)

In the context of the coupling of an atom (modeled as a two-level system) to light, Eqs (6.51a) and (6.52) are called the
optical Bloch equations.

Sometimes the Rabi frequency� can be written as the product of the transition dipole moment matrix element between
the ground and excited states,µba, and the slowly varying envelope of the electric field, A [see Eq. (7.88)], h̄� = 2µbaA/h̄
(= µbaE0). The slowly varying envelope, A, and therefore � (or E0), may be a function of space and time (the light field
may be a pulse – see the next few subsections).
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Problem 6.10

Write Eq. (6.52) in vector-matrix notation.

Answer: d
dt

u
v
w

 =
 −0 −(1+ φ̇0) 0
(1+ φ̇0) −0 �0

0 −�0 −γ

u
v
w

−
0

0
γ

.

Adiabatic Limit

We can easily obtain solutions to the dynamics of a two-level system in a pulse of light with a time-dependent Rabi
frequency, �(t), when the temporal duration of the light pulse, τp, is very much larger than the decay times T1 and
T2 using an adiabatic approximation. Setting all three optical Bloch equations into steady state (all time derivatives in
Eq. (6.30a) are set equal to zero), we find5

u =
�1/02

1+12/02 +�2/(γ0)
, (6.53a)

v = (−1)
�/0

1+12/02 +�2/(γ0)
, (6.53b)

w = (−1)
1+12/(γ0)

1+12/02 +�2/(γ0)
. (6.53c)

The excited state population, ρbb is, therefore, given by

ρbb =
1

2

�2/(γ0)

1+12/02 +�2/(γ0)
=

1

2

�20/γ

12 + 02 +�20/γ
. (6.54)

The quantity s ≡ �2/(γ0) is often called the saturation parameter.
For large Rabi frequency, power broadening of the transition occurs. The excited state population ρbb in Eq. (6.54)

can be written in terms of an effective transition width 0eff, as ρbb =
1
2
�20/γ

12+02
eff

, where

02
eff = 0

2
+�20

γ
= 02

(
1+

�2

γ0

)
= 02 (1+ s). (6.55)

For extremely large Rabi frequency, i.e., for very large saturation parameter, s � 1, and small detuning, 12/02
� 1,

the system is in a superposition of ground and excited states, i.e., w ≈ 0 and ρaa ≈ ρbb ≈ 1/2.
For small Rabi frequency, �2/(γ0) � 1, the system is mostly in the ground state, i.e., the steady-state population

difference is given by w ≈ −1, but this is a very crude approximation. A better approximation obtains if T2 � T1, τp,
since we can set the coherences into steady state (set the time derivatives of u and v equal to zero in the Bloch equations)
to obtain

u = −
1

0
v, v =

�

0(1+12/(γ0))
w. (6.56)

Substituting the expression for v into the differential equation (6.52c) for w, we find

dw

dt
= −

�

0(1+12/(γ0))
w− γ (w+ 1). (6.57)

5 To generalize to the case with finite φ0 discussed above, let �→ �0, 1→ 1+ φ̇0.
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This equation, which is in the form of an ordinary driven population rate equation, dw
dt = −aw+ b, has analytic solution

w(t) = e−at
[
w(0)+ (b/a)

(
eat
− 1

)]
. Given the initial population inversion w(0), the adiabatic solution to the Bloch

equation is completely determined by setting dw/dt to zero. The steady-state ground state population is ρaa = 1−ρbb. In
Sec. 7.4.4, we calculate the excited state population versus time using perturbation theory. The result is plotted in Fig. 7.7.

6.1.5 ATOMS IN AN ELECTROMAGNETIC FIELD: DISPERSION AND ABSORPTION

There are many physical phenomena that can be treated using the formalism described above, e.g., absorption and dis-
persion of atoms in an atomic gas, atom cooling and trapping by light, inhomogeneous broadening of optical transitions,
self-induced transparency, spin echoes, and optical spin echoes (see Ref. [18], Chapter 9). In the next few subsections we
shall consider absorption and dispersion of light by atoms in an atomic gas, and Doppler cooling of atoms and trapping
of atoms, using the optical Bloch equations when an electromagnetic field, with electric vector E(r, t), is applied to a gas
of atoms.

We begin by considering a dilute gas of atoms irradiated by light. Modeling starts by assuming that the light is in near
resonance with two levels of the atom, say, the ground electronic state of the atom and a specific excited electronic state.
The interaction energy of the light and an atom (a two-level system) is, U = −p · E, or, if the dipole moment in the
atom is induced by the field E, U = − 1

2 p · E), where the atomic polarization is p = Tr(ρµ), where µ is the transition
dipole operator of the atomic transition (which can be expressed in terms of u, v, w of Eq. (6.14a). We first consider atoms
interacting with a single-frequency electromagnetic field of frequency ω, i.e., E(t) = Re [e0E0e−iωt−iφ0 ], where e0 is the
unit vector in the direction of the electric field and φ0 is the phase angle of the field. Then the transition dipole moment
induced by a field also oscillates with frequency ω. We shall take the transition dipole matrix element µba to be real,
µba = µab. Since the transition dipole moment is induced by the field, it is natural to take the transition dipole moment
along the direction of the field, i.e., eµ = e0. The optical potential felt by the atoms in the gas due to the light-matter
interaction is

Uopt(r, t) = −
1

2
Tr(ρµ) · E(r, t) =

1

2
(ρba + ρab) µba e0 · E(r, t) =

1

2
×

[σba(t)e
−i[ωt+φ0]

+ σab(t)e
i[ωt+φ0]]µba e0 · [A(r, t)e−i[ωt+φ0]

+ A∗(r, t)ei[ωt+φ0]], (6.58)

where we have written the electromagnetic field in terms of the slowly varying envelope A as E(r, t)=
e0[A(r, t)e−i[ωt+φ0]

+ A∗(r, t)ei[ωt+φ0]]. The optical force is given by Ehrenfest’s theorem and involves calculating the
expectation value of the operator ˙̂p = −∇Û = ∇(µ̂ · E(r, t)). Hence, the optical force is the expectation value of the
optical force operator,

EFopt(r, t) =
1

2
Tr(ρµ̂) · E∇E(r, t), (6.59)

where we used the arrow vector notation as distinguished from the boldfaced vectors to clarify that the force is a vector
as a result of the gradient. The trace picks out the off-diagonal elements of the density operator, i.e.,

EFopt(r, t) =
1

2
(ρba + ρab) µba E∇ [e0 · E(r, t)] . (6.60)

We shall complete the calculation of the optical force on an atom due to a light field in Sec. 6.1.6 after a short discussion
of absorption and the refractive index of light.

Problem 6.11

(a) Obtain an explicit expression for the solution to Eq. (6.57).
(b) Show that the t→∞ limit of the solution is equivalent to Eq. (6.53c).
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Refractive Index and Absorption

Light propagating in a medium is affected by the polarization of the medium, as discussed in Ref. [18], Sec. 3.3.3 (see
also the discussion below). To lowest order in the electric field strength, the polarization vector P is proportional to
the electric field of the light, P = χE, where χ is the susceptibility and is related to the complex dielectric constant
[see Eq. (7.221a)]. For a dilute gas of atoms of density N , the polarization is given by the product of the density and the
transition dipole moment of the atoms p, P = Np = Nµba(u+iv)e0. More explicitly, for light of frequencyω, χ(ω) gives
the polarization of the medium when light with frequency ω propagates in the medium, P(ω) = Np(ω) = χ(ω)E(ω), and
the displacement vector is given (in Gaussian units) by D(ω) = ε(ω)E(ω) = E(ω) + 4πP(ω) = [1 + 4πχ(ω)]E(ω) =
{E(ω) + 4πNµba[u(ω) + iv(ω)]}e0.6 χ(ω) is called the optical susceptibility at frequency ω and is the response of the
medium to the light. In summary, for a medium composed of atoms whose optical properties are well approximated by
two levels (the ground state and the excited state produced by the optical excitation), the real and imaginary parts of χ(ω)
[which are proportional to the refractive index n(ω) and the absorption coefficient α(ω)] are proportional to the real and
imaginary parts of the atomic transition dipole moment p, which are given by u and v, respectively. Thus, the refractive
index n(ω) and absorption coefficient α(ω) are related to the real and imaginary parts of the susceptibility χ(ω). We
shall now explicitly make the connection of the susceptibility χ (which is proportional to the dipole moment p) and the
absorption and dispersion of a medium.

The absorption and dispersion of a medium can be understood using the Faraday and Ampère equations:

∇ × E = −
1

c

∂B
∂t

, ∇ ×H =
4π

c
J+

1

c

∂D
∂t

. (6.61)

We shall assume that the material is not a conductor, and therefore, no current flows in the medium, J = 0. Now,
we substitute the constitutive equations D = εE = E + 4πP and H = µ−1B into these equations to eliminate the
fields D and B in favor of E and H to obtain the equations ∇ × E = −µc

∂H
∂t and ∇ × H = ε

c
∂E
∂t . By taking the curl

of the first equation and substituting into the time derivative of the second equation, and making use of the identity
∇ ×∇ × E = −∇2E+∇(∇ · E), we see that E satisfies the wave equation,

∇
2E−∇(∇ · E)−

µε

c2

∂2E
∂t2
= 0. (6.62)

If no free charges are present ∇ · E = ε−1∇ · D = 0 (Gauss’s law) and the middle term in Eq. (6.62) vanishes.

Problem 6.12

(a) Show that Eq. (6.62) can be written as ∇2E−∇(∇ ·E)− µ

c2
∂2E
∂t2
= 4π µ

c2
∂2P
∂t2

. Hence, the second derivative with
respect to time of the polarization is a source for the electromagnetic field.

(b) Rederive the wave equation, retaining the current in the Ampère equation and substitute the constitutive
equation J = σE. By comparing with the wave equation obtained with σ = 0, show that the imaginary part of
the polarization can be related to the conductivity σ .

For a single frequency field, E(r, t) = Re [e0E0(r)ei(k·r−ωt)], taking the direction of propagation as the z-axis, so
eik·r
= ei(ωn(ω)/c)ze−αz/2, substituting into the wave equation (6.62), taking ε(ω) = 1 + 4πχ(ω) and the permeability

µ = 1 for a nonmagnetic medium, we find

k = ẑ
ω(ε)1/2

c
= ẑ[n(ω)ω/c− iα(ω)/2], (6.63)

where n(ω) = Re [1+ 4πχ(ω)]1/2
= Re {1+ 4πNµba[u(ω)+ iv(ω)]/E0}

1/2
≈ 1+ 2πNµbau(ω)/E0 is the refractive

index and α(ω) = 2 Im k = (2ω/c) Im [1 + 4πχ(ω)]1/2
≈ (4πω/c)Nµbav(ω)/E0 is the absorption coefficient. The

6 u and v are proportional to E(ω) to lowest order in field strength, but higher-order terms are present and give rise to saturation effects.
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FIG 6.7 (a) Refractive index n [∝ u(ω)/E0] and (b) absorption α [∝ v(ω)/E0] versus detuning, 1/0, for several values of the saturation
parameter s ≡ �2/(γ0). Here, the scales for the refractive index and the absorption are arbitrary.

intensity, I = c
8π |E|

2 in Gaussian units (I = |E|2/2 in SI units) decays exponentially with propagation distance, e−αz,
and the phase velocity of light is vph = c/n = c/Re(

√
ε). Figure 6.7 shows the refractive index n(ω) [∝ u(ω)/E0]

and the absorption α(ω) [∝ v(ω)/E0] versus ω/1 for various laser intensities [∝ �2]. The distinctive resonance dis-
persion curve of the index of refraction is shown in part (a), and the Lorentzian lineshape of the absorption coefficient
is shown in part (b). As � (which is proportional to the electric field strength) increases, the dispersion and absorption
become power broadened, and the transition becomes saturated (the ground state population is depleted, as discussed
earlier).

6.1.6 DOPPLER COOLING OF ATOMS

The idea of Doppler cooling of atoms was first conceived of in 1975 by T. W. Hänsch and A. L. Schawlow and, inde-
pendently, by D. Wineland and H. Dehmelt. Doppler cooling of atoms involves the exchange of momentum, energy, and
entropy between the light field and the atoms. It often involves the use of three mutually orthogonal pairs of counter-
propagating laser beams with frequency red-detuned from an atomic transition.

Suppose an atom is moving with a velocity +v along the x-axis in the presence of two laser beams with frequency
ω that counter propagate along the x-axis. The momentum of the photons in these beams are h̄k and −h̄k, respectively,
and their energy is h̄ω, where h̄ω < h̄δ (the beams are redshifted from resonance). In the reference frame of the atom,
the photons in beam from the left are redshifted to frequency ω − kv, whereas the photons in the beam from the right
are blueshifted to frequency ω + kv. The latter photons are preferentially absorbed, since they are closer to resonance.
The excited atom now has slightly lower velocity since it absorbed a right-moving photon with momentum −h̄k (mvf =

mv − h̄k > 0). The excited atom decays, emitting a photon in a dipole radiation pattern [see Eq. (7.108)]. The process
of preferential absorption of photons from the beam from the right continues until the atom is substantially slowed. In
contrast, an atom moving to the left with velocity −v will preferentially absorb right-moving photons, hence it will also
slow. Thus, a cloud of atoms will cool. Now, let us describe the process quantitatively.

Let us first consider a gas of two-level atoms in the presence of an electromagnetic field E(r, t) of frequency ω,

E(r, t) = e0E0(r) cos[ωt + φ0(r)] ≡ e0E0(r) cosϕ(r, t), (6.64)

where e0 is the polarization of the field. The phase φ0 takes the form7

φ0(r) = −k · r+80(r). (6.65)

7 For a plane wave the additional phase 80(r) vanishes, but for a Gaussian beam focused at the origin,
80(r) = tan−1(z/z0)+ k(x2

+ y2)/(2z2[1+ (z0/z)2]2), where z0 is the Rayleigh range and the arctan factor is called the Guoy phase [18].
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The Hamiltonian of an atom in the gas consists of kinetic energy term and an internal energy term in the two-level space,
ĤA = p2/(2m)1+ (h̄δ/2)σz, and the atom-field interaction operator, Û(r, t), is given in the dipole approximation by

Û(r, t) = −
1

2
µ̂ · E(r, t) = −

1

2
(µ̂ · e0) E0(r) cos(ωt + φ(r)). (6.66)

The transition dipole moment operator is µ̂ = µba (|b〉〈a| + |a〉〈b|) = µba σx, the dipole moment matrix element is taken
to be real, µba = µab = ebaµba, and the unit vector eba can be taken equal to e0 since the dipole moment is induced. The
effective potential experienced by an atom in the presence of this field at position r and time t is U(r, t) = Tr Û(r, t) =
−

1
2 p · E(r, t), where the induced transition dipole moment of the atom is

p = Tr (ρµ) = ρbaµab + ρabµba = µba{σba e−i[ωt+φ0(r)] + σab ei[ωt+φ0(r)]}. (6.67)

To find the average force exerted on an atom by an external electromagnetic field, we use the Heisenberg equations of
motion for the external degrees of freedom and take their trace and their time average,〈〈

dr
dt

〉〉
t
=

〈〈pat

m

〉〉
t
,

〈〈
dpat

dt

〉〉
t
= F = −〈〈∇rU〉〉t , (6.68)

where we introduced the double brackets 〈〈•〉〉t to indicate both quantum (inner bracket) and time (outer bracket) aver-
ages, since we are dealing with quickly oscillating electromagnetic fields. In (6.68), pat is the atomic momentum (to be
distinguished from p, which in (6.67) is taken to be the transition dipole moment). We first take the quantum average:

F =
〈〈
−∇

(
−

1

2
µba · e0 (|b〉〈a| + |a〉〈b|)E0(r) cosϕ(r, t)

)〉〉
t

=

〈〈
1

2
µba · e0 (|b〉〈a| + |a〉〈b|) {∇(E0) cosϕ + E0 sinϕ∇φ0 }

〉〉
t

=

〈
1

2
µba · e0 Tr(ρ(|b〉〈a| + |a〉〈b|)) {(∇E0) cosϕ + E0 sinϕ∇φ0 }

〉
t

=
µba ·e0

2
〈(ρba + ρab) {∇E0(r) cosϕ(r, t)+ E0(r) sinϕ(r, t)∇φ0 }〉t . (6.69)

We then express the off-diagonal density matrix elements in terms of the Bloch vector components u and v using
Eq. (6.49), write cosϕ(r, t) and sinϕ(r, t) as complex exponentials and then take the time average to obtain

F =
1

2
µba · e0 [u ∇ E0(r)+ v E0(r)∇φ0]. (6.70)

The first term on the RHS is the far-off resonance force (or dipole force) and the last term is the friction force (or
dissipative force). For a plane wave field, the gradient of 80 in ∇φ0 on the RHS of Eq. (6.70) vanishes, so ∇φ0 = −k,
and ∇ E0(r) = 0, so the far-off resonance force vanishes; only the friction force remains. We can write Eq. (6.70) in
terms of the Rabi frequency, h̄� = µbaE0:

F =
h̄

2
[u ∇�(r)+ v�(r)∇φ0] . (6.71)

Now, consider an atom in the field of two laser beams, one propagating to the right, ER(r, t) = e0E0(r) cosϕR(r, t) =
e0E0(r) cos[ωt+φ0,R(r)] with φ0,R(r) = −k·r+80,R(r), and one propagating to the left, EL(r, t) = e0E0(r) cosϕL(r, t) =
e0E0(r) cos[ωt+φ0,L(r)] with φ0,L(r) = k ·r+80,L(r). Note that for plane waves,80,R(r) = 80,L(r) = 0, φ̇0,R = −k ·v,
and φ̇0,L = k · v, where v is the velocity of the atom. The terms with φ̇0 account for the Doppler shift of the photons
in the rest frame of the atoms. Substituting vR,L = (−1) �/0

1+(1∓k·v)2/02+�2/(γ0)
into the RHS of Eq. (6.70), noting that
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∇φ0 = ∓k for the R and L beams, and using the definition of the saturation parameter, s ≡ �2/(γ0), we find

FR,L = ∓
1

2

γ s

1+ s+ (1∓ k · v)2/02
h̄k. (6.72)

We can interpret this result as originating from the product of three factors: (1) the rate of spontaneous emission γ ,

(2) the excited state population fraction ρbb =
1
2

�2/(γ0)

1+12/02+�2/(γ0)
, and (3) the photon momentum ∓h̄k provided to the

atom on absorbing a photon. The force on the atom is the sum of the forces due to the two laser beams. Expanding the
expressions for the forces due to the R and L beams in the small parameter k · v/1 and adding contributions from the two
counter-propagating beams, we find that the net force is

Ffriction = FR + FL =
2γ h̄k21

02

s

(1+ s+ (1/0)2)2
v = βv, (6.73)

where

β =
2γ h̄k2s1

02[1+ s+ (1/0)2]2
. (6.74)

Note that the force is opposite in direction to the velocity for red-detuned laser light, i.e., for 1 < 0, β < 0. We can now
calculate the rate of change of the kinetic energy due to the cooling process when β < 0:

dE

dt
=

d

dt

(
mv2

2

)
= mv

dv

dt
= βv2

=
2β

m
E. (6.75)

In addition to cooling due to photon absorption from the laser beams, heating due to spontaneous emission from the
excited state of the gas atoms occurs because of the momentum imparted to an atom on photon emission. Cooling and
heating eventually balance each other, and the system will reach equilibrium. The rate of heating can be estimated by
averaging over spontaneous emission events whose direction is stochastic. Let us count photon absorption and emission
events. During the short interval of time δt, an atom can absorb δNR photons from the R beam and δNL from the L beam.
The total number of absorptions events (that are separated by spontaneous emissions to the ground state) is equal to
δN = δNR + δNL. Within the time interval δt, the change of momentum due to emission and absorption events is equal
to δp = h̄k(δNR − δNL) +

∑
j h̄kj, where the first two terms are due to absorption for the laser beams and the last term

corresponds to the momentum kicks caused by spontaneous emission. From this expression, we can obtain the mean
square value of the momentum change,

(δp)2 = (h̄k(δNR − δNL))2 +
∑

jj′

h̄2kjk′j, (6.76)

which can be used to estimate the average change of the atomic kinetic energy. Note that the subsequent spontaneous
emission events are independent; hence, the average of the sum of kj’s is zero and in the last sum only diagonal terms
j = j′ contribute. Additionally, we assume that the average k2

j is of order k2, to obtain δNh̄2k2 for the last term on the

RHS of Eq. (6.76). To calculate the contribution from the first term on the RHS of Eq. (6.76), we assume δNR = δNL,

and that both NR and NL satisfy the Poisson distribution. In this case, (δNR,L)2 = (δNRL)
2
+ (δNR,L). After some algebra,

we obtain δN h̄2k2; hence, the rate of change of the total energy due to heating is given by

dEheat

dt
=

1

2m

(δp)2

δt
=

1

2m
2
δN

δt
h̄2k2. (6.77)

The expression (6.76) is quadratic in NR − NL. Since δN is due to absorption from the two counter-propagating beams,
it equals 2R, where R = γρbb. We now have all the ingredients in hand to calculate the final temperature reached by the
Doppler cooling process. We have to set only the rate of heating equal to the rate of cooling to determine the temperature



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 09-ch06-259-302-9780444537867 2012/11/15 22:26 Page 278 #20

278 CHAPTER 6 Quantum Dynamics and Correlations

to which the gas cools. When these rates are equal to each other,

dEtotal

dt
= −

2β

m
E +

2

m

0s

2

h̄2k2

(1+ s+ (1/0)2)
= 0 (6.78)

and cooling stops. This equation determines the resulting value of the kinetic energy E, which is E = kBT/2 by the
equipartition theorem. The resulting temperature is called the Doppler temperature, TD. For small s,

kBTD =
h̄0

2

(
0

1
+
1

0

)
. (6.79)

Minimizing this temperature by taking best detuning 1, i.e., setting the derivative dTD/d1 = 0, yields

1 = −γ /2 and kBTD = h̄γ /2. (6.80)

For sodium, TD = 240µK, while for cesium, TD = 130µK.
When the concept of atom cooling was being experimentally tested in the lab, the temperature obtained turned out to

be lower than the Doppler cooling temperature TD. Also, the frequency dependence found was different from Eq. (6.79).
The reason for the discrepancy is the multilevel nature (the spin-orbit and hyperfine splittings) of the alkali atoms that
were cooled. The mechanism leading to temperatures lower than the Doppler cooling temperature is called “Sisyphus
cooling” or “polarization gradient cooling.” An extensive account of polarization gradient cooling, and cooling and
trapping of atoms in general, is given in the review articles by the 1997 Nobel prize laureates Chu, Cohen-Tannoudji, and
Phillips [95].

6.1.7 OPTICAL TRAPPING OF ATOMS

Trapping of atoms with the dipole force was first suggested by V. S. Letokhov in 1968. In 1970, Arthur Ashkin
first reported the detection of the far-off resonance force on micrometer-sized particles. Later, Ashkin and colleagues
from Bell Labs reported the first observation of optical tweezers, a tightly focused beam of light capable of holding
microscopic particles stable in three dimensions. In 1986, Steven Chu used the far-off resonance force to trap neutral
atoms.

We have seen in Sec. 6.1.6 that the optical force exerted on an atom is composed of two components, the far-off
resonance force or dipole force and the friction force or dissipative force, as detailed in Eq. (6.70). The dissipative force
gives rise to radiation pressure and is used for laser cooling, but for optical trapping, the far-off resonance force is the
important component. On substituting the expression for u from Eq. (6.53a) into Eq. (6.70), and using h̄� = µbaE0, we
obtain

Fdip =
h̄1/02

1+12/02 +�2/(γ0)
∇�2(r). (6.81)

The far-off resonance force is the time-averaged force arising from the interaction of the transition dipole induced by the
oscillating electric field of the light with the gradient of the electric field amplitude, as specified in Eq. (6.70). Focusing
the light beam affects the field gradient, and detuning the optical frequency relative to the atomic transition controls the
sign of this force on the atom. If the light is tuned below resonance (1 < 0), the atom is attracted to the center of the
light beam, whereas “blue-detuned” light (1 > 0) repels it.

A number of configurations have been used to trap atoms using far-off resonance traps (FORTs) that rely on the
dipole optical force [18, 95], including the laser beam configuration with two confocal counter-propagating red-detuned
beams with orthogonal polarizations is shown in Fig. 6.8. Magneto-optical traps (MOTs) that produce cold-trapped
neutral atoms use both laser cooling and magneto-optical trapping. Moreover, configurations have been developed that
both trap and cool atoms with a form of Doppler cooling referred to as optical molasses, since the dissipative optical
force resembles the viscous drag on a body moving through molasses. Optical molasses can cool neutral atoms to
temperatures colder than a MOT. In optical molasses, cold atoms accumulate in a region where three orthogonal pairs
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laser beam

focusing 
lens

trapped atom 
with resonance 
frequency ω0

λ/4 polarizer

input and output laser 
beams with ω   <  ω0

mirror

FIG 6.8 Far-off resonance laser trap for atoms, with two confocal
counter-propagating red-detuned laser beams having
orthogonal polarizations.

of laser beams intersect. With the correct choice of polar-
izations for the laser beams, this configuration can trap
atoms by the addition of a magnetic field gradient created by
two coils with currents in opposite directions that produce
a quadrupole magnetic field. A typical sodium MOT can
cool atoms down to 300 µK, whereas optical molasses can
cool the atoms down to an order of magnitude cooler. For
more information about cooling and trapping of atoms, see
Ref. [95].

6.1.8 TWO OR MORE CORRELATED
“SPINS”

Let us consider two two-level systems (or a bipartite qubit
system, such as the polarization state of two photons or two spin 1/2 particles) and call them A and B. For two uncorrelated
spins (or two uncorrelated photons), we can write their density matrix in the product form ρAB = ρAρB (i.e., the tensor
product of the density matrices, ρA ⊗ ρB). For two correlated spins, the density matrix must include another term that
accounts for the correlation of the spins. It can be written in the form

ρAB =
1

4
[(1+ nA · σA) (1+ nB · σB)+ σA · CAB · σB] , (6.82)

where the 3×3 tensor CAB specifies the correlations between the two spins,

Cij,AB = 〈σi,Aσj,B〉 − 〈σi,A〉〈σj,B〉 = 〈σi,Aσj,B〉 − ni,A nj,B. (6.83)

ρAB can be represented as a 4×4 Hermitian matrix with trace unity, so 15 (= 4×4 - 1) parameters are required to param-
eterize it. The three components of nA, the three components of nB, and the nine components Cij, where we no longer
explicitly show the subscripts A and B, are sufficient for this purpose. All the parameters appearing in Eq. (6.82) can be
experimentally determined by a combination of single-particle measurements for nA and nB and Bell measurements for
the correlation matrix C.

For example, let us determine the density matrix ρAB for the spin singlet state, (4.81). The expectation value of the
projection of the first spin A and the second spin B on any axis must vanish, 〈σA〉 = 〈σB〉 = 0, so nA = nB = 0.
Moreover, the expectation value 〈σi,Aσj,B〉 = −δij (the spins are oppositely polarized), so

ρsinglet =
1

4
(1A1B − σA · σB) =

1

2


0 0 0 0
0 1 −1 0
0 −1 1 0
0 0 0 0

 . (6.84)

This density matrix is also a projection operator onto the singlet state [note that the eigenvalues of the 4×4 matrix σA ·σB

are −3 and 1 (which is triply degenerate), so the eigenvalues of ρsinglet are 1 and 0 (triply degenerate)]. In Problem 6.14,
you will work out the density matrix of the Bell state |9+〉 = 1

√
2

[|↑↓〉 + |↓↑〉], which is one of the three components of

the triplet state, and the other two Bell states as well. The density matrix

ρ9+ =
1

4
(1A1B + σA · σB − 2σz,Aσz,B) =

1

2


0 0 0 0
0 1 1 0
0 1 1 0
0 0 0 0

 (6.85)

is also a projection operator, as are the other density matrices you will derive in Problem 6.14.
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Problem 6.13

Using the density matrix in Eq. (6.82), show that 〈σi,Aσj,B〉 = Cij + 〈σi,A〉 〈σi,A〉, thereby verifying Eq. (6.83).

Hint: Recall that 〈O〉 = Tr ρO.

Problem 6.14

(a) Determine the density matrix ρ9+ for the M = 0 triplet (4.82), |9+〉 = 1
√

2
[|↑↓〉 + |↓↑〉] and show that it

projects onto |9+〉.
(b) Determine the density matrix for the “Bell states,” |8+〉 = 1

√
2

[|↑↑〉 + |↓↓〉], |8−〉 = 1
√

2
[|↑↑〉 − |↓↓〉].

Answers: (a) ρ9+ =
1
4 (1A1B + σx,Aσx,B + σy,Aσy,B − σz,Aσz,B).

(b) ρ8+ =
1
4

(
1A1B + σx,Aσx,B − σy,Aσy,B + σz,Aσz,B

)
, ρ8− =

1
4

(
1A1B − σx,Aσx,B + σy,Aσy,B + σz,Aσz,B

)
.

Problem 6.15

For the entangled state |ψ〉 = [2 cosh(2θ)]−1/2[e−θ |↑↑〉 + eθ |↓↓〉]:
(a) Determine the expectation values 〈σA〉, 〈σB〉.
(b) Determine the variances 〈(1σi,A)

2
〉, 〈(1σi,B)

2
〉 for i = x, y, z.

(c) Determine 〈J〉, and 〈(1Ji)
2
〉 for i = x, y, z, where J = h̄

2 (σA + σB).
(d) Show that the state is a minimum uncertainty state in the sense that 〈1Jx〉〈1Jy〉 =

h̄
2 |〈Jz〉|.

(e) Determine the density matrix. Hint: Note that Ji =
h̄
2 (σi,A + σi,B) and squaring yields an expression for σi,Aσi,B.

Answers: (a) 〈σx〉 = 〈σy〉 = 0, 〈σz〉 = −tanh(2θ) for both A and B.
(b) 〈(1σi)

2
〉 = 1 for all i and A and B.

(c) 〈Jx〉 = 〈Jy〉 = 0, 〈Jz〉 = −h̄ tanh(2θ), 〈(1Jx)
2
〉 =

h̄2

2 [1+ sech(2θ)], 〈(1Jy)
2
〉 =

h̄2

2 [1− sech(2θ)],
〈(1Jz)

2
〉 = h̄2sech2(2θ).

(e) ρψ = 1
4 {[1A − tanh(2θ)σz,A][1B − tanh(2θ)σz,B]+ sech(2θ)(σx,Aσx,B − σy,Aσy,B)+ sech2(2θ)σz,Aσz,B}.

Let us consider the classically correlated two-qubit states of the form ρAB =
∑

i pi ρ
A
i ρ

B
i , with pi > 0 and

∑
i pi = 1,

first introduced in Sec. 5.2.2 [see Eq. (5.39)]. When two terms are present, i = 1, 2, we have ρAB = p1 ρ
A
1 ρ

B
1 + p2ρ

A
2 ρ

B
2 ,

and using Eq. (6.16) for the single-qubit density matrices,

ρAB =
1

4

[
p1(1+ nA,1 · σA) (1+ nB,1 · σB)+ p2(1+ nA,2 · σA) (1+ nB,2 · σB)

]
. (6.86)

After some algebra, we find that the coefficients nA, nB, and Cij,AB in Eq. (6.82) are given by, nA = p1nA,1 + p2nA,2,
nB = p1nB,1+p2nB,2, and Cij,AB = p1ni,A,1[nj,B,1− (p1nj,B,1+p2nj,B,2)]+p2ni,A,2[nj,B,2− (p1nj,B,1+p2nj,B,2)]+p2ni,A,2],
for the classically correlated two-qubit state example of Eq. (6.86). The fact that the C matrix is nonvanishing proves that
these states are correlated.

Three correlated spins can be described by the density matrix

ρABC =
1

8
[(1+ nA · σA) (1+ nB · σB) (1+ nC · σC)+ σA · CAB · σB

+ σA · CAC · σC + σB · CBC · σC +
∑
ijk

σi,Aσj,Bσk,CDijk], (6.87)
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where CAB, CAC, and CBC are the two-particle correlation matrices and the tensor that specifies the three-spin correla-
tions is

Dijk = 〈σi,Aσj,Bσk,C〉 − 〈σi,A〉〈σj,B〉〈σk,C〉. (6.88)

The density matrices of four-particle and higher states can be constructed similarly, but with increased complexity.

Problem 6.16

(a) Determine ρ for the GHZ-like state 1
√

2
[|↑↑↑〉 − |↓↓↓〉].

(b) Determine ρGHZ for the GHZ state 1
√

2
[|↑↑↑〉 + |↓↓↓〉].

Answer:
(a) ρ = 1

8 (1A1B1C + σz,Aσz,B + σz,Aσz,C + σz,Bσz,C + σx,Aσx,Bσx,C + σx,Aσy,Bσy,C + σy,Aσx,Bσy,C + σy,Aσy,Bσx,C).
(b) ρGHZ =

1
8 (1A1B1C + σz,Aσz,B + σz,Aσz,C + σz,Bσz,C + σx,Aσx,Bσx,C − σx,Aσy,Bσy,C − σy,Aσx,Bσy,C − σy,Aσy,Bσx,C).

Problem 6.17

(a) Given parameters nA, nB, and Cij for the bipartite qubit density matrix ρAB in Eq. (6.82), how does one
determine whether the density matrix corresponds to a pure state?

(b) If Cij = 0 for all i, j, what are the conditions on nA and nB such that ρAB is a pure state?
(c) If nA = nB = 0, what are the conditions on CAB, so that the density matrix corresponds to a pure state?

Answers: (a) For the density matrix to be a pure state, the condition ρ2
AB − ρAB = 0 must be satisfied.

(b) Using Eq. (4.6), we find n2
A = n2

B = 1. I.e., each qubit is in a pure state.
(c) Hint: Solve the set of equations ρ2

AB − ρAB = 0 for the parameters CAB after using Eq. (4.6). For the case of a
diagonal CAB matrix, one obtains the following results:

{Cxx = 1, Cyy = 1, Czz = −1}, {Cxx = −1, Cyy = 1, Czz = 1}, {Cxx = 1, Cyy = −1, Czz = 1}, {Cxx = −1, Cyy

= −1, Czz = −1}

These are the C coefficients for the four Bell states, and the pure states referred to in this problem are the Bell states.

Problem 6.18

(a) Determine the parameters in Eq. (6.82) for the density matrix ρAB =
1
2 [|↑↑〉〈↑↑| + |↓↓〉〈↓↓|].

(b) Write the density matrix in the basis of states |↑↑〉, |↓↑〉, |↑↓〉, and |↓↓〉. [Notice the order in which the basis
functions are written; the first spin varies first. Compare this with (5.21) and with (5.50).]

(c) Determine the parameters in Eq. (6.82) for the density matrix
ρAB = [2 cosh(2θ)]−1/2[e−θ [|↑↑〉〈↑↑| + eθ |↓↓〉〈↓↓|].

Answer: (a) nA = nB = 0, Cij = 0 for all i, j, except Czz = 1.
(b)

ρAB =
1

4




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

+


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1




(c) All the correlation coefficients vanish, except for Czz = sech(2x)2.
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Problem 6.19

(a) Determine the characteristics of the density matrix ρAB =
1
3 [|↑↑〉〈↑↑| + |→→〉〈→→| + |� �〉〈� �|].

(b) Determine the characteristics of ρAB =
1
6 [|↑↑〉〈↑↑| + |↓↓〉〈↓↓|+

|→→〉〈→→| + |←←〉〈←←| + |� �〉〈� �| + |⊗ ⊗〉〈⊗ ⊗|].

Answer: (a) nA = nB = (1/3, 1/3, 1/3)t, and the correlation matrix is

C =
1

9

 2 −1 −1
−1 2 −1
−1 −1 2

 . (6.89)

(b) nA = nB = 0 and C = 0.

An identical description of the density matrix for the polarization degrees of freedom of two photons can be made
using Eq. (6.82). For example, the equivalent of the correlated “singlet state” (6.84) corresponds to the unpolarized two-
photon state 1

√
2
(|R〉|L〉 − |L〉|R〉). Similarly, the density matrix for the polarization degrees of freedom of three-photons

can be described using Eq. (6.87).
When the two-particle, three-particle, etc., two-level systems undergo dynamics, the parameters nA, nB, Cij, etc.

become time dependent. Knowing the Hamiltonian (or the Liouville operator) that defines the dynamics, the time depen-
dence of these parameters can be determined by solving the Liouville–von Neumann density matrix equation.

6.1.9 THE N-TWO-LEVEL SYSTEM BLOCH SPHERE

Let us now consider N-two-level systems. One possible choice of basis states for such a system is the set of direct product
states |m1, m2, . . . , mN〉 ≡

∏N
i=1 |mi〉, where mi = −1/2 corresponds to the ground state a of Sec. 6.1 (or qubit state |0〉)

and mi = +1/2 corresponds to the excited state b (or qubit state |1〉) of the ith qubit.8 Another representation of such
states is in terms of the collective angular momentum operators

J =
N∑

i=1

Si, Jz =

N∑
i=1

Szi, (6.90)

where Si and Szi are the vector spin operator and its z-projection for particle i. The basis set of states |J, M〉 are eigenstates
of J2 and Jz,

J2
|J, M〉 = h̄2J(J + 1)|J, M〉, Jz|J, M〉 = h̄M|J, M〉, (6.91)

and they are linear combinations of the product states
∏N

i=1 |mi〉 (for the remainder of this section, we shall set h̄ = 1 and
J = N/2). Yet another set of states that can be used as a basis set for the system are the generalized coherent states of
the SU(2) Lie algebra [31, 96], which are parameterized by the two polar angles θ and φ corresponding to rotations of
the fully stretched atomic state |J,−J〉, first about the y-axis by an angle θ and then about the z-axis by an angle φ. The
SU(2) coherent state |θ ,φ〉 is given by9

|θ ,φ〉 ≡ exp (−iφJz) exp
(
−iθJy

)
|J,−J〉 = exp

(
αJ+ − α

∗J−
)
|J,−J〉, (6.92)

8 Note that here we consider N two-level systems where each can be in the same spin state. Clearly, they are not identical fermions (unless they are all in
different spatial modes which are not being explicitly represented here).
9 This is a superposition state of N spins. It should not be confused with the state of a single spin |θ ,φ〉 defined in Eq. (6.13). The state in Eq. (6.92)
involves the product of N spin 1/2 particles in state (6.13).
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with α = (θ/2) exp(−iφ). Hence, the state of the N two-level system is represented by a Bloch vector that lies on an
N two-level Bloch sphere. The definition (6.92) can be used to obtain the following expansion of |θ ,φ〉 in terms of the
|J, M〉 states (see Problem 6.20):

|θ ,φ〉 =

[
1+ tan2

(
θ

2

)]−J J∑
M=−J

[
tan

(
θ

2

)
e−iφ

]J+M ( 2J
J +M

)1/2

|J, M〉. (6.93)

Figure 6.9 plots the probabilities PM(θ) =
tan2(J+M)(θ/2)

[1+tan2(θ/2)]2J

(
2J

J +M

)
of state |J, M〉 in the expansion (6.93) of the coherent

state |θ ,φ〉 versus M and θ for J = 10. These probabilities are independent of φ.
The expectation values of the angular momentum operators for the coherent states |θ ,φ〉 can be calculated using

Eq. (6.92) or (6.93):

〈θ ,φ|Jx|θ ,φ〉 = J sin θ cosφ, 〈Jy〉 = J sin θ sinφ, 〈Jz〉 = J cos θ . (6.94)

Hence, the Bloch vector, 〈J〉/J, is restricted to the Bloch sphere of unit radius, since 〈Jx〉
2
+〈Jy〉

2
+〈Jy〉

2
= J2. Moreover,

the standard deviation of the angular momentum operators for the coherent states are given by

1Jx =
J

2

(
1− sin2 θ cos2 φ

)
, 1Jy =

J

2

(
1− sin2 θ sin2 φ

)
, 1Jz =

J

2
sin2 θ , (6.95)

FIG 6.9 The probability PM(θ) versus M and θ of obtaining
|J, M〉 given the coherent state |θ ,φ〉, for J = 10 [see
Eq. (6.93)].

where the variances are defined as (1Ji)
2
≡ 〈θ ,φ|J2

i |θ ,φ〉 −
〈θ ,φ|Ji|θ ,φ〉2. The variance of the total angular momentum
is given by |1J|2 = 〈J2

〉 − 〈J〉2 = J(J + 1) − (J)2 = J.
The Heisenberg uncertainty relations of the angular momen-
tum operators for the coherent states give, for example,

1Jx1Jy ≥
1

2
|〈Jz〉|. (6.96)

For any given pure state of an N two-level system, |8〉,
one can plot the value of the probability P(θ ,φ) = |〈θ ,φ|8〉|2

in the θ -φ plane or on the Bloch sphere. The Bloch sphere
representation of the N two-level system is the generalization
of the Bloch sphere representation for one two-level system to
N such levels. The generalized Bloch sphere is defined such
that the Bloch vector for the state |J,−J〉 points to the south
pole and |J, J〉 points to the north pole. The points located on
the equator (θ = π/2) have equal probability of finding N/2
of the two-level systems in the ground state and N/2 in the
excited state. The state |θ ,φ〉 is represented as a wave packet

on the Bloch sphere, the center of the wave packet at the angles θ , φ with 0 ≥ θ ≥ 2π and 0 ≥ φ ≥ π (the “physics”
spherical coordinate convention).

Figure 6.10 shows the expectation values of 〈J〉/J for the coherent states, as well as the standard deviations 1Jx and
1Jy for 10 such states. Coherent states for which inequality (6.96) is an equality are referred to as intelligent states or
ideal coherent states. From Eqs (6.95), we obtain that SU(2) intelligent states are obtained for φ = 0,π/2,π , 3π/2, and
arbitrary θ , as depicted by the dashed curves in Fig. 6.10. A subset of the intelligent states is the minimum uncertainty
state with φ = 0,π/2,π , 3π/2, and θ = π/2, for which the RHS of Eq. (6.96) is minimized, with1Jx1Jy = 0 (depicted
by the solid blue lines in Fig. 6.10 – note, however, that these states have nonzero standard deviation 1Jz, but this is not
properly depicted in the figure). Although the states with θ = 0 and arbitrary φ (large yellow disks) are also intelligent,
their values of the product 1Jx1Jy = J/2 are in fact maximal and are larger than 1Jx1Jy = J/4 obtained for the
nonintelligent states depicted by the smaller cyan disks.

In the Bloch sphere picture [for both the case of one two-level system (as in Sec. 6.1.2) and the N-two-level system
(as in Fig. 6.10)], the width of states, 1Jx/J, 1Jy/J, and 1Jz/J can be shown on the Bloch sphere, as well as the central
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FIG 6.10 Bloch sphere (shaded shell) and coherent states of SU(2). Dashed
black curves mark intelligent coherent states. Ellipses depict 1Jx
and 1Jy standard deviations for 10 coherent states (standard
deviations 1Jz are not depicted): the |J,−J〉 and |J, J〉 states
(large discs), the four nonintelligent states (smaller discs) and the
four squeezed, minimum uncertainty states (solid lines).
Reproduced from Ref. [33].

position 〈J〉/J. See, for example, Fig. 6.14, where
the widths of the states, as well as their position on
the Bloch sphere are shown. Figure 6.11(a) shows
another view of the state with 〈J〉 along the direc-
tion ŷ, (b) shows a state which has 50% of its N
atoms in state up and in state down, with no definite
phase between them, i.e., | ↑〉N/2| ↓〉N/2, and (c)
shows a squeezed number state, with a wave packet
appearing on the Bloch sphere which is an ellipse
rather than a circle.

To summarize, the pure states of an N two-level
system can be represented as wave packets on a
Bloch sphere. One can plot the value of the prob-
ability P(θ ,φ) = |〈θ ,φ|8〉|2 on the Bloch sphere.
As long as the state |8(t)〉 is time dependent, this
probability can evolve as a function of time. If the
system starts off in state |J,−J〉, with J = N/2 (all
the atoms in the ground state), the dynamics can
be represented by a generalized Bloch vector that
moves on a generalized Bloch sphere, starting from
the south pole at the initial time (see Fig. 6.14).
Section 6.1.10 presents such dynamics.

In general, for an N two-level system, there can
be Bloch spheres with different values of J, where
0 ≤ J ≤ N/2 for even N and J, where 1/2 ≤
J ≤ N/2 for odd N. However, for an initial state
|J,−J〉 that evolves as a pure state via a conserva-

tive Hamiltonian (e.g., the Bose-Hubbard Hamiltonian discussed in Sec. 18.5.3 to be linked to the book web page), only
one Bloch sphere exists, since J can take on only the value N/2, and remains so if J2 is conserved, and the state of the
system can be followed as a function of time on the Bloch sphere. Mixed states (density matrices) for an N two-level
system will in general lie within the generalized Bloch sphere.

FIG 6.11 Bloch sphere
representation for
(a) a coherent state,
(b) a fragmented,
i.e., | ↑〉N/2| ↓〉N/2,
and (c) a squeezed
state.

Problem 6.20

Derive Eq. (6.93) for |θ ,φ〉, starting from the single-spin coherent state (6.13), |n〉 = cos(θ/2)|↑〉 + eiφ sin(θ/2)|↓〉.

(a) Use the binomial theorem to express |θ ,φ〉 = |n〉N in the form of a sum
∑

n cn|↑〉
n
|↑〉

N−n. I.e., determine cn.

https://sites.google.com/site/thequantumbook/
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(b) Use the fact that cosn(θ/2) sinN−n(θ/2) = cosN(θ/2) tanN−n(θ/2) to rewrite the result obtained in (a).
(c) Use the fact that cosN(θ/2) = (1+ tan2(θ/2))−N to write

|θ ,φ〉 = (1+ tan2(θ/2))−N ∑N
n=0 tanN−n(θ/2)ei(N−n)φ

(
N
n

)
|↑〉

n
|↓〉

N−n.

(d) Let N = 2J and n = J +M, in the result derived in (c).
(e) Now use the fact that the properly normalized and symmetrized state with n spin-up and N − n spin-down

particles is given by

(
2J

J +M

)−1/2

|J, M〉 as implied in Eq. (8.43).

6.1.10 RAMSEY FRINGE SPECTROSCOPY

Let us now study what happens to a system composed of two-level atoms subjected to two temporally separated pulses of
radiation of central frequency ω close to the resonance frequency of the two levels, ω0 = (Eb−Ea)/h̄. This technique was
developed by Norman Ramsey (in 1950), who received the Nobel prize in 1989 for the invention of separated oscillatory
field spectroscopy, which is sometimes called Ramsey fringe spectroscopy or Ramsey double-resonance spectroscopy.
In this method, a long time-period between the application of two nearly resonant coherent fields makes the Ramsey
resonance very narrow and thus suitable for high-performance atomic clocks10 and precision measurements. The method
has since become a widely used technique for determining resonance frequencies to high precision. For example, in
133Cs fountain clock experiments that use this method [97], the observed linewidth is less than 1 Hz out of 9,192,631,770
Hz (this microwave hyperfine transition, |F= 4, MF = 0〉 ↔ |F = 3, MF = 0〉, defines the second). As of 2005, the
frequency uncertainty 1ν/ν is 5× 10−16.

Let us first consider a single atom. For a two-level atom in an intense short near-resonant pulse with central frequency
ω, the wave function can be written as, |ψ(t)〉 = ag(t) exp(−i(Ea/h̄+ω)t)|a〉+ ab(t) exp(−iEbt/h̄)|b〉. The Hamiltonian
in the interaction representation and rotating-wave approximation takes the form given in Eq. (6.3), where � = 2µA/h̄
is the Rabi frequency, A is the slowly varying envelope of the electric field [see Eq. (7.88)], µ is the transition dipole
moment, and1 = (Eb−Ea− h̄ω0)/h̄ is the detuning from resonance of the laser frequency ω. The solution of the optical
Bloch equations for the two-level atom, and real envelope A, is given in terms of the unitary evolution operator for the
two-level system by Eq. (6.10). In the Ramsey method, the system, initially in the ground state |a〉, is subjected to two
pulses separated by a delay time T ,

�(t) =


� if 0 ≤ t ≤ τp ,
0 if τp < t < T + τp ,
� if T + τp ≤ t ≤ T + 2τp ,

(6.97)

with �τp = π/2 and T � τp. From expression (6.10) for the evolution operator, it is clear that the effect of the first
pulse is to evolve the initial ground state |a〉 into the superposition state (|a〉 + i|b〉)/

√
2, i.e., the initial ground state is

rotated by angle π/2 about the x-axis. In a one-particle Bloch-sphere picture with u = Re(a∗aab), v = Im(a∗aab), and
w = (|ab|

2
− |aa|

2)/2, the Bloch vector (u, v, w) is projected by the first pulse into the uv plane. During the delay time
between pulses, the system carries out phase oscillations, corresponding to rotation of the Bloch vector in the uv plane
with frequency 1. Finally, the second pulse rotates the vector again by an angle of �gτp about the u-axis. Measuring the
final projection of the Bloch vector on the w-axis as a function of T for fixed detuning 1, one obtains fringes of fixed
amplitude �/�g and frequency 1. Alternatively, fixing T and measuring w(t > T + 2τp) as a function of the detuning
1 results in a power-broadened fringe pattern of amplitude �/�g and frequency 2π/T . The resulting probability to be
in the excited state is given by

Pe =
4�2

�2
g

sin2
(

1

2
�gτp

)(
−cos

(
1

2
�gτp

)
cos

(
1

2
1T

)
+
1

�g
sin

(
1

2
�gτp

)
sin

(
1

2
1T

))2

. (6.98)

10 An atomic clock is a clock that uses an electronic transition frequency of atoms (with a long-lifetime excited state) as a frequency standard for
timekeeping. Atomic clocks are the most accurate time and frequency standards known. They are used to control the frequencies of television and radio
broadcasts, the Global Positioning System, scientific instruments, etc.
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FIG 6.12 Population inversion w versus time t and detuning 1 for a Ramsey
separated-field experiment. Atom–atom interactions reduce the contrast
in the Ramsey fringes and shift the resonance frequency.

Figure 6.12 shows the population inversion
w = 2Pe−1 versus time and detuning1 using
a Ramsey separated field method for one atom
in an optical lattice site. The final time corre-
sponds to the time at which the Ramsey clock
signal is measured as a function of detuning
1, i.e., either the population of the ground or
the excited state is measured as a function of
1. Note that the excited state population at
the final time is unity at zero detuning and
that the population inversion oscillates as a
function of detuning. Figure 6.13 shows the
Ramsey fringes obtained in a cold Cs foun-
tain clock, where cooled atoms are exposed to
a vertical laser beam to toss a cloud of atoms
upward in a “fountain”-like action, and then
the lasers are turned off. The cloud of atoms
travel upwards about a meter high through a
microwave-filled cavity. Under the influence
of gravity, the cloud of atoms then falls back
down through the microwave cavity.

It is easy to generalize this treatment
to a time-dependent Rabi frequency �(t)=
2µA(t)/h̄ due to a pulse of light which turns
on and off with a finite rate, and having pulse

FIG 6.13 Ramsey fringes of a Cs fountain clock. The transition probability p, which is the ratio of the population of the |F = 4, MF = 0〉
state divided by the sum of the |F = 3, MF = 0〉 and |F = 4, MF = 0〉 populations, plotted versus detuning. The fringe width is 1
Hz, as can be seen from the inset. Reproduced with permission from P. Lemonde et al. [97] “Cold-Atom Clocks on Earth and in
Space,” in Frequency Measurement and Control, Springer-Verlag, Berlin, 2001, Figure 3.
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area,
∫ τp

0 �(t′)dt′. For a π/2 pulse,
∫ τp

0 �(t′)dt′ = π/2, where τp is the pulse duration. For the Ramsey pulse sequence,∫ τp
0 �(t′)dt′ = π/2,

∫ T+τp
τp

�(t′)dt′ = 0, and
∫ T+2τp

T+τp
�(t′)dt′ = π/2.

In a gas containing many atoms, there can be a shift of the resonance frequency and a reduced contrast of the Ramsey
oscillations as a result of atom–atom interactions, as shown in Fig. 6.12. Nevertheless, measuring the final electronic state
of many atoms allows for better measurement accuracy. This can be understood as follows. The stability of an atomic
clock is determined by the following parameters: (1) The width of the atomic transition frequency 1ν for a single atom.
In Ramsey fringe spectroscopy, 1ν is the spectral width of a single fringe, which is equal to the inverse separation time
between the pulses 1/T . (2) The number of atoms being measured, N. (3) The number of measurement cycles which is
given by the total measurement time τ of the experiment relative to the fountain cycle duration Tc. The clock uncertainty
is quantified by the Allan standard deviation σ(τ), which has the following dependence on the above parameters:

σ(τ) =
1ν

ν0

(
Tc/τ

2π2N

)1/2

, (6.99)

where ν0 = ω0/(2π) is the transition frequency. Hence, the clock uncertainty decreases as one over the square root of
the number of atoms measured and square root of the number of fountain cycles used.

FIG 6.14 N-atom Bloch sphere representation of a Ramsey double-resonance
experiment for T1= 2π and N = 100. The wave packet at (a) the south pole
at the initial time, (b) halfway through the first π/2 pulse, (c) end of first π/2
pulse, (d)–(f) 1/3, 2/3, and 3/3 of the way through the “free-induction” (i.e.,
time-delay) cycle, (g) halfway through second π/2 pulse, and (h) final state at
the north pole.

The population dynamics of the N
atoms can be followed on the N-
atom SU(2) Bloch sphere, as shown
in Fig. 6.14, where we plot the wave
packet at several times during the Ram-
sey double-resonance experiment for the
near-resonance case, T1= 2π . Starting
from the initial state |J,−J〉, the first π/2
pulse moves the initial wave packet to
the y-axis, which then rotates in the x-
y plane until it returns to the y-axis, and
the final π/2 pulse moves the pulse to
the final state, which is the state |J, J〉
for the detuning used. The wave packet
is shown via its coloring and its widths
along the three axes, 1Jx/J, 1Jy/J,
and 1Jz/J, where J=N/2, are clearly
discernible. The widths, 1Ji, are pro-
portional to

√
J=
√

N/2, so 1Ji/J ∝
N−1/2. If the time delay T was such that
T1 = π , the final pulse would wind up
at south pole, i.e., the population would
return to the ground state; as a function
of T , 〈Jz〉 varies periodically from +1

to −1. If the initial state were squeezed in Jz, the clock could be made more accurate [98]. Atom–atom interaction
shifts the observed clock frequency and reduces the contrast of the fringes as a function of the detuning 1. Spontaneous
emission of the excited state also reduces fringe contrast (and brings the Bloch sphere wave packet into the sphere) and
widens the resonance, but does not shift the resonance frequency.

6.2 THREE-LEVEL SYSTEMS

The next level of complexity up after the two-level system is the three-level system. The three levels may correspond to
the spin components of a particle with S = 1, bound states in a three-site potential, as shown in Fig. 6.15, or they could
simply be the three lowest levels of an atom.
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We begin our discussion of three-level systems by considering three-level system density matrices. The density matrix
for a single qutrit (quantum three-level system) can be represented using the eight traceless Hermitian Gell-Mann matri-
ces, λi,

λ1 =

0 1 0
1 0 0
0 0 0

, λ2 =

0 −i 0
i 0 0
0 0 0

, λ3 =

1 0 0
0 −1 0
0 0 0

,

λ4 =

0 0 1
0 0 0
1 0 0

, λ5 =

0 0 −i
0 0 0
i 0 0

, λ6 =

0 0 0
0 0 1
0 1 0

, (6.100)

λ7 =

0 0 0
0 0 −i
0 i 0

, λ8 =
1
√

3

1 0 0
0 1 0
0 0 −2

,

Ea
Eb

V(x)

xa
xb

xc

Ec

FIG 6.15 Three-square well potentials that specify a three-level system.
Coupling of the levels result due to tunneling from one well into
another.

which act on kets |ψ〉=
(
bx, by, bz

)t that correspond
to the representation of a three-level system. These
matrices are directly related to the SU(3) genera-
tors Ti, Ti ≡ λi/2 that satisfy the commutation rela-
tions, [Ti, Tj]= i

∑8
k=1 fijkTk, with parameters fijk

called structure constants and have the property,
Tr λiλj= 2δij [99, 100]. The density matrix for a
three-level system can be written in terms of the
Gell-Mann matrices as follows:

ρ =
1

3

(
1+

3

2
〈λi〉λi

)
, (6.101)

where Einstein summation notation is used. ρ is a 3×3 Hermitian matrix with unit trace and, therefore, requires eight
(3 × 3 -1) independent real parameters to parameterize it. These parameters can be taken to be the eight expectation
values 〈λi〉.

Problem 6.21

(a) Find the structure constants fijk such that [λi, λj] = i
∑8

k=1 fijkλk.
(b) Explicitly demonstrate that Tr λiλj = 2δij.

Answer: f123 = 1, f147 = f246 = f257 = f345 = −f156 = −f367 = 1/2, f458 = f678 =
√

3/2.

6.2.1 TWO OR MORE THREE-LEVEL CORRELATED SYSTEMS

We can easily generalize to two or more three-level systems. A three-level bipartite density matrix can be parameterized
in the form

ρAB =
1

9

[(
1+

3

2
〈λi,A〉λi,A

) (
1+

3

2
〈λi,B〉λi,B

)
+ λi,ACijλj,B

]
, (6.102)

where the Einstein summation convention is used and

Cij =
9

4

(
〈λi,Aλj,B〉 − 〈λi,A〉〈λj,B〉

)
(6.103)
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is the correlation coefficient between the operators λi,A and λj,B. The two-particle density matrix ρAB can be represented
as a 9 × 9 Hermitian matrix with trace unity, so 80 (9 × 9 −1) parameters are required to parameterize it. The eight
components of 〈λi,A〉, eight components of 〈λi,B〉, and 64 components of Cij are sufficient for this purpose. The three-
level three-particle density matrix can be parameterized similarly, in a fashion analogous to the three-particle qubit case:

ρABC =
1

27
[
∏

I

(
1+

3

2

∑
i

〈λi,I〉λi,I

)
+

∑
I,J

∑
i,j

λi,ICij,IJλj,J

+

∑
I,J,K

∑
i,j,k

λi,Aλj,Bλk,CDijk,IJK], (6.104)

and

Dijk,IJK =
27

8
(〈λi,Iλj,Jλk,K〉 − 〈λi,I〉〈λj,J〉〈λk,K〉). (6.105)

There are alternative parameterizations of the density matrix of three-level (and more generally, n-level) systems. For
example, a one-particle three-level system can be parameterized in terms of its dipole- and quadrupole-moment tensor
operator components, T(1)q and T(2)q (see Sec. 3.5), can be used in the expansion of the density matrix [36, 37], instead

of the operators λi; the expectation values ρ(k)q [see Eqs (3.178)–(3.180) in Sec. 3.5] can be used instead of the eight

expectation values 〈λi〉, i = 1, . . . , 8. Since a dipole-moment T(1)q has three components and a quadrupole T(2)q has
five components, the dipole and quadrupole tensor operators are sufficient. For a two-particle three-level system, the 64
components of Cij can be replaced by the 64 expectation values of the irreducible tensor operators that can be formed
using two particles each having J = 1 [36, 37].

To gain experience with qutrits, consider the two-qutrit pure states

|ψ (1)〉 =
1
√

2
(| + 1〉A| − 1〉B + | − 1〉A| + 1〉B),

|ψ (2)〉 =
1
√

2
(| + 1〉A| + 1〉B + | − 1〉A| − 1〉B). (6.106)

Note that the single-particle states | + 1〉, |0〉, and | − 1〉 with projection of angular momentum +1, 0, and −1 along the
z-axis are given in terms of the cartesian basis states |v1〉 ≡ (1, 0, 0)t, |v2〉 ≡ (0, 1, 0)t, and |v3〉 ≡ (0, 0, 1)t as follows:
| + 1〉 = 1

√
2
(1, i, 0)t, | − 1〉 = 1

√
2
(1,−i, 0)t, and |0〉 = (0, 0, 1)t. The states in Eq. (6.106) look somewhat like the Bell

states |9+〉 = 1
√

2
[|↑↓〉 + |↓↑〉] and |8+〉 = 1

√
2

[|↑↑〉 + |↓↓〉], respectively. However, the density matrix in the form of

Eq. (6.102) for these pure states have nonvanishing parameters 〈λ8,A〉 = 〈λ8,B〉 = 1/
√

3. The Cij matrices for these states
are given by

C(1)ij =
9

4



1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


, C(2)ij =

9

4



−1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


. (6.107)

These states are not maximally entangled. Maximally entangled two-qutrit states can take the form 1
√

3
(±|v1〉|v1〉 ±

|v2〉|v2〉 ± |v3〉|v3〉). These states have 〈λi〉 = 0 for all i and diagonal correlation matrices Cij.
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6.3 CLASSIFICATION OF CORRELATION AND ENTANGLEMENT

In this section, we categorize classically correlated and quantum-correlated states (see the Werner definition in Sec.5.2.2)
in terms of the correlation matrix C [see Eq. (6.82) for the two qubit case, or Eq. (6.102) for the two qutrit case]. We
shall do so in terms of the number of nonzero singular values [57, 279–281], {di}, of the correlation matrix C (recall the
singular value decomposition of a matrix C = U d V†, where U and V are orthogonal and d is diagonal). Entanglement
is harder to characterize; the entanglement of bipartite qubit systems can be characterized using the Peres–Horodecki
criterion [59, 60] (see Sec. 5.2.2). It would be useful to reformulate this criterion in terms of the parameters used in
forming the density matrix and interpret the result physically, but this is not easy to do.

The correlation matrix C quantifies the correlation of bipartite states. A bipartite correlation measure for an n-level
and m-level system is based on the (n2

− 1)× (m2
− 1) correlation matrix C as follows:

EC ≡
n2
<

4(n2
< − 1)

Tr CCT
=

n2
<

4(n2
< − 1)

∑
i,j

CijC
T
ji . (6.108)

Here, n<=min(n, m). EC =
n2
<

4(n2
<−1)

Tr (ρAB − ρAρB)
2 is a nonnegative real number. If C is a normal matrix [57, 279–

281], Tr CCT equals the sum of the squares of its eigenvalues. But C need not be normal, and if not, the trace equals
the sum of the squares of {di}. EC is basis independent, hence any rotation in Hilbert space leaves it unchanged. The
normalization factor n2

</[4(n
2
<− 1)] in Eq. (6.108) ensures that the maximum possible value of EC is unity. EC measures

both classical and quantum correlation.
Let us explicitly consider two qubits. Two-qubit classically correlated states take the form

ρCC
=

1

4

∑
k≥2

pk (1+ nA,k · σA) (1+ nB,k · σB), (6.109)

with
∑

k pk = 1 and pk > 0. This density matrix can be written in the form of Eq. (6.82) with Bloch vectors

nA =
∑

k

pk nA,k, nB =
∑

k

pk nB,k, (6.110)

and correlation matrix

Cij =
∑

k

pk ni,A,k

[
nj,B,k −

∑
l

pl nj,B,l

]
. (6.111)

For example, for classically correlated mixed states of the form

ρCC
= (2 sech2(2θ))−1/2(e−θ |↓↑〉 〈↓↑| + eθ |↑↓〉 〈↑↓|),

we find that all the correlation coefficients vanish, except for Czz = −sech2(2θ), the density matrix in representation

(6.82) is ρCC
=

1
4

(
1A1B − sech2(2θ) σz,Aσz,B

)
, and the classical-correlation measure is ECC

C =
1
3 sech4(2θ).

For pure two-qubit states, the number of nonzero singular values (NSVs) of C is zero for unentangled states (C
vanishes) and three for entangled states. For classically correlated states with two terms in the sum [see Eq. (6.109)],
only one NSV occurs, two NSVs occur for three terms, three NSVs occur for four or more terms, and for entangled
(i.e., quantum-correlated) mixed states, there are three NSVs. These cases are summarized in Fig. 6.16. If the number
of NSVs is less than or equal to two, the state is not entangled; only states with three NSVs can be entangled, but
further tests to determine if they are entangled are required. Entangled mixed states can be differentiated from classically
correlated states with three NSVs by applying the Peres–Horodecki partial transposition condition [59] to the density
matrices with three NSVs [which corresponds to changing the sign of ny,B and the matrix elements CAB

iy that multiply σy,B

in Eq. (6.82) and determining whether the resulting ρ is still a genuine density matrix – if it is, the state is classically
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pure

entangleduncorrelated 
(unentangled)

mixed

mixed- 
entangled

classically- 
correlated uncorrelated

3-terms

1 NSVs2 NSVs3 NSVs

3 NSVs, PH cond.3 NSVs0 NSVs 0 NSVs
2-terms

FIG 6.16 Classification of two-qubit states. Categories can be experimentally distinguished by measuring nA, nB, and using Bell
measurements [52] to determine the C matrix.

correlated, i.e., unentangled but classically correlated]. The only categories that cannot be distinguished without use of
the Peres–Horodecki condition are the mixed entangled and the classically correlated states with three NSVs.

An eye-opening example involves the Werner two-qubit density matrix composed of a sum of the singlet state |9−〉 and
the maximally mixed state 1/4, ρW

9−
= p|9−〉〈9−| + 1−p

4 1, or, the more general Werner (GW) two-qubit density matrix,

ρGW
ψ−
= p |ψ−〉〈ψ−| +

1− p

4
1, (6.112)

where |ψ−〉 = (2cosh(2θ))−1/2 (e−θ |↑↓〉 − eθ |↓↑〉). ρGW reduces to ρW for θ = 0. For ρGW
ψ−

,

nA = −nB = −p tanh(2θ) ẑ (6.113)

and

CGW
ψ−
= −p

sech(2θ) 0 0
0 sech(2θ) 0
0 0 1− p+ p sech2(2θ)

. (6.114)

FIG 6.17 EC(p, θ) versus p and θ for the generalized Werner density matrix ρGW

and the Peres–Horodecki entanglement criterion limit,
p[1+ 2sech(2θ)] = 1, drawn on the p-θ plane and projected onto the EC
surface. The states within the region p[1+ 2 sech(2θ)] > 1 are entangled.

The Peres–Horodecki entanglement criterion
[59] shows that this state is entangled if
p[(1 + 2 sech(2θ)]≥ 1. Figure 6.17 plots
the Peres–Horodecki criterion limit and the
correlation measure, EC(p, θ)= p2[1 − p +
(2+p) sech2(2θ)], for the generalized Werner
state. Note that the Peres–Horodecki criterion
is not obtainable from C alone but can be
obtained using the invariant parameters ξ ≡∑

i ei −
nA·C·nB
nA·nB

and nA · nB. More explicitly,

p[1+ 2 sech(2θ)] = −ξ +
√
ξ2/4− nA · nB,

so the Peres–Horodecki condition reads

−
ξ

2
+
−ξ +

√
ξ2 − 4 nA · nB

2
≥ 1, (6.115)

Unfortunately, the physical significance of
the Peres–Horodecki entanglement criterion
is not yet clear.

Criteria for determining the entanglement
of two qutrits do not exist. Moreover, multipartite (≥ 3 particles) entanglement is also not well understood. Given the
importance of entanglement as an information resource, these are extremely important unsolved problems.
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Problem 6.22

(a) Determine nA, nB, and C for the generalized Werner state ρGW
φ−
= p |φ−〉〈φ−| + 1−p

4 1 where

|φ−〉 = (2cosh(2θ))−1/2 (e−θ |↑↑〉 − eθ |↓↓〉).
(b) Determine nA, nB, and C for the generalized Werner states ρGW

ψ±
= p |ψ±〉〈ψ±| + 1−p

4 1 where

|ψ±〉 = (2cosh(2θ))−1/2 (e−θ |↑↓〉 ± eθ |↓↑〉).

6.3.1 ENTANGLEMENT WITNESS OPERATORS

Equation (5.39) defined the notion of a separable state, and through it, an entangled state was defined by Werner as one
that is not separable. The importance of distinguishing between entangled and unentangled states is evident, given the
central role played by entanglement in quantum information science, and in elucidating fundamental aspects of quantum
mechanics in general. It would be useful to construct operators designed to distinguish between separable and entan-
gled states; such operators are referred to as entanglement witness operators. It might seem natural to base the search
for entanglement witness operators on the criterion of whether states violate the CHSH version of the Bell inequality,
Eq. (5.156) (hereafter referred to as the CHSH inequality). Separable states do not violate these inequalities, and it was
previously believed that all entangled (nonseparable) states violate the CHSH inequality, but this is in fact not the case,
as was shown by Werner [58] who gave a counter example.

Although it can be proven that an entanglement witness operator always exists, its actual identification and construction
is not always easy. Particularly since the intuitive assumption that all entangled states violate a Bell inequality is incorrect
and one cannot simply use the CHSH inequality as a bona fide criterion. A useful tool in the quest for constructing
entanglement witness operators is related to the concept of partial transpose, defined in Eq. (5.41). Separable states
have positive semidefinite partial transpose; hence, all states that do not have positive semidefinite partial transpose are
not separable. In other words, positive semidefinite partial transpose of a density operator is a necessary condition for
separability; for two qubits or a qubit and qutrit, this condition is also sufficient.

A thorough analysis of entanglement witness operators goes beyond the scope of this book; hence, we shall only define
them here. For a bipartite system with Hilbert space H = HA ⊗HB, we denote by S the set of all density operators {ρS}

that admit a separable form, (5.39), and by E , the set of nonseparable density operators that are entangled by Werner’s
criterion, assuming E 6= ∅. The definition of an entanglement witness operator W is

A Hermitian operator W acting in H is an entanglement witness if:

(1) Tr[WρS] ≥ 0 ∀ ρS ∈ S.
(2) There exists at least one state ρE ∈ E for which Tr[WρE ] < 0.

If there exists a separable density operator ρS ∈ S for which condition (1) is an equality, Tr[WρS] = 0, then W
is said to be an optimal entanglement witness, Wopt.

Note that all states {ρS} have non-negative trace with W , Tr[WρS ] ≥ 0, but not necessarily all states {ρE } have
negative trace with W . In other words, Tr[Wρ] ≥ 0 is a necessary condition for separability, whereas Tr[Wρ] < 0
is a sufficient condition for nonseparabilty (entanglement). We say that an entangled density operator ρE for which
Tr[WρE ] < 0 is “detected by the entanglement witness operator” W . The existence of an entanglement witness operator
is guaranteed by a theorem stating that, if ρ ∈ E , then there exists an entanglement witnessW such that Tr[WρS] ≥ 0 for
all ρS ∈ S, and Tr[Wρ] < 0.

In addition to entanglement witness operators, one can also define CHSH witness operators, which are designed to
distinguish between states that satisfy the CHSH inequality (including also entangled states) and those who do not. A
(hermitian) operator U in this class satisfies Tr[UρCHSH] ≥ 0 for all states ρCHSH that obey the CHSH inequality. It has
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been shown [101] that a CHSH witness operator is obtained by shifting an optimal entanglement witness operator by a
mere constant, U =Wopt + γ I, where γ > 0 is confined to a finite interval on the positive real axis.

6.4 THREE-LEVEL SYSTEM DYNAMICS

Many quantum processes involve three levels. Quantum optical processes of this type include stimulated Raman scattering
and two-photon absorption [Sec. 7.4.3], stimulated Raman adiabatic passage (STIRAP) [Sec. 7.8.2], electromagnetically
induced transparency, coherent population trapping, slow light, and lasing without inversion; all these processes fall
into the category of the interaction of a three-level system with two laser fields. We shall set up the formalism to treat
these phenomena here. We first consider a 3-system configuration with the ground state 1 and first excited state 3 being
optically coupled to a highly excited state 2 [see Fig. 6.18(a)]. A V-system, with lower state, 2, coupled to two upper
states, 1 and 3, is shown in Fig. 6.18(b), and a two-photon absorption system, wherein level 1 is the ground state, level 2
is the first excited state, and level 3 is the second excited state reachable from level 2 by absorption of a photon (of a
different frequency), is depicted in Fig. 6.18(c).

Just like in the treatment of a two-level system, we can write the time-dependent wave function in the form

9(r, t) = a1(t)φ1(r)+ a2(t)φ2(r)+ a3(t)φ3(r), (6.116)

where ai(t) is the time-dependent amplitude for state i. For the level structure in Fig. 6.18(a) or its dressed state counterpart
6.19(a), the Hamiltonian can be written as

H = h̄

 0 �∗(t)/2 0
�(t)/2 1 �′(t)/2

0 �′∗(t)/2 δ

, (6.117)

where we used the rotating-wave approximation to eliminate quickly oscillating terms, and we allowed for the possibility
that the Rabi frequencies are complex and time dependent. Let us also allow state 2 to decay with rate γ by adding
a phenomenological decay term to the rate equation for a2. Then, the time dependent Schrödinger equation for the
amplitudes ai(t) is

ih̄
d

dt

a1

a2

a3

 = h̄

 0 �∗(t)/2 0
�(t)/2 1 �′(t)/2

0 �′∗(t)/2 δ

a1

a2

a3

− iγ

2

0
a2

0

. (6.118)
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FIG 6.18 Optically coupled three
level systems.
(a) 3-system,
(b) V-system, (c)
ladder-system
(two-photon absorption
or emission). Reproduced
with permission from
Band, Light and Matter,
Wiley, Figure 9.7, p. 537.

Δ

1
3

2

δ

(a) (b)

Δ
1

3

2
δ Δ

1

2

(c)
3

δ
Δ−δ Δ−δ

FIG 6.19 Dressed three-level
systems. (a) 3 system,
(b) V system, (c) ladder
(two-photon absorption or
emission) system.
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The rate of change of a2 will eventually come into steady state if the rates of change of the Rabi frequencies are much
slower than the decay rate γ . The steady state value of a2 can then be solved by setting da2/dt = 0:

a2 = −

(
�(t)

2(1− iγ )
a1(t)+

�′(t)

2(1− iγ )
a3(t)

)
. (6.119)

Substituting a2 from Eq. (6.119) into the differential equations for a1 and a3, we, thereby, adiabatically eliminate a2 and
obtain the equations of motion for a1 and a3:

ih̄
d

dt

(
a1

a3

)
= h̄

 |�(t)|2

4(1−iγ )
�∗(t)�′(t)
4(1−iγ )

�(t)�′∗(t)
4(1−iγ )

|�(t)|2

4(1−iγ ) + γ

(a1

a3

)
. (6.120)

The Hamiltonian on the RHS of Eq. (6.120) is not Hermitian. This is the price we pay for not adequately treating decay
in (6.118); a density matrix treatment is necessary for a more correct treatment. Taking the limit as γ � 1, we obtain the
effective two-level Hamiltonian

H = h̄

 |�(t)|2

41
�∗(t)�′(t)

41

�(t)�′∗(t)
41

|�′(t)|2

41 + γ

. (6.121)

The effective Rabi frequency coupling levels 1 and 3 is proportional to the product of the Rabi frequencies and the inverse
of the detuning, �eff =

�∗(t)�′(t)
41 .

Problem 6.23

(a) Carry out the algebra to show that Eq. (6.119) is obtained when γ is large.
(b) Carry out the algebra leading to Eqs (6.120) and (6.121).

The Hamiltonian corresponding to the two-photon absorption-level structure in Fig. 6.18(c), or its dressed state coun-
terpart in Fig. 6.19(c), is

H = h̄

 0 �∗(t)/2 0
�(t)/2 1 �′∗(t)/2

0 �′(t)/2 1+ δ

. (6.122)

Note the differences relative to Eq. (6.117). Both transitions, 1 → 2 and 2 → 3, specify absorption processes, and the
energy difference between 1 and 3 is 1+ δ. The Hamiltonian corresponding to the V-level structure in Fig. 6.18(b) or its
dressed state counterpart 6.19(b) is

H = h̄

 0 �(t)/2 0
�∗(t)/2 1 �′∗(t)/2

0 �′(t)/2 δ

. (6.123)

There are many phenomena at the forefront in research in quantum optics that involve the dynamics of three-level
systems. These phenomena are best described by a density matrix description of three-level systems, just as two-level
phenomena, e.g., self-induced transparency, Ramsey separated-field spectroscopy, etc., are best described by a density
matrix formalism. The three-level density matrix ρ(t) satisfies the Liouville–von Neumann density matrix equation,
d
dtρ(t) =

−i
h̄ [H(t), ρ(t)] − 0 ρ(t), where the decay matrix for the three-level system can be easily formed in a fashion

similar to the two-level case. We will not pause to develop all the interesting and important topics mentioned above using
the density matrix method. The interested reader is referred to the density matrix formalism description in Refs. [18, 30,
102, 103].
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6.5 CONTINUOUS-VARIABLE SYSTEMS

Previously in this chapter, we studied the correlations of two or more two-level systems, and two or more three level
systems. We can continue to study correlations of higher level systems in roughly the same way, but correlations between
continuous variable systems are quite different from those of N-level systems. In this section, we consider correlations in
continuous variable systems.

A simple continuous-variable 1D one-particle system is characterized by the 1D density matrix ρ(x, x′), whose Fourier
transform is the Wigner function,

W(p, x) = (2π h̄)−1
∫

du eipu/h̄ρ(x− u/2, x+ u/2). (6.124)

The Wigner function [hence also the density matrix ρ(x, x′)] can be specified fully in terms of the characteristic function
ϕ(τ1, τ2)

defined by

ϕ(τ1, τ2) ≡ 〈e
i(τ1x+τ2p)

〉 =

∫ ∫
dx dp W(p, x) ei(τ1x+τ2p). (6.125)

The expectation value of products of position and momentum operators can be determined using the characteristic func-
tion as follows:

〈. . . xn3 pn2 xn1〉 = (−i)n1+n2+n3+... . . .
∂n3

∂τ
n3
1

∂n2

∂τ
n2
2

∂n1

∂τ
n1
1

ϕ(τ1, τ2)

∣∣∣∣∣
τ1=0,τ2=0

. (6.126)

Furthermore, the characteristic function can be obtained if all the above expectation values are known,

ϕ(τ1, τ2) =
∑

n1,n2,n3,...

in1 in2 in3 . . .

n1!n2!n3! . . .
. . . τ

n3
1 τ

n2
2 τ

n1
1 〈. . . x

n3 pn2 xn1〉. (6.127)

The above formalism is straightforwardly extended to N-particle states that are functions of continuous variables,
although the expressions become more complex with increasing N. Two-particle states are characterized by the den-
sity matrix ρ(x1, x2, x′1, x′2), whose Fourier transform is the Wigner function W(p1, p2, x1, x2), in direct analogy with
Eq. (6.124). The characteristic function ϕ(τ11, τ12, τ21, τ22) can be defined by

ϕ(τ11, τ12, τ21, τ22) ≡ 〈e
i(τ11x1+τ12x2+τ21p1+τ22p2)〉

=

∫
dx1 dx2 dp1 dp2 W(p1, p2, x1, x2) ei(τ11x1+τ12x2+τ21p1+τ22p2). (6.128)

It can be expanded in terms of mean values as follows:

ϕ(τ11, τ12, τ21, τ22)=
∑

n1,n2,n3,n4,...

in1 in2 in3 in3 in4 ...

n1!n2!n3!n4!...
...τ n4

22 τ
n3
21 τ

n2
12 τ

n1
11 〈...p

n4
2 pn3

1 xn2
2 xn1

1 〉. (6.129)

For example, the correlation function of the position of the two particles is given in terms of the characteristic function
ϕ(τ11, τ12, τ21, τ22) as

〈xn2
2 xn1

1 〉 = (−i)n1+n2
∂n2

∂τ
n2
12

∂n1

∂τ
n1
11

ϕ(τ11, τ12, τ21, τ22)

∣∣∣∣
τ11=0,τ12=0,τ21=0,τ12=0

. (6.130)

The quantities in (6.130) are the generalizations of the correlation matrix Cij,AB in (6.83) for two qubits, and the quantities
in (6.126) are the generalizations of the vectors nA and nB that appear in the density matrix parameterization (6.82) for
two qubits.
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Now, let us consider two particles in three dimensions. If no external force acts on the two particles (or if the external
potential is harmonic and isotropic), the Hamiltonian can be written in terms of a sum of the Hamiltonians for the center-
of-mass and relative variables, H(p1, p2, r1, r2) = H(P, X)+H(p, x). Then, if there is no correlation between the center-
of-mass and relative variables, the density matrix can be written in product form, ρ(r1, r2, r′1, r′2) = ρ(x, x′)R(X, X′),
where ρ(x, x′) and R(X, X′) are the density matrices for the relative and center-of-mass degrees of freedom. Then, each
of the density matrices ρ(x, x′) and R(X, X′) can be expanded in terms of irreducible representations of the rotation
group, as described in Sec. 3.5.1, using the irreducible tensor basis functions T(k)q (α,α′, J, J′) defined in (3.179). This
type of simple factorizable representation is not possible for a two-particle system subjected to an external force, such
as two electrons bound to a nucleus, or even two particles in a box potential; in this case, the center-of-mass degrees of
freedom cannot be separated out from the relative motion degree of freedom.

We have already seen that for a general bipartite system (even one having continuous variables), it is useful to define
the two-body correlated piece of the density matrix, ρcorr ≡ ρ − ρAρB, which, together with the quantities, ρA ≡ TrB ρ,
ρB ≡ TrA ρ, can be used to write the density matrix as

ρ = ρAρB + ρcorr. (6.131)

The two-body correlated part of the density matrix, ρcorr, does not contribute to expectation values of any quantity
involving only one of the two particles. It contributes only to the correlation between the two particles, whereas the
term ρAρB does not contribute to correlation. Note that the breakup of the density matrix in Eq. (6.131) is similar to the
decomposition in Eqs (6.82) and (6.102). But, how do we parametrize ρcorr in a way that will allow easy extraction of
the physics of the correlation between the particles when continuous variables are involved? Such a parameterization
should generalize the bipartite parameterization of qubits and qutrits in Eqs (6.82) and (6.102), respectively, and adapt
it to the continuous variable case. Since expectation values of the irreducible operators can be used to parameterize ρA

and ρB, we expect that the expectation value of products of irreducible tensor basis functions for particles A and B might
be a useful parameterization for ρcorr. Hence, the correlated part of the density matrix, ρcorr, appearing in Eq. (6.131),
can be expanded in the products of tensors for each of the particles, T(kA)

qA (αA,α′A, JA, J′A)T(kB)
qB (αB,α′B, JB, J′B) is the

generalization of the correlated term on the RHS of Eq. (6.82) which contains the product of the Pauli matrices, σAσB.
The generalization of the parameterization of ρcorr corresponding to Cij,AB = 〈σi,Aσj,B〉 − 〈σi,A〉〈σi,B〉 in Eq. (6.82) to the
continuous variable system is given by the variance of the tensor products:

〈T(kA)
qA

(JA, J′A)T(kB)
qB

(JB, J′B)〉 − 〈T
(kA)
qA

(JA, J′A)〉 〈T
(kB)
qB

(JB, J′B)〉. (6.132)

We can denote such parameters by ρ(kA,kB)
qA,qB (JA, J′A, JB, J′B), where, for the sake of simplicity, we have not explicitly indi-

cated the dependence of the parameters on the quantum numbers α,α′ for the two particles. Thus, the correlated density
matrix in Eq. (6.131) can be expanded in the form,

ρcorr =
∑

kA,kB,qA,qB

ρ(kA,kB)
qA,qB;corr(JA, J′A, JB, J′B)T(kA)

qA
(JA, J′A)T(kB)

qB
(JB, J′B). (6.133)

The terms containing ρ(kA,kB) with kA = kB = 1 represent dipole–dipole bipartite correlations. High-order multipole
terms may also be present. Moreover, we could couple kA and kB to make a total K and qA and qB to make a total Q to
classify the correlation in terms of total angular momentum.

As an example, consider highly excited states of the helium atom wherein both electrons are in Rydberg states (high
principal quantum number states). Such doubly excited Rydberg states with the two electrons on opposite sides of the
nucleus (and, therefore, are maximally separated) have a dipole moment component for electron A and an oppositely
directed dipole moment for electron B, and therefore, nonzero ρ(kA=1,kB=1) terms will be present in the density matrix
expansion. Moreover, since the electrons are correlated, we also expect nonvanishing ρ(kA=1,kB=1)

corr components. In dis-
cussing the doubly excited Rydberg states, we have not accounted for the necessity to antisymmetrize the electronic wave
function. The procedure for doing so is discussed in Sec. 8.5.
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6.6 WAVE PACKET DYNAMICS

A wave packet is a localized wave form, i.e., a function ψ(r, t), which is localized in space and propagates in time. The
magnitude squared of the wave function, |ψ(r, t))|2, is the probability distribution function for finding the particle at
position r at time t. Clearly, if the wave function is localized in position, there is a minimum momentum dispersion that
is possible due to the uncertainty principle. Moreover, if the wave function is tightly localized, and the external potential
does not change rapidly over the localized region, the wave function is likely to spread in space due to dispersion (i.e., due
to the effects of the kinetic energy operator operating on a wave function composed of many momentum components).

To better understand the nature of wave packet dynamics, we propagate the normalized 1D Gaussian wave packet with
initial state given by

ψ(x, 0) =
1

(2πσ 2)1/4
e
−
(x−x0)

2

4σ2 +ip0(x−x0)/h̄. (6.134)

This wave packet is centered around the point, x = x0, and has central momentum p0. We want to obtain ψ(x, t) for
the case where the potential vanishes, V(x) = 0. Later, we shall also consider wave packet dynamics for the case of
a time-dependent harmonic potential whose minimum r0(t) varies with time and whose frequencies can also vary with
time (these quantities may be constant as a special case),

V(r, t) =
m

2

∑
i=x,y,z

ωi(t)
2[xi − xi0(t)]

2
≡ V0(r− r0(t), t). (6.135)

The dynamics are governed by the Schrödinger equation, ih̄ ∂ψ
∂t =

[
−

h̄2
∇

2

2m + V(r, t)
]
ψ(r, t). We could consider other

potentials, but these cases will give a sufficiently clear picture of the nature of wave packet dynamics.
For the V(x) = 0 1D case, we can expand the initial wave function in Eq. (6.134) in plane waves as follows: ψ(x, 0) =∫

dp c(p)eipx/h̄. Taking the Fourier transform of this expression, i.e., multiplying this equation by e−ipx/h̄ and integrating
over space, we find

(2π) c(p) =
∫

dx e−ipx/h̄ψ(x, 0) =
√

4πσ 2 e−σ
2(p−p0)

2/h̄2
−i(p−p0)x0/h̄. (6.136)

For V(x) = 0, the eigenstates are plane waves; hence, the time dependence is obtained by multiplying the p component

of the wave function by ei p2 t
2mh̄ , i.e., ψ(x, t) =

∫
dp c(p) ei p2 t

2mh̄ eipx/h̄. Substituting Eq. (6.136) into this expression and
integrating over p, we find

ψ(x, t) =
1[

2πσ 2(t)
]1/4 e

−
(x−x0−p0 t/m)2

4σ2(t)
+ip0x/h̄+iφ(t)

, (6.137)

where the time-dependent (complex) width parameter of the Gaussian is

σ 2(t) = σ 2
(

1+ i
h̄t

mσ 2

)
(6.138)

and the time-dependent phase of the wave function, φ(t), is given by

φ(t) =
p2

0

2m

t

h̄
. (6.139)

The time-dependent spatial width, |σ(t)|, increases with time (see below), as expected, due to dispersion. Figure 6.15
illustrates the spreading of a moving wave packet. Given the time-dependent wave function (6.137), we can calculate the
average position, 〈x〉t = x0+p0t/m; the average momentum, 〈p〉t = p0; the variance of the position as a function of time,

(1x)2(t) = σ 2

(
1+

h̄2t2

m2σ 4

)
; (6.140)
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and the variance of the momentum as a function of time, (1p)2 = h̄2

4σ 2 . Hence, the product of the standard deviations
obeys the uncertainty principle,

1p1x =
h̄

2

(
1+

h̄2t2

m2σ 4

)1/2

≥
h̄

2
. (6.141)

Initially, the uncertainty is the minimum possible, (1p1x)t=0 =
h̄
2 , but as time increases, the uncertainty 1p1x

increases. For large t, the width 1x, and therefore the product 1p1x, increases linearly with t. This spreading of the
wave function with time does not correspond to what is observed for classical particles (a baseball does not grow in size
with time).

Problem 6.24

(a) Show that Eq. (6.137) is the solution to the Schrödinger equation for V(x) = 0.
(b) Derive the variance (1x)2 in Eq. (6.140) from the time-dependent (complex) width parameter σ 2(t) in

Eq. (6.138).

FIG 6.20 Schematic of Re[ψ(x, t)] versus x at several times, increasing
from top to bottom, illustrating the spreading of the wave packet
as it propagates in free space.

A similar procedure can be carried out for the
harmonic potential, V(x) = mω2x2/2. The wave
function at time t = 0 is expanded in harmonic
oscillator eigenstates, ψ(x, 0) =

∑
n cnψn(x), and

the amplitudes cn are calculated by computing the
inner products,

cn =

∫
dxψn(x)ψ(x, 0). (6.142)

On substituting these amplitudes back into the
equation

ψ(x, t) =
∑

n

cne−i(n+1/2)ωtψn(x), (6.143)

we obtain the temporal dependence of the wave
function. Let us now consider the more general
case of an initial wave function for the harmonic
oscillator potential (6.135). The solution of the
Schrödinger equation, given a potential of the form
(6.135), can be written as

ψ(r, t) = ψ0(r− R(t), t) exp {i[P(t) · r/h̄− φ(t)]} , (6.144)

where ψ0(r, t) satisfies the time-dependent Schrödinger equation with r0(t) = 0, and the ith component of the position
vector of the center of the wave packet, R(t), satisfies the equation of motion

R̈i + (ωi(t))
2(Ri − xi0(t)) = 0. (6.145)

The time-dependent momentum in Eq. (6.144) is given by P(t) = mṘ(t), and the time-dependent phase φ(t) =
∑

i φi(t)
is

φ(t) =
m

2h̄

∑
i

t∫
0

{
ω2

i (t
′)[R2

i (t
′)− x2

i0(t
′)]+ [Ṙi(t

′)]2
}

dt′. (6.146)
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The proof is straightforward. Assume that ψ0(r, t) satisfies Eq. (6.144) with r0 = 0, then substitute the solution (6.143)
into Eq. (6.144) for arbitrarily varying r0(t) to obtain

−mR̈ · r+ h̄φ̇ =
m

2
Ṙ2
+

1

2
m
∑

i

ω2
i

[
(xi − xi0(t))

2
− (xi − Ri(t))

2
]
ψ0. (6.147)

Note that the center of the wave packet, R(t), does not in general adiabatically follow the center of the potential, r0(t),
and that the phase factor exp {i[P(t) · r/h̄− φ(t)]} in Eq. (6.144) affects the coherence properties of the wave packet,
which are given in terms of the coherence function C(ρ, τ ; t) =

∫
drψ∗(r + ρ, t + τ)ψ(r, t). The spatial width of the

wave packet is generally a function of time, as in the case for V(x) = 0.

Problem 6.25

(a) For the 1D potential V(x) = mω2x2/2, substitute the ansatz, ψ(x, t) = N e−α(t)(x−xt)
2
+ipt(x−xt)/h̄+γt , where xt, pt,

and γt are functions of t, into the Schrödinger equation. By equating powers of x− xt in the exponent, find the
differential equations for α(t), xt, pt, and γt.

(b) Solve the differential equations for xt, pt.
(c) Refer the study by E. J. Heller [104] that completes the solution by solving the differential equations for α(t)

and γt.

Answers: (a) α̇(t) = −2α2(t)/m− mω2, ẋ(t) = p(t)/m, ṗ(t) = −mω2x(t), γ̇ (t) = ih̄α(t)/m+ p(t)ẋ(t)− E.
(b) x(t) = x0 sin(ωt + φ), and p(t) = mωx0 cos(ωt + φ).

For an arbitrary time-independent Hamiltonian, if the wave function at time t = 0 is expanded in eigenstates φn(r),
ψ(r, 0) =

∑
n cnφn(r), and the amplitudes cn are calculated by computing the inner products,

cn =

∫
drφ∗n (r)ψ(r, 0), (6.148)

the time-dependent wave packet is given by

ψ(r, t) =
∑

n

cne−iEnt/h̄φn(r), (6.149)

where En is the nth eigenvalue.

6.7 TIME-DEPENDENT HAMILTONIANS

The dynamics of systems that evolve with a Hamiltonian that explicitly depends on time, Ĥ(t), are more difficult to
treat than the dynamics of nonstationary states in a time-independent Hamiltonian. The energy is not conserved in such
systems and there are no stationary states. A special case of experimental relevance is the study of systems in which the
Hamiltonian Ĥ(t) = Ĥ0 + V̂(t) can be decomposed into a sum of a time-independent part Ĥ0 and an additional small
time-dependent perturbation V̂(t) that induces transitions between eigenstates of Ĥ0. It will be the subject of Sec. 7.3.3
where we shall apply a method for solving linear differential equations based on variation of constants, as originally
suggested by Dirac in 1926.

Let us consider a time-dependent perturbation acting for a finite time, i.e., suppose that the perturbation V̂(t) acts only
during a finite interval of time or that it diminishes rapidly as t→±∞. Let the system be in the jth stationary state φj of
H0 with energy Ej before the perturbation is switched on at time t = 0. The time-dependent wave function for t > 0 is
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expanded as

ψ(t) =
∑

k

ak(t)e
−iEkt/h̄φk. (6.150)

Substituting Eq. (6.150) into the time-dependent Schrödinger equation and projecting onto state k, we obtain,

ih̄ȧk(t) = eiEkt/h̄
∑

i

〈φk|V̂(t)|φi〉 ai(t) e−iEit/h̄. (6.151)

For small V̂(t), we can expand the amplitudes in powers of the perturbation, ak = δkj + a(1)k + a(2)k + . . . , where |φj〉

is the state before the interaction is turned on, and a(1)k is first order in V̂(t), etc. Substituting a(0)k = δkj into the RHS of
Eq. (6.151), we find to first order

aj(∞) = 1−
i

h̄

∞∫
0

dt Vjj(t) (6.152a)

and

a(1)k (∞) = −
i

h̄

∞∫
0

dt ei(Ek−Ei)t/h̄Vkj(t). (6.152b)

To first order in the interaction, the quantities |a(1)k (∞)|2 give the probability of finding the system in state k after the
perturbation has ceased. Second- and high-order perturbation corrections will be discussed in Sec. 7.3.3. In particular,
we will consider the case when Vkj(t) is periodic in time, an example of which is the interaction of matter with an
electromagnetic field, which will be treated in Sec. 7.4.

6.8 QUANTUM OPTIMAL CONTROL THEORY

Let us consider control of a time-dependent perturbation in order to obtain a desired condition (objective) at the end of
the perturbation. Optimal control theory involves mathematical optimization methods for deriving control policies for
the perturbation so as to obtain a specified objective after the perturbation is over. These methods are an extension of
the calculus of variations and have been advanced in the latter half of the twentieth century by Lev Pontryagin, Richard
Bellman and collaborators and many others. In quantum optimal control theory, i.e., in the application of optimal control
theory to quantum mechanical systems, a system is driven during some time period by one or more external fields
whose temporal dependence is optimized to obtain a certain objective (e.g., to maximize the probability to be found in a
prescribed final state at the final time). Using the time-dependent Schrödinger equation, we can propagate a wave function
from some initial time to some final time. The Hamiltonian could contain external fields, such as the electromagnetic field
coming from a laser or some other time-dependent parameter. The time-dependent parameters are determined so as to
optimize a given objective at the final time. Several books review the field [105–107]. Here, we briefly introduce this
subject.

Consider a quantum mechanical system governed by the Hamiltonian Ĥ(ε(t)) that depends parametrically on a “con-
trol field” ε(t). For example, the control field could be the slowly varying envelop of an external electromagnetic field
applied to the system. This field drives the system from a specified initial state |ψ0〉 to a final state |ψ(T)〉. We wish to
find the optimal control field εopt(t) such that it maximizes a given objective, which is expressed as a functional, J[ψ] of
the final state ψ(T)〉. We constrain the search so that the control field can only take on physical values, e.g., the electric
field cannot acquire uncontrolled large values. Hence, we prescribe the maximization of the functional

J[ψ , ξ , ε] = J1[ψ]+ J2[ε]+ J3[ψ , ξ , ε], (6.153)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 09-ch06-259-302-9780444537867 2012/11/15 22:26 Page 301 #43

6.8 Quantum Optimal Control Theory 301

where J1[ψ] is the objective functional that is an expectation value of some definite-positive operator Ô at the final time

J1[ψ] = 〈ψ(T)|Ô|ψ(T)〉, (6.154)

J2[ε] is a control function associated with the field (see below), ξ(t) is a Lagrange multiplier (see below), and J3[ψ , ξ , ε] is
a control functional associated with the Schrödinger equation of motion (see below). For example, the objective functional
could involve a projection onto a specific state |φ〉; then the operator Ô = |φ〉〈φ| is the projection operator onto this state,
or, if you prefer Ô = |φ(T)〉〈φ(T)|. Note that we might, or might not, want to take the limit as T → ∞ for some
applications. The functional J2[ε] constrains the values of the control field ε(t). For example, to maximize the objective
J1[ψ] while minimizing the fluence,11 we can use

J2[ψ] = −α

T∫
0

dt |ε(t)|2, (6.155)

where the constant α is called penalty. The constraint may be of the form of the total fluence equal to a given value, e.g.,
E =

∫ T
0 dt |ε(t)|2. Then, the parameter α will be chosen (later) to ensure this particular fluence. The functional J3[ψ , ξ , ε]

should ensure that the Schrödinger equation is satisfied throughout the dynamics

J3[ψ , ξ , ε] =−2 Im

T∫
0

dt

〈
ξ(t)

∣∣∣∣ih̄ ∂∂t
− Ĥ[ε(t)]

∣∣∣∣ψ(t)〉 . (6.156)

The auxiliary state |ξ(t)〉 plays the role of a time-dependent Lagrange multiplier. To maximize the functional J[ψ , ξ , ε],
we must find the solution to the corresponding Euler–Lagrange equations for ψ(t), ε(t), and ξ(t), i.e., δJ

δψ
= 0, δJ

δε
= 0,

and δJ
δξ
= 0. Moreover, we need to take the variation of J[ψ , ξ , ε] with respect to ψ(T) and ξ(0) and set these to zero,

δJ
δψ(T) = 0 and δJ

δξ(0) = 0. In carrying out the variations, there are two points that should be noted. The quantities ε(t) and
ε∗(t) enter independently into the functional in Eq. (6.153), so the variation with respect to these variables should be done
independently, δJ

δε
= 0, δJ

δε∗
= 0. The term −2 Im

∫ T
0 dt

〈
ξ(t)

∣∣ih̄ ∂
∂t

∣∣ψ(t)〉 that appears in Eq. (6.153) can be integrated by
parts to yield

−2 Im

T∫
0

dt 〈ξ(t)|ih̄
∂

∂t
|ψ(t)〉 = −h̄ Re

 〈ξ |ψ〉|T0 + T∫
0

dt
(
〈ξ(t)|ψ̇(t)〉 + 〈ξ̇ (t)|ψ(t)〉

). (6.157)

Carrying out the functional derivatives of J[ψ , ξ , ε] leads to the quantum optimal control theory equations:(
ih̄
∂

∂t
− Ĥ[ε(t)]

)
|ψ(t)〉 = 0, (6.158a)(

ih̄
∂

∂t
− Ĥ†[ε(t)]

)
|ξ(t)〉 = 0, (6.158b)

|ψ(0)〉 = |ψ0〉, (6.158c)

|ξ(T)〉 = Ô|ψ(T)〉, (6.158d)

α ε(t) = Im

〈
ξ(t)

∣∣∣∣∣∂Ĥ

∂ε

∣∣∣∣∣ψ(t)
〉

. (6.158e)

11 The number of photons per unit section incident on the system.
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The control equations (6.158a) are coupled, and a self-consistent solution satisfying all the equations must be obtained.
This requires an iterative scheme wherein the input control function ε is modified to produce an output control function,
which is then used as input for the following iteration, etc. The simplest control scheme is straight iteration: given a trial
control function ε(k), where k is the iteration index, the output functional F[ε(k)] is constructed using the following steps:

1. Propagate from |ψ(0)〉 = |ψ0〉 to |9(T)〉 with ε(k)(t).
2. Propagate backwards from |χ(T)〉 = Ô|ψ(T)〉 to |χ(0)〉 with ε(k)(t). During the evolution, calculate the output field

F[ε(k)] given by

αF[ε(k)](t) = Im〈χ(t)|
∂Ĥ

∂ε
|9(t)〉. (6.159)

3. Define ε(k+1)(t) = F[ε(k)(t)] and repeat from step 1 until convergence is reached, i.e., until F[ε](t) = ε(t) up to a
given error criterion.

Unfortunately, the straightforward iteration approach does not always converge. One possibility is to set ε(k+1)
=

ε(k) + γF[ε(k)], where the parameter γ may be determined by performing a line-search optimization, such that ε(k+1)

produces the maximal objective J. Another approach is the monotonically convergent algorithm introduced in Ref. [108].
Given the trial control function ε(k), the output F[ε(k)] is constructed using the following steps:

1. Propagate from |ψ(0)〉 = |ψ0〉 to |ψ(T)〉 with ε(k)(t).
2. Propagate backwards from |χ(T)〉 = Ô|ψ(T)〉 to |χ(0)〉 using control function

αε̃(t) ≡ Im〈χ(t)|V̂|ψ(t)〉, (6.160)

where V̂ ≡ ∂Ĥ
∂ε

. The integrand on the RHS of Eq. (6.160) is formed using |χ(t)〉 from the present iteration and the
previously obtained |ψ(t)〉.

3. Propagate forward from |ψ ′(0)〉 = |ψ0〉 to |ψ ′(T)〉 using the output field F[ε(k)](t), where

αF[ε(k)](t) = Im〈χ(t)|V̂|ψ ′(t)〉. (6.161)

Then, define ε(k+1)(t) ≡ F[ε(k)](t) and proceed to the next iteration. Note that one does not need to explicitly carry out
step 1 again, since it repeats step 3 in the previous iteration. Convergence is obtained once the iteration yields a fixed
point F[ε](t) = ε(t) up to a given error criterion.

Many modifications and extensions to the quantum optical control techniques discussed here are possible. For exam-
ple, multiple objectives can be considered, time-dependent targets (i.e., objectives) can be treated, spectral and fluence
constraints of the external fields can be added, etc.

A computer code to carry out the optimal control theory calculations is available on the web as a part of the octopus
project (whose primary aim is time-dependent density functional calculations) at the URL:
http://www.tddft.org/programs/octopus/wiki/index.php/Tutorial:Basic QOCT

http://www.tddft.org/programs/octopus/wiki/index.php/Tutorial:Basic_QOCT
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A host of approximation methods for solving the time-independent and -dependent Schrödinger equations are developed
in this chapter. The rich physics revealed in the application of these methods ensures that this chapter is not just about
approximation methods. Section 7.1 presents the powerful basis set expansion method for solving time-dependent prob-
lems (the application to time-independent problems is presented in Sec. 2.1.2). Semiclassical approximation methods are
presented in Sec. 7.2, including the WKB approximation in Sec. 7.2.1. Section 7.3 presents perturbation theory, starting
with time-independent nondegenerate perturbation theory in Sec. 7.3.1, with application to systems exposed to external
magnetic and external electric fields, and then degenerate perturbation theory in Sec. 7.3.2. Time-dependent perturbation
theory is discussed in Sec. 7.3.3. An important application of time-dependent perturbation theory for the dynamics of
charged particles in electromagnetic fields is presented in Sec. 7.4. Absorption and spontaneous emission are discussed
in Sec. 7.4.1, electric dipole and multipole expansion methods for treating the dynamics of atoms and molecules in a
radiation field are discussed in Sec. 7.4.2, and Rayleigh, Raman, and Brillouin two-photon transitions are discussed in
Sec. 7.4.3. Section 7.5 presents exponential and nonexponential (power law) decay of excited states. The variational
method is presented in Sec. 7.6. The sudden approximation is presented in Sec. 7.7, and the adiabatic approximation is
presented in Sec. 7.8. Three examples of the adiabatic approximation are explicitly worked out: chirped pulse adiabatic
passage in Sec. 7.8.1, stimulated Raman adiabatic passage (STIRAP) in Sec. 7.8.2, and the Landau–Zener problem in
Sec. 7.8.3. In Sec. 7.8.4, we discuss the concept of generalized displacements and forces; in Sec. 7.8.5, we introduce Berry
phases; and finally, in Sec. 7.9.4, we discuss linear response theory, the Kubo formalism, and the fluctuation-dissipation
theorem.

7.1 BASIS-STATE EXPANSIONS

One of the most important approximation methods uses a basis set to expand the wave function of a quantum system, and
truncates the basis set at a finite (but sufficiently large) number of basis functions. The truncation step is the approxima-
tion. This method leads to a matrix representation of the system. It was developed in Sec. 2.1.2 for the time-independent
Schrödinger equation. Now, we shall apply it to the time-dependent problems.

7.1.1 TIME-DEPENDENT BASIS SET EXPANSIONS

As discussed in Sec. 2.1.2, given an initial state |9(0)〉 at time t = 0, which is not an eigenstate of the time-independent
Hamiltonian of the system, H, a basis set expansion method can be used to evolve the state of the system. If we use a
basis set composed of eigenstates of H, {|ψk〉}, with eigenvalues {Ek}, the evolution is particularly simple,

|9(t)〉 =
∑

k

bk e−iEkt/h̄
|ψk〉, (7.1)

where the coefficients bk are time independent, and the initial state is given by |9(0)〉 =
∑

k bk|ψk〉. On projecting with
〈ψj|, we find the coefficient bj: thus bk = 〈ψk|9(0)〉, and |9(t)〉 =

∑
k〈ψk|9(0)〉 e−iEkt/h̄

|ψk〉.
In some cases, it is preferable to use other basis sets to carry out the expansion, e.g., when our interest is focused on the

momentum properties of the dynamics, we might want to use momentum eigenstates instead of energy eigenstates. For a
complete orthonormal set of basis states {|φj〉} that are not eigenstates of H, an arbitrary initial state can be expanded as
|9(0)〉 =

∑
j aj|φj〉. Moreover, expanding the time-dependent wave function |9(t)〉 in terms of the eigenstates {|ψj〉} of

the Hamiltonian, which in turn are expanded in terms of the noneigenstate basis states, {|φj〉}, |ψk〉 =
∑

j cjk|φj〉, we find

|9(t)〉 =
∑

k

bk e−iEkt/h̄
|ψk〉 =

∑
k

bk e−iEkt/h̄
∑

j

cjk|φj〉. (7.2)
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We used the fact that |ψj〉 are eigenstates of the Hamiltonian to get the time dependence, and the expansion coefficients cjk

of the eigenstates in terms of the basis states {|φj〉}. The amplitudes bk of the eigenstates |ψk〉 in the expansion (7.2) can be
determined by setting t = 0 in Eq. (7.2) and equating the result with the initial condition |9(0)〉. If |9(0)〉 =

∑
j aj|φj〉,

then we obtain, from Eq. (7.2) at t = 0,
∑

j cjkbk = aj, or, inverting the matrix c,

bk =
∑

j′

(c−1)kj′aj′ . (7.3)

Hence, the time-dependent wave function satisfying the initial condition is

|9(t)〉 =
∑

k

∑
j′

(c−1)kj′aj′ e
−iEkt/h̄

|ψk〉 =
∑
kj′j

(c−1)kj′aj′ e
−iEkt/h̄ cjk|φj〉. (7.4)

The initial wave packet 9(r, 0) develops in time as

9(r, t) =
∑
kj′j

(c−1)kj′aj′ e
−iEkt/h̄ cjk φj(r). (7.5)

Problem 7.1

(a) Show that 9(r, t) of Eq. (7.5) equals
∑

j ajφj(r) at t = 0.

(b) Show that Eq. (7.5) reduces to |9(t)〉 =
∑

k ak e−iEkt/h̄
|φk〉 if the {|φj〉} are eigenstates of H.

(c) Given the initial wave function 9(r, 0) = 〈r|9(0)〉, show that bk =
∑

j′(c
−1)kj′

∫
φ∗j′ (r)9(r, 0).

Answer: (a)
∑

k cjk (c−1)kj′ = δjj′ . (b) Then, cjk = δjk and the result follows. (c) The result follows by taking the
overlap of Eq. (7.2) at t = 0 with 〈φj′ | and inverting the c matrix.

7.2 SEMICLASSICAL APPROXIMATIONS

The predictions of quantum mechanics must smoothly approach those of classical mechanics when applied on macro-
scopic systems. This statement is at the heart of the correspondence principle (see Sec. 2.8). In this section, we explore
several semiclassical approximations wherein we take the limit h̄→ 0. This procedure can be carried out by expanding
the relevant expressions in powers of h̄ and identifying the terms proportional to h̄0 with the classical ones. When small
powers of h̄ in this expansion are still retained, the formalism is referred to as semiclassical quantum mechanics.

7.2.1 THE WKB APPROXIMATION

The WKB approximation, named after Gregor Wentzel, Hendrik Anthony Kramers, and Leon Brillouin (it is sometimes
called the JWKB approximation, where the “J” stands for Harold Jeffreys), is a technique for obtaining approximate
solutions to the time-independent Schrödinger equation in one dimension (and for radially symmetric problems in 3D).
It can be used to calculate bound-state energies and quantum tunneling rates through potential barriers.

Consider a particle of energy E moving through a region where the potential V(x) is (nearly) constant. In classi-
cally allowed regions, where E > V(x), the wave function is approximately of the form a eikx

+ b e−ikx, where k =
√

2m(E − V)/h̄. In classically forbidden regions, E < V(x), and the wave function is of the form a eKx
+ b e−Kx, where

K =
√

2m(V − E)/h̄. A potential V(x) is slowly varying over distance scales of the local wavelength λ(x) if

λ(x)
dV/dx

V(x)
� 1. (7.6)
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The local wavelength in classically allowed regions is λ(x) = 2π/κ(x), where κ(x) = k(x) =
√

2m(E − V(x))/h̄ in
classically allowed regions, whereas κ(x) = K(x) =

√
2m(V(x)− E)/h̄ in classically forbidden regions. As we shall see,

the local wave function in classically allowed regions will take the form, ψ(x) = a(x) ei
∫ x k(z) dz

+ b(x) e−i
∫ x k(z) dz, and

in classically forbidden regions, ψ(x) = a(x) e−
∫ x K(z) dz

+ b(x) e
∫ x K(z) dz, where we shall specify the coefficients a(x)

and b(x) shortly.
To derive the WKB approximation, consider the following form, with A(x) taken to be real, for the wave function in

the classically allowed regions:

ψ(x) = A(x) eiφ(x). (7.7)

This is the same form that we used to discuss Hamilton–Jacobi theory in Sec. 16.2, linked to the book web page, of the
classical mechanics chapter linked to the web page of the book. The first derivative of the wave function is ψ ′(x) =
[A′(x)+ iAφ′] eiφ(x), and the second derivative is ψ ′′(x) = [A′′(x)+ 2iA′φ′ + iAφ′′ − A(φ′)2] eiφ(x). Inserting the second
derivative into the Schrödinger equation yields

A′′(x)+ 2iA′φ′ + iAφ′′ − A(φ′)2 = −k2(x)A, (7.8)

which is equivalent to the following two real equations:

(A2φ′)′ = 0,

A′′ = A
[
(φ′)2 − k2(x)

]
.

(7.9a)

(7.9b)

The solution to Eq. (7.9a) is

A(x) =
C

√
φ′(x)

. (7.10)

An approximate solution to Eq. (7.9b) can be obtained by assuming |A′′(x)| � |k2(x)A(x)| (this is the key WKB approx-
imation), yielding

dφ

dx
= ±k(x). (7.11)

In terms of the local de Broglie wavelength, the condition |A′′(x)| � |k2(x)A(x)| for validity of the WKB approximation
can be written as,

1

2π

∣∣∣∣dλ(x)dx

∣∣∣∣� 1 , ⇒ λ(x)

∣∣∣∣ dV/dx

E − V(x)

∣∣∣∣� 1. (7.12)

Thus, the WKB wave function, in classically allowed regions that are not too close to turning points, takes the form,
ψ(x) = C

√
k(x)

e±i
∫ x dz k(z). The solution has been conveniently written in terms of the indefinite integral of the local

wavevector. The integration constant can be absorbed into C, which thereby becomes complex. The general form of the
wave function in classically allowed regions is

ψ(x) =
C+
√

k(x)
ei
∫ x dz k(z)

+
C−
√

k(x)
e−i

∫ x dz k(z), (7.13)

which can be written as

ψ(x) =
D
√

k(x)
cos

 x∫
dz k(z)+ ϕ

 . (7.14)

https://sites.google.com/site/thequantumbook/
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In classically forbidden regions, E < V(x), k = iK, K(x) =
√

2m(V(x)− E)/h̄; so, the WKB form of the wave function
becomes

ψ(x) =
B+
√

K(x)
e
∫ x dz K(z)

+
B−
√

K(x)
e−

∫ x dz K(z). (7.15)

The boundary conditions on the wave function determine the amplitudes B+ and B−. If the forbidden region is to the
right of the rightmost turning point (e.g., xt in Fig. 7.1), then the wave function should vanish as x→∞, hence B+ = 0.
Similarly, if the forbidden region is to the left of the leftmost turning point (e.g., x′t in Fig. 7.1) then the wave function
should vanish as x→−∞, hence B− = 0. If the classically forbidden region is located between two finite turning points
xt < x′t [e.g., tunneling through a repulsive barrier V(x), so that E < V(x) for xt ≤ x ≤ x′t], the boundary conditions are
determined by matching the wave function (7.17) computed at xt, and x′t with the wave functions in the allowed regions
to the right of x′t and to the left of xt.

To better understand the relationship of the WKB approximation with the semiclassical limit, in Problem 7.2 you are
asked to derive the WKB approximation by substituting ψ(x) = eif (x)/h̄ into the time-independent Schrödinger equation,

−
h̄2

2m
d2ψ

dx2 +V(x)ψ = Eψ and then expand f (x) in powers of h̄. On collecting terms of the resulting equation in powers of
h̄ and truncating the expansion of f (x) after the second term, Eq. (7.13) could be recovered. So, the WKB approximation
can be viewed as a power series expansion in powers of h̄ that is truncated after the second term.

Problem 7.2

Derive the WKB approximation using the form, ψ(x) = eif (x)/h̄, substituting this form into the Schrödinger
equation, expanding the function f in powers of h̄, f (x) = f0(x)+ h̄f1(x)+ h̄2f2(x)+ . . ., and collecting terms in the
resulting equation in powers of h̄.

Hint: Note that ln(−z) = ln(z)+ inπ .

Unfortunately, a simple generalization of the WKB approximation to 2D, 3D, or higher dimensions does not exist.
The local momentum p(r) [or local wavevector k(r) = p(r)/h̄] is trivially generalized to higher dimension, but there
is a problem to uniquely define the local vector momentum p(r). The nature of the problem is illustrated effectively by
considering a degenerate eigenvalue. The eigenfunctions corresponding to the degenerate eigenvalue can have completely
different nodal structure, i.e., the direction of the local flux [see Eq. (1.100)] can be very different for each of these states,
even though the local momentum is the same.

WKB Connection Formulas

At a turning point, xt, E = V(xt), the local momentum vanishes and the local wavelength λ(xt) → ∞. Thus, condition
(7.6) is not satisfied near a turning point. Therefore, the WKB approximation is invalid near turning points. However,
near a turning point, the potential can be expanded as

V(x) = E + V ′(xt)(x− xt)+ · · · , (7.16)

and higher order terms can be dropped. The Schrödinger equation becomes, ψ ′′(x) = k2(x)ψ(x) ≈ 2m V ′(xt)

h̄2 (x− xt)ψ(x).

On transforming to the independent variable z = [2mV ′(xt)/h̄2]1/3 (x− xt), we obtain d2ψ

dz2 = zψ , whose solution is given
in terms of Airy functions [see Appendix B, Eq. (B.11) and Sec. 1.3.14]:

ψ(x) = a Ai[z(x)]+ b Bi[z(x)]. (7.17)

The asymptotic expansion of the RHS of Eq. (7.17) is given by Appendix B, Eqs (B.12)–(B.15).



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 10-ch07-303-366-9780444537867 2012/11/15 22:37 Page 307 #5

7.2 Semiclassical Approximations 307

Consider the case where V(x) > E for x > xt (see Fig. 7.1). For x sufficiently far from the turning point, ψ(x) =
B−√
K(x)

e−
∫ x dy K(y) for x > xt, whereas the wave function takes the form of Eq. (7.13) for x < xt. Close to a turning point,

a good approximation for the wave function is

ψ(x) = a Ai[z(x)]. (7.18)

FIG 7.1 Classical turning points. For x within one of the
boxes, the Airy function form, Eq. (7.18), is a
reasonable approximation for the wave function.

To determine the coefficients C+ and C− for the wave function in
the region x < xt in terms of B−, we must follow the variation in
the wave function from positive x − xt to negative. To make this
connection, note that

∫ x
xt

dy k(y) = 2
3h̄ [2mV ′(xt)]1/2(x − xt)

3/2, and

similarly for
∫ x

xt
dy K(y). Hence, the forms of the wave functions in

Eqs (7.13) and (7.15) are similar to the asymptotic forms of the Airy
function in Eqs (B.12)–(B.13). Using these relations, we find that
for this case, a = 2π1/2B−, b = 0, and B = 2B−, and in Eq. (7.14),
ϕ = −π/4. Thus, for x < xt,

ψ(x) =
2D
√

k(x)
sin

 xt∫
x

dy k(y)+ π/4

 . (7.19)

Bound states can be studied using the WKB approximation for
both the right and left turning points (see Fig. 7.1). By matching the
wave function near x′t, one finds that the wave function in the region
x > x′t is

ψ(x) =
2D
√

k(x)
sin

 x∫
x′t

dy k(y)− π/4

 . (7.20)

By equating the argument of the sine functions in Eqs (7.19) and (7.20), we find the bound-state condition

xt(E)∫
x′t(E)

dy p(y) =

(
n+

1

2

)
π h̄, (7.21)

for n = 0, 1, 2, . . . . This 1D semiclassical quantization is very similar to the original Bohr quantization condition devel-
oped for bound state energy levels in 1913, as discussed in Sec. 1.1.2; it was also introduced by A. Sommerfeld and
W. Wilson in 1915. Only energies E at which this condition is satisfied can be bound state energies. The WKB approxi-
mation was developed in 1926, and it served to cement the connection between the Bohr quantization condition and the
quantization resulting for bound states as obtained from the full Schrödinger equation.

Similar WKB connection formulas as those derived here for potential wells, as illustrated in Fig. 7.1, can be obtained
for potential barriers (see Sec. 12.7.2).

Problem 7.3

Estimate the transmission of a particle of energy E incident from the left on a potential, V(x) = 0 for x < 0,
V(x) = U0 − Fx for x > 0, when the condition U0 � E is satisfied and the slope F is not too large.

Answer: T ≈ exp

[
−

2
√

2m
h̄

∫ U0−E
F

0 dx (U0 − Fx)1/2
]
=exp

[
−

4
√

2m
3h̄F

(
U3/2

0 − E3/2
)]

. For the details of the matching

conditions on the WKB wave functions, see discussion of (Eqs. 12.429)–(12.438).
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Problem 7.4

For the harmonic potential, V(x) = mω2x2/2, show that the bound state energies can be obtained from the condition
h̄
∫ xt
−xt

dx k(x) = (n+ 1/2)π h̄. This is the Bohr–Sommerfeld quantization condition of the “old” quantum theory.

Answer: The integral of the local momentum, h̄ 2m
h̄2

∫ xt
−xt

dx
√

E − mω2x2/2, can be evaluated analytically. Define the

variable z2
= mω2x2/2E, and note that the turning points are given by x2

t = 2E/ω2. The integral∫
dt
√

1− t2 = (t
√

1− t2 + sin−1 t)/2, hence
∫ 1
−1 dt
√

1− t2 = π/2. We thereby obtain En = h̄ω(n+ 1/2).

WKB for Radial Problems

The WKB approximation cannot be applied directly to the radial Schrödinger equation,
[

d2

dr2 −
l(l+1)

r2 +
2µ
h̄2 (E −

V(r))
]

fl(r) = 0. This is because the singularity of the effective potential Ul(r) = V(r) + h̄2l(l+1)
2µr2 at the origin may

not be sufficiently well separated from the turning point x′t for the behavior of the wave function at this turning point
to be treated correctly. This is hinted at by the fact that the WKB approximation does not reproduce the fl(r) ∼ (kr)l+1

behavior of the wave function as r→ 0. To fix this problem, the region 0 ≤ r <∞ can be mapped to −∞ < x <∞ by
the transformation r = ex. With this change of variables,

fl(r) = ex/2φl(x), (7.22)

the singularity is moved to x = −∞, and the Schrödinger equation becomes[
d2

dx2
− κ2

l (x)

]
φl(x) = 0, (7.23)

where κ2
l (x) = e2x

[
k2
−

2µ
h̄2 V(ex)

]
− (l + 1/2)2. Therefore, using Eq. (7.20), fl(r) = e2x 2D

√
κl(x)

sin
[∫ x

x′t
dz κl(z)− π/4

]
,

and on transforming back to r, the WKB approximation for the radial wave function in the region r > r′t becomes,

fl(r) =
2D
√

kl(r)
sin

 r∫
r′t

dr′ kl(r
′)− π/4

 , (7.24)

where

k2
l (r) = k2

−
2µ

h̄2
V(r)−

(l+ 1/2)2

r2
. (7.25)

Therefore, the mapping introduced above replaces l(l+ 1) by (l+ 1/2)2 in the effective potential appearing in the WKB
approximation for the radial wave function. The application of the WKB method to scattering problems will be discussed
further in Sec. 12.7.2.

Problem 7.5

Estimate the transmission of an alpha particle of energy E and zero angular momentum in a nucleus of the radius r0

with potential V(r) = −U0 for r < r0 and V(r) = κ/r for r > r0.

Answer: T ≈ exp
[
−

2
√

2m
h̄

∫ κ
E

r0
dr (κ/r − E)1/2

]
. On integrating, T ≈ exp

{
−

2κ
√

2m/E
h̄

[
arccos(

√
Er0/κ)−

√
Er0/κ

(1− Er0/κ)]
}

. For the details of the matching conditions on the WKB wave functions, see discussion of

Eqs. (12.429)–(12.438).
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7.2.2 SEMICLASSICAL TREATMENT OF DYNAMICS

In the previous few sections, we developed a semiclassical approximation to 1D tunneling and bound state problems.
Semiclassical approximations to dynamical problems can also be developed. To this end, in Sec. 2.7, beginning with the
Ehrenfest Theorem, Eq. (1.93), we expanded the RHS of the equation d

dt 〈p〉 = −〈∇V〉t ≡ 〈F(r)〉t about the classical
position 〈r〉t, thereby obtaining the expansion (2.109), whose lowest order term in h̄, 〈F(r)〉t ≈ F(〈r〉t), is Newton’s
classical equation of motion. The higher order terms give quantum corrections. The lowest order quantum correction
term is proportional to 〈(1r)2〉t. Therefore, it is related to the spatial width of the quantum distribution.

At the end of Sec. 2.6 we discussed the Wigner function, and showed that the lowest order of the equation of motion
for the Wigner function becomes the classical Liouville equation, sometimes called the collisionless Boltzmann equation
[see Eq. (2.101)]. More explicitly, the Wigner function W(p, r, t), which can be used for both pure and mixed states, can
be expanded in powers of h̄ to obtain a semiclassical expansion of the density matrix ρ(r′, r, t) by applying the expansion
to the Fourier transform, (2π h̄)−N

∫
dp eip·(r′+r)/h̄W(p, r, t). The technical details of this procedure will not be developed

here (see Ref. [109] ).

7.2.3 SEMICLASSICAL HAMILTON–JACOBI EXPANSION

The classical limit of the time-dependent Schrödinger equation can be obtained by letting, ψ(r, t) = A(r, t)eiS(r,t)/h̄,
where both A and S are taken to be real. Substitution into the Schrödinger equation and separation of real and imaginary
parts of the resulting equation yields,

∂A

∂t
+

A

2m
∇

2S+
1

m
∇A ·∇S = 0, (7.26a)

∂S

∂t
+

1

2m
(∇S)2 + V =

h̄2

2m

∇
2A

A
. (7.26b)

These equations are also derived in the classical mechanics chapter, Sec. 16.12 [see Eqs. (16.180)], which is available

on the web page for the book. Equation (7.26b) is the Hamilton–Jacobi equation if the term on the RHS is set to 0,
i.e., if h̄ → 0. These equations were interpreted in terms of the probability density P(r, t) = |9|2 = [A(r, t)]2 and the
probability flux vector J(r, t) = P∇S

m . We then defined the velocity field, v(r, t) ≡ J/P = ∇S/m, and took the gradient of
Eq. (7.26b) to obtain

∂v
∂t
+ (v ·∇)v = −

1

m
∇(V + VQ), (7.27)

where the “quantum potential” VQ(r, t) ≡ − h̄2

2m
∇

2A
A vanishes as h̄→ 0. In this limit, Eq. (7.27) yields Euler’s equation

for hydrodynamic fluid flow, which is equivalent to Newton’s law of motion.
Another semiclassical method important for high-energy scattering applications is the Eikonal Approximation, which

will be discussed in Sec. 12.7.4.

7.3 PERTURBATION THEORY

Exact solutions to the Schrödinger equation are known only for a very small number of problems. However, numerical
solutions can be obtained if the number of dimensions of the problem is small. Another approach that can be used for
many types of quantum problems involves breaking the problem into a zero-order problem whose solution is known and
a perturbation whose effect is small. Time-independent and -dependent perturbation theory methods will be presented
below.

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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7.3.1 NONDEGENERATE PERTURBATION THEORY

In this subsection, we present nondegenerate perturbation theory for a time-independent Hamiltonian H, where the full
Hamiltonian is broken into a zero-order Hamiltonian H(0) whose eigenvalues and eigenvectors, E(0)n and ψ (0)n , are known,
and a perturbation Hamiltonian H(1), H = H(0)

+ H(1). This type of perturbation theory is sometimes called Rayleigh–
Schrödinger perturbation theory.

For example, for a one-dimensional Hamiltonian with kinetic and potential energies, T and V(x), respectively, the
Hamiltonian H = T + V can be broken into a zero-order Hamiltonian, H(0)

= T + V(0), where T is the kinetic energy
and V(0) is a potential for which one knows the eigenvalues and eigenvectors of H(0), and a perturbation Hamiltonian,
H(1)
= V − V(0). The Schrödinger equation for H(0) is,

H(0)ψ (0)n =E(0)n ψ (0)n . (7.28)

For a harmonic potential, V(0)= (mω2/2)x2, E(0)n = (n+ 1/2)h̄ω, and the eigenvectors ψ (0)n are Gaussian functions times
Hermite polynomials for the harmonic oscillator [see Appendix Eq. (1.130)].

An elegant method of applying perturbation theory is to multiply the perturbation Hamiltonian by a perturbation
parameter, λ, whose value will be put to unity at the end of the calculation. Taking the full Hamiltonian as H = H(0)

+

λH(1) and writing out the full wave function and the full energy eigenvalue for the nth state as a sum of terms with
increasing powers of the perturbation parameter:

ψn = [ψ (0)n + λψ
(1)
n + λ

2ψ (2)n + · · · ], (7.29a)

En = [E(0)n + λE(1)n + λ
2E(2)n + · · · ]. (7.29b)

The full Schrödinger equation for the nth order state can be written by substituting these forms into the full Schrödinger
equation, Hψn = Enψn,

[H(0)
+ λH(1)][ψ (0)n + λψ

(1)
n + · · · ]= [E(0)n + λE(1)n + λ

2E(2)n + · · · ][ψ
(0)
n + λψ

(1)
n + · · · ]. (7.30)

Equating powers of λ on both sides of the equation, we find

H(0)ψ (1)n + H(1)ψ (0)n =E(0)n ψ (1)n + E(1)n ψ (0)n , (7.31a)

H(0)ψ (2)n + H(1)ψ (1)n =E(0)n ψ (2)n + E(1)n ψ (1)n + E(2)n ψ (0)n , (7.31b)

H(0)ψ (j+1)
n +H(1)ψ (j)n =E(0)n ψ (j+1)

n +E(1)n ψ (j)n +· · ·+E(j+1)
n ψ (0)n , (7.31c)

where the last equation is for arbitrary j. We now expand ψ (1)n in terms of the complete set of zero-order eigenfunctions,
except for the zero-order function ψ (0)n which is explicitly excluded from the sum since it is already included in the first
term on the RHS of Eq. (7.29a),

ψ (1)n =
∑
k 6=n

c(1)nk ψ
(0)
k , (7.32)

or, more generally, for any order perturbation,

ψ (j)n =
∑
k 6=n

c(j)nkψ
(0)
k . (7.33)

Taking the inner product of Eq. (7.31a) with ψ (0)n yields the first-order energy correction:

E(1)n = 〈ψ
(0)
n |H

(1)
|ψ (0)n 〉, (7.34)
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where we have used the orthogonality of the zero-order eigenstates. Taking the inner product of Eq. (7.31a) with ψ (0)k ,

we find the coefficients c(1)nk ,

c(1)nk =
〈ψ

(0)
k |H

(1)
|ψ

(0)
n 〉

E(0)n − E(0)k

. (7.35)

Substituting these coefficients into Eq. (7.33), we obtain

ψ (1)n =
∑
k 6=n

〈ψ
(0)
k |H

(1)
|ψ

(0)
n 〉

E(0)n − E(0)k

ψ
(0)
k . (7.36)

Taking the inner product of Eq. (7.31b) with ψ (0), we find

E(2)n =
∑
k 6=n

c(1)nk 〈ψ
(0)
n |H

(1)
|ψ

(0)
k 〉 =

∑
k 6=n

∣∣∣〈ψ (0)k |H
(1)
|ψ

(0)
n 〉

∣∣∣2
E(0)n − E(0)k

. (7.37)

For n = 0, i.e., the ground state, the second-order correction is always negative; the lowest energy state is always further
lowered in energy by the second-order correction to the energy. Taking the inner product of Eq. (7.31b) with ψ (0)k , we
find the second-order coefficient,

c(2)nk =
1

E(0)n − E(0)k

∑
j 6=n

〈ψ
(0)
k |H

(1)
|ψ

(0)
j 〉〈ψ

(0)
j |H

(1)
|ψ

(0)
n 〉 − 〈ψ

(0)
j |H

(1)
|ψ

(0)
n 〉E

(1)
n

E(0)n − E(0)j

, (7.38)

which can be substituted into Eq. (7.33) to obtain the wave function to second order. This procedure can be continued to
obtain higher order (e.g., third order) perturbation results.

Perturbative Magnetic Field Effects

As we have already seen in Sec. 4.3, an external magnetic field splits atomic levels and thereby removes the degeneracy of
nonzero total angular momentum states. This is called the Zeeman effect. Consider the splitting of atomic levels having
definite values of the quantum numbers L, S, and J, by a weak magnetic field, assuming that L–S coupling is a good
approximation. The spin–orbit splitting of the atomic levels |L, S, J, MJ〉 is given by (4.72). The Zeeman Hamiltonian
(4.32) for these levels, which is linear in the magnetic field, is

HZeeman = −µ ·H =
µB

h̄
(L+ gS) ·H. (7.39)

In the first-order perturbation theory approximation, the splitting is determined by the mean values of the perturbation in
the unperturbed states. Taking the direction of the magnetic field as the z axis, the energy perturbations of the spin–orbit
states due to the presence of a magnetic field is given by

1EJ,L,S,MJ =
µBH

h̄
〈(Lz + gSz)〉 =

µBH

h̄
〈L, S, J, MJ |[Jz + (g− 1)Sz]|L, S, J, MJ〉. (7.40)

The expectation value 〈Jz〉 equals h̄MJ . The expectation value 〈Sz〉 can be found using the projection theorem, Eq. (3.215):

〈Sz〉 = h̄MJ

(
S · J
J2

)
= h̄MJ

J(J + 1)− L(L+ 1)+ S(S+ 1)

2J(J + 1)
.
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Hence, the expectation value of Eq. (4.32) in Eq. (7.40) for the state |J, L, S, MJ〉 yields

1EL,S,J,MJ = µBMJH

[
1+ (g− 1)

J(J + 1)− L(L+ 1)+ S(S+ 1)

2J(J + 1)

]
. (7.41)

Thus, each of the spin–orbit states is split into 2J+1 equally spaced levels, with spacing proportional to H (and continue).

gJ,L,S ≡

[
1+ (g− 1) J(J+1)−L(L+1)+S(S+1)

2J(J+1)

]
is called the Landé g-factor, and the linear Zeeman splitting of the fine

structure states in magnetic field can be written as

1EZeeman = µB gJ,L,S H MJ . (7.42)

Perturbative Electric Field Effects

The presence of a static electric field can modify the orbits of electrons, so that they become elliptical with the major
axis of the ellipse oriented in the direction of the field. Suppose an atom or molecule is in a state with permanent dipole
moment d. In a static electric field E, the matter-field interaction energy is E = −d · E. Thus, the resulting change
of energy of the dipole due to the field is linear with electric field strength. We can write the term of the Hamiltonian
describing the interaction of the atom with the external electric as

∑
i qiri ·E, where the sum is over all charged particles

in the atom. This interaction term is called the Stark Hamiltonian, which is named after Johannes Stark (1874–1957),
who won the Nobel Prize in 1919 for his work on the splitting of spectral lines in the presence of electric fields in 1913.
Stark splitting of spectral lines is used as a diagnostic in laboratory and astrophysical plasmas.

For atoms, the linear shift in energy with electric field strength can only occur if there is a degeneracy of the energy
levels having different angular momentum, such as occurs in excited hydrogen states (recall that the diagonal matrix

elements 〈nlm|z|nlm〉 = 0 and that 〈l, m| cos θ |l± 1, m〉 = l2−m2

(4l2−1)1/2
). Hence, the lowest order nonvanishing perturbation

is second-order (see Problem 7.6).
For atoms (or molecules) that do not have a permanent dipole moment, the electric field will induce a dipole moment,

and this induced dipole moment, din, interacts with the field, so that the interaction energy E = −(1/2)din · E. We can
write this energy by expanding the induced dipole moment as a power series in the electric field in the form,

E = −
1

2
din · E ≈ −

1

2
EiαijEj + · · · , (7.43)

where din,i = αijEj + · · · . Therefore, the splitting of the energy levels is proportional to the square of the static electric
field, and the second-order perturbation correction to the energy of a state is given by

1E(2) = −
1

2
EiαijEj, (7.44)

where the polarizability tensor αij is a rank two symmetric tensor. Taking the z-axis in the direction of the field, we
obtain

1E(2) = −
1

2
αzzE

2. (7.45)

The polarizibility tensor αij for an atom or molecule in state |n〉 is

α
(n)
ij = −2

∑
m6=n

〈n|di|m〉〈m|dj|n〉

En − Em
. (7.46)
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The polarizability depends on its unperturbed state, |n〉, and on its quantum number MJ . The lowest-order induced dipole
moment is linear in the field,

d(n)i =
∂1E(2)

∂Ei
=

∑
j

α
(n)
ij Ej, (7.47)

and the energy in Eq. (7.44) can be written as

1E(2) = −
1

2
d(n) · E. (7.48)

Problem 7.6

The spherical top Hamiltonian is H = L2

2I [see Eq. (3.139)]. The eigenvalues and eigenstates are El,m =
h̄2

2I l(l+ 1)
and Ylm(θ ,φ), respectively. These states are 2l+ 1-fold degenerate. In the presence of an electric field E along the
z-axis, an additional Hamiltonian, H(1)

= −d · E = −dE cos θ , results. Calculate the perturbed energy levels.

Answer: The nonzero matrix elements, 〈l′, m′|H(1)
|l, m〉, only have m′ = m and l′ = l± 1, and

〈l, m| cos θ |l± 1, m〉 = l2−m2

(4l2−1)1/2
. The second-order energy correction is E(2)l,m =

2I(Ed)2

h̄2

∑
l′
〈l,m| cos θ |l′,m〉
l(l+1)−l′(l′+1) =

2I(Ed)2

h̄2l(l+1)
l(l+1)−3m2

2(2l−1)(2l+3) . States with m and −m remain degenerate. Also note that E(2)0,0 < 0.

Problem 7.7

Calculate the ground-state polarizability of the hydrogen atom.
Answer: Due to the spherical symmetry of the 1s state, ψ0, the polarizability is a scalar, αij = αδij. Using Eq. (7.46)
with dz = ez, we find, α = −2e2∑

k
〈0|z|k〉〈k|z|0〉

E0−Ek
. It is convenient to define an operator b̂, such that

ẑ = (m/h̄) ˙̂b = im
h̄2 [Ĥ, b̂], so 〈k|ẑ|0〉 = −im

h̄2 (E0 − Ek)〈k|b̂|0〉, and therefore,

α =
2ime2

h̄2
〈0|ẑb̂|0〉. (7.49)

ẑψ0 = (m/h̄)
˙̂bψ0 =

im
h̄ [Ĥb̂− Ĥb̂]ψ0, and by defining b̂ψ0(r) = b(r)ψ0(r) = f (r) cos θ ψ0(r), we can determine

the differential equation satisfied by f (r): f ′′/2+ f ′/r − f /r2
+ (ψ ′0/ψ0)f ′ = ir. The solution is f (r) =

−ira0(a0 + r/2), which can be verified by direct substitution. Using Eq. (7.49) we find that α = 2i
a0
〈0|rf cos2 θ |0〉 =

2i
3a0
〈0|rf |0〉 = 9a3

0/2.

7.3.2 DEGENERATE PERTURBATION THEORY

Let us now consider the case when the zero-order Hamiltonian H(0) has degenerate eigenvalues and the perturbation
H(1) can remove the degeneracy. The approach in the previous subsection cannot be used directly for this case since
the difference of the zero-order energies appearing in the denominators of the expressions developed there vanishes. A
degenerate perturbation theory must be specially developed. Suppose the nth eigenvalue has degeneracy d(n), i.e., there
are d(n) eigenvectors with eigenvalue E(0)n :

H(0)ψ
(0)
nj = E(0)n ψ

(0)
nj , j = 1, . . . , d(n). (7.50)

We again write H = H(0)
+ H(1) and multiply the perturbation Hamiltonian by a parameter, λ, whose value will be put

to unity at the end of the calculation: H = H(0)
+ λH(1). We can write the perturbed wave functions and the energy
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eigenvalues for the nth state as a sum of terms with increasing powers of the perturbation parameter using an index
γ = 1, . . . , d(n), which specifies the perturbed eigenvectors and eigenvalues,

ψγn =

d(n)∑
j=1

aγj ψ
(0)
nj

+ λψγ (1)n + λ2ψγ (2)n + · · · , (7.51a)

Eγn = E(0)n + λEγ (1)n + λ2Eγ (2)n + · · · . (7.51b)

In what follows, we take the first-order term in the wave function, ψγ (1)n , to have contributions only from states outside
the set {ψ (0)nj } of zero-order state with eigenvalue E(0)n , i.e.,

ψγ (1)n =

∑
m 6=n

d(m)∑
l=1

cγ (1)n;mlψ
γ (0)
ml . (7.52)

Inserting Eqs (7.51) and (7.52) into the time-independent Schrödinger equation, Hψγn = Eγnψ
γ
n , and taking the terms that

are first order in λ, we obtain

H(0)ψγ (1)n + H(1)

d(n)∑
j=1

aγj ψ
(0)
nj

 = E(0)n ψγ (1)n + Eγ (1)n

d(n)∑
j=1

aγj ψ
(0)
nj

 . (7.53)

Taking the inner product with ψ (0)nj , we obtain

d(n)∑
j=1

〈ψ
(0)
nk |H

(1)
|ψ

(0)
nj 〉a

γ
j = Eγ (1)n aγk . (7.54)

This equation is in the standard matrix eigenvalue form, and the d(n) eigenvalues Eγ (1)n , γ = 1, . . . , d(n), are obtained
from the determinantal equation: ∣∣∣〈ψ (0)nk |H

(1)
|ψ

(0)
nj 〉 − Eγ (1)n δkj

∣∣∣ = 0. (7.55)

The eigenvector {aγ } corresponding to the eigenvalue Eγ (1)n can be computed from the linear equations (7.53) on substi-
tuting the eigenvalue into Eq. (7.54).

To obtain the coefficients {cγ (1)n;ml }, substitute the amplitudes {aγj } and the eigenvalue Eγ (1)n into Eq. (7.53) and take the

inner product with ψγ (0)ml ,

cγ (1)n;ml =

d(n)∑
j=1

aγj
〈ψ

(0)
ml |H

(1)
|ψ

(0)
nj 〉

E(0)n − E(0)m

. (7.56)

The expansion of the wave function to first order is given by

ψγn =

d(n)∑
j=1

aγj ψ
(0)
nj

+∑
m6=n

d(m)∑
l=1

cγ (1)n;mlψ
γ (0)
ml , (7.57)

with the coefficients {aγj } and {cγ (1)n;ml } obtained as described above. With this result, we can obtain the second-order

correction to the energy, Eγ (2)n .
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Problem 7.8

A 2D hard-wall square well with sides of length L has energy eigenvalues Enx,ny =
h̄2π2

2mL2 (n
2
x + n2

y). The first excited

state of the well is degenerate, E1,2 = E2,1 =
5h̄2π2

2mL2 ≡ ε. What are the perturbed energy eigenvalues if

H(1)
= −Kxy?

Answer: Taking −L/2< x, y<L/2, the wave functions are ψ1,2 = (2/L) cos 2πx
L sin πy

L and ψ2,1 =

(2/L) sin πx
L cos 2πy

L . The perturbation matrix elements are � ≡ 〈1, 2|H(1)
|2, 1〉 =

−K(2/L)2
∫ L/2
−L/2 dx x cos 2πx

L sin πx
L

∫ L/2
−L/2 dy y sin πy

L cos 2πy
L = −

16
9π2 KL2

= 〈2, 1|H(1)
|1, 2〉. The Hamiltonian

matrix is given by H =

(
ε −�

−� ε

)
, and the eigenenergies are E = ε ±�.

Problem 7.9

Consider the n = 2 manifold of the hydrogen atom in the presence of an electric field, so the perturbation
Hamiltonian is H(1)

= eEz. Calculate the perturbed energy eigenvalues and eigenvectors.

Hint: The only nonvanishing perturbation matrix element is 〈ψ200|H(1)
|ψ210〉 = −3eEa0.

7.3.3 TIME-DEPENDENT PERTURBATION THEORY

Consider a Hamiltonian containing a time-dependent potential, so that the full Hamiltonian can be written as, H =
H0 + V(t), where H0 = T + V0 is time independent. The time-dependent wave function 9(r, t) satisfies the time-
dependent Schrödinger equation ih̄ ∂

∂t9(r, t) = [H0 + V(t)]9(r, t) and can be expanded in terms of a complete set of

zero-order orthonormal eigenfunctions ψ (0)j satisfying the eigenvalue equations,

H0ψ
(0)
j = Ejψ

(0)
j , (7.58)

in the form

9(r, t) =
∑

j

cj(t) ψ
(0)
j (r) e−iEjt/h̄. (7.59)

The amplitudes cj(t) are time-dependent expansion coefficients, which can be computed by substituting Eq. (7.59) into the

time-dependent Schrödinger equation. Taking the inner product with ψ (0)j e−iEjt/h̄, we obtain a set of differential equations
for the amplitudes cj:

ih̄
d

dt
cj(t) =

∑
k

ck(t)〈ψ
(0)
j |V(t)|ψ

(0)
k 〉 e

i(Ej−Ek)t/h̄. (7.60)

At the initial time t = t0 when V(t) is turned on, only the initial state i is populated, hence, cj(t0) = δji. We can now
approximate ck(t) on the right hand side of Eq. (7.58) by the zero-order approximation ck(t) = δki to obtain the first-order
approximation for c(1)j (t):

c(1)j (t) =
1

ih̄

t∫
t0

dt′ 〈ψ (0)j |V(t
′)|ψ

(0)
i 〉 e

i(Ej−Ei)t′/h̄. (7.61)
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A second-order approximation is obtained by substituting this expression into the RHS of Eq. (7.60) for cj(t) to obtain

c(2)j (t) =
1

(ih̄)2

∑
k

t∫
t0

dt′′
t′′∫

t0

dt′ 〈ψ (0)j |V(t
′′)|ψ

(0)
k 〉〈ψ

(0)
k |V(t

′)|ψ
(0)
i 〉e

i[(Ej−Ek)t′′+(Ek−Ei)t′]/h̄. (7.62)

This procedure can be repeated by direct substitution of c(k)j (t) into the RHS of Eq. (7.60) to obtain an expression for

c(k+1)
j (t), and so on. The time-dependent expansion coefficient cj(t) starting from state i is given by cji(t) = c(0)ji (t) +

c(1)ji (t)+ c(2)ji (t)+ · · · .
A suggestive form in which to couch perturbation theory can be obtained in terms of the interaction representation form

of the perturbation, VI(t) = eiH0t/h̄V(t)e−iH0t/h̄ (see Sec. 2.7.1). The matrix element of this operator is 〈ψ (0)j |VI(t)|ψ
(0)
i 〉 =

〈ψ
(0)
j |V(t)|ψ

(0)
i 〉 e

i(Ej−Ei)t′/h̄, which is the integrand of the RHS of Eq. (7.61). Using this notation, we have

c(1)j (t) =
−i

h̄

t∫
t0

dt′ 〈ψ (0)j |VI(t
′)|ψ

(0)
i 〉, (7.63)

c(2)j (t) =

(
−i

h̄

)2∑
k

t∫
t0

dt′′
t′′∫

t0

dt′ 〈ψ (0)j |VI(t
′′)|ψ

(0)
k 〉〈ψ

(0)
k |VI(t

′)|ψ
(0)
i 〉. (7.64)

In the second-order term, the integration over t′′ and t′ is evaluated as shown in Fig. 7.2(a). Instead, we could evaluate
the integral over the same area of the upper triangular region as shown in Fig. 7.2(b). Hence, we can write the integral in
Eq. (7.64) as

t∫
t0

dt′′
t′′∫

t0

dt′ (VI(t
′′))jk(VI(t

′))ki =
1

2

 t∫
t0

dt′′
t′′∫

t0

dt′ (VI(t
′′))jk(VI(t

′))ki +

t∫
t0

dt′
t′∫

t0

dt′′ (VI(t
′′))jk(VI(t

′))ki

 . (7.65)

If we interchange the names of the variables t′ and t′′ in the second term on the RHS of Eq. (7.65), we can write the whole
RHS as

t

t

t t

t

t

(a) (b)

t t

t0
t0 t0

t0

... ...

...
...

FIG 7.2 Integration over t′ and t′′ in the integral on the RHS of Eq. (7.62)
is as in (a). The integral can also be carried out as in (7.65) as
schematically indicated in (b).

1

2

t∫
t0

dt′′
t′′∫

t0

dt′ T
[
(VI(t

′′))jk(VI(t
′))ki

]
, (7.66)

where the time-ordered product is defined by

T
[
VI(t
′′)VI(t

′)
]
≡

{
VI(t′′)VI(t′) if t′′ > t′

VI(t′)VI(t′′) if t′ > t′′
.

(7.67)

With this time-ordered notation, we can write the
transition amplitude as an infinite sum to all orders
in perturbation theory in the form

cj(t) = 〈ψ
(0)
j |UI(t, t0)|ψ

(0)
i 〉, (7.68)
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where

UI(t, t0) = 1+
∞∑

n=1

1

n!

(
−i

h̄

)n t∫
t0

. . .

t∫
t0

dt1 . . . dtn T [VI(t1) . . .VI(tn)] . (7.69)

This can be written compactly as UI(t, t0) = T exp
[
−i
h̄

∫ t
t0

dt′ VI(t′)
]
.

Piecewise-Constant Perturbation

As a first application of time-dependent perturbation theory, let us take the case of piecewise-constant perturbation:
V(t) = 0 for t < 0 and V(t) = V(r) for t ≥ 0. Starting in state i, we have cj(0) = c(0)j (t) = δji, so

c(1)j (t) =
Vji

ih̄

t∫
0

dt′ ei(Ej−Ei)t′/h̄ =
Vji

Ej − Ei

(
1− ei(Ej−Ei)t/h̄

)
, (7.70)

where Vji(t′) = 〈ψ
(0)
j |V(t

′)|ψ
(0)
i 〉, and

|c(1)j (t)|2 =
4|Vji|

2

|Ej − Ei|
2

sin2
(
(Ej − Ei)t

2h̄

)
. (7.71)

The dependence of the RHS of Eq. (7.71), which can be written as |Vji|
2

h̄2 4
(

sin(ωt/2)
ω

)2
, with ω ≡ (Ej − Ei)/h̄, becomes

sharply peaked around ω = 0 as time t increases. This is illustrated in Fig. 7.3, where we plot 4
(

sin(ωt/2)
ω

)2
versus ω or

FIG 7.3 Plot of 4
(

sin(ωt/2)
ω

)2
versus ω for t = 6, t = 10, and t = 20. The

curve for t = 20 has been multiplied by a factor of 0.1 so as to fit
with the scale used.

several values of t. For transitions to states hav-
ing energy equal to the initial energy, Ej = Ei,
Eq. (7.71) becomes

|c(1)j (t)|2 =
|Vji|

2t2

h̄2
, (7.72)

using limx→0 sin(x)/x = 1.
Suppose there is a group of eigenstates {ψj} of

H0, with energies Ej near Ei that are very close to
each other. We want to find the transition rate at long
time from the initial state i into any state belonging
to this group of final states. For convenience, we
assume that their energies form a continuous energy
spectrum with density ρ(E) in the vicinity of Ei. To
find the transition rate w{j},i (transition probability
P{j},i per unit time), we need to sum the amplitudes
|cij(t)|2 over these final states. The sum is evaluated
as follows:

∑
j

|c(1)j (t)|2 =
∫

dEj ρ(Ej)
|Vji|

2

h̄2
4

(
sin
[
(Ej − Ei)t/2h̄

]
(Ej − Ei)/h̄

)2

, (7.73)
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At large times, we can take the limit,

lim
t→∞

4

(
sin(ωt/2)

ω

)2

= 2π t δ(ω), (7.74)

which, when substituted into Eq. (7.73), yields

lim
t→∞

P{j},i = t
2π

h̄2

∫
dEj ρ(Ej) |Vji|

2δ((Ej − Ei)/h̄). (7.75)

Thus, the transition probability per unit time at large times, w{j},i ≡
dPj,i

dt , i.e., the rate of change of the probability of the
transition from state i to states of energy Ej, is given by the t-independent expression,

w{j},i =
2π

h̄
|Vji|

2 ρ(Ei). (7.76)

where the bar indicates the average over the matrix elements squared with final states at energy Ej. Equation (7.76) is an

extremely important and useful result; it is called the Fermi Golden Rule for transition rates, wj,i ≡
dPj,i

dt . This result was
first obtained by Gregor Wentzel but was named the “Golden Rule” by Enrico Fermi; today, it is called the Fermi Golden
Rule and is one of the most important results of perturbation theory.

Second-order perturbation theory for a perturbation 2(t)V(r) turned on at t = 0 is determined using Eq. (7.62):

c(2)j (t) =
1

(ih̄)2

∑
k

VjkVki

i(Ek − Ei)/h̄

t∫
0

dt′′ei(Ej−Ek)t′′/h̄[ei(Ek−Ei)t′′/h̄ − 1]. (7.77)

The first term in the integrand on the RHS of Eq. (7.77), ei(Ej−Ei)t/h̄, has the same time dependence as the integrand in
the first-order expression (7.70), and the same arguments as those made above apply. The second term oscillates rapidly
as t→∞, and therefore, its contribution is “averaged out.” Hence, the sum of the first- and second-order rates is

w{j},i =
2π

h̄

∣∣∣∣∣Vji +
∑

k

VjkVki

Ei − Ek

∣∣∣∣∣
2

ρ(Ei). (7.78)

The intermediate states |k〉 in the second-order terms need not have the same energy as the initial state (and therefore, the
final state), but the system does not remain in these states, i.e., the virtual transitions to these intermediate states are not
energy conserving, and the system only passes through these states. In many applications, the symmetry demands that
one or the other of the first and second order terms vanish, so only one of these terms contributes to the transition rate.

Harmonic Perturbation

An important application of time-dependent perturbation theory is to treat time-dependent potentials of the form

V(t) = Vωe−iωt
+ V†

ωeiωt, (7.79)

where Vω may depend on r or p (or other degrees of freedom of the system); for simplicity of notation, we drop the
subscript on Vω in what follows. For example, this is the form of the potential for matter interacting with a single-mode



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 10-ch07-303-366-9780444537867 2012/11/15 22:37 Page 319 #17

7.3 Perturbation Theory 319

electromagnetic field, and gives rise to absorption and emission of light. Substituting Eq. (7.79) into the first-order expres-
sion (7.61), we obtain

c(1)j (t) =
1

ih̄

t∫
0

dt′
[
Vji ei(−ω+ωji)t′ + (V†)ji ei(ω+ωji)t′

]

=
−1

h̄

[
Vji

ei(−ω+ωji)t − 1

−ω + ωji
+ (V†)ji

ei(ω+ωji)t − 1

ω + ωji

]
, (7.80)

where ωji ≡ (Ej−Ei)/h̄. This result is similar to that of the constant potential case. Taking only the first term on the RHS
(dropping the second term) gives

P(1)j (t) =
1

h̄2
|Vji|

2 4

(
sin(ωji − ω)t/2)

(ωji − ω)

)2

. (7.81)

Had we dropped the first term and kept only the second, a similar result with (ωji − ω) → (ωji + ω) would have been
obtained. It is not necessary to keep both terms, as we shall see shortly. Note that at very small times t,

P(1)j (t) ∼
|Vji|

2

h̄2
t2. (7.82)

We shall use this result in Sec. 7.4.4.
When we keep only the first term on the RHS of Eq. (7.80), and take the limit t → ∞, |c(1)j (∞)|2 is significant only

when Ej = Ei + h̄ω (recall Fig. 7.3). Using Eq. (7.74) yields,

P(1)j (∞) =
2π

h̄
t |Vji|

2 δ(Ej − Ei − h̄ω). (7.83)

For the second term on the RHS of Eq. (7.80), the probability is significant only for Ej = Ei− h̄ω. Hence, the first term is
on resonance for absorption of a photon of frequency ω if the denominator of the first term vanishes, whereas the second
term is on resonance for stimulated emission when the denominator of the second term vanishes. Therefore, the transition
rate into a group of levels {j}, w{j},i = limt→∞[P(1)j (t)/t], is given by

w{j},i =
2π

h̄


|Vji|

2 ρ(Ej) δ(Ej − Ei + h̄ω) (stimulated emission)

|(V†)ji|2 ρ(Ej) δ(Ej − Ei − h̄ω) (absorption).

(7.84)

where the top row is for stimulated emission of radiation and the bottom row is for absorption.
The second-order perturbation theory amplitude arising from the first term on the RHS of Eq. (7.79) [for photon

absorption (see Sec. 7.4)] is

c(2)j (t) =
1

(ih̄)2

∑
k

VjkVki

i(ωki − ω)

t∫
0

dt′′ei(ωjk−ω)t′′ [ei(ωki−ω)t′′ − 1]. (7.85)

The two-photon emission amplitude and the two-photon Raman scattering are similar in form. We shall use these results
in treating Rayleigh and Raman scattering, and two-photon absorption and emission processes, in Sec. 7.4.3.
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Problem 7.10

(a) Carry out the calculation of the integral over time [see Eq. (7.85)] in the two-photon absorption rate.
(b) Calculate the similar integrals that appear in the rate for two-photon emission and Raman scattering.

Rotating-Wave Approximation

In the rotating-wave approximation (RWA), one retains only one of the oscillating terms of the potential (7.79). For
example, in photon absorption between two levels of an atom or a molecule, say from state i to state j, we keep the first
term of Eq. (7.79) with ω ≈ ωji, whereas for emission, we keep the second term. We used the RWA in Eq. (7.91) when
we retained only the first term on the RHS of Eq. (7.81) and in Sec. 6.1.4. The RWA is applicable even for pulses of light
with finite bandwidth, as described in the next subsection. The RWA is often made in spin resonance problems with a
rotating magnetic field; this application was the origin of the name RWA.

Nearly Harmonic Perturbation

Let us now consider an electromagnetic pulse with finite bandwidth centered around frequency ω and take an interaction
potential of the form

V(t) = E(t)O, (7.86)

where E(t) is the electric field and O is the operator that couples the electric field to the atom or molecule. In the dipole
approximation, O is proportional to the transition dipole operator (see Sec. 7.4.2). The pulse is turned on at early times
and turns off at late times, so we take the time t0 in Eqs (7.61) and (7.64) to be −∞. The first-order perturbation theory
expression now becomes

c(1)j (t) =
1

ih̄

t∫
−∞

dt′ E(t′)Ojie
iωjit′ . (7.87)

Let us define the Fourier expansion of the slowly varying envelope (SVE) as follows1:

E(t′) =
1
√

2π

∞∫
−∞

dω′ A(ω + ω′)e−i(ω+ω′)t′ , (7.88)

where the function A(·) is peaked at ω[A(ω + ω′) falls off as |ω′| increases]’. Since the field E(t′) must be real, in the
limiting case of a single-frequency field, E(t′) = A(ω)e−iωt′

+ A(−ω)eiωt′ , with A(−ω) = A∗(ω). For a (real) electric
field of finite bandwidth, we must have A(−ω−ω′) = A∗(ω+ω′). Substituting Eq. (7.88) into Eq. (7.87), and taking the
limit as t→∞ in Eq. (7.87), we find, on carrying out the integral over t′,

c(1)j (∞) =

√
2π

ih̄
A(ωji)Oji. (7.89)

Writing A(ωji) in terms of a magnitude and phase, A(ωji) = |A(ωji)|ei8(ωji), we find that the probability for the transition
from state i to state j is

Pj(∞) =
2π

h̄2
|A(ωji)|

2
∣∣Oji

∣∣2 . (7.90)

1 The definition of the SVE A(t) is given by the relation, E(t) = A(t)e−iωt .
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Thus, the probability of being in state j is proportional to the square of the amplitude of the Fourier component of the
optical field at resonance, and the phase 8(ωji) does not affect the excitation probability.

The second-order perturbation theory expression for the two-photon absorption amplitude c(2)j (∞) obtained for an
incident pulse of light can be determined using Eq. (7.62), with the first term on the RHS of (7.86):

c(2)j (∞) =
1

(ih̄)2

∑
k

∞∫
−∞

dt′′
t′′∫

−∞

dt′OjkE(t′′)OkiE(t
′)ei[(ωjk−ω)t′′+(ωki−ω)t′]. (7.91)

Substituting the Fourier transform expression in Eq. (7.88) yields

c(2)j (∞) =
1

(ih̄)22π

∑
k

OjkOki

∞∫
−∞

dω′
∞∫
−∞

dω′′ A(ω+ω′)A(ω+ω′′)×

∞∫
−∞

dt′′
t′′∫

−∞

dt′ ei[(ωjk−ω−ω
′′)t′′+(ωki−ω−ω

′)t′]. (7.92)

The integral over t′ equals ei[(ωjk−ω−ω
′′)+ωki−ω−ω

′)]t′′

i(ωjk−ω−ω
′′)

, the integral over t′′ yields 2πδ(ωji − 2ω − ω′ − ω′′), and the integral

over ω′′, which contains the delta function, can be evaluated analytically; hence, the two-photon transition amplitude is

c(2)j (∞) =
−i

(ih̄)2

∑
k

OjkOki

∞∫
−∞

dω
A(ω)A(ωji − ω)

ω − ωki
. (7.93)

Here, ω + ω′ was renamed as ω, so the integral
∫
∞

−∞
dω′

A(ω+ω′)A(ωji−ω−ω
′)

ω+ω′−ωki
→

∫
∞

−∞
dω

A(ω)A(ωji−ω)

ω−ωki
. The transition

probability can be controlled by manipulating the spectral phase function of the pulse using pulse shaping techniques to
create constructive interference in the integral on the RHS of Eq. (7.93) [110]. Similar considerations apply for stimulated
Raman scattering (see below), wherein one photon with frequency ω is absorbed from the radiation field and one photon
with frequency ω′ is emitted.

7.4 DYNAMICS IN AN ELECTROMAGNETIC FIELD

We now apply perturbation theory to atoms and molecules in an electromagnetic field. The Hamiltonian of a particle of
charge q and mass m interacting with electromagnetic radiation was given in Eq. (16.95) of Chapter 16, linked to the
book web page, as

H(r, p, t) = 1
2m

(
p− q

c A(r, t)
)2
+ qϕ(r, t). (7.94)

For an electron (charge q = −e), we must add the Hamiltonian for the interaction of the spin with the magnetic field,
i.e., the Zeeman Hamiltonian, −µ ·H = g eh̄

2mc
σ
2 ·H. It is convenient to use the Coulomb gauge (see Sec. 16.7, linked to

the book web page), ∇ · A = 0, for the vector potential to eliminate one of the cross terms arising from the first term on
the RHS of Eq. (7.94) [p · A+ A · p = 2A · p], so the Hamiltonian becomes

H(r, p, t) = 1
2m p2

+ (−e)ϕ(r, t)+ e
mc A(r, t) · p+ e2

2mc2 A2(r, t)+ g
eh̄

2mc

σ

2
·H. (7.95)

Here, H = ∇ × A, and in the Coulomb gauge, the scalar field appearing in Eq. (7.95) is just the instantaneous Coulomb
potential due to the charge density ρ, ϕ(r, t) =

∫
dr′ ρ(r

′,t)
|r−r′| (see Sec. 16.7 in the classical mechanics chapter linked to the

book web page).
The radiation field energy flux density, S, also called the intensity of the field, equals the energy density u times the

speed of light c, where u = 1
8π (E

2 + B2), and the average is over a small time interval including at least several cycles

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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of the radiation field [18, 34]. Hence,

S = c u =
c

8π

(∣∣∣∣−1

c

∂A
∂t

∣∣∣∣2 + |∇ × A|2
)

. (7.96)

Let us consider a single-mode field, i.e., a monochromatic field with only one wavevector k and polarization ε̂, A(r, t) =
A0ε̂ cos(k · r− ωt). The vector potential satisfies the wave equation,

(
∇

2
−

1

c2

∂2

∂t2

)
A = 0, (7.97)

so, |k| = ω/c. The unit vector ε̂ specifies the polarization direction; it is orthogonal to the wavevector, k · ε̂ = 0, in order
for the Coulomb gauge condition to be satisfied. Hence, using Eq. (7.96), the energy flux density (i.e., the intensity) is

S =
1

2π

ω2

c
|A0|

2. (7.98)

The intensity is often given in units of W/cm2 (despite this being in mixed units) or W/m2 in SI or in units of erg/(s cm2)
in Gaussian units.

With the single-mode form of the vector potential, the light-matter interaction term A(r, t) · p in the Hamiltonian of
Eq. (7.95), using cos(k · r− ωt) = 1

2

[
ei(k·r−ωt)

+ e−i(k·r−ωt)
]
, we obtain

V(r, p, t) = −
q

2mc

[
A0ei(k·r−ωt)

+ A∗0e−i(k·r−ωt)
]
ε̂ · p. (7.99)

The A0ei(k·r−ωt) term gives rise to photon absorption using Eq. (7.84) with

(V†)ji = −
qA0

2mc

(
eik·rε̂ · p

)
ji

, (7.100)

whereas A∗0e−i(k·r−ωt) gives rise to emission using Eq. (7.84) with

Vji = −
qA∗0
2mc

(
e−ik·rε̂ · p

)
ji

. (7.101)

The absorption and emission arising from the Zeeman term in Eq. (7.95) are discussed in Sec. 7.4.2. It gives rise to higher
order effects (magnetic dipole interactions).

The absorption cross-section, σabs, is defined as the energy per unit time absorbed by the atom divided by the energy
flux of the radiation field, S. The energy per unit time absorbed is given by h̄ωwji, where the rate wji is given by

wji =
2πq2
|A0|

2

h̄4m2c2

∣∣∣∣(eik·rε̂ · p
)

ji

∣∣∣∣2 δ(Ej − Ei − h̄ω). (7.102)
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Hence, on setting q = −e, the absorption cross-section is

σabs =
h̄ωwji

S
=

4π2h̄

m2ω

e2

h̄c

∣∣∣∣(eik·rε̂ · p
)

ji

∣∣∣∣2 δ(Ej − Ei − h̄ω). (7.103)

Here, the dimensionless factor α ≡ e2

h̄c is the fine-structure constant. The delta function has units of energy−1, h̄
mω has the

units of length2 (remember the harmonic oscillator length in Sec. 1.3.15), and p2 from the matrix element, divided by m
from the leftmost fraction, has units of energy. Hence, the cross-section has units of length2, consistent with its definition.

In 1927, Paul Dirac showed how to quantize the free electromagnetic field by associating each mode of the radiation
field with a quantized harmonic oscillator. Subsequently, the general theory of matter interacting with a radiation fields
was developed, and it was further generalized into quantum electrodynamics upon quantizing the radiation field (see
Sec. 14.1.7). Sin-Itiro Tomonaga, Julian Schwinger and Richard Feynman were jointly awarded with a Nobel prize in
physics in 1965 for their work on quantum electrodynamics.

7.4.1 SPONTANEOUS AND STIMULATED EMISSION OF RADIATION

We shall apply the Fermi Golden Rule to calculate the rate for spontaneous and stimulated emission per unit solid angle
from an excited state atom or molecule, dwji/d�. To do so, we will need the density of allowed photon states per unit
solid angle d� and per unit energy interval d(h̄ω) per unit volume, which can be written as

dρ(ω) =
V

(2π)3
k2dkd�

d(h̄ω)
=

Vω2d�

(2π)3h̄c3
, (7.104)

where k = ω/c and dk = k2dkd�. This is basically the same calculation as in Sec. 9.1, where we calculate the density
of states per unit energy of a free electron [see Eq. (9.19) – note that the symbol � has a different meaning there]. Note
also that we have yet to account for the two orthogonal polarization modes of the photon with momentum k having
polarization vectors ε̂(1) and ε̂(2), respectively (see Fig. 7.4). Using Eqs (7.84) and (7.101), we find the differential rate

dwji

d�
=

2πe2

h̄m2c2

∫
d(h̄ω)

∣∣∣∣A∗0 (e−ik·rε̂
(α)∗
· p
)

ji

∣∣∣∣2 Vω2

(2π)3h̄c3
δ(Ej − Ei − h̄ω). (7.105)

Integrating this expression over energy and solid angle, summing over the two polarization states of the radiation, making
the approximation e−ik·r

≈ 1, and setting p = imωjir (i.e., making the electric dipole approximation – see next section),
we obtain

wji =
e2ω4

jiV

(2π)2h̄2c5

∑
α

∫
d� |A0|

2
∣∣∣ε̂(α)∗ · 〈ψj|r|ψi〉

∣∣∣2 . (7.106)

The integral over solid angle and sum over the two polarization states can be carried out on noting the orientation of the
vector rji relative to the triad k̂ and the orientation of the polarization unit vectors ε̂(1) and ε̂(2) (the electric vector is
perpendicular to k̂, as shown in Fig. 7.4), and using the relations,

ε̂
(α)
· rji = |rji| cos2(α) =

{
|rji| sin θ cosφ for α = 1,
|rji| sin θ sinφ for α = 2.

(7.107)

The sum over α and the integral over solid angle, using

2π∫
0

dφ
∫

d cos θ [sin2 θ(cos2 φ + sin2 φ)] = 2π

1∫
−1

dx (1− x2) =
8π

3
, (7.108)
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yields wji =
2e2ω4

jiV

3π h̄2c5 |A0|
2
|rji|

2. The term in the square brackets in the integrand of Eq. (7.108) gives the dipole radiation
angular distribution pattern for unpolarized light.

FIG 7.4 Orientation of rji relative to k̂, ε̂(1) and ε̂(2) used for

the calculation of ε̂(α) · rji for α = 1 and α = 2.
Source: Band, Light and Matter, Fig. 5.1, p. 307

To obtain the value of |A0|
2 for spontaneous and stimulated

emissions, we draw on the second quantized form of the vector
potential operator obtained in Sec. 14.1.7:

A(r, t) =
∑

k′

√
2πc2h̄

Vω′

2∑
α′=1

(
ak′,α′ ε̂

(α′)ei(k′·r−ω′t)
+ h.c.

)
.

(7.109)

Here, ak′,α′ and its Hermitian conjugate a†
k′,α′ are the photon

lowering and raising operators for mode {k′,α′}. When no pho-
tons are initially present in mode {k′,α′}, the raising operator

creates one photon, 〈1k′,α′ |a
†
k′,α′ |0k′,α′〉 = 1, so |A0|

2
=

2πc2h̄
Vω .

Hence, we obtain the final result

wji =
4

3

e2

h̄c

ω3
ji

c2

∣∣〈ψj|r|ψi〉
∣∣2 . (7.110)

If we multiply this rate by the photon energy h̄ωji, we obtain
a formula for the rate of change of energy, which is the gener-
alization of the famous classical Larmor energy loss formula.

When Nk,α photons are in mode {k′,α′}, the raising operator creates one additional photon, 〈(Nk,α + 1)|a†
k,α|Nk,α〉 =√

(Nk,α + 1), and the rate (7.110) is multiplied by a factor of (Nk,α + 1), i.e., we obtain stimulated emission.

Problem 7.11

(a) Carry out the integration over angles leading to Eq. (7.110).
(b) The oscillator strength for a transition i→ j is defined as fji ≡

2mωji
h̄

∣∣〈ψj|r|ψi〉
∣∣2. Express the decay rate wji in

terms of fji.
(c) Explain why the oscillator strength is a dimensionless quantity.
(d) Prove the Thomas-Reiche-Kuhn sum rule,

∑
j fji = 1 (for an atom with Z electrons,

∑
j fji = Z).

Hint: Note that
∑

j

∣∣〈ψj|r|ψi〉
∣∣2 =∑j〈ψi|r|ψj〉 · 〈ψj|r|ψi〉, use completeness and consider the commutator

[r, [r, H]] to show that [xk, [xl, H]] = h̄2

m δkl.
(e) Show that the Thomas-Reiche-Kuhn sum rule can be written as 2m

h̄2

∑
j(Ej − Ei)|〈ψj|n̂ · r|ψi〉|

2
= Z, where the

direction n̂ is arbitrary.

Answers: (b) wji =
2e2fjiω2

ji

3mc3 . (c) Noting that fji ≡
3mc3wji

2e2ω2
ji

and that mc2 has units of energy, e2/c has units of

energy × time, ω2
ji has units of time−2, and wji has units of time−1, we find that fji is indeed dimensionless.

7.4.2 ELECTRIC DIPOLE AND MULTIPOLE RADIATION

The matrix element in Eq. (7.103) for absorption processes contains a plane wave factor, which can be expanded as
follows:

(O) ≡
(

eik·rε̂ · p
)
=

[
1+ ik · r−

1

2
(k · r)2 + · · ·

]
ε̂ · p. (7.111)
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A similar expansion can be performed for the emission matrix element appearing in Eq. (7.105). The wavevector has

length |k| = ω
c =

2π
λ

, so k · r ≈ 2πRsystem
λ

. The inequality k · r � 1 is valid from the microwave through the X-ray
region of the spectrum for atomic and molecular systems since Rsystem is of order nanometers or less and λ � Rsystem.

Therefore, the lowest order term of the matrix element is
(
ε̂ · p

)
ji = ε̂ · 〈ψ

(0)
j |p|ψ

(0)
i 〉. Taking the expectation value of

the expression p = m
ih̄ [r, H0], we find

〈ψ
(0)
j |p|ψ

(0)
i 〉 =

m

ih̄
〈ψ

(0)
j | [r, H0] |ψ (0)i 〉 = imωji〈ψ

(0)
j |r|ψ

(0)
i 〉. (7.112)

Therefore, the lowest order term of Eq. (7.111) is

OE1 = imω ε̂ · r (7.113)

and is called the electric dipole approximation. The transition involving this lowest order term of Eq. (7.111) is called an
electric dipole (E1) transition, because the quantity qr is the electric dipole moment operator. In this approximation,

σabs = 4π2α ωji

∣∣∣ε̂ · 〈ψ (0)j |r|ψ
(0)
i 〉

∣∣∣2 δ(ωji − ω). (7.114)

When 〈ψ (0)j |r|ψ
(0)
i 〉 = 0, it is necessary to consider the next order term in Eq. (7.111), i(k · r)(ε̂ · p). It is convenient

to rewrite this term as

i

2

{[
k · (rp+ pr) · ε̂

]
+
[
(k · r)(ε̂ · p)− (ε̂ · p)(k · r)

]}
. (7.115)

An electric quadrupole (E2) radiative transition results from the first term involving the symmetric dyadic, (rp + pr),
whereas magnetic dipole (M1) radiative transitions result from the second term. Using vector identities [see (C.18)], the
second term of Eq. (7.115) can be written as,

(k · r)(ε̂ · p)− (ε̂ · p)(k · r) = (k× ε̂) · (r× p), (7.116)

where i(k × ε̂) is the leading term in the expansion of a magnetic field H and (r × p) = L = µL/µB. Hence, the name
magnetic dipole transition. The E2 term can be rewritten, using (rp + pr) = im

h̄ [H0, rr], where rr is the dyatic product
of two position operators, as

i

2
k · (rp+ pr) · ε̂ =

mω

2
k · rr · ε̂, (7.117)

and because k · ε̂ = 0 (the photon is transverse), we can add − 1
3 |r|

2δij to obtain the electric quadrupole operator

OE2 =
mω

2
k ·
(

rr−
1

3
|r|211

)
· ε̂. (7.118)

For the M1 transition, we need to add the spin magnetic moment interaction, −µ · H/2 ∝ (i/2)µBh̄σ · (k × ε̂) =
(i/2)2µBS · (k× ε̂), to the magnetic dipole term to obtain the full magnetic dipole moment operator:

OM1 =
i

2
(k× ε̂) · (L+ 2S) =

i

2
(k× ε̂) · (J+ S). (7.119)

The hyperfine transition in atomic hydrogen from F = 1 to F = 0 at 1420 MHz is an M1 transition. The rate for such a
spontaneous emission transition is 2.9× 1015 s−1, since the radiation frequency is small (and magnetic dipole transitions
have smaller probabilities than electric dipole transitions when k · r � 1), so the lifetime of the F = 1 state is about
10 million years. Despite the long lifetime, this is an extremely important transition for astrophysical observations.

The operators OE1, OE2, or OM1 can be used instead of
(
e−ik·rε̂ · p

)
inside the matrix element of Eq. (7.103) to

obtain E1, E2, or M1 cross-sections, and inside (7.102) for transition rates. Lifetimes of excited atomic states that decay
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via E1 spontaneous emission in the visible frequency range are typically of the order of 10−8 s, whereas M1 and E2
transitions are longer by roughly a factor of (kratom)

−2
= [λ/(2πratom)]2, i.e., the decay rates are smaller by a factor

of (kratom)
2. This is clear from the additional factor of ik · r in Eq. (7.111) for E2, instead of the factor 1 for E1 and

from the factor (k × ε̂) · (L) in Eq. (7.119) whose magnitude is |k| |r × p| and is therefore larger than the factor |p|
in Eq. (7.111) by (kratom). For the 1420 MHz (21 cm) hyperfine transition in hydrogen, the factor in the lifetime is
[λ/(2πratom)]2

= 21/[2π × 0.52× 10−8]2
≈ 4.1× 1017.

Selection rules for spontaneous emission, stimulated emission, and absorption of atoms for the various multipole
moments are now presented. Using the parity selection rules of Sec. 3.6.2 and the Wigner–Eckart theorem, Eq. (3.215)
[i.e., using the inequality (3.147] on the Clebsch–Gordan coefficient in Eq. 3.215), we obtain:

E1: 1J = 0,±1 except 0 = 0. 1L = 0,±1 except 0 = 0. 1ML = 0,±1. 1S = 0. 1MS = 0. Parity change.
M1: 1J = 0,±1 except 0 = 0. 1MJ = 0,±1. No parity change.
E2: 1J= 0,±1,±2 except 0 = 0, 1, and 1/2 = 1/2. 1L = 0,±1,±2 except 0 = 0, 1. 1ML = 0,±1,±2.
1S = 0. 1MS= 0. No parity change.

Moreover, the equality condition on the magnetic quantum numbers in Eq. (3.147) yields the condition, mf = q + mi,
where q is the magnetic quantum number of the multipole operator in the transition and mi and mf are the initial and final
magnetic quantum numbers, respectively.

Higher order transitions, e.g., M2 and E3, have been observed. Their intensities
(

i.e., their oscillator strengths, fji ≡

3mc3wji

2e2ω2
ji

)
are small.

Problem 7.12

Determine the angular distributions for the two polarizations of light from an M1 transition that involves a change in
spin from (a) s = 1, ms = 1 to s = 0 and (b) s = 1, ms = 0 to s = 0.

Hint: M1 transitions involve OM1 =
i
2 (k× ε̂) · (L+ 2S), hence the matrix elements required are of the form

〈1, ms|OM1|0, 0〉 ∝ (k× ε̂) · 〈1, ms|S|0, 0〉.

7.4.3 THOMSON, RAYLEIGH, RAMAN, AND BRILLOUIN TRANSITIONS

Rayleigh scattering is the elastic scattering of light by particles much smaller than the wavelength of the light, and is
named after Lord Rayleigh (John William Strutt) who first described the process around 1870. Rayleigh scattering can
be represented in the form of the elastic scattering process A+ h̄ω→ A′ + h̄ω, where A and A′ represent initial and final
states of the particle, respectively, that have exactly the same energy if the emitted photon frequency equals the incident
photon frequency. Both energy and momentum are conserved in the scattering process. Since the scattered photon need
not be in the same direction as the incident photon, a small amount of momentum transfer h̄1k is imparted to the particle
(hence the prime on A′). Therefore, the kinetic energy transferred to the particle, (h̄1k)2/2M, where M is the mass of the
scattering particle, must be removed from the energy of the scattered photon relative to the energy of the initial photon, but
this is usually a negligible fraction of the incident photon energy h̄ω, so we have not put a prime on the scattered photon
frequency. If light is scattered off a free charged particle, the process is called Compton scattering, named after Arthur H.
Compton (the low-frequency limit, h̄ω � Mc2, is called Thomson scattering, which is named after J.J. Thomson). For
a high-energy photon, with energy much larger than the binding energy of an atom or a molecule, one can neglect the
binding energy of the electron in the atom or molecule and consider the scattering of the photon off the atom as Thomson
scattering.

Inelastic light scattering can be represented in the form A+ h̄ω→ B+ h̄ω′, where conservation of energy dictates EA+

h̄ω = EB + h̄ω′. When particles are excited via photons to an excited electronic-vibrational-rotational state, the inelastic
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(a) Rayleigh scattering (b) Stokes Raman scattering (c) Anti-Stokes Raman scattering

ω ω ω ω ω ω

FIG 7.5 Rayleigh and Raman
scattering from a
diatomic molecule.
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B
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t = t1

t = t2

(a) (b) (c)

FIG 7.6 Feynman diagrams for light
scattering. Time increases
upward. The first (seagull)
graph contributes only for
elastic (Rayleigh) scattering,
while the second and third
graphs contribute to both
Rayleigh and Raman scattering.
Source: Band, Light and Matter,
Fig. 5.4, p. 315

light scattering process is called Raman scattering, which is named after C.V. Raman who first observed this effect in
liquids in 1928; it was first predicted by A. Smekal in 1923. If ω > ω′, i.e., EA < EB, the Raman transition is called a
Stokes transition, whereas if ω < ω′, i.e., the scattered light is to the blue of the incident light and the matter is de-excited,
the transition is known as an anti-Stokes transition. Rayleigh and Raman scattering processes occur in atoms, molecules,
and even condensed phase materials. Figure 7.5 depicts Rayleigh and Raman transitions in a diatomic molecule. If the
incident photon is in resonance with the transition to the excited electronic state, or very close to resonance, the process
is called a resonant Raman transition. Selection rules for Rayleigh and Raman processes in diatomic molecules will be
discussed in Sec. 11.6. You will develop the selection rules for atoms in Problem 7.13.

When excitation (de-excitation) of the matter involves production (destruction) of a sound wave (rather than an elec-
tronic or vibrational or rotational excitation), the process is known as Brillouin scattering. A Brillouin scattering process
can also be viewed as a sound wave modulating the optical dielectric constant and resulting in an exchange of energy
between the electromagnetic wave and the acoustical wave.

Compton, Rayleigh, Raman, and Brillouin scattering processes involve the destruction of a photon and the creation
of another photon. Therefore, the vector potential appears in the transition amplitude of these processes to second order.
Since the light-matter interaction Hamiltonian (7.95) contains a linear term A · p and a quadratic term A(r, t) · A(r, t),
these processes can be obtained via first-order perturbation theory in A2(r, t) and second-order perturbation theory
in A · p.

The two amplitudes, c(1)B,k′α′(t) and c(2)B,k′α′(t), given in Eqs (7.80) and (7.85), respectively, must be added together to

give rise to Rayleigh and Raman scattering amplitude MBA = c(1)B,k′α′(t) + c(2)B,k′α′(t). The sum of these amplitudes is
proportional to

MBA = δBAε̂ · ε̂
′
−

1

m

∑
j

(
(pBj · ε̂

′
) (pjA · ε̂)

Ej − EA − h̄ω
+
(pBj · ε̂) (pjA · ε̂

′
)

Ej − EA − h̄ω′

)
. (7.120)
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They are represented graphically by the space-time diagrams shown in Fig. 7.6. In these diagrams, known as Feynman
diagrams, named after Richard Feynman, who first used them to represent perturbation theory amplitudes for quantum
electrodynamics. Feynman diagrams constitute an elegant and compact method to represent every term in perturbation
theory by a digram composed of lines and vertices. In these diagrams, the time axis is vertical. A solid line represents a
state of an electron in the atom or molecule (i.e., an electron in a given state, say A or B) and a dashed line represents
a photon. Except for the initial and final lines (those at the very bottom and very top of the diagram), the interior lines
represent particle propagators and the vertices represent interaction strengths. Momentum and energy conservation are
automatically satisfied. Using a list of a few rules, every diagram can be easily calculated. An intersection point between
matter and photon lines, called a vertex, represents an interaction between matter and light. The first (seagull) graph in
Fig. 7.6 represents c(1)B,k′α′(t) with B = A and shows the instantaneous interaction of the two photons kα and k′α′ with the

matter. In the second graph, representing one of the terms in the amplitude c(2)B,k′α′(t), state A absorbs photon kα at time
t = t1 and turns into state I, and then state I emits photon k′α′ and turns into state B at time t = t2. In the third graph,
state A first emits photon k′α′ and turns into state I at t = t1, and then state I absorbs photon kα at time t = t2. The details
regarding the amplitudes c(1)B,k′α′(t) and c(2)B,k′α′(t) are determined using the first- and second-order expressions, Eqs (7.80)
and (7.85) [or for the nearly harmonic approximation, Eqs (7.89) and (7.93)]. The transition probability for scattering
into d� is

dw

d�
=

∫
dE
|c(1)B,k′α′(t)+ c(2)B,k′α′(t)|

2

t
ρE,d� =

2π

h̄
r2

e

(
c2h̄

2V
√
ωω′

)2
V

(2π)3
ω′2

h̄c3
d� |MBA|

2, (7.121)

where re =
e2

mec2 is the classical electron radius. The differential cross-section is obtained by dividing dw/d� by the
incident flux density, c/V:

dσ

d�
= r2

e
ω′

ω
|MBA|

2. (7.122)

For further details on Rayleigh, Raman, and Compton scattering cross-sections, consult the end of Chapter 5 of Band’s
Light and Matter [18] and Chapter 2 of Sakurai [111]. The formalism of Feynman diagrams in many-body theory is
further elaborated in Chapter 18 which is linked to the book web page.

Here we review some of the conclusions regarding Rayleigh and Raman cross-sections. The unpolarized (sum over
final polarizations and average over initial polarization) Rayleigh (i.e., elastic) scattering cross-section is proportional to
the incident photon frequency to the fourth power, ω4, to the induced dipole moment squared of the scattering particle,
and to (1+ cos2 θ), where θ is the angle between the incident and the scattered photon wavevector. The total (integrated
differential) Rayleigh scattering cross-section is

σRayleigh =
8π

3
r2

e
ω4

ω4
0

, (7.123)

where ω0 is the “typical” optical absorption frequency of the scattering particle (and ω � ω0). The ω4 dependence is the
reason the sky is blue and the sun is red at sunset; high-energy photons scatter more strongly than low-energy photons.

Thomson scattering corresponds to the opposite limit, in which the incident photon energy is much larger than the
atomic binding energy. Hence, one can ignore all but the seagull graph in Fig. 7.6, and the differential cross-section for
scattering of light by a free electron (for photon energies much smaller than the rest mass of the electron) is given by

dσThomson

d�
= r2

e |ε̂ · ε̂
′
|
2, (7.124)

and the unpolarized differential Thompson scattering cross-section is

dσThomson

d�
=

r2
e

2
(1+ cos2 θ). (7.125)

https://sites.google.com/site/thequantumbook/
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The total cross-section, obtained by integrating over all scattering angles, is σThomson =
8π
3 r2

e , which equals 6.65×10−25

cm2. This result can be compared with the total Rayleigh scattering cross-section, which is much smaller since ω � ω0.

Problem 7.13

(a) Determine the selection rules for Raman transitions in atoms. Hint: Raman amplitudes involve a product of
two-dipole transition amplitudes.

(b) Determine the selection rules for atomic Rayleigh transitions.

7.4.4 DECAY WIDTH

The rates of spontaneous emission calculated in the previous sections have not accounted for the finite lifetime of
the excited states. We shall now consider how this modifies the first-order perturbation expressions for absorption and
emission rates. The probability of finding an state j excited at time t = 0 decreases with time as e−t/τj due to its finite
lifetime τj; hence, its probability amplitude cj(t) decreases as e−t/2τj (see next section). Furthermore, the probability of
finding a state j that is excited via absorption from an initial state i also decreases with time due to its finite lifetime τj, as
we shall now calculate. Moreover, the linewidth of the excitation is affected by the decay of the excited state. Equation
(7.60) can be modified to include a decay term due to the finite lifetime of the state:

ih̄
d

dt
cj(t) =

∑
k

ck(t)〈ψ
(0)
j |V(t)|ψ

(0)
k 〉 e

i(Ej−Ek)t/h̄ −
ih̄

2τj
cj(t). (7.126)

We can now substitute ck(t) = δki into the RHS, and use V(t) in the form (7.79), to solve for c(1)j (t) using the fact that the

solution to the differential equation dy
dt = b(t)− ay is y(t) = e−at

[
y(0)+

∫ t
0 dt′ eat′b(t′)

]
, where the initial condition we

need is y(0) = 0:

c(1)j (t) =
−1

h̄

[
Vij

ei(−ω+ωij+i/2τj)t − 1

−ω + ωji + i/2τj
+ (V†)ij

ei(ω+ωji+i/2τj)t − 1

ω + ωij + i/2τj

]
, (7.127)

Therefore, the probability for populating state j as t→∞ is not proportional to δ(Ej −Ei − h̄ω) for absorption, as found
in Eq. (7.83), but rather is given by

P(1)j (∞) = |c(1)j (∞)|2 =
|Vij|

2

[h̄ω − (Ej − Ei)]2 +

(
h̄

2τj

)2
. (7.128)

This frequency dependence of the transition probability has a Lorentz lineshape. The probability of finding the system in
state j due to absorption from state i using continuous wave (cw) radiation at a given frequency ω is given in first-order
perturbation theory by a Lorentzian distribution about line center Ej − Ei = h̄ω0 with decay width given by h̄ times half

the decay rate γj = τ
−1
j . Figure 7.7 plots P(1)j (t)/P(1)j (∞) as a function of time, where at large times,

P(1)j (∞) =
|Vij|

2/h̄2

12 + (γj/2)2
=
|Vij|

2

(h̄γ /2)2
(γ /2)2

12 + (γj/2)2
, (7.129)

and 1 ≡ h̄ω − (Ej − Ei) = h̄(ω − ω0) is the detuning from resonance. The insert shows the Lorentzian profile of the

probability P(1)j (∞) plotted versus detuning 1. The probability of excitation is largest at line center, 1 = 0, and falls off
in a Lorentzian fashion with detuning 1.
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7.4.5 DOPPLER SHIFT

The expression (7.128) for the transition probability for scattering a photon of frequency ω is appropriate in the rest frame
of the atom or molecule. If the atom is moving with velocity v relative to the photon source (i.e., the laboratory frame),

2 2

2

FIG 7.7 P(1)(t) [divided by P(1)(∞)] versus γ t for 1 = 2γ . The inset

shows the Lorentzian profile of P(1)(∞) =
4|Vij|

2

γ 2
(γ /2)2

12+(γ /2)2

versus detuning 1. The Lorentzian lineshape function,

L(ω) ≡ (γ /2)2

12+(γ /2)2
, appears in Eq. (7.129).

the frequency of the photon in the rest frame of the
atom or molecule, ω′, and the angle θ ′ in the rest
frame, where θ is the angle between the momentum
of the photon and the velocity of the atom in the lab
frame, are given by

ω′ = γv(ω − k · v) ≈ ω − k · v = ω(1− β cos θ),

(7.130a)

tan θ ′ =
sin θ

γv(cos θ − β)
. (7.130b)

Here, γv is the Lorentz factor, γv = (1 − β2)−1/2,
and β = v/c is the ratio of the speed v to the speed
of light. For nonrelativistic velocities, v � c, we
can substitute ω′=ω − k · v instead of ω into the
denominator of the RHS of Eq. (7.128) to obtain

P(1)j (∞) =
|Vij|

2

(ω−ω0−k·v)2+(γj/2)2
.

Doppler shifts give rise to many phenomena,
including broadening of spectral lines due to the dis-
tribution of velocities of atoms and molecules in a
gas, and the spectral shift of light emitted from high-
velocity bodies. The expansion of the universe is
known from the redshift of spectral lines from stars
and galaxies very far away. This spectral shift has
been found to be (nearly) proportional to the distance of the object from us; the farther an object from us, the greater
the red-shift due to the greater recessional velocity of object. The (nearly) linear relation between distance and reces-
sional velocity is called Hubble’s Law and is one of the three pillars of big-bang cosmology.

Problem 7.14

Develop an expression that is first order in v for the Doppler shifted probability P(1)j (∞).

Problem 7.15

The Lorentz transformation of the four-component wavevector (k0, k) = (ω/c, k) from the rest frame at which the
photon with this wavevector was emitted to a new frame moving with velocity v relative to the rest frame is [34]:

k′0 = γv(k0 − k · v/c), k′
‖
= γv(k‖ − k0v/c), k′

⊥
= k′
⊥

.

Show that Eqs (7.130) follow from these relations.
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7.5 EXPONENTIAL AND NONEXPONENTIAL DECAY

Given a system in state i that decays with a constant rate w(= γ ), the probability of finding the system in the same
state at time t + dt can be obtained by noting that the probability for not decaying in time period dt is (1 − w dt);
so, if the probability of finding the system in state i at time t is Pi(t), we have Pi(t + dt)=Pi(t)(1 − w dt), i.e.,
dPi [= Pi(t + dt)− Pi(t)] = −Pi(t)w dt. The solution of this equation is the exponential decay law

Pi(t) = Pi(t0)e
−w(t−t0). (7.131)

This treatment assumes that there are no populated states that can decay into state i and that the rate w (i.e., the decay
time τ ≡ 1/w) is time independent.

The quantum Zeno effect, predicted in 1977 by Misra and Sudarshan [112], is a dramatic demonstration of the collapse
of the wave function, which produces the “watched pot never boils” effect and shows that the exponential decay law does
not always apply. Consider an atom in an excited state, which is subjected to repeated measurements. Each observation
collapses the wave function, resetting the clock and delaying the expected transition to the lower state. It works as follows.
Let us take the initial state to be the excited state, 9(t = 0) = ψ2, having a natural lifetime τ for transition to the ground
state ψ1. For times significantly less than τ , the probability of a transition is P2→1(t) = t/τ . If we make a measurement
after a time t, the probability that the system is still in the upper state is P2(t) = 1 − t/τ . Suppose we find it to be in
the upper state. The wave function thus collapses back to ψ2. If we make a second measurement, say at time 2t, the
probability that the system is still in the upper state is P2(t) = (1− t/τ)2 ≈ 1− 2t/τ , which is the same as it would have
been had we never made the measurement at t. However, for extremely short times, we see from Eqs (7.73) and (7.81) that

the probability of a transition is not proportional to t, but rather to t2; more specifically, P2→1(t) =
|V|2

h̄2 t2 [see Eq. (7.82)].

Hence, the probability that the system is in the upper state after two measurements is P2(t) = (1−
|V|2

h̄2 t2)2 ≈ 1−2 |V|
2

h̄2 t2.

If we would never have made the first measurement, the probability would have been 1 − |V|
2

h̄2 (2t)2 ≈ 1 − 4 |V|
2

h̄2 t2.
Thus, measurement of the system after time t decreased the net probability of finding the system in the lower state. If
we examine the system at n time periods, T , 2T , 3T , . . . , nT , the probability that the system is in the upper state after
n measurements is

P2(nT) =

[
1−
|V|2

h̄2

(
T

n

)2
]n

≈ 1−
|V|2

nh̄2
T2. (7.132)

In the n→∞ limit, this probability equals unity. The system never decays!
Note that modifying the density of states ρ(Ej) that appears in Eq. (7.73) can modify the Zeno effect, and, in fact,

it can turn into an anti-Zeno effect wherein the decay of a system perturbed by measurements is faster than the decay
of the system when it is left unperturbed. The density of states ρ(Ej) can be affected by modifying the cavity (i.e., the
resonantor cavity) for the electromagnetic field that interacts with the atom or molecule, or, more generally, by modifying
the “bath” to which the system is coupled.

7.6 THE VARIATIONAL METHOD

The variational method is one way of finding approximations to the ground state or an excited state of a system. Given a
trial function9t for a stationary state, where the subscript t stands for “trial,” the expectation value E[9t] of the Hamilto-
nian operator is given by E[9t] =

〈9t|H|9t〉
〈9t|9t〉

. We seek the ground-state energy (and perhaps wave function) corresponding
to the Hamiltonian H. Typically, we want the trial function to be normalized, 〈9t|9t〉 = 1, so, the denominator equals
unity and is therefore not required. The energy E[9t] = 〈9t|H|9t〉 is a functional of 9t since its value depends on the
form of a function, rather than a single variable (see Secs. 16.10 and 16.10.1, linked to the book web page, for an intro-
duction to functionals and functional derivatives). Suppose we vary 9t by an arbitrarily small amount, e.g., by changing

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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the parameters on which it depends, like the volume of the system or the external fields applied to the system. We indicate
the general variation of the wave function by writing

9t → 9t + δ9t. (7.133)

We still want to insure that the new function is normalized, i.e.,

δ〈9t|9t〉 = 〈δ9t|9t〉 + 〈9t|δ9t〉 = 0. (7.134)

〈9t|δ9t〉 is the complex conjugate of 〈δ9t|9t〉; so, 〈9t|δ9t〉 must be complex.
To find the minimum of the expectation value E[9t] under the constraint 〈9t|9t〉 = 1, we form the functional

L = 〈9t|H|9t〉 − λ(〈9t|9t〉 − 1), (7.135)

where λ, the Lagrange multiplier, serves to insure the normalization condition [25]. We then vary the wave function, such
that δL = 0:

δL = 〈δ9t|H − λ|9t〉 + c.c. = 0. (7.136)

Carrying out the variation independently for the bra and ket, i.e., taking the variation of both 〈9t| and |9t〉, and noting
that Eq. (7.136) must be valid for arbitrary variations, we find

H|9t〉 = λ|9t〉. (7.137)

It is clear from this equation that the Lagrange multiplier λ is in fact the expectation value of the Hamiltonian, λ = E.
The variational method that yields a numerical procedure for finding energy eigenvalues and eigenfunctions on

expanding the trial wave function in a set of basis functions {φi} that are not necessarily orthogonal, 9t =
∑

i ciφi,
with arbitrary coefficients {ci}. We want to obtain the ground-state energy and wave function, i.e., we want to find the

coefficients ci that minimize the energy. To do so, we form the function,L =
∑

ij c∗j ci〈φj|H|φi〉−E
(∑

ij c∗j ci〈φj|φi〉 − 1
)

,

where E is the Lagrange multiplier, which will turn out to be the energy. Taking the variation, we find∑
j

δc∗j
∑

i

(
Hji − ESji

)
ci + c.c. = 0, (7.138)

where Hji = 〈φj|H|φi〉 and Sji = 〈φj|φi〉. Since the δcj are arbitrary, the coefficients ci and the energy E must satisfy the
generalized eigenvalue equations, ∑

i

(
Hji − ESji

)
ci = 0. (7.139)

The energy eigenvalues E are solutions of the secular equation |Hji−ESji| = 0, and the coefficients ci can be calculated as
a linear system of equations once the energy eigenvalues are determined. If the basis functions are orthogonal, Sji = δji,
this problem reduces to the ordinary eigenvalue problem. Equation (7.139) with Sji 6= δji is called a generalized eigenvalue
problem. Solving Eq. (7.139) yields not only the ground state but also the excited state. The eigenvectors corresponding
to different eigenvalues are orthogonal as a consequence of the hermiticity of H and S.

Problem 7.16

(a) Set up the variational approximation for the first excited state trial wave function 8t, which is orthogonal to the
ground-state wave function 9t in terms of an orthogonal set of basis functions [〈φj|φi〉 = δji], i.e., 8t =

∑
i diφi

and 9t =
∑

i ciφi, where the coefficients {ci} have been determined already from the ground-state variational
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problem, by forming the function

L = 〈8t|H|8t〉 − λ1(〈8t|8t〉 − 1)− λ2〈8t|9t〉 − λ3〈9t|8t〉,

and expressing this function in terms of the coefficients {ci} and {di}.
(b) Take the variation with respect to the coefficients {di} to obtain a set of equations for the excited state energy

and the coefficients {di}.
(c) Show that the equations derived in (b) are satisfied by the first excited state energy obtained using Eq. (7.139).

We can obtain approximations to the eigenvalues of H by choosing a trial function 9t that depends on a given set
of parameters, and by varying these parameters to find the stationary points of the functional E[9t] =

〈9t|H|9t〉
〈9t|9t〉

, but, in
general, these stationary points are neither maxima nor minima, but only inflection points or saddle points in the space
of variational parameters. Nevertheless, the following theorem, known as the variational theorem, ensures that we can
obtain an upper bound to the lowest eigenvalue of a Hermitian operator. If H = H† and E0 is the lowest eigenvalue of H,
then for any 9t,

E0 ≤
〈9t|H|9t〉

〈9t|9t〉
. (7.140)

Let us use the eigenvector expansion of |9t〉 to prove this theorem, |9t〉 =
∑

i |ψi〉〈ψi|9t〉, where H|ψi〉 = Ei|ψi〉. Using
orthonormality and completeness of the eigenvectors, we find

〈9t|H|9t〉 =
∑

i,j

〈9t|ψi〉〈ψi|H|ψj〉〈ψj|9t〉 =
∑

i

〈9t|ψi〉Ei〈ψi|9t〉

≥ E0

∑
i

〈9t|ψi〉〈ψi|9t〉 = E0〈9t|9t〉. (7.141)

Thus, we have proved the theorem.
If we increase the size of a finite incomplete basis set by adding one additional (linearly independent) basis function,

then the eigenvalues of the Hamiltonian in the larger basis interleave the eigenvalues in the previous basis, in such a
way that (1) the smallest eigenvalue in the larger basis is smaller or equal to that for the smaller basis and (2) the first
excited eigenvalue of the larger basis Hamiltonian lies between the first and the second eigenvalues of the smaller basis
Hamiltonian matrix, etc. This is called the interleaving theorem.

Problem 7.17

Carry out a variational calculation for the ground-state energy of a bound electron in the screened Coulomb
potential, V(r) = e−κre2/r using a trial wave function of the form 9t(r) = (α3/π)1/2e−αr.

(a) Calculate the expectation value of the Hamiltonian 〈9t|H|9t〉.
(b) Determine the equation that yields the optimum value for the variational parameter α for any value of κ .
(c) Verify that for κ = 0, the optimum is α = e2m/h̄2.

Answer: (a) 〈9t|H|9t〉 =
h̄2α2

2m −
4e2α3

(κ+2α)2
. (b) d〈9t|H|9t〉

dα = 0.

7.7 THE SUDDEN APPROXIMATION

Suppose that the Hamiltonian of a system changes suddenly from H(t) = H0 for t ≤ t0 to H(t) = H1 for t ≥ t1, where
the time interval T = t1 − t0 is small. In the limit as T → 0, the dynamical state of the system remains unchanged, i.e.,

lim
T→0

U(t1, t0) = 1. (7.142)
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Hence, the state of a system whose Hamiltonian changes rapidly from one to another remains in the same state, ψ(t1) =
ψ(t0). The condition for the validity of the sudden approximation is,

1H̄ T � h̄, (7.143)

where (1H̄)2 ≡ 〈0|H̄2
|0〉 − 〈0|H̄|0〉2, |0〉 is the initial state of the system at time t0 and H̄ = 1

T

∫ t1
t0

dt H(t) is the time
average of the Hamiltonian over the time interval [t0, t1]. Equation (7.143) is simply the time-energy uncertainty relation.

As an example of the sudden approximation, consider the 1D delta function potential, V(x) = Ṽ0δ(x), with Ṽ0 < 0,

discussed in Sec. 1.3.12. Suppose the state of the system is initially in the ground state, with energy Eg = −
mṼ

2
0

2h̄2 and

wave function ψg(x) = A e−κ|x|, where κ = m2Ṽ
2
0

2h̄4 , and normalization requires A =
√
κ . At time t = 0, the strength of the

potential is suddenly (in a time much less than the characteristic time τ = h̄/Eg =
2h̄3

mṼ
2
0

) changed from Ṽ0 to Ũ0, which

also is less than 0. Immediately after the change of the potential, we are assured by the sudden approximation that the
wave function remains in the ground state, ψg(x). But the eigenstates of the new Hamiltonian are given by

ψ0(x) =
√
K e−K|x|,

ψk,±(x) =

e±ikx
+

imŨ0/k
1−imŨ0/k

e∓ikx for (±x < 0),
1

1−imŨ0/k
e±ikx for (±x > 0),

(7.144)

where K = m2Ũ
2
0

2h̄4 and k =
√

2mE/h̄2. For t > 0 the wave function for the system can be expanded in terms of these
eigenstates,

9(x, t) = c0ψ0(x) e−iE0t/h̄
+

∞∫
0

dk
[
c+(k)ψk,+(x) e−iEt/h̄

+ c−(k)ψk,−(x) e−iEt/h̄
]

, (7.145)

At t = 0, ψg(x) = 9(x, 0), so

√
κe−κ|x| = c0ψ0(x)+

∞∫
0

dk
[
c+(k)ψk,+(x) e−iEt/h̄

+ c−(k)ψk,−(x)
]

. (7.146)

We can now find the amplitudes c0, c+(k), and c−(k) by noting that the states ψ0, ψk,+ and ψk,− are orthogonal.

Problem 7.18

Find the probability for being in the new ground state ψ0 immediately after the change of the strength of the delta
function potential.

Answer: P0 = |c0|
2
=
∣∣∫∞
−∞

dxψ∗0 (x)ψg(x)
∣∣2 = 4Ũ2

0 Ṽ2
0

(Ũ2
0+Ṽ2

0 )
2 . Clearly P0 = 1 if Ũ0 = Ṽ0.

Problem 7.19

(a) The definition of the projector onto states other than the initial state |0〉 is Q0 ≡ 1− |0〉〈0| (provided |0〉 has unit
norm). Show that the probability of finding the system in other than the initial state is given by

PQ0 = 〈0|U
†(t1, t0)Q0 U(t1, t0)|0〉.

(b) Show that Eq. (7.143) follows from the condition PQ0 � 1.

Hint: Expand U(t1, t0) in powers of the Hamiltonian.
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An example of a Hamiltonian that switches quickly from H0 to H1 is H(t) = 1−tanh[(t−τ)/T]
2 H0 +

1+tanh[(t−τ)/T]
2 H1.

As T → 0, the switch at time t = τ from H0 to H1 is sudden. The state immediately after the switch will be equal to the
state immediately preceding it.

7.8 THE ADIABATIC APPROXIMATION

In many experiments, it is often possible to slowly, i.e., adiabatically, change an external parameter of a system, be it the
strength of an externally applied field or the volume occupied by the system, etc. The first adiabatic-passage population
transfer experiments were carried out by M. Loy in 1974 [113] utilizing a fixed frequency laser field and a slowly ramped
dc electric field, which generated a Stark shift that modified the transition frequency in a molecule as a function of time,
i.e., a linearly varying Stark shift was applied, so that the transition frequency was swept through the laser frequency as a
function of time. The population of the ground state was thereby completely transferred to an excited state. Applications
of adiabatic passage to move population from state to state in atoms and molecules have become increasingly successful
as control of the pulse duration, pulse shape, and frequency chirp of laser pulses has improved.

The control of experimental results using slowly varying external parameters is achieved using ideas based on the Adi-
abatic Theorem, which we now introduce. Consider the dynamics of a system based on the time-dependent Schrödinger
equation, ih̄ dψ/dt = H(t)ψ , with a time-dependent Hamiltonian. When H(t) varies slowly, an eigenstate un(−∞) of
the initial Hamiltonian, H(−∞), remains in the same eigenstate un(t) of the instantaneous Hamiltonian H(t), where the
instantaneous eigenstate un(t) is such that

H(t)un(t) = En(t)un(t). (7.147)

The theorem tells us [roughly – there is a caveat – see Eq. (7.153)] that if the initial state ψ(−∞) = ψin, is an eigenstate
un(−∞), then as long as the Hamiltonian varies slowly, the system will evolve to a wave function proportional to un(∞)

as t→∞. If the initial state is a superposition, ψin = ψ(−∞) =
∑

n cn(−∞)un(−∞), it evolves to

ψ(∞) =
∑

n

cn(∞)un(∞) exp

−i

h̄

∞∫
−∞

dt′ En(t
′)

 . (7.148)

To prove the Adiabatic theorem, expand the time-dependent wave function in the eigenstates of the time-dependent
Hamiltonian,

ψ(t) =
∑

n

cn(t)un(t) exp

−i

h̄

t∫
−∞

dt′ En(t
′)

 . (7.149)

Substitute this expansion into the time-dependent Schrödinger equation and take the inner product with ui(t) to obtain an
equation of motion for the time-dependent coefficients cn(t):

dci(t)

dt
= −

∑
n

cn(t)

〈
ui(t)

∣∣∣∣dun(t)

dt

〉
exp

−i

h̄

t∫
−∞

dt′ [En(t
′)− Ei(t

′)]

 . (7.150)

An expression for 〈ui(t)|
dun(t)

dt 〉 can be obtained by differentiating Eq. (7.147) with respect to time and taking matrix
elements with ui(t): 〈

ui(t)

∣∣∣∣dun(t)

dt

〉
=

〈
ui(t)

∣∣∣ dH(t)
dt

∣∣∣ un(t)
〉

En(t)− Ei(t)
for i 6= n. (7.151)
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Hence, for i 6= n,

dci(t)

dt
= −

∑
n

cn(t)
〈ui(t)

∣∣∣ dH(t)
dt

∣∣∣ un(t)〉

En(t)− Ei(t)
e−i/h̄

∫ t
−∞

dt′ [En(t′)−Ei(t′)]. (7.152)

If the Hamiltonian varies sufficiently slowly, in the sense that

t∫
−∞

dt′
∣∣∣∣∣ 〈ui(t′)|

dH(t′)
dt′ |un(t′)〉

[En(t′)− Ei(t′)]

∣∣∣∣∣� 1 for n 6= i, (7.153)

[see Problem 7.21(c) for the treatment of n 6= i, and Problem 7.21(a-b) for n = i], then dci(t)
dt ≈ 0, i.e., the amplitudes can

evolve, so that ci(t) ≈ ci(−∞). Hence, the wave function at time t is given in the adiabatic approximation by

ψ(t) ≈
∑

n

cn(−∞)un(t)e
−i
∫ t
−∞

dt′ En(t′) (7.154)

Problem 7.20

Prove Eq. (7.152).

Problem 7.21

(a) Show that 〈ui(t)|
dui(t)

dt 〉 is imaginary by considering the time derivative of the equation 〈ui(t)|ui(t)〉 = 1.

(b) Define αi(t) by the relation 〈ui(t)|
dui(t)

dt 〉 = iαi(t). Now define a new eigenfunction |u′i(t)〉 = |ui(t)〉eiγi(t) and

calculate 〈u′i(t)|
du′i(t)

dt 〉. For what choice of γi(t) is 〈u′i(t)|
(du′i(t)

dt 〉 = 0?
(c) Substitute cn(t) = δn,0 into Eq. (7.152) and solve for ci(t) for i 6= 0, assuming that all quantities appearing in the

integrand are constant in time.
(d) Prove Eq. (7.154) by considering the term with n = i in Eq. (7.152).

7.8.1 CHIRPED PULSE ADIABATIC PASSAGE

A beautiful and often used adiabatic passage technique can be realized by changing the frequency of a laser with time,
so that it sweeps through the frequency of a transition. Consider a two-level system with energy levels E1 and E2 and an
allowed optical transition dipole moment µ21. We apply an electromagnetic field of the form E(t) = A(t)e−iω0t

+ c.c.,
with central frequency equal to ω0 ≈ (E2 − E1)/h̄ = ω21. Here, A(t) is the slowly varying envelope (SVE) of the field,
and we take the pulse to be a Gaussian function of time with width σ , centered at time τp, and chirped:

A(t) = E0e
[ i

2
dω
dt (t−τp)

2
−
(t−τp)2

2σ2 ]
. (7.155)

Here, ω(t) = ω0 +
dω
dt (t − τp) is the instantaneous frequency at time t of the chirped pulse. Such a chirped pulse is

depicted in Fig. 7.8(a). To explain the nature of chirped pulse absorption processes with this SVE, let us write the Rabi
frequency �(t) = 2µ21A(t)/h̄ as a complex time-dependent quantity,

�(t) = �0e
[ i

2
dω
dt (t−τp)

2
−
(t−τp)2

2σ2 ]
. (7.156)
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t

time

Frequency ω(t)

Amplitude

ω(t) ω dω dt (t-t )

t

time

ω

(a) (b)

FIG 7.8 (a) A linearly chirped
Gaussian pulse,

�0e
[ i

2
dω
dt (t−τp)

2
−
(t−τp)2

2σ2 ]
.

(b) Adiabatic eigenvalues
E±(t) of the two-level
Hamiltonian (7.159) with
1 = 0, tp = 0, for medium
(dot-dashed curves) and large
Rabi frequency strength �0.

The dynamics are conveniently described in terms of the Hamiltonian (6.2):

H(t) = h̄

(
0 �∗/2
�/2 1

)
, (7.157)

where the complex conjugate of � in the upper-right matrix element in Eq. (7.157) is required because of the com-
plex nature of the Rabi frequency, and where 1 = ω − ω21 is the detuning. After making the transformation
ψ(t) ≡ (ψ1(t),ψ2(t))→ 9(t) ≡ (91(t),92(t)) given by(

91(t)
92(t)

)
=

(
ψ1(t) exp[i dω

dt (t − tp)2/2]
ψ2(t)

)
, (7.158)

the two-level chirped Hamiltonian for the new state vector (ψ1(t),ψ2(t)) becomes

H(t) = h̄

(
dω
dt (t − tp) |�|/2
|�|/2 1

)
. (7.159)

This Hamiltonian can be diagonalized to obtain the instantaneous eigenvalues and eigenvectors of the time-dependent
Hamiltonian. If we assume that the temporal duration of the pulse is small compared to the spontaneous decay time of
the excited state, the Hamiltonian dynamics can be modeled using the instantaneous eigenvalues and eigenvectors. Here,
the criterion for validity of the adiabatic approximation is

d

dt
arctan

(
�(t)

1+ dω
dt (t − tp)

)
�

√[
1+

dω

dt
(t − tp)

]2

+�2(t), (7.160)

Then, the adiabatic theorem ensures that a state that is initially an eigenvector of the Hamiltonian remains an eigenvector
of the time-dependent Hamiltonian throughout the course of the temporal evolution, provided the conditions of the adi-
abatic theorem are met. Figure 7.8(b) plots the eigenvalues of the Hamiltonian (7.159) for a positively linearly chirped
pulse (i.e., dω/dt is time independent and positive) with tp = 0, |�(t)| = �0 exp(−t2/2σ 2) and 1 = 0 for medium and
large strength �0. If the chirp rate is small enough and the magnitude of the Rabi frequency is sufficiently large to ensure
the validity of the adiabatic approximation, the system remains in the adiabatic eigenstate that it started on.

Problem 7.22

(a) Calculate the eigenvalues of the Hamiltonian (7.159).

Answer: E± =
h̄
2

(
1+ dω

dt (t − tp)±

√[
1− dω

dt (t − tp)
]2
+�2

)
.
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(b) Schematically draw the eigenvalues as a function of time for a positive chirp and for weak Rabi frequency
|�(t)| with Gaussian temporal dependence centered at the time t∗, where dω

dt (t
∗
− tp) = 1.

Hint: First draw the limit of zero Rabi frequency.

7.8.2 STIMULATED RAMAN ADIABATIC PASSAGE

Consider a three-level3-system as shown in Fig. 6.18(a), and an electromagnetic field composed of two light pulses, that
turn on and off, and have central frequencies, ω′ and ω. Pulse sequences exist that can completely move the population
from the ground level to the terminal level without ever populating the intermediate level. This can be accomplished if
(1) the central pump frequency is not very far from resonance with the 1↔ 2 transition, (2) the Stokes frequency is not
far from resonance with the 2 ↔ 3 transition, (3) the indirect 1 ↔ 3 transition is on-resonance, and (4) the peak pump
and Stokes Rabi frequencies �p(t) and �S(t) are large and temporally delayed relative to one another (as we shall now
describe). The process we discuss here is called STIRAP (stimulated rapid adiabatic passage). The STIRAP method can
be used to completely move population from level 1 to level 3 without ever populating level 2.

In the limit, when the pulses are sufficiently long that the adiabatic approximation is valid, we know from the Adi-
abatic Theorem that an eigenstate un(t) of the initial Hamiltonian, H(−∞), remains in the same eigenstate un(t) of the
instantaneous Hamiltonian with eigenvalue En(t): H(t) un(t) = En(t) un(t). For the Hamiltonian in Eq. (6.117) with real
pump and Stokes Rabi frequencies �p(t) and �S(t) and with δ = 0 (i.e., the indirect 1 ↔ 3 transition is on-resonance),
the analytic expressions for the eigenvalues/eigenvectors are tractable; the three eigenvalues are

E0(t) = 0, E±(t) =
h̄

2

(
1±

√
12 +�2

p(t)+�
2
S(t)

)
, (7.161)

FIG 7.9 Probabilities P1(t), P2(t) = 0, and P3(t) versus time, for the
counterintuitive Stokes and pump pulse sequence having Rabi
frequencies �S(t) and �p(t), respectively, sufficiently intense pulses,
and δ = 0. Source: Band, Light and Matter, Fig. 9.8, p. 541

for any t. The eigenvector u0(t) is given by

u0(t) =

 cos2(t)
0

− sin2(t)

 =


�S(t)√
�2

p(t)+�
2
S(t)

0
−�p(t)√

�2
p(t)+�

2
p(t)

 ,

(7.162)

i.e., tan2 = �p(t)/�S(t). For a pulse sequence
with Stokes pulse preceding the pump pulse
(the so-called counterintuitive pulse ordering),
as shown in Fig. 7.9, the eigenvector u0(t) with
eigenvalue E0(t) starts at t = −∞ in the ground
state and develops into the terminal state at
t=∞, without ever containing any population
in the intermediate state. Figure 7.9 shows the
probabilities P1(t)= cos22(t), P2(t) = 0, and
P3(t)= sin22(t) versus time, for the Stokes
and pump pulses shown in the figure. Clearly,
the population adiabatically and fully transfers
from the ground state to the terminal state. As
long as the Stokes and pump Rabi frequencies

are sufficiently large, and the process is sufficiently adiabatic, the dynamics are very well approximated by the adiabatic
dynamics described by Eqs (7.161) and (7.162).
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Problem 7.23

What kind of Stokes and pump pulse sequence is necessary to adiabatically move population from the “terminal”
state 3 to the “initial” state 1 in Fig. 7.9?

Answer: The pump should precede the Stokes pulse, since then 2 would start off at π/2 and would evolve to zero.

7.8.3 THE LANDAU–ZENER PROBLEM

A paradigm time-dependent quantum mechanical problem related to adiabaticity is manifest in what is called the Landau–
Zener transition. This refers to a problem first solved separately by Lev Landau, Clarence Zener, and Ernst Stueckelberg
in 1932, wherein a two-level system whose energy difference varies linearly in time with a rate of change α is coupled
by a constant coupling matrix element V . The time-dependent 2×2 Hamiltonian matrix can be written as

H(t) =

(
ε1 V
V ε2 + αt

)
. (7.163)

FIG 7.10 Diagonal Hamiltonian matrix elements (dashed lines)
in Eq. (7.165) and eigenvalues of the Hamiltonian
(solid curves), Eq. (7.166), with α = 2 and V = 1.

[Note the similarity to the chirped pulse Hamiltonian
(7.159) in Sec. 7.8.1]. We need to find the transition prob-
ability PLZ of finding the system in state 2 as t → ∞, if it
was in the state 1 as t→ −∞ (see Fig. 7.10). For infinitely
slow rate of energy change, α → 0, the adiabatic theorem
ensures that the system stays on the initial adiabatic state i.
(Note that states 1 and 2 are called diabatic and the states
i and f are called adiabatic – see Fig. 7.10.) For finite α,
the transition probability PLZ exponentially depends on the
inverse rate of change of the energy difference:

PLZ = 1− exp

(
−
πV2

2h̄α

)
. (7.164)

At slow rates α, the probability is close to unity, and at fast
rates, it vanishes exponentially (see Fig. 7.12). Let us now
derive Eq. (7.164), noting that this expression is not analytic
in α as α → 0; therefore, a perturbation expansion in α is
not valid near α = 0. To proceed, apply a gauge transforma-
tion (i.e., a phase transformation) and transform Eq. (7.163)
into the following more symmetric form that facilitates the
algebra:

H(t) = −
αt

2
σz + Vσx =

(
−αt/2 V

V αt/2

)
. (7.165)

The relative slope between the two channel potentials is still α, and the transition probability (7.164) applies also to
Eq. (7.165). Figure 7.10 shows the diagonal elements of the Hamiltonian in Eq. (7.165) as well as the energy eigenvalues
as a function of time.

The instantaneous eigenvalues of the Hamiltonian matrix in Eq. (7.165) are the solutions of the secular equation,
det[H(t)− E1] = (αt/2− E)(−αt/2− E)− V2

= 0. The two roots, which we label i and f , are

Ei,f (t) = ±
√
(αt/2)2 + V2. (7.166)
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These roots are equal when the square root in Eq. (7.166) vanishes, i.e., when t0= ± 2iV/α, and then Ei,f (t0)= 0.
Near t0, the time dependence of the eigenvalues are Ei,f (t) = ±α

√
t0
√

t − t0; hence, Ej(t) where j = i, f have a branch
point at t = t0. For real times, the difference between the eigenvalues is minimum for t = 0, where Ei,f (0) = ±V . The
eigenvalue–eigenvector equations are: (

−αt/2 V
V αt/2

)(
u1j

u2j

)
= Ej(t)

(
u1j

u2j

)
. (7.167)

Equations (7.167) are identical at time t = t0 for j = i and f , where Ei(t0) = Ef (t0) = 0; hence, only one eigenfunction
exists at t = t0. At t = t0, u2i(t0) = u2f (t0) = 0, and near t = t0, u2i(t) = u2f (t) ∝

√
t − t0.

Problem 7.24

(a) Determine the normalized eigenvectors (u1i, u2i) and (u1f , u2f ) for the Landau–Zener Hamiltonian (7.165).
(b) Determine the RHS of Eq. (7.152) to obtain an explicit expression for Eq. (7.168).

We can use Eq. (7.152) for the time rate of change of the transition amplitudes to derive the transition probability for
the Landau–Zener problem:

dcf (t)

dt
= −ci(t)

α

2

u∗1f (t)u1i(t)− u∗2f (t)u2i(t)√
(αt/2)2 + V2

e−2i/h̄
∫ t
−∞

dt′
√
(αt′/2)2+V2

. (7.168)

Since cf (−∞) = 0,

cf (∞) =

∞∫
−∞

dt
dcf (t)

dt
. (7.169)

Re( t)

Im(t)

t0

FIG 7.11 Contour of integration for calculating the
Landau–Zener probability using the integral in
Eq. (7.169). The singularity lies off the real axis.

Note that here cf is the amplitude of the second adiabatic state
and ci is the amplitude of the first adiabatic state; these are not the
same as states 1 and 2 in Eqs (7.163) and (7.165) (see Fig. 7.10).
cf (∞) is evaluated by contour integration choosing the contour
shown in Fig. 7.11. The amplitude cf (∞) can also be calculated by
evaluating the integral on the RHS of Eq. (7.169) by the steepest
descent method (stationary phase approximation) [25],∫

dt g(t)eiF(t)
≈ g(t0)

√
2π

|F′′(t0)|
eiF(t0), (7.170)

where t0 is the time at which F′(t) = 0. In our case,

F(t) = (−2/h̄)

t∫
−∞

dt′
√
(αt′/2)2 + V2,

and t0 = 2iV/α. Hence,

|cf (∞)| ≈ eIm [iF(t0)],

Im [iF(t0)] = −πV2

4h̄α (see Problem 7.25) and,

|cf (∞)|
2
= K e−

πV2
2h̄α , (7.171)
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where the prefactor K cannot be accurately determined by the steepest descent method. We conclude that, up to a
multiplicative constant, K, which will turn out to be equal to be unity, the Landau–Zener transition probability is
PLZ = 1− |cf (∞)|

2, as given in Eq. (7.164). The Landau–Zener transition probability is plotted as a function of h̄α/V2

in Fig. 7.12.

Problem 7.25

(a) Calculate the indefinite integral
∫

dt
√

a2 − t2 and show that it equals 1
2

(
t
√

a2 − t2 + a2 arctan

[
t√

a2−t2

])
.

(b) From (a), show that
∫ a

0 dt
√

a2 − t2 = πa2

4 .

(c) Show that (b) is relevant for the calculation of the integral, F(t0) = (−2/h̄)
∫ t0

0 dt′
√
(αt′/2)2 + V2, where

t0 = 2iV/α.
(d) Use Eq. (7.170) to determine cf (∞), not just its absolute value.

FIG 7.12 Landau–Zener probability, PLZ = 1− exp
(
−
πV2

2h̄α

)
,

versus h̄α/V2.

Another way of deriving the Landau–Zener result is to
directly solve the time-dependent Schrödinger equation

ih̄
∂

∂t

(
ψ1(t)
ψ2(t)

)
=

(
−αt/2 V

V αt/2

)(
ψ1(t)
ψ2(t)

)
. (7.172)

A dimensional analysis of Eq. (7.172), similar to that of
Sec. 1.3.15 for the harmonic oscillator problem, shows
that the natural unit of time for Eq. (7.172) is

√
h̄/α, so

we define a transformation to dimensionless time τ and
dimensionless coupling strength, λ,

t→ τ =

√
h̄

α
t, λ =

V
√

h̄α
. (7.173)

Equation (7.172), in these units, is

i
∂

∂τ

(
ψ1(τ )

ψ2(τ )

)
=

(
−τ/2 λ

λ τ/2

)(
ψ1(τ )

ψ2(τ )

)
, (7.174)

Initially, as τ →−∞, only one component (the lower level corresponding to energy α
2 t) is occupied,

ψ(τ) =

(
0

ψ2(τ )

)
, (7.175)

where

ψ2(τ ) = eiφ(τ), as τ →−∞, (7.176)

and φ(τ) is a real function of τ , so |ψ2(τ )|
2
→ 1 as τ →−∞. The solution as τ →∞ can be written as,

ψ(τ) =

(
A1 eif1(τ )

A2 eif2(τ )

)
, as τ →+∞, (7.177)

|A1|
2
+ |A2|

2
= 1, f1(τ ), f2(τ ) ∈ R, (7.178)

where the symmetry of the problem dictates that

− f1(τ ) = f2(τ ) ≡ f (τ ), (7.179)
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as can be seen by comparing the two Eqs (7.172) at large τ where the coupling V can be dropped. Our objective is to find
the probability |A1|

2 of finding the system in state 1 as τ →∞. The leading-order term appearing in f (τ ) and φ(τ) can
be determined by solving Eqs (7.174) after the coupling V is dropped at large |τ |, since coupling between the levels is
negligible when the diagonal elements of the matrix in Eq. (7.174) are wildly disparate. Thereby, we find

f (τ ) ≈
1

4
τ 2, φ(τ) ≈ −

1

4
τ 2, |τ | → ∞. (7.180)

Differentiating the bottom equation in Eq. (7.174) with respect to time, substituting the top differential equation into the
resulting equation, and reusing the bottom equation, we obtain

ψ̈2(τ )+

(
1

4
τ 2
− ρ

)
ψ2(τ ) = 0, (7.181)

where the complex parameter ρ ≡ − 1
2 (λ

2
+ i), and the initial condition for ψ2(τ ) is

ψ2(τ →−∞)→ eiφ(τ). (7.182)

Equation (7.181) is analyzed in Ref. [114], page 118 [see Eq. (12)]. The solutions are expressed in terms of parabolic
cylinder functions, D

−i λ
2
2
(±ei π4 τ) [see Eq. (13) of Ref. [114]]. The choice of sign is dictated by the initial condition

(7.182). As τ → −∞, we use Eq. (1) on page 122 of Ref. [114]. The argument z of D
−i λ

2
2
(z) must satisfy − 3

4π <

arg z < 3
4π . This is clearly satisfied with the minus sign, because for τ < 0, arg[−ei π4 τ ] = π

4 . The solution of Eq. (7.181)
with the initial condition (7.182) is

ψ2(τ ) = e−π
λ2
8 D
−i λ

2
2
(−ei π4 τ), (7.183)

ψ2(τ )→ e−i( 1
4 τ

2
+
λ2
2 log |τ |), τ →−∞. (7.184)

For τ > 0, the level 1 corresponds to the upper level, while level 2 corresponds to the lower level. The asymptotic form

of e−π
λ2
8 D
−i λ

2
2
(−ei π4 τ) as τ →+∞ contains two terms, one with e−i τ

2
4 and the other with ei τ

2
4 . Note that as τ →+∞,

the argument z = −ei π4 τ satisfies − 5
4π <argz = − 3

4π < −
π
4 . Hence, we can use Eq. (3) on page 123 of Ref. [114] and

find,

e−π
λ2
8 D
−i λ

2
2
(−ei π4 τ)→ e−

πλ2
4 e−i( 1

4 τ
2
+
λ2
2 log |τ |)

+

√
π

λ0(−i λ
2

2 )
e−

πλ2
4 +i π4 ei( 1

4 τ
2
−
λ2
2 log |τ |), τ →+∞. (7.185)

Therefore, the probability |A1|
2 of transition to level 1 and the probability |A2|

2 for staying at level 2 are

|A1|
2
= |e−

πλ2
4 |

2
= e−π

λ2
2 = e−

πV2
2h̄α , (7.186)

|A2|
2
=

∣∣∣∣∣
√
π

λ0(−i λ
2

2 )
e−

πλ2
4 +i π4

∣∣∣∣∣
2

= 1− |A1|
2
= 1− e−

πV2
2h̄α . (7.187)

This shows that the prefactor K multiplying the exponential in Eq. (7.171) is unity, i.e., |A1|
2
= 1× e−

πV2
2h̄α .

Let us summarize the significance of the Landau–Zener treatment. A process is adiabatic if a parameter in the Hamil-
tonian is varied slowly with respect to an “internal” time-scale. In the Landau–Zener problem, there are two time scales
that can be formed from the quantities in the 2×2 Hamiltonian matrix (7.165): the inverse of the coupling rate, h̄/V ,
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where V is the off-diagonal coupling, and V/α, where α is the sweep rate in units of energy per unit time. The ratio of
these two time scales, (V/α)/(h̄/V), is the LZ parameter (up to a factor on the order of unity) in Eq. (7.164). When this
dimensionless parameter gets large (i.e., α gets small), the Landau–Zener probability goes to unity.

Systems having two discrete energy levels that cross in time and that are coupled via an interaction potential have a
finite transition probability that depends on how fast the levels approach each other. The phenomena of this sort are often
referred to as Landau–Zener tunneling.

7.8.4 GENERALIZED DISPLACEMENTS AND FORCES

The adiabatic approximation can be used to approximate the response of a physical system to slowly varying external
perturbations, such as external fields that are turned on slowly or a slowly changing volume. This problem is formulated
using the concept of generalized forces and generalized displacements. Generically, the perturbations are described in
terms of slowly varying time-dependent parameters {xi(t)} that describe how the Hamiltonian of the system varies with
time,

H = H(q, p; x1(t), x2(t), . . .). (7.188)

The components of the vector x(t) = (x1(t), x2(t), . . . , xN(t)) are called generalized displacements, and the components
of the vector ẋ(t) are called generalized velocities. For simplicity, let us initially assume that the set of generalized
displacements is finite. The extension to the case of a continuous set will be made in Sec. 7.9. The response of the system
to these perturbations is encoded in a set of generalized forces, which are the operators defined as the negative of the
derivatives of the Hamiltonian with respect to the generalized displacements {xi},

Fi ≡ −
∂H

∂xi
. (7.189)

The generalized force vector is given by F = (F1,F2, . . . ,FN). Note that if xi has units of length (or volume, electric
field, or magnetic field), Fi has units of force (or pressure, polarization, or magnetization).

The generalized forces determine the power absorbed or released by the system due to time variation of the gen-
eralized displacements. To show this, note that E(t) = 〈H(t)〉 = Tr [H(t)ρ] is the instantaneous energy of the
system governed by the time-dependent Hamiltonian H(t) and the density matrix ρ(t). If the system is in a pure
state |9(t)〉, then E(t) = 〈9(t)|H|9(t)〉, and the time rate of change of energy, dE(t)/dt = 〈d9(t)/dt|H|9(t)〉 +
〈9(t)|dH/dt|9(t)〉 + 〈9(t)|H|d9(t)/dt〉 can be shown, using the Hellman–Feynman theorem (see Sec. 11.3.3) to equal
dE(t)/dt = 〈9(t)|dH/dt|9(t)〉,

dE

dt
=

〈
dH

dt

〉
= −

∑
i

〈Fi〉ẋi = −〈F〉 · ẋ. (7.190)

In the more general case of a mixed state, the time rate of change of an expectation value of any operator, 〈O〉, is given by,

d〈O〉
dt
= Tr

(
∂O
∂t
ρ(t)+O

∂ρ(t)

∂t

)
= Tr

(
∂O
∂t
ρ(t)−

i

h̄
O[H, ρ(t)]

)
= Tr

(
∂O
∂t
ρ(t)+

i

h̄
[H,O]ρ(t)

)
=

〈
∂O
∂t

〉
+

i

h̄
〈[H,O]〉, (7.191)

where the Liouville equation, ρ̇ = −(i/h̄)[H, ρ], has been used. Hence, for O(t) = H(t), we recover Eq. (7.190).
The concept of generalized force is essential for linear response theory as discussed below. Before taking up this topic,

let us first consider the dependence of the instantaneous wave function on the generalized displacement vector x(t).
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Generalized Forces to First Order in ẋ(t)

An expression for the expectation value of the generalized forces exerted on a system, 〈Fk(t)〉, on experiencing time-
varying generalized displacement, xj(t), can be derived to first order in ẋ(t) as follows. Consider the amplitudes of the
adiabatic basis states whose dynamics are given by Eq. (7.202),

dcn

dt
= −

i

h̄
(En − Ann · ẋ) cn −

i

h̄

∑
m6=n

Wnm cm, (7.192)

where the perturbation matrix Wnm is defined by

Wnm(t) ≡ −Anm(t) · ẋ(t), (7.193)

for n 6= m. We can think of the system as starting out at time t = −∞, and, if needed, slowly turning on the perturbation.
Without the Wnm terms, the solution to Eq. (7.192) is

cn(t) = exp

 i

h̄

 t∫
−∞

dt′ En(t
′)− h̄

x(t)∫
x(−∞)

dx′ · Ann(x′)


 cn(−∞),

hence,

|ψ(t)〉 = exp

−i

h̄

 t∫
−∞

dt′ En(t
′)−

x(t)∫
x(−∞)

dx′ · Ann(x′)


 |n(x(t))〉. (7.194)

To first order in ẋ(t), the solution is

|ψ(t)〉 = e−i8n(t)|n(x(t))〉 +
∑
m 6=n

∫ t
−∞

dt′Wmn(t′)e−i[8n(t′)−8m(t′)]

En(x(t))− Em(x(t))
e−i8m(t)|m(x(t))〉, (7.195)

where 8n(t) = h̄[
∫ t
−∞

dt′ En(t′)] is the phase in Eq. (7.194). Note that the procedure used to obtain the wave function
|ψ(t)〉 in Eq. (7.195) is a generalization of the adiabatic procedure in Sec. 7.8 (and in Sec. 7.8.5). We can now write the
expectation value of the generalized force, Fk = −

∂H
∂xk

, 〈ψ(t)|Fk|ψ(t)〉, as a sum of a zeroth-, first-, and second-order
contribution in ẋ. Substituting the zero-order wave function (7.194) into 〈ψ(t)|Fk|ψ(t)〉 yields a conservative force,

〈Fk〉 = 〈ψ(t)|Fk|ψ(t)〉 ≈ −

〈
n

∣∣∣∣∂H∂xk

∣∣∣∣ n

〉
= −

∂

∂xk
〈n |H| n〉 , (7.196)

where we used the Hellman–Feynman theorem (see Sec. 11.3.3) to obtain the rightmost equality. The first order in ẋ
contribution can be obtained by substituting Eq. (7.195) into 〈ψ(t)|Fk|ψ(t)〉 to yield an expression that is first order in
ẋj. This procedure is a bit complicated, so we do not pursue it here.

7.8.5 BERRY PHASE

We have seen in Sec. 7.8 how the state of a quantum system evolves under adiabatic changes. It turns out that, apart from
the change given in Eq. (7.154), there is an additional phase factor that depends on the curve traced out by x(t) in the N-
dimensional parameter space of the generalized displacements, provided N > 1. It was originally suggested by Michael
V. Berry in 1984 when he considered Hamiltonians of the form (7.148), which contain time-dependent parameters [115].

To derive the Berry phase, it is convenient to re-express the adiabatic formalism developed in Sec. 7.8 in terms of
rates of change of the generalized displacements in the Hamiltonian, ẋ(t). We use the fact that the rates of change of the
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amplitudes of the adiabatic basis functions in Eq. (7.152) are given in terms of the matrix elements
〈
ui(t)

∣∣∣ dH(t)
dt

∣∣∣ un(t)
〉
,

which can be expressed in terms of the generalized forces:〈
ui(t)

∣∣∣∣dH(t)

dt

∣∣∣∣ un(t)

〉
=

∑
k

〈
ui

∣∣∣∣ ∂H

∂xk

∣∣∣∣ un

〉
ẋk = −

∑
k

〈ui |Fk| un〉 ẋk. (7.197)

The dynamics of the time-dependent Schrödinger equation, ih̄ d|ψ(t)〉
dt = H(x(t))|ψ〉, are analyzed in terms of the adiabatic

eigenstates |un(t)〉 ≡ |n(x(t))〉, which satisfy the time-independent Schrödinger equation,

H(x(t))|n(x(t))〉 = En(x(t))|n(x(t))〉. (7.198)

If the system is prepared in state |n(x(0))〉 at t = 0, and the Hamiltonian varies adiabatically, the state of the system at
time t is

|ψ(t)〉 = exp

−i

h̄

t∫
0

dt′ En(x(t′))

 eiγn(t) |n(x(t))〉, (7.199)

where γn(t) is a geometrical phase, which satisfies the condition

γ̇n(t) = i〈n(x(t))|∇n(x(t))〉 · ẋ(t). (7.200)

Moreover, for a system that is initially in a superposition of eigenstates and evolves adiabatically, the state at time t
according to the adiabatic theorem is

|ψ(t)〉 =
∑

n

cn(0) exp

−i

h̄

t∫
0

dt′ En(x(t′))

 eiγn(t) |n(x(t))〉. (7.201)

Equation (7.199) can be derived by substituting the adiabatic expansion of the wave function (7.201) into the time-
dependent Schrödinger equation to obtain

dcn(t)

dt
= −

i

h̄
En(t)cm +

i

h̄

∑
m

Anm(t) · ẋ(t) cm(t), (7.202)

where we have defined the “vector potential” matrix elements,

Amn ≡
h̄

i
〈m(x)|∇n(x)〉. (7.203)

Equation (7.202) generalizes Eq. (7.152) in the sense that it explicitly involves ẋ(t). Integrating Eq. (7.202) with respect
to time yields Eq. (7.199), with the geometric phase factor given by Eq. (7.200), as can be understood on noting that
only the term with m = n on the RHS of Eq. (7.202) contributes if ẋ(t) is small. We know that this is the case due to
the adiabatic theorem. Hence, Eq. (7.202) becomes, dcn(t)

dt = −
i
h̄ [En(t)− Ann(t) · ẋ(t)] cn(t), and the solution is cn(t) =

exp
{
−i
h̄

∫ t
0 dt′ En(x(t′))

}
eiγn(t), where

γn(t) = i

t∫
0

dt′〈n(x(t))|∇n(x(t))〉 · ẋ(t) = −h̄−1

x(t)∫
x(0)

dx′ · Ann(x′), (7.204)

as can be checked by direct substitution.
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The matrix elements of the vector potential Amn can be expressed in terms of the matrix elements of the generalized
force Fk,mn. To show this, differentiate the equation 〈m(x)|H|n(x)〉 = En(x)δmn with respect to xk for m 6= n, to obtain
∂
∂xk
〈m(x)|H(x)|n(x)〉 = 0, hence,

Ak,mn =
h̄

i

〈m(x)| ∂H
∂xk
|n(x)〉

Em − En
= −

h̄

i

Fk,mn

Em − En
. (7.205)

Problem 7.26

Prove that 〈n(x)|∇n(x)〉 is imaginary, and therefore, γn(t) is real provided γn(0) is.

Hint: Take the gradient of the equation 〈n(x)|n(x)〉 = 1.

If the displacement parameters x(t) trace out a closed curve C in the N-dimensional generalized displacement param-
eter space, so that at time t = T , x(T) = x(0), the Berry phase, γn ≡ γn(T), can be expressed in terms of a contour
integral over Eq. (7.200),

γn = i
∮
C

dx · 〈n(x)|∇n(x)〉 = −h̄−1
∮
C

dx · Ann(x). (7.206)

x1

x3

x2

x(t)

C
S(C)

FIG 7.13 The dynamics of the external parameters x-space.
For the adiabatic change of one turn along the
closed loop C, the geometrical phase γn obtained
for a state |n(x(0))〉 for a loop in parameter space
is given by the surface integral (7.210) of the
vector Bn(x) in Eq. (7.211) penetrating through
the surface S(C) surrounded by loop C.

See Fig. 7.13 for a schematic of the motion of the parameter vec-
tor in a closed loop in a 3D parameter space. We know from Prob-
lem 7.26 that the geometric phase (or Berry phase) γn is real. The
definition (7.206) makes sense only if γn is gauge invariant, i.e.,
if the gauge transformation,

|n(x)〉 → ei3n(x)|n(x)〉, (7.207)

does not affect physical behavior for arbitrary (well behaved)
real functions 3n(x). Indeed, the gauge transformation (7.207)
on the wave function induces a gauge transformation on the
vector potential,

Ann → Ann +∇3n(x), (7.208)

and since
∮

C ∇3n(x) · dx = 0, the definition of the Berry phase
is gauge invariant.

Let us now develop a connection between the geometric
phase and the generalized forces. If the generalized displacement

parameter space is 3 dimensional, the line integral on the RHS of Eq. (7.206), using the Stokes Theorem, can be expressed
as a surface integral,

γn = i
∫
S

dS ·∇ × 〈n(x)|∇n(x)〉 = i
∫
S

dS · 〈∇n(x)| × |∇n(x)〉

= i
∫
S

dS ·
∑
m 6=n

〈∇n(x)|m(x)〉 × 〈m(x)|∇n(x)〉. (7.209)
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We have inserted a complete set of states and excluded the term with m = n since 〈n(x)|∇n(x)〉 is purely imaginary, but
γn must be real. Using Eq. (7.205), we can rewrite Eq. (7.209) as

γn = −i
∫
S

dS ·
∑
m6=n

Anm × Amn

(Em − En)2
. (7.210)

Since we know that γn is real, the integral must be imaginary, i.e., Eq. (7.210) can be written as γn =
∫

S dS ·Bn(x), where

Bn(x) = Im
∑
m6=n

Anm(x)× Amn(x)
[Em(x)− En(x)]2

. (7.211)

Equations (7.206) and (7.209) can be recast into the vector form,

Bn(x) = ∇ × Ann(x), γn =

∫
S

dS · Bn(x). (7.212)

The vector Bn(x) is the curl of the vector potential Ann(x). Hence, it resembles a magnetic field vector.
A system that does not return to its original state when transported around a closed loop in parameter space (therefore,

the wave function for the system has a nontrivial Berry phase) is said to be nonholonomic (the term holonomy is derived
from the greek word holos, meaning whole, and nomos, meaning law or rule). There are many classical analogs to the
Berry phase. For example, if you take your arm, held with your hand held tight against your leg, then move your arm by
90 degrees so that it is straight out in front of you, then move it out to the side so that it is sticking straight out from your
body, and then move it back down to your side, you will note that your hand is at a 90 degree angle from where it was in
the beginning (try it!). This 90 degree angle is a geometric phase.

Example 1: Berry Phase in a Two-Level System
Berry phase in a two-level system can be realized when an electron is subject to a time-dependent magnetic field,

B(t) = B (sin θ(t) cosφ(t), sin θ(t) sinφ(t), cos θ(t)),

where the generalized displacements θ(t) and φ(t) are periodic functions of time with the same period T . For definiteness,
take B(0) = B(T) = B(0, 0, 1). Denoting the 2D generalized displacement vector by x(t) = (θ(t),φ(t)), the adiabatic
Hamiltonian [see also Eq. (6.5)] is H(x) = −(gµB/h̄)B(x) · S. At time t, the two instantaneous eigenvectors of H(x) are,
up to a phase [see Eq. (4.18)],

|n+(x)〉 =
(
e−iφ cos(θ/2)

sin(θ/2)

)
, |n−(x)〉 =

(
−e−iφ sin(θ/2)

cos(θ/2)

)
, (7.213)

with corresponding eigenvalues ±gµBB/2. At (θ = 0,φ = 0), |n+(0, 0)〉 =
(1

0

)
and |n−(0, 0)〉 =

(0
1

)
. The above states

can be multiplied by arbitrary phases that may depend on the generalized displacements [see Eqs (4.18) and (7.207)].
Following definition (7.203), the corresponding vector potentials are

A++ = −ih̄〈n+(x)|∇n+(x)〉 = (0,−h̄ sin2(θ/2)), (7.214)

A−− = −ih̄〈n−(x)|∇n−(x)〉 = (0,−h̄ cos2(θ/2)), (7.215)

where ∇ = ( ∂
∂θ

, ∂
∂φ
). Let us start from |n+(0, 0)〉 and change the direction of the field adiabatically in three steps:

(1) from the z-axis (0, 0, 1) to the direction (sin θ , 0, cos θ) [this would be the x-axis if θ = π/2], (2) then to the direction
(0, sin θ , cos θ) [this would be the y-axis if θ = π/2], and (3) finally back to the z-axis (0, 0, 1). If this variation is very
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slow, the electron spin direction follows the magnetic field direction and the electron wave function acquires a Berry
phase. Since only the φ component of A++ is nonzero, the Berry phase will be accumulated only during the second step,
and the Berry phase at the end of the magnetic field sweep is

γ+ = −h̄−1
∮
C

A++ · ds = sin2(θ/2)

π
2∫

0

dφ =
π

2
sin2(θ/2). (7.216)

Similarly,

γ− = −h̄−1
∮
C

A−− · ds = cos2(θ/2)

π
2∫

0

dφ =
π

2
cos2(θ/2). (7.217)

The Berry phase is half the solid angle subtended by the closed curve. For example, if θ = π/2, the Berry phases are
γ+ = γ− = π/4, and the solid angle corresponds to the area within two meridians and a quarter of the equator, which is
1/8 of the solid angle of a sphere, that is, π/2.

Now consider starting with an initial superposition state 2−1/2(|n+(0, 0)〉 + |n−(0, 0)〉). Carry out a closed circuit as
explained above. After completing the cycle, we obtain a state ψ(T) in which each component acquires its own Berry
phase. Suppose we now measure σx. The state ψ(T) is then partially projected onto a state 2−1/2(|n+(0, 0)〉+|n−(0, 0)〉),
which is an eigenstate of the operator σx with eigenvalue 1. The probability of measurement is given by

P =
1

2
|ei(E+T/h̄+γ+) + ei(E−T/h̄+γ−)|2 =

1

2
|ei(gµBBT/h̄+γ+−γ−) + 1|2, (7.218)

where E±= ±gµBB/2, γ+= cos2(θ/2)π/2 and γ−= sin2(θ/2)π/2. Hence, the probability depends on the Berry phase
difference γ+ − γ−.

Example 2: A Conducting Ring Near a Magnetic Moment
Another experimentally feasible system implementing Berry phase physics involving a two-level system consists of an
electron confined to a nanoscopic conducting ring, subject to a magnetic field produced by a magnetic atom [such as a
dysprosium (Dy) atom] placed above the ring. The magnetic field lines meet the ring along a polar angle θ and form the
shape of a crown, as illustrated in Fig. 7.14.

The Hamiltonian, the eigenspinors, and the vector potentials are the same as above; the only difference is that here the
ring serves as a waveguide for the electron motion. Along this ring, θ is fixed and φ varies from 0 to 2π . The Berry phase

θ

φ

Dy

B

B

S

FIG 7.14 Electron on a metallic ring subject to a crown-shaped magnetic
field produced by a magnetic atom (Dy, e.g., has one of the
largest atomic magnetic moments) placed above the ring. If the
electron moves slowly along the ring, it aligns its spin with the
magnetic field lines. When the electron completes one cycle,
its wave function gains a Berry phase γ = π(1− cos θ). The
ring is part of an electric circuit with left and right leads
(marked by black arrows). Electrons entering the ring from the
left lead are split, and the corresponding amplitudes of the spinor
wave functions in both arms of the ring interfere before leaving
to the right lead. The conductance is sensitive to the phase
difference of these spinor wave functions, i.e., a non-Abelian
Berry phase affects the conductance.
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corresponding to n+(x) is

γ+ =

2π∫
0

sin2(θ/2) dφ = π [1− cos θ ]. (7.219)

Problem 7.27

Verify the gauge invariance of the Berry phase.

(a) Using Eq. (7.207), apply the gauge transformation |n+(x)〉 → eiφ/2
|n+(x)〉 that yields the spinors (4.18), and

show that the new vector potential is A++ = h̄
2

(
− sin2 θ

2 , cos2 θ
2

)
.

(b) Use the definition (7.206) to calculate the new Berry phase, and show that the result is the same as in
Eq. (7.219).

(c) Following Eq. (7.212), show that the “magnetic field,” also called the Berry curvature, is B+(x) =
∂θA+φ − ∂φA+θ =

1
2 sin θ . Prove its gauge invariance.

(d) Recalculate γ+ using the second part of Eq. (7.212). The result must coincide with Eq. (7.219) (modulo 2π ).

Berry’s original proposal for measuring the geometrical phase involved an interference experiment between two polar-
ized beams of particles with spin that were split and then recombined after one of them went through a nontrivial closed
circuit in which the magnetic field varied but returned to its original position. The projective measurement experiment
suggested in the first example is different; it determines the Berry phase difference between two states, γ+ − γ− and not
the Berry phase of a given state. But in the second example, interference is exploited to determine the Berry phase of a
given state as explained in the caption of Fig. 7.14.

7.9 LINEAR RESPONSE THEORY

When a physical system in equilibrium is subject to an external perturbation, it is driven out of equilibrium. Generically,
the observables can depend nonlinearly on the external perturbation, but if the perturbation is weak, then, to good approxi-
mation, one need to only keep the first-order (linear) term in the external perturbation, and the coefficients in front of the
first power of the external perturbation can be calculated in equilibrium. This is the essence of linear response theory. For
example, in Ohm’s law relating the direct current and the voltage, V = IR, the constant R is determined by the system in
equilibrium at zero current.

The general structure of linear response theory is formulated as follows: Suppose there are weak external perturba-
tions {xj(r′, t′)} at space-time point (r′, t′) acting on a system initially in equilibrium. These perturbations generalize the
displacements {xj(t)} of Eq. (7.188) in that they may depend on position. How do such perturbations affect the expecta-
tion values of a set of observables Oi (which could be the generalized forces Fi ≡ −δH/δxi)? The expectation values
〈Oi(r, t)〉 can be expressed as,

〈Oi(r, t)〉 =
∫

dr′ dt′ χij(r, r′, t − t′)xj(r′, t′), (7.220)

where the matrix χij of response coefficients are a property of the system in equilibrium [see Eqs (7.221) for examples].
The aim of linear response theory is to calculate these response functions, which are also referred to as response kernels
or susceptibilities.

Our first task is to define the susceptibilities and determine their properties, whereas our second task is to find a proce-
dure to compute them. An expression for susceptibility in terms of the system parameters is referred to as a Kubo formula.
Obtaining an exact Kubo formula requires the full solution of the equilibrium problem. Often, a system is composed of
many interacting particles, and a solution is, in general, not available. But approximations can be made. Here, we present



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 10-ch07-303-366-9780444537867 2012/11/15 22:37 Page 350 #48

350 CHAPTER 7 Approximation Methods

the main ingredients of linear response and the Kubo formalism. We will return to this topic in Chapter 14 to present
some sophisticated approximation methods.

7.9.1 SUSCEPTIBILITIES

As examples of linear response relations, consider the constitutive relations of electromagnetic theory: the polarization P
of a medium due to the presence of an external electric field, E, the magnetization of a medium, M, due to the presence of
an external magnetic field, H, and the current J induced in a medium by the presence of an external electric field. These
relations are written as

Pi(r, t) =
∫

dr′
∞∫
−∞

dt′ χij(r, r′, t − t′)Ej(r′, t′), (7.221a)

Mi(r, t) =
∫

dr′
∞∫
−∞

dt′ χM
ij (r, r′, t − t′)Hj(r′, t′), (7.221b)

Ji(r, t) =
∫

dr′
∞∫
−∞

dt′ σij(r, r′, t − t′)Ej(r′, t′). (7.221c)

Here, i, j = x, y, z are Cartesian indices. In an anisotropic media, the response to a vector field perturbation is itself a
vector, not necessarily parallel to the perturbation vector, and the susceptibilities are tensors. The electric susceptibility
tensor χij is related to the dielectric tensor εij, εij = δij+ 4πχij (in SI units, εij = ε0δij+χij). The magnetic susceptibility
tensor χM

ij is related to the magnetic permeability tensor µij by the relation µij = δij + 4πχM
ij (in SI units, µij =

µ0δij+χ
M
ij ), and σij is the conductivity tensor, which is related to the inverse of the resistance R, which appears in Ohm’s

law, V = IR. Similar equations can be derived for any system in which external parameters change with time [117],
e.g., the thermal conductivity coefficient relates the heat flow to the temperature gradient across the medium, the Young
modulus relates the stress to the strain applied to the medium.

Generically, linear response coefficients are nonlocal in space and time. If the external perturbation acts at point r′

at time t′, it affects the response of the system at another point r at a later time t > t′. The restriction t > t′ is due to
causality: No response is possible from events occurring in the future, i.e., the response is retarded. Susceptibilities must
then include a factor 2(t − t′), where 2(τ) is the step function [2(τ) = 0 for τ < 0 and 2(τ) = 1 for τ > 0]:

χ(t − t′) = 2(t − t′)χ̃(t − t′). (7.222)

Causality ensures that χkj(τ ) = 0 for τ < 0. Thus, susceptibilities are retarded functions. It has already been stressed that
the susceptibilities are to be calculated in equilibrium, where the system is invariant under time translation. Hence, they
depend only on the time difference t − t′.

Since the susceptibilities contain the step function2(t− t′), the time integrals in Eq. (7.221) are taken over the interval
−∞ < t′ ≤ t. But the temporal duration over which the system remembers an earlier external perturbation, called the
characteristic relaxation time, also effectively limits the integration region. The spatial integrals over r′ in Eq. (7.221)
are over the whole system volume, but, for a given r, the spatial extent over which significant contributions occur are
typically over the range of the characteristic mean free path.

Translation-Invariant Media

For systems that are not translation invariant, the susceptibilities depend separately on r and r′, while for translation-
ally invariant systems, the response coefficients depend on space only through the variable (r − r′). Hence, if the
system is translation invariant and stationary, the spatial and temporal dependence of the susceptibilities is given by
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χ(r− r′, t − t′). Then, both space and time integrals in Eqs (7.221) are convolutions, and the Fourier transforms [i.e.,
F(q,ω) = 1

(2π)2
∫

dr dt e−i(q·r−ωt)F(r, t)] of these equations become

Pi(q,ω) = χij(q,ω)Ej(q,ω), (7.223a)

Mi(q,ω) = χM
ij (q,ω)Hj(q,ω), (7.223b)

Ji(q,ω) = σij(q,ω)Ej(q,ω). (7.223c)

For generalized displacements that are vector fields, the susceptibilities are 3×3 matrices, but in general, there may be
any number N of perturbations [generalized dispacements, see Eq. (7.188)], and the susceptibilities χ(q,ω) = {χij(q,ω)}
are then N×N matrices.

Kramers–Kronig Relations

The susceptibilities χij(q,ω) are generally complex functions of q and ω. Causality implies an important relation between
the real and the imaginary parts of χij(q,ω), known as the Kramers–Kronig relation. To derive this relation, we need to
expose two important properties of χij(q,ω) when considered as a complex function of the complex variable ω. Since q
and the indices i, j are fixed, they will not be explicitly specified in the discussion below.

(1) χ(ω) (and in fact any Fourier component of a retarded function) is an analytic function of ω in the upper half plane
Im(ω) > 0. To prove this, take t < 0 and note that

0 = χ(t < 0) =
1
√

2π

∫
dωe−iωtχ(ω), (t < 0). (7.224)

For t < 0, χ(t) can also be written as an integral over the contour displayed in Fig. 7.15(a) consisting of part of the real
axis, −R ≤ Re(ω) ≤ R, and an upper semicircle of radius R, letting R → ∞. χ(t) will vanish (as it should for t < 0)
only if χ(ω) is analytic in the upper half plane, which proves statement 1.

(2) If χ(ω) is analytic in the upper half plane, Im(ω) > 0, and χ(ω)→ 0 as |ω| → ∞, then

χ(ω) =
1

iπ
P
∞∫
−∞

dω′
χ(ω′)

ω′ − ω
, (7.225)

where P denotes the Cauchy principal part of the integral. To prove it, consider the integral

I(ω) ≡
∫
C

dω′
χ(ω′)

ω′ − ω
, (7.226)

where C is the contour shown in Fig. 7.15(b), consisting of two parts of the real axis, −R ≤ Re(ω′) ≤ ω − r and
ω + r ≤ Re(ω′) ≤ R, an upper semicircle of radius R, and a small upper semicircle of radius r centered at ω; and let

Im (ω)

R

Re (ω)

R

r

ω

(a) (b)

Re (ω )

Im (ω )

FIG 7.15 (a) Integration contour for
Eq. (7.224). (b) Integration
contour for Eq. (7.226).
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R → ∞ and r → 0. The integrand is an analytic function of ω′ inside C, and therefore, limR→∞ I(ω) = 0. Moreover,
the only contribution to the integral comes from the real axis. As r→ 0, we have, by definition, ω−r∫

−∞

+

∞∫
ω+r

 dω′
χ(ω′)

ω′ − ω
= P

∞∫
−∞

dω′
χ(ω′)

ω′ − ω
, (7.227)

while the integral over the small semicircle ω′ − ω = reiθ yields

lim
r→0

i

0∫
π

dθ χ(ω + reiθ ) = −iπχ(ω). (7.228)

Equating the sum of the LHSs of Eqs (7.227) and (7.228) to 0, and dividing by iπ , we obtain Eq. (7.225). Finally, taking
real and imaginary parts of Eq. (7.225),

Re[χ(ω)] =
1

π
P
∞∫
−∞

dω′
Im[χ(ω′)]

ω′ − ω
, (7.229a)

Im[χ(ω)] =
−1

π
P
∞∫
−∞

dω′
Re[χ(ω′)]

ω′ − ω
. (7.229b)

These equations are called the Kramers–Kronig relations. They show that the real part of the susceptibility at frequency
ω is determined by an integral over all frequencies of the imaginary part of the susceptibility, and similarly for Im[χ(ω)].

Problem 7.28

Use the Kramers–Kronig relations to show that the general linear response equation (7.220) can be written as,

〈Oi(r, t)〉 = 2i
∫

dr′
t∫

−∞

dt′
∑

j

χ̄ij(r, r′, t′)xj(r′, t′), (7.230)

where χ̄ij(t′) =
1
√

2π

∫
dω eiωt′ Imχij(ω).

7.9.2 KUBO FORMULAS

Kubo formulas are explicit expressions for susceptibilities within the linear response formalism. These expressions
involve correlation functions of operators, e.g., 〈A(r, t)B(r′, t′)〉,2 where the operators are expressed in the interaction
representation. The susceptibilities are given in retarded form [see Eq. (7.241)], where the RHS of the equation involves
2(t − t′)〈A(r, t)B(r′, t′)〉, so the susceptibilities obey a causality condition. The Kubo formula, sometimes called the
Green–Kubo formula, was first derived independently by Melville S. Green and by Ryogo Kubo in the early 1950s [116].
The derivation of the Kubo formula is presented below, and then it will be applied to obtain the response functions for
conductivity and conductance.

2 Note that these correlation functions are not directly related to the single-particle or pair correlation functions, g(1)(x, x′) and g(2)(x1, x2), respectively,
defined in Sec. 2.5.1.
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Before presenting the derivation, we need to standardize some notation, because we will be concerned with operators
given in different representations (Schrödinger, Heisenberg, and Interaction), keeping in mind that the perturbations will
be time dependent, even in the Schrödinger representation. Operators in the Heisenberg and interaction representations
will always carry the subscript H and I, respectively, whereas operators in the Schrödinger representation will carry the
subscript S (if they appear in an equation that contains operators written in other representations). ρ(t), or ρS(t), is used to
denote the density matrix in the Schrödinger representation with the time-dependent perturbation switched on, whereas
ρ0 denotes the (time-independent) density matrix in the Schrödinger representation at thermal equilibrium. We shall write
the expectation value for an operator O as 〈O(t)〉 = Tr[ρS(t)OS(t)] = Tr[ρI(t)OI(t)] = Tr[ρH(t)OH(t)]. The notation
〈OS〉0 = Tr[ρ0OS〉] (or with the subscript H or I) will be used for averaging operators in thermal equilibrium.

Consider a quantum system in thermal equilibrium at temperature T , described by a time-independent Hamiltonian
H0, with eigenstates |n〉 and corresponding eigenvalues En. Beginning at time t = 0,3 the system is subject to a time-
dependent perturbation, H1(t). The Hamiltonian is then4

H(t) = H0 + H1(t), H1(t < 0) = 0. (7.231)

For t < 0, the density operator and the quantum thermodynamic average of an operator O are given by [β = (kBT)−1],

ρ0 =
e−βH0

Z0
, 〈O〉0 = Tr[ρ0O], Z0 = Tr e−βH0 =

∑
n

e−βEn , (7.232)

where Z0 is the partition function for the system with Hamiltonian H0. If we know the exact density operator ρ(t), we
can compute 〈O(t)〉 ≡ Tr[ρ(t)O]. If ρ(t) is not known to all orders in H1, then within linear response, it can be expanded
in powers of H1 up to first order. We shall do so within the interaction representation formalism. An operator XS(t) in
the Schrödinger representation has the following form in the interaction representation (denoted by a subscript I, see
Sec. 2.7.1), XI(t) = eiH0t/h̄XS(t)e−iH0t/h̄ (we shall use this definition with XS = ρS and H1, thereby defining ρI and H1,I).
The Liouville equation for ρI(t) is then ∂ρI(t)/∂t = − i

h̄ [H1,I(t), ρI], with initial condition ρI(0) = ρS(0) = ρ0. The
solution to first order in H1,I is

ρI(t) ≈ ρS(0)−
i

h̄

t∫
0

dt′[H1,I(t
′), ρS(0)]. (7.233)

Now, let us apply the operator OI(t) on both sides and take the trace, noting that Tr[OIρI] = Tr[OSρS], and Tr (A[B, C]) =
Tr (C[A, B]). This yields,

Tr (ρ(t)O) ≈ Tr (ρ0O)−
i

h̄

t∫
0

dt′ Tr
(
ρ0[OI(t), H1,I(t

′)]
)

. (7.234)

The integrand on the RHS of Eq. (7.234) contains a correlation function. Because the time t at which the operator O is
observed is always larger that the time t′ where the perturbation is applied, the correlation is retarded,

CR
O,H1

(t, t′) ≡ −
i

h̄
2(t − t′)

〈
[OI(t), H1,I(t

′)]
〉
0 . (7.235)

The subscript 0 on 〈O〉0 indicates trace with ρ0. At T = 0, 〈O〉0 → 〈GS|O|GS〉 where |GS〉 is the ground state of H0.
If the perturbation is slowly turned on from t = −∞, the lower limit of the integrand in Eq. (7.234) should be −∞.
In performing the time integral in Eq. (7.234), it is useful to multiply the correlation by a decay factor e−η|t−t′| to

3 The choice of beginning at t = 0 is but one possibility. Often, we want to begin at t = −∞ and slowly turn on the perturbation (see below).
4 Alternatively, one can slowly turn on the perturbation H1(t) from time t = −∞, as in the next section.
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guarantee convergence and assure that the integrand decay at large |t − t′| and then take the limit as η → 0+ at the end
of calculations. Thus, we finally have

〈O(t)〉 = 〈O〉0 + lim
η→0+

∞∫
0 or−∞

dt′ CR
O,H1

(t, t′)e−η|t−t′|, (7.236)

which is one version of the Kubo formula.
The reason for using the notation CR

O,H1
(t, t′) and not χ(t− t′) in Eqs (7.235) and (7.236) is that when [H1(t), H1(t′)] 6=

0, the correlation depends on t and t′ separately and not just on t − t′.

Response to a Time-Dependent Generalized Displacement

We now discuss the somewhat simpler and physically more realistic case where the perturbation H1(t) is caused by a
time-dependent generalized displacement x(t) that is coupled to an operator that is time independent in the Schrödinger
representation. The generalized displacement x(t) is not an operator, rather, it is a c-number that is coupled to some
operator F of the system, so that H1(t) = −x(t)F . For example, x(t) can be an external vector potential and F the
current operator. Or x(t) = gµBHz(t) is proportional to an external time-dependent magnetic field and F is an electron
spin operator. Because x(t) is a c-number and F is time independent, [H1(t), H1(t′)] = 0; hence, the necessity for time
ordering is avoided.

By response, one means the change of an ensemble-averaged physical observable 〈O(t)〉 to the external perturbation
H1(t). Of special interest is O = F . The applicability of linear response theory is restricted to the regime where, to a good
approximation, 〈O(t)〉 changes linearly with the force. Hence, we assume that x(t) is sufficiently weak to ensure that the
response is linear. We assume that the system, in the absence of the perturbation, is in a stationary state described by the
density matrix ρ0 = e−βH0/Z0 with partition function Z0 = Tr[e−βH0 ].

The Hamiltonian takes the simple form,5

H = H0 − x(t)F = H0 + H1(t). (7.237)

In the Schrödinger representation, F is a constant operator at all times and x(t) is a small c-number function depending on
time with limt→±∞ x(t) = 0. Note that in the language of generalized displacements and forces, x(t) is the displacement
and F is the force. After H1(t) is switched on (say, slowly, from t = −∞), the density matrix becomes time dependent,
ρ0 → ρ(t), and similarly, for any operator O, 〈O〉0 = Tr[ρ0O]→ 〈O(t)〉 ≡ Tr[ρ(t)O].

The linear response hypothesis is

〈O(t)〉 = 〈O〉0 +

t∫
−∞

dt′χ(t − t′)x(t′). (7.238)

To obtain an expression for χ , we replace H1,I(t′) in Eq. (7.234) by −x(t)FI(t′) and equate the result with Eq. (7.238)
to get,

χ(t − t′) =
i

h̄
2(t − t′)〈[OI(t),FI(t

′)]〉0, (7.239)

Note the difference compared with Eq. (7.235); the dependence on t− t′ is due to [H1(t), H1(t′)] = 0, whereas the upper
limit on the integral is due to causality, χ(t − t′) = 0 for t′ > t. This guarantees the analyticity of the Fourier component
of the susceptibility χ(ω) in the upper half ω plane and enables the utilization of the Kramers–Kronig relations (7.229).

5 This can be easily generalized to H = H0 −
∑

k xk(t)Fk , see below.
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It is useful to generalize this result for the Hamiltonian H = H0 −
∑

k xk(t)Fk and for system operators (generalized
forces) Ok = Fk [see Eq. (7.189)]. Direct application of the above analysis yields,

〈Fk(t)〉 =
∑

j

∞∫
−∞

χkj(t − t′) xj(t
′)dt′, (7.240)

where the susceptibility χkj is given by

χkj(t − t′) =
i

h̄
2(t − t′)〈 [Fk,I(t),Fj,I(t

′)] 〉0. (7.241)

Generalized Conductance Matrix

One of the frequently measured response functions is the generalized conductance. Conductance is not limited to electrical
conductance; its significance depends on the nature of the generalized displacements and forces. The occurrence of time-
translation invariance enables a simple derivation of the generalized conductance in terms of the Fourier components
of the susceptibility, which also enables its separation into dissipative and nondissipative parts. We shall now develop
expressions for the generalized conductance.

The Fourier transform of the generalized force 〈Fk(t)〉 in Eq. (7.240) can be evaluated by noting that the Fourier
transform of a convolution is a product [making use of the Faltung (folding) theorem for Fourier transforms],

〈Fk(ω)〉 =
∑

j

χkj(ω)xj(ω), (7.242)

where χkj(ω) is the Fourier transform of the susceptibility χkj(τ ),

χkj(ω) =
i

h̄

1
√

2π

∞∫
0

dt eiωt
〈[Fk,I(t),Fj,I(0)] 〉0. (7.243)

Let us express the generalized force in terms of the Fourier transform of the velocities vj(t),

vj(ω) ≡
1
√

2π

∞∫
−∞

dt e−iωtẋj(t). (7.244)

Problem 7.29

(a) Show that vj(ω) = iωxj(ω).

Guidance: Write the Fourier expansion of xj(t), apply d
dt , and then take the inverse transform.

Using the result of Problem 7.29, Eq. (7.242) can be written as,

〈Fk(ω)〉 = −
i

ω

∑
j

χkj(ω)vj(ω). (7.245)
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The generalized conductance matrix Gkj(ω) is defined as the real part of the coefficient of vj(ω) in Eq. (7.245), i.e.,

Gkj(ω) =
Im[χkj(ω)]

ω
=

1

ω

∞∫
0

dτ χkj(τ ) sin(ωτ). (7.246)

Problem 7.30

Show that the DC limit of the generalized conductance matrix is readily obtained from its definition in Eq. (7.246),

Gkj(ω = 0) = lim
ω→0

Im[χkj(ω)]

ω
=

∞∫
0

dτ τχkj(τ ). (7.247)

Note that Eqs (7.242) and (7.245) are virtually identical. By taking their inverse Fourier transform, both equations yield
Eq. (7.240), thereby expressing the generalized force in terms of the generalized displacements x(t) not the generalized
velocities.

The DC generalized conductance Gkj(ω = 0) can be written as the sum of a symmetric matrix, ηkj = ηjk, and an
antisymmetric matrix, Bkj = −Bjk:

Gkj(ω = 0) ≡ ηkj + Bkj. (7.248)

The nonconservative (dissipative) part of the conductance matrix Gkj(ω = 0), which is also called the dissipation coeffi-
cient or friction coefficient, is given by the symmetric matrix ηkj. To see it, recall that the dissipation is the rate at which
energy is lost by the system [see Eq. (7.190)] is given (in the adiabatic limit) by power,

P(t) ≡ Ė(t) = −
∑

j

〈Fj(t)〉 vj(t), (7.249)

Taking Fourier transform and the DC limit ω→ 0, employing Eqs (7.245) and (7.247), we find,

P(ω→ 0) =
∑

kj

Gkj(0)vk(0)vj(0) =
∑

kj

ηkj(0)vk(0)vj(0), (7.250)

since the contribution of Bij vanishes by (anti)symmetry. Thus, only the symmetric matrix, ηkj, contributes to dissipation.

The Kubo Formula for Electrical Conductivity

Let us apply the Kubo formalism to electrical conductivity. Consider a system of N electrons in a solid of volume V . To
employ Eq. (7.236), we need to specify the observable operator O and the perturbation H1. The external electric field is
distinct from the local electric field acting on the electrons, because there are internal fields that are generated when the
external field is applied. Therefore, when we speak of “the electric field” E(r, t), it will mean the resultant field acting on
the electrons.

The system is assumed to respect translation invariance, so that the conductivity depends on r − r′. This is not true
on the atomic scale, but it is justified in solids when the current at r is averaged over many unit cells surrounding r.
At the end, we will present the expression for the conductivity tensor for systems without translation invariance. The
electromagnetic field to which the system responds is assumed to have a single frequency and wavevector,

E(r, t) = E(q,ω) ei(q·r−ωt)
+ c.c.. (7.251)
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Consider only the ei(q·r−ωt) term, which can be written in terms of a vector potential A(r, t), E(r, t) = − 1
c
∂A(r,t)
∂t ,

A(r, t) = A(q,ω) ei(q·r−ωt)
=

ic

ω
E(q,ω)ei(q·r−ωt). (7.252)

This simplifying assumption is justified within linear response formalism. With these assumptions, the Fourier transform
of Eq. (7.221c) is

Jα(q,ω) =
∑
β

σαβ(q,ω)Eβ(q,ω), (7.253)

where the conductivity is generically complex, σαβ = Re[σαβ ] + i Im[σαβ ]. In the DC limit, q → 0 and ω → 0, the
conductivity is real.

The Hamiltonian of the system is,

H = H0 + H1(t) =

[∑
i

p2
i

2m
+ U

]
+

e

2mc

∑
i

[pi · A(ri, t)+ A(ri, t) · pi +
e

c
A2(ri, t)], (7.254)

where pi is the momentum operator of particle i, H0 is the many-body Hamiltonian of the electrons in the crystal in the
absence of the electric field, and H1(t) is the perturbation due to the field, with H1(t < 0) = 0. The potential U includes
all other interactions. Within the linear response formalism, the A2 terms are often neglected, since A is small (but see
the diamagnetic current term below). The current density operator J(r, t) is expressed in terms of the velocity operators,

vi =
dri

dt
= −i[ri, H] =

1

m
[pi +

e

c
A(ri, t)], (7.255)

as follows:

J(r, t) =
−e

2V

∑
i

[δ(r− ri)vi + viδ(r− ri)]

=
−e

2mV

∑
i

[δ(r− ri)pi + piδ(r− ri)]−
e2

mcV

∑
i

δ(r− ri)A(ri, t) ≡ j(r, t)+ i
ne2

mω
E(r, t), (7.256)

where the j is from the momentum operator terms, and

n(r) =
∑

i

δ(r− ri) (7.257)

is the local density of carriers, and the second term on the RHS of Eq. (7.256), the diamagnetic term, is obtained by
employing Eq. (7.252). This diamagnetic current flows with no deformation of the state of the system. The object is to
express 〈J(r, t)〉 in terms of the field E(r, t) within linear response, but since the second term on the RHS of Eq. (7.256)
is not an operator, our task of calculating 〈J(r, t)〉 is reduced to calculating 〈j(r, t)〉.

If we work in the Coulomb gauge, ∇ · A(r, t) = q · A(q,ω) = 0, and neglect quadratic terms in A, the interaction
Hamiltonian H1(q, t′) can be written as,

H1(q, t′) = −
1

c

∫
dr j(r, t′) · A(r, t′) =

i

ω
e−iωt′ E(q,ω) · j(q, t′), (7.258)

where

j(q, t′) =
∫

dr eiq·rj(r, t′), j(−q, t′) = j†(q, t′). (7.259)
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The two operators that should appear in the retarded correlation (7.235) are then identified as jI(r, t), and H1,I(q, t′). From
Eq. (7.234), we get

〈J(r, t)〉 = 〈j(r, t)〉0 −
i

h̄

t∫
0

dt′〈[jI(r, t), H1,I(q, t′)]〉0 + i
ne2

mω
E(r, t). (7.260)

The first term on the RHS of Eq. (7.260) vanishes because there is no current in the absence of an electric field.
Employing Eq. (7.258), we compute the correlation component for a given cartesian component α = x, y, z, and get

[
jα,I(r, t), H1,I(q, t′)

]
=

ie−iq·r

ω

∑
β

[
jα,I(r, t), jβ,I(q, t′)

]
Eβ(r, t)eiω(t−t′). (7.261)

Thus, the observable current is expressed in terms of a coefficient multiplying the electric field. This coefficient is iden-
tified with the electric conductivity. To smear out atomic fluctuations, the RHS of Eq. (7.261) is averaged over r and
divided by V , employing Eq. (7.259). Taking advantage of time translation invariance to express the conductivity tensor
in (q,ω) space, finally gives,

σαβ(q,ω) =
1

ωV

∞∫
0

dt ei(ω+iη)t
〈[

j†α,I(q, t), jβ,I(q, 0)
]〉

0
+ lim
η→0+

i
ne2

mω
δαβ , (7.262)

where the limit η→ 0+ must be taken.

The DC Limit

The second term on the RHS of Eq. (7.262) is the diamagnetic contribution, since it originates from the A2 term in the
Hamiltonian. This term diverges as ω → 0. Physically, however, we know that the conductivity should stay finite and
must be real at ω = 0. This means that in the DC limit, the diamagnetic term should be cancelled with the imaginary part
of the first term (sometimes referred to as the paramagnetic contribution). In the uniform case q = 0, this can be shown,
based on the following definitions and equalities,

d ≡ −e
∑

i

ri, J = −e
∑

i

vi = ḋ =
i

h̄
[H, d], [d, J] = i

Ne2h̄

m
. (7.263)

Now, noting that d = d†, we re-write Eq. (7.262) as,

σαβ(ω)− i
ne2

mω
δαβ =

1

h̄ωV

∞∫
0

dt ei(ω+iη)t d

dt

〈[
dα,I(t), jβ,I(0)

]〉
0

= −
1

h̄ωV
〈
[dα,I(0), Jβ,I(0)]

〉
0 −

i

h̄V

∞∫
0

dt ei(ω+iη)t 〈[dα,I(t), jβ,I(0)
]〉

0 . (7.264)

Employing Eq. (7.263), the second term on the LHS and the first term on the RHS of Eq. (7.264) cancel each other, and
we are then left with

σαβ(ω) = −
i

h̄V

∞∫
0

dt ei(ω+iη)t 〈[dα,I(t), jβ,I(0)
]〉

0 , (7.265)

which is finite at ω = 0.
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Spectral Representation

If, in Eq. (7.262) for q = 0, we insert a complete set of eigenstates |n〉 of H0 with energies En between any pair of
operators ρ0, j†α,I(t) and jβ(0) the time dependence is lifted to the exponents e±iEnt/h̄ and can be integrated (here the role
of η is crucial). The result is

σαβ(ω) =
i

ωV

∑
m,n

e−βEn

Z0

〈n|jα|m〉〈m|jβ |n〉

h̄(ω + iη)− (Em − En)
+ i

ne2

mω
δαβ . (7.266)

Problem 7.31

(a) Using the spectral representation (7.266) show that

Re σxx(ω) =
π

ωV

∑
m,n

e−βEn

Z0
|〈n|jx|m〉|

2δ(h̄ω − Em + En). (7.267)

(b) Discuss the relation between the above result and the expression for the power absorbed by the system using the
Fermi Golden Rule.

Kubo Formula for the Conductivity of Nonuniform Systems

For completeness, we give the expression of the conductivity tensor σαβ(r, r′, t − t′) for systems without translation
invariance, as appears in Eq. (7.221),

σαβ(r, r′; t − t′) = −i2(t − t′)

{
1

h̄

〈[
jα,I(r, t), jβ,I(r′, t′)

]〉
0 + δαβ

e2

m
n(r)δ(r− r′)

}
. (7.268)

The first term (multiplied by h̄),

5R
αβ(r, r′; t − t′) ≡ −i2(t − t′)

〈[
jα,I(r, t), jβ,I(r′, t′)

]〉
0 , (7.269)

is the lowest order contribution to the retarded current–current correlation. The Fourier transform of σαβ(r, r′; t − t′) is

σαβ(r, r′,ω) =
i

ω
5R
αβ(r, r′;ω)+ iδαβ

e2

mω
n(r)δ(r− r′), (7.270)

where,

5R
αβ(r, r′;ω) =

−i
√

2π

∞∫
0

dt eiωt5R
αβ(r, r′; t − 0), (7.271)

Therefore, the real part of σαβ(r, r′,ω) is

Re
[
σαβ(r, r′,ω)

]
= −

1

h̄ω
Im
[
5R
αβ(r, r′;ω)

]
. (7.272)

Its DC limit, ω→ 0, may be obtained using Eq. (7.247):

lim
ω→0

Re
[
σαβ(r, r′,ω)

]
=

∞∫
0

dt t5R
αβ(r, r′; t). (7.273)
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Kubo Formula for Conductivity Using Generalized Forces

To derive the conductivity within the framework of generalized forces, we consider each component Aα(r, t) as a set
of infinite adiabatic parameters, xr(t) = Ax(r, t). The generalized force is the current operator j(r, t), derived from the
Hamiltonian H1(t) =

∫
dr j(r, t) ·A(r, t), Eq. (7.256) by performing the functional derivative, j(r, t) = −δH1(t)/δA(r, t).

According to Eq. (7.241), the corresponding susceptibiity is given by the first term on the RHS of Eq. (7.268).

The Kubo Formula for Conductance

The conductivity σ is the coefficient appearing before the electric field E in the expression for the current density J;
it is a property of the material. The conductance G is the coefficient appearing before the potential difference V in the
expression for the current I; it is a property of the specific sample. For a homogeneous material, where σ is constant, the
conductance of a sample of length L and cross-section area A is related to the conductivity σ as,

G = σ
A

L
. (7.274)

For inhomogeneous samples, this relation is inadequate. Every quantum system has a typical temperature-dependent
phase breaking length `ϕ beyond which quantum coherence is lost. In the last few decades, it has become possible to
fabricate and study the electronic properties of mesoscopic systems whose length L is shorter than `ϕ at low temperatures,
i.e., quantum coherence is maintained throughout the entire system. Thus, expression (7.274) is not valid for mesoscopic
conductors at low temperatures (see Chapter 13). It is then necessary to use the Kubo formula for conductance rather than
for conductivity. Consider, for example, a sample in the form of a slab stretched along the x direction with a potential
difference V between its two ends. Denote by A the area of the cross-section of the slab a distance x from the left end.
Then, the current along x through the slab at time t is given by

〈I(t)〉 =
∫

dr⊥〈J(r⊥, x, t)〉 =
∫

dr⊥dr′
⊥

dx′dt′σ(r⊥, x, r′
⊥

, x′, t − t′)E(r′
⊥

, x′, t′), (7.275)

where r⊥ are the coordinates on the transverse cross-section area, and for isotropic material, σ = σxx and E = Ex.
Employing Eq. (7.268) and focusing on the real part, we have,

〈I(t)〉 = −
i

h̄

∫
dr⊥dr′

⊥
dx′dt′2(t − t′)

〈
[Jx,I(r⊥, x, t), Jx,I(r′⊥, x′, t′)]

〉
0 E(r′

⊥
, x′, t′). (7.276)

The integral over dr′
⊥

dx′ can be performed on a surface of constant Ex whose rightmost point is x′. Therefore, the
transverse integrations can be performed separately, which leads to a current–current correlation independent of x or x′.
Since

∫
dx′Ex(x′, t′) = V(t′),

〈I(t)〉 = −
i

h̄

∫
dt′2(t − t′)

〈
[II(t), II(t

′)]
〉
0 V(t′). (7.277)

With the help of Eq. (7.273), the linear response expression for the DC conductance becomes,

G =
1

h̄
Im

∞∫
0

dt t 〈[II(t), II(0)]〉0 . (7.278)

7.9.3 ONSAGER RECIPROCAL RELATIONS

Symmetry relations exist between the generalized susceptibilities χij(q,ω) due to basic physical principles, including
the Kramers–Kronig relations. From the defining equation (7.240), it follows that if the generalized displacements xj(t)
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are real and the generalized forces Fj(t) are real, so too is χij(t). Then, from the definition of the Fourier transform
χij(ω) =

1
√

2π

∫
∞

0 dteiωtχij(t), where the dependence on q is suppressed, we find

χij(−ω) = χ
∗
ij (ω). (7.279)

Writing the defining equation (7.240) for real monochromatic perturbations (and their velocities),

xj(t) =
1

2
[aje

iωt
+ a∗j e−iωt] , ẋj(t) =

iω

2
[aje

iωt
− a∗j e−iωt], (7.280)

the corresponding response is,

〈Fj(t)〉 =
1

2

∑
j

[χij(ω)e
iωtaj + χij(−ω)e

−iωta∗j ], (7.281)

which is real, following Eq. (7.279). We can go further with this simple case and substitute the above expressions for
〈Fj(t)〉 and ẋj(t) into Eq. (7.249) to calculate the rate of energy dissipation. After averaging over a period 2π/ω, the
oscillatory terms vanish, and the averaged dissipation rate is,

P =
iω

4

∑
ij

[χ∗ij (ω)− χji(ω)]aja
∗
j . (7.282)

Now, recall the expression for P using the Fermi golden rule for Harmonic perturbation and compare it with Eq. (7.282).
Assume that the system is in some particular stationary state |n〉 of the unperturbed Hamiltonian H0 with energy En. Then,
the rate of energy absorption by the system (averaged over one period) as a response to the harmonic perturbations xj(t)
in Eq. (7.280) is,

P =
πω

2h̄

∑
ij

aia
∗
j

∑
m

{[Fi]mn[Fj]nmδ(ω + ωnm)− [Fi]nm[Fj]mnδ(ω + ωmn)}, (7.283)

where ωnm = (En − Em)/h̄ and the operator Fj is written in the Schrödinger representation. Comparing the two expres-
sions for P, we find

χ∗ij (ω)− χji(ω) = −
2π i

h̄

∑
m

{[Fi]mn[Fj]nmδ(ω + ωnm)− [Fi]nm[Fj]mnδ(ω + ωmn)}. (7.284)

These results enable the derivation of symmetry relations among the generalized susceptibilities χij(ω). Assume that no
external magnetic field is present and the system is time reversal invariant. Then it is possible to find a representation
such that the matrices [Fi]mn are real and symmetric. Therefore, the RHS of Eq. (7.284) is symmetric under i↔ j and so
must be its LHS, so that

χ∗ij (ω)− χji(ω) = χ
∗
ji (ω)− χij(ω)⇒ χij(ω)+ χ

∗
ij (ω) = χji(ω)+ χ

∗
ji (ω), (7.285)

i.e., Re χij(ω)=Re χji(ω). Since the real and imaginary parts of χij(ω) are related by the Kramers–Kronig relation, the
imaginary part is also symmetric. Hence, we find,

χij(ω) = χji(ω), (for time-reversal invariant systems). (7.286)

When the system is subject to an external magnetic field H (not as a generalized displacement), time reversal invariance
is broken, and the wave function is not real. Rather, they satisfy the relation ψ(H) = ψ∗(−H). Therefore, the matrix
elements of the generalized forces satisfy [Fi]nm(H) = [Fi]mn(−H). Hence, the RHS of Eq. (7.284) will not change
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under simultaneous operations i↔ j and H→−H. Therefore, instead of Eq. (7.285) we will now have,

χ∗ij (ω, H)− χji(ω, H) = χ∗ji (ω,−H)− χij(ω,−H). (7.287)

An additional symmetry relation for χij(ω, H) is obtained if one regards the Kramers–Kronig relations (7.229) as a linear
integral operator (kernel) denoted by iK̂ (see Problem 7.32),

χij(ω, H) = i
∫

dω′K̂(ω,ω′)χij(ω
′, H). (7.288)

Problem 7.32

Write the kernel K̂(ω,ω′) as a 2× 2 matrix operating on the real and imaginary parts of χij and check that it is
Hermitian.

Answer: The susceptibility in Eq. (7.288) is a two-component vector χij(ω, H) =
(Reχij(ω,H)

iImχij(ω,H)

)
. Equation (7.288) is

equivalent to Eqs (7.229), where the 2× 2 matrix K̂ is K̂ =

(
0 −1

π
P 1
ω′ −ω

−1
π
P 1
ω′−ω

0

)
, which is Hermitian.

The Hermitian conjugate of Eq. (7.288) is χ∗ij (ω, H) = −i
∫

dω′K̂(ω,ω′)χ∗ij (ω
′, H). Adding Eq. (7.288) and its Hermitian

conjugate leads to the relation,

χ∗ij (ω, H)+ χji(ω, H) = −iK̂[χ∗ij (ω, H)− χji(ω, H)], (7.289)

hence any symmetry of the sum is also a symmetry of the difference, and hence, of χij itself. Since the sum is symmetric
under simultaneous operations i↔ j and H→−H, for systems in an external magnetic field:

χij(ω, H) = χji(ω,−H). (7.290)

Finally, one may encounter a correlation 〈FiFj〉 such that at least one of the generalized forces is odd under time reversal.
If both of them are odd, then the relations (7.286) and (7.290) remain intact, but if only one of the generalized forces is
odd under time reversal, say Fi then [Fi]nm = −[Fi]mn, the RHS of Eq. (7.284) changes sign when i↔ j. Therefore, the
corresponding relations are,

χij(ω, H) = −χji(ω,−H), (Fi or Fj is odd under time-reversal), (7.291)

including the case H = 0.

7.9.4 FLUCTUATION–DISSIPATION THEOREM

The fluctuation–dissipation theorem was first formulated by Harry Nyquist in 1928, and later proven by Herbert Callen
and Theodore Welton in 1951 [118]. It relates the irreversible dissipation occurring in a system which is affected by an
external force driving it out of equilibrium, and the fluctuations of the system in thermal equilibrium [see Eq. (7.303)].
Our understanding of the relation between fluctuations of a system and its response to an external perturbation dates
back to Einstein’s 1905 famous work on Brownian motion, which was continued by John Johnson, Harry Nyquist, Lars
Onsager, and then by Callen and Welton. These works lead up to Ryogo Kubo’s description of linear response theory.

We now formulate the fluctuation dissipation theorem and derive it. To simplify notation, we assume that there is
a single external perturbation; the generalization to multiple generalized displacements is trivial. Moreover, only the
time dependence of operators will be specified (not their position, r). The same symbol will be used for a function of
time and its Fourier transform, [e.g., χ(t) and χ(ω)]. Recall our convention that FS(t) or F(t) refer to the operator in
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the Schrödinger picture (at time t = 0, we simply use F), FH(t) is its representation in the Heisenberg picture, while
FI(t) is its representation in the interaction picture. Averages performed on an operator O when the system is in thermal
equilibrium are denoted as 〈O〉0 = Tr[ρ0O]. They are quantum thermodynamic averages using a thermal density matrix.
Averages out of equilibrium are denoted as 〈O(t)〉 = Tr[ρS(t)O], where ρS(t) = ρ(t) is the time-dependent density matrix
in the Schrödinger representation.

The basic ingredients for discussing the fluctuation-dissipation theorem are now in place. Section 7.9.2 covered the
coupling of a generalized displacement [sometimes denoted by x(t), but below denoted by f (t)] of a given system to the
generalized force F ; the Hamiltonian for the system was given in Eq. (7.237). The generalized force F is a Hermitian
operator. In Eq. (7.237), H0 can be viewed as the Hamiltonian of the system in equilibrium. Equations (7.240) and (7.241)
showed that 〈F(t)〉 is a linear functional of f (t)where the coefficient χ(t− t′) is given by the retarded correlation function
of F(t) [see Eq. (7.241)]. The Kubo formula,

〈F(t)〉 = 〈F〉0 +
∞∫
−∞

dt′ χ(t − t′)f (t′), (7.292)

χ(t − t′) =
i

h̄
2(t − t′)〈[FI(t),FI(t

′)]〉0 =
1
√

2π

∞∫
−∞

dω e−iω(t−t′)χ(ω) (7.293)

will be used in developing the fluctuation-dissipation theorem. For simplicity of notation, we temporarily set h̄ = 1 and
restore it in Eq. (7.303). When the system with Hamiltonian H0 is in equilibrium at temperature T , the quantity F − 〈F〉
will fluctuate with variance 〈(F−〈F〉)2〉 characterized by a power spectrum S(ω) [see Eq. (7.294)]. This power spectrum
is the Fourier component of the two-point correlation of F at different times, S(t − t′), i.e.,

S(t − t′) = 〈FI(t)FI(t
′)〉0 =

1
√

2π

∞∫
−∞

dω e−iω(t−t′)S(ω). (7.294)

Because H1(t) = −f (t)F , where f (t) is a c-number and, in the Schrödinger representation, F is time independent,
S(τ ) = S(−τ). The difference between this correlation and χ(t − t′) of Eq. (7.293) is that S(t − t′) is not retarded and
the operators do not appear in a commutator. The fluctuation-dissipation theorem relates the imaginary part of χ(ω) that
characterizes the irreversible approach of a system to its equilibrium via dissipation, to S(ω), the power spectrum of the
fluctuations of FI around its equilibrium value.

Derivation of the relation between S(ω) and Imχ(ω) uses the spectral decomposition of S(t) and χ(t). The Fourier
transform of S(t) is the inverse of Eq. (7.294),

S(ω) =
1
√

2π

∞∫
−∞

dt eiωt
〈FI(t)FI(0)〉0. (7.295)

The quantum thermodynamic averages are carried out with respect to the equilibrium density matrix. Let {|φα〉} denote the
complete set of eigenfunctions of the time-independent Hamiltonian H0, with corresponding energies {εα}. By definition,

〈FI(t)FI(0)〉0 =
∑
α

〈φα|FI(t)FI(0)|φα〉e
−β(εα−F), (7.296)

where the free energy F is related to the equilibrium partition function Z by

F = −kBT ln Z = −kBT ln
∑
α

eβεα . (7.297)
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Note that FI(0) = FS ≡ F . Inserting expansion (7.296) into (7.295), introducing the identity operator
∑
γ |φγ 〉〈φγ |

between FI(t) and FI(0) = F , and performing the time integration and setting h̄ = 1, we find

S(ω) =
√

2π
∑
αγ

e−β(εα−F)
|〈φα|F(0)|φγ 〉|2 δ(εγ − εα − ω). (7.298)

Because S(τ ) = S(−τ), S(ω) is real. The temporal correlation function is,

S(t − t′) =
∑
αγ

e−β(εα−F)
|〈φα|F(0)|φγ 〉|2 e−i(εγ−εα)(t−t′). (7.299)

FIG 7.16 Two typical correlation functions 〈FI (τ )F〉0
〈F2〉0

versus τ :

Gaussian function (dot-dashed curve) and exponential function
e−a|τ | (solid curve).

Within the linear response formalism, S is indepen-
dent of the generalized displacement f (t). Figure 7.16
shows typical behavior of C(τ ) ≡ 〈FI(τ )F〉0

〈F2〉0
=

S(τ )
S(0)

versus τ . It typically falls off rapidly (exponentially or
as a Gaussian) as a function of τ .

Next, we apply the same procedure to χ(ω),

χ(ω) =
i
√

2π

∞∫
−∞

dt eiωt2(t)〈 [FI(t),FI(0)] 〉0,

(7.300)
to obtain

χ(ω)=−
√

2π eβF
∑
γα

(e−βεγ − e−βεα )
|〈φα|F |φγ 〉|2

εγ − εα +ω
.

(7.301)

Using the Kramers–Kronig relation (7.229b), we
obtain

Imχ(ω) =

√
2π

2
(1− e−βω)

∑
αγ

e−β(εα−F)
|〈φα|F |φγ 〉|2δ(εα − εγ − ω). (7.302)

From Eq. (7.298), the RHS of Eq. (7.302) is proportional to S(ω). Restoring h̄ units, we obtain the fluctuation-dissipation
theorem,

S(ω) =
2h̄

1− e−βh̄ω
Imχ(ω). (7.303)

Thus, employing spectral decomposition, we established a direct link between the power spectrum S(ω) and the dissipa-
tive part of the response function χ(ω).

Example 1:
Consider a free particle in a 1D system of length L with periodic boundary conditions subjected to a perturbation −f (t)F
where the generalized displacement f (t) is coupled to the generalized force, F ≡ V(x) = 2V0 cos k1x, where k1 =

2π
L .

The Hamiltonian is,

H = −
h̄2

2m

d2

dx2
− f (t)2V0 cos k1x ≡ H0 − f (t)V(x), (7.304)

where f (t) is an arbitrary dimensionless function. The eigenfunctions of H0 are normalized plane waves,

〈x|k〉 =
1
√

L
eikx, εk =

h̄2k2

2m
, k = nkk1, nk = 0,±1,±2, . . . . (7.305)
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Note that

〈k′|V|k〉 =
V0

L
(δk′,k+k1 + δk′,k−k1). (7.306)

Substitution of these expressions into Eq. (7.299) yields,

S(t) =
V0eβF

L2

∑
kk′

e−βεk (δk′,k+k1 + δk′,k−k1) e
i
h̄ (εk−εk′ )t. (7.307)

To exploit the delta function constraints, define the velocity v1 ≡ h̄k1/m and note that (εk − εk±k1) = ∓
h̄
2 v1(k − k1).

Thus, we are left with a single sum on k,

S(t) =
V0eβF−iv1k1t/2

L2

∑
k

e−βεk (eiv1kt/2
+ e−iv1kt/2). (7.308)

If we define α2
≡ β h̄2

2m = βεk/k2 and employ the approximation 1
L

∑
k →

1
2π

∫
dk, we obtain a Gaussian correlation

function,

S(t) =

√
V2

0

πα2L2
e
βF−iv1k1t/2−

(v1 t)2

16α2 . (7.309)

The Fourier transform of the correlation function (see Problem 7.33) gives the loss via the fluctuation-dissipation theorem,
Eq. (7.303).

Problem 7.33

Show that the power spectrum is given by,

S(ω) =
V0eβF

L

√
8

πv2
1

exp

[
−α2

(
ω

v1
−

k1

2

)2
]

, (7.310)

where by definition of the partition function is Z = e−βF
=
∑

k e−βεk , and an integral approximation of the sum

gives, eβF
=

√
βh̄2

2mπL2 .

Example 2:
Consider again a free particle in 1D with external potential V = ap/h̄ = −ia d

dx , where the units of the constant a is such
that V has dimension of energy and f (t) is dimensionless. The Hamiltonian is

H = −
h̄2

2m

d2

dx2
+ f (t)ia

d

dx
. (7.311)

In Problem 7.34 you will complete the analysis.

Problem 7.34

Following an analysis similar to that of Example 1, show that the power spectrum is,

S(ω) = S0δ(ω), S0 =
1

√
2πL2

eβF
∑

k

e−βεk a2k2
=

2ma2

√
2πL2h̄2β

. (7.312)
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Answer: The matrix element of V between plane waves is, 〈k|V|k′〉 = ka
L δkk′ . Using Eq. (7.299),

S(t) =
1

L2
eβF

∑
k

e−βεk a2k2 (7.313)

is independent of t. Taking the Fourier transform, we get the first result of Eq. (7.312). The second equality for S0 is

obtained by noting that
∑

k k2e−βεk = −
2m
h̄2

∂Z(β)
∂β

, where Z(β) = L
√

2mπ
βh̄2 .

Historic Applications of the Fluctuation-Dissipation Theorem

The fluctuation-dissipation theorem makes the connection between the spontaneous fluctuations in the system in equilib-
rium, as described by the non-retarded correlation function S(ω), and the response of the system to external perturbations,
as determined by the susceptibility.

Historically, three applications of the fluctuation-dissipation theorem have been especially important (all of these
applications were developed before the proof of the theorem by Callen and Welton was published):

1. Brownian motion. A body moving with velocity ẋ that experiences a friction force F = −ηẋ also experiences a
fluctuating force that is related to the friction coefficient η by the relation,

∫
∞

−∞
dτ 〈[FI(τ ),FI(0)]〉0 = 2kBTη, i.e.,

S(ω) = S0δ(ω).
2. Dissipative Harmonic Oscillator. Consider the fluctuations of a particle in a harmonic oscillator potential of frequency
ω in thermal equilibrium at a temperature T . Just as in Brownian motion, the integral over the velocity–velocity
correlation function gives the diffusion coefficient for the Brownian motion of the particle,

∫
∞

−∞
dτ 〈[vI(τ ), vI(0)]〉0 =

D. The velocity–velocity correlation for a free particle can be calculated by using the fluctuation-dissipation theorem
and taking the limit as ω→ 0. When written in the form, D = µkBT , where µ is the mobility, defined as the average
drift velocity divided by the applied external field (see Sec. 9.2.1), this relation is called the Einstein–Smoluchowski
relation.

3. Fluctuating Currents. These fluctuations are called thermal or Johnson–Nyquist noise. The word noise indicates fluc-
tuations of a given measurable quantity about its mean (it may be related not only to thermal fluctuations but also
to shot noise — see below). Thermal noise occurs at frequencies ω ≤ kBT/h̄. A closed electrical circuit contain-
ing a resistor, whose conductance is G = 1/R, where R is the resistance, experiences fluctuations of the current
I(t),

∫
∞

−∞
dτ 〈[II(τ ), II(0)]〉0 = 2GkBT , where T is the temperature. The spectral density in equilibrium (V = 0) is

S = 4kBTG, independent of frequency. The term white noise means that S(ω) is independent of frequency. (Another
possibility is to observe voltage fluctuations 〈V2

〉 = 4kBTR1ω, where1ω is the bandwidth over which the voltage is
measured.) Electrical noise can also be described in terms of current fluctuations 〈II(ω)II(0)〉0 in a conductor subject
to a voltage difference V . For V 6= 0, the noise increases and becomes frequency dependent. Experimentally, the
noise power is directly measurable by the quantity of heat collected in a cold reservoir.

Another important fluctuation phenomenon, referred to as shot noise, is important at very low temperatures and when
the current is very small. In contrast to thermal (Johnson–Nyquist) noise, resulting from the thermal excitations of elec-
trons, shot noise is due to the discreteness of the electrical charge (the semiclassical view is that the individual electron
wave packets arrive at the detector at quasi-random6 times). We will say more about shot noise in Chapter 13. At low
temperature, fluctuations are still related to dissipation via the fluctuation-dissipation theorem, i.e., shot noise is properly
included in the theorem.

In Chapter 17, linked to the book web page, we shall return to the study of fluctuations and dissipation in system–bath
interactions.

6 Quasi because electrons repel each other, so electron arrival times have a whole in their arrival time distribution. See Hanbury Brown–Twiss effect for
fermionic particles.

https://sites.google.com/site/thequantumbook/
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In classical mechanics, we can keep track of individual particles, even if they are identical. Consider two identical
particles undergoing a collision as shown in Fig. 8.1. Knowing their initial positions and momenta at time t = 0, their
motion as a function of time can be followed. Hence, we can think of the particles as being numbered, as in Fig. 8.1, and
following their trajectories, we can keep track of which particle is which. But in quantum mechanics, particle trajectories
cannot be followed; this would involve determining the position of each particle at each instant of time (which disturbs the
particles). Moreover, the uncertainty principle does not allow determining both the position and momentum with infinite
precision. Thus, while the two situations shown in Fig. 8.1 can be distinguished classically, they cannot be distinguished
quantum mechanically, even in principle. Quantum mechanically, identical particles entirely lose their individual identity
and are completely indistinguishable. This principle of indistinguishability of identical particles plays a fundamental role
in quantum theory and is called exchange symmetry (see Sec. 2.9.1). The name describes the symmetry of the wave
function on exchange of identical particles. Before discussing exchange symmetry in detail, we develop the mathematics
of permutation symmetry, using permutation group concepts (see the brief review of group theory and symmetry in
Appendix E).

8.1 PERMUTATION SYMMETRY

An arbitrary permutation, i.e., rearrangement, of N positive integer numbers, or N objects (particles), is represented as

P =

(
1 2 . . . N
α(1) α(2) . . . α(N)

)
, (8.1)

where α(i) is an integer ≤ N and the function α is 1-to-1 and onto [no duplication of numbers in the second row on the
RHS of (8.1) and all the positive integers up to and including N are present]. The symbol on the RHS of Eq. (8.1)
should be read as follows: replace the number 1 by the number (or object) α(1), 2 by α(2), . . . , and N by α(N).

|k>1

|k >2

|k>2

|k >1

FIG 8.1 Scattering of two identical particles 1 and 2 which
can be distinguished in classical mechanics but
cannot be distinguished in quantum mechanics.
The shaded region is where the particles interact
strongly.

The permutations of N objects form a group having N! ele-
ments, denoted by SN , since multiplication of permutations can
be defined (see below) and all the group axioms (associativ-
ity, identity, and inverse) are met. Arbitrary permutations can be
decomposed into products of two-cycles, Pij =

(i j
j i

)
; this two-

cycle is a permutation that replaces i with j and j with i. Two-
cycles are also called transpositions. In quantum mechanics, we
can define the permutation operator Pij to be the operator that
affects the replacement of particle i with particle j and j with i
(Pij permutes particles i and j).

Two permutations can be multiplied and the result is also a
permutation; if P1 maps n→ α(n) and P2 maps n→ β(n), then
P2P1 maps n→ γ (n) = β[α(n)]. For example, suppose

P1 =

(
1 2 3 4 5
2 4 3 5 1

)
, P2 =

(
1 2 3 4 5
5 4 1 2 3

)
, (8.2)

then the product P2P1 is the permutation

P2P1 =

(
1 2 3 4 5
4 2 1 3 5

)
. (8.3)

Note that first P1 is applied, then P2. Figure 8.2 shows how the product permutation is obtained.
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1   2   3   4   5 
2   4   3   5   1 
 
 
1   2   3   4   5 
5   4   1   2   3

(

( )

  )P1 =

P2 =

FIG 8.2 The product, P2P1, of the
permutations in (8.2) is obtained by
following the arrows, e.g.,
1→ 2→ 4, 2→ 4→ 2, etc., to
obtain (8.3).

A permutation is even if it can be written as a product of an even number of
two-cycles, and odd otherwise. An example of an even permutation is

P =

(
1 2 3 4
2 1 4 3

)
= (12)(34), (8.4)

since it can be written as an even number of two-cycles. Note that the two-
cycle (34) on the right is applied first and (12) afterward. An example of an
odd permutation is

P =

(
1 2 3 4 5
2 3 4 1 5

)
= (14)(13)(12). (8.5)

The one-cycle (5) is often left out for concise notation. The even permutations of N objects is a proper subgroup of the
permutation group SN .

A cyclic permutation P = (12 . . .N) is a permutation of the form

P = (12 . . .N) ≡

(
1 2 . . . N − 1 N
2 3 . . . N 1

)
. (8.6)

A cyclic permutation can be written as a product of two-cycles in the form, (a1a2 . . . aN) = (a1aN)(a1aN−1) . . . (a1a2).

A three-cycle is a cyclic permutation of three numbers, e.g., (123), or (6, 9, 13) =

(
6 9 13
9 13 6

)
. A permutation is said to

be in disjoint cycle form if it is written so that the various pairs of cycles which define it have no number in common.

Problem 8.1

(a) Show that P12[= (12)] and P23[= (23)] do not commute, i.e., the permutation group is not abelian.
(b) Demonstrate that P−1

12 = P12.

(c) Show that (123)−1
=

(
1 2 3
3 1 2

)
.

Problem 8.2

Show that the product P1P2 of the permutations in (8.2) is P1P2 =

(
1 2 3 4 5
1 5 2 4 3

)
.

The parity of a permutation P, δP, is defined to be+1 for even and−1 for odd permutations. We can write δP = (−1)P

with understanding that P in the exponent is even (odd) if the permutation P is even (odd).
A permutation P of the N arguments of a function f (r1, r2, . . . , rN) is defined such that Pf (r1, r2, . . . , rN) =

f (rα(1), rα(2), . . . , rα(N)). For example, consider a function f (r1, r2, . . . , rN) of N coordinate vectors that is a sym-
metric function of its arguments. If we apply any permutation P to this function, then Pf (r1, r2, . . . , rN) =

(+1)f (r1, r2, . . . , rN). If f (r1, r2, . . . , rN) is antisymmetric, and we apply a permutation P to it, then Pf (r1, r2, . . . , rN) =

(−1)f (r1, r2, . . . , rN) if P is odd (i.e., the eigenvalue corresponding to an antisymmetric function is −1 if P is odd),
whereas, Pf (r1, r2, . . . , rN) = (+1)f (r1, r2, . . . , rN) if P is even.

The symmetrization operator for N particles, S, is given by

S ≡
1

N!

∑
P

P, (8.7)
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and the antisymmetrization operator for N particles, A, is

A ≡
1

N!

∑
P

δP P. (8.8)

Clearly, any nonzero constant times these operators also does the job. Application of S to any function f (r1, r2, . . . , rN)

yields a symmetric function (or the zero function, if the initial function is antisymmetric), and application of A yields an
antisymmetric function (or the zero function if the initial function is symmetric).

Problem 8.3

(a) Determine the symmetrization and antisymmetrization operators for the spin degrees of freedom of two
spin 1/2 particles in terms of the permutation operator P12 (see Problem 4.33).

(b) Show that these operators can be written as S = 3
4 1+ 1

4σ 1 · σ 2 and A = 1
4 (1− σ 1 · σ 2).

(c) Write these operators as 4×4 matrices using the basis (5.24).
(d) Write P12 as a 4×4 matrices using the basis (5.24).
(e) Explicitly write S and A for 3 particles in terms of permutation operators.

Answers: (a) S =
1

2
(1+ P12), A =

1

2
(1− P12).

(c) S =
1

2


2 0 0 0
0 1 1 0
0 1 1 0
0 0 0 2

, A =
1

2


0 0 0 0
0 1 −1 0
0 −1 1 0
0 0 0 0

. (d) P12 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

.

(e) Hint: There are six terms in the sums.

Problem 8.4

For any N, show that S2
= S, A2

= A and SA = AS = 0.

Hint: First show that for any permutation P, the following holds: PS = SP = S, PA = AP = δPA.

8.1.1 THE SYMMETRIC GROUP SN

The symmetric group SN , sometimes called the permutation group (but this term is often restricted to subgroups of the
symmetric group), provides the mathematical language necessary for treating identical particles. The elements of the
group SN are the permutations of N objects, i.e., the permutation operators we discussed above. There are N! elements in
the group SN , so the order of the group is N!. The unit element, I, of SN is

I =

(
1 2 3 4 5
1 2 3 4 5

)
, (8.9)

and the inverse of the element in (8.1) is (
α(1) α(2) . . . α(N)

1 2 . . . N

)
. (8.10)

Note that we typically rearrange the columns of this form so that the numbers in the upper row are ordered consecutively
from 1 to N.
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The following important results are known for the symmetric group. Every group G of order N is isomorphic to a
subgroup of SN ; this result is known as Cayley’s theorem. The set of all even permutations of N objects forms a subgroup
of SN known as the alternating group, denoted as AN ; it has order N!/2. The conjugate classes of SN correspond to
the cycle structures of permutations. Two elements of SN are conjugate if and only if they consist of the same number
of disjoint cycles of the same lengths; e.g., in S5, (123)(45) and (145)(23) are conjugate, but these elements are not
conjugate to (12)(35).

8.1.2 YOUNG TABLEAUX

A convenient bookkeeping technique for imposing permutation symmetry known as Young tableaux was developed by
the British mathematician Alfred Young in 1901. It provides the means to describe the representations of the symmetric
group and the general linear group GL(N). Here, we use Young tableaux to characterize the exchange symmetry of
particles with (and without) spin.

21 4 7 8 16 20

119

15

3 5

10

6

16

18

21

12 14

17

19

(a) (b)

FIG 8.3 A Young tableau for a function f (r1, r2, . . . , r21). There are 21 spatial
variables, hence 21 boxes. (a) A particular partition for 21 variables. The
partition with dashed lines is complementary to the solid-lined partition. (b)
The right hand side shows a particular Young tableau.

Let us consider a function
f (r1, r2, . . . , rN) of N spatial variables
and determine its symmetry properties
with respect to the variables. The N vari-
ables r1, r2, . . . , rN , i.e., the suffixes 1, 2,
3, . . . , N, can be divided into K ≤ N sets
with ni elements in set i, i = 1, 2, . . . , K,
with n1 + n2 +· · · nK =N. This division
can be portrayed by a Young tableau
(plural tableaux), as shown in Fig. 8.3
for N = 21, in which each of the
numbers n1, n2, . . . is represented by a
row of ni cells with

∑
i ni = N, i.e.,

in Fig. 8.3,
∑

i ni = 21. The lines are
placed in order of decreasing length, so
the diagram, called a partition, contains
not only successive horizontal rows with
nonincreasing length but also vertical

columns of non-increasing length from left to right, as in Fig. 8.3(a). The complementary partition is drawn in dashed
lines. The various partitions are labeled by a partition number λ. Now, one of the integers 1, 2, 3, . . . , N is to be placed
into each square of the partition, such that numbers increase from left to right in each row and increase from top to
bottom in each column, as in Fig. 8.3(b). This construction is called a Young tableau [2].

One now symmetrizes the function f (r1, r2, . . . , rN) with respect to the variables in each row. Hence, antisymmetriza-
tion with respect to a pair of variables in the same row gives zero identically. Having chosen one variable from each row,
we can, without loss of generality, regard them as being in the first cells in each row, i.e., after symmetrization, the order
of the variables among the cells in each row is immaterial. Let us now antisymmetrize with respect to these variables.
Then, deleting the first column, we antisymmetrize with respect to variables chosen one from each row in the reduced
diagram; these variables can again be deleted by deleting this row. Continuing this process, we finally have the function
first symmetrized with respect to the variables in each row and then antisymmetrized with respect to the variables in
each column. However, after antisymmetrization, the resulting function is in general not symmetric with respect to the
variables in each row of the tableau. The symmetry is preserved only with respect to the variables in the cells of the first
row which project beyond the other rows. Having distributed the N variables in various ways among the rows of a Young
tableau, the distribution among the cells in each row being immaterial, except for the criteria of increasing numbers in the
rows and columns, we thus obtain a series of functions, which are transformed linearly into one another when the vari-
ables are permuted in any manner. Not all these functions are linearly independent—the number of independent functions
is in general less than the number of possible distributions of the variables among the rows of the diagram.
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To illustrate Young tableaux techniques for a simple example, consider the spin states of a two-electron system
χ(σ1, σ2). Spin Young tableaux are composed of cells corresponding to spin states of an electron represented by boxes,
1 for spin-up and 2 for spin-down. The two-electron spin functions χ(σ1, σ2), i.e., N = 2, can have variables σ1 and

11 2 221

1

2

FIG 8.4 Young tableau for two-electron spin functions.
The tableaux in the first row correspond to
| ↑〉| ↑〉 + | ↑〉| ↑〉, | ↑〉| ↓〉 + | ↓〉| ↑〉 and
| ↓〉| ↓〉 + | ↓〉| ↓〉, respectively. The second row
tableau corresponds to | ↑〉| ↓〉 − | ↓〉| ↑〉.

S = 5

S = 0

S = 1

FIG 8.5 Young partitions for spin functions of 10 electrons.
The top tableaux is totally symmetric in the 10
electrons and corresponds to S = 5. The middle
tableaux corresponds to S = 0, and the bottom
tableaux corresponds to S = 1. S = 1, 2, 3, 4 and 5
tableaux can be obtained from the S = 0 tableau by
consecutively moving boxes from the second row
to the first.

σ2 that are either ↑, represented by a cell containing the number
1, or ↓, represented by a cell containing the number 2. The three
symmetric states corresponding to the three possible orientations
of the spin-triplet state and the antisymmetric state corresponding
to the spin singlet are shown in Fig. 8.4.

Now consider the spin wave functions of N electrons,
χ(σ1, σ2, . . . , σN). Their kinds of symmetry with respect to per-
mutations of the particles are given by the same Young diagrams
as we considered for two spins. The spin variables σ1, σ2, . . . , σN

can take only the two values corresponding to cells in the Young
tableau containing only 1 and 2. Since a function antisymmetric
with respect to any two variables vanishes when these variables
take the same value, the Young tableau for the spin functions can
contain columns of only one or two cells. Hence, only one or two
rows can exist in these tableau; a higher number of rows is impos-
sible for spin 1/2 Young diagrams. Figure 8.5 shows three of the
possible six spin Young tableau for 10 electrons. The tableaux
for the S = 1, 2, 3 and 4 states with 10 electrons can be eas-
ily obtained from the S = 0 tableaux by consecutively moving
boxes from the second row to the first or from the S = 5 tableau
by consecutively moving boxes from the first row to the second.

Young tableau can be used to determine irreducible represen-
tations of the symmetric group (see the group theory Appendix E
for a discussion of irreducible representations). The dimension
of the irreducible representation corresponding to a given parti-
tion is equal to the number of different Young tableaux that can
be obtained from the partition (the number of ways of filling in
numbers into the partition). We shall discuss the use of Young
tableaux for symmetrizing the wave function of identical parti-
cles that are written as the product of a spatial function and a spin
function in Sec. 8.6. Young tableaux can also be used to construct
representations of the general linear group, but we shall not dis-
cuss this topic.

8.2 EXCHANGE SYMMETRY

Consider a wave function of N identical particles. As discussed in Sec. 2.9.1, exchanging any two of them must yield a
wave function which is identical to the initial wave function, up to a phase factor,

Pij9(x1, . . . , xi, . . . , xj, . . . , xN) ≡ 9(x1, . . . , xj, . . . , xi, . . . , xN)

= eiα9(x1, . . . , xi, . . . , xj, . . . , xN). (8.11)

Applying the permutation operator again yields the identity operator, i.e., P2
ij = 1, so e2iα

= 1, and the eigenvalues of
Pij are ±1. The term exchange symmetry is appropriate because, as we shall see below, no observable physical quantity
should change after exchanging two identical particles.
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Problem 8.5

Consider two identical particles, each of which has one-particle states represented in coordinate representation by
the orthogonal wave functions ψα(r) and ψβ(r). Define the symmetric and antisymmetric and wave functions of the
system, 9(S)(r1, r2) = ψα(r1)ψβ(r2)+ ψβ(r1)ψα(r2) and 9(A)(r1, r2) = ψα(r1)ψβ(r2)− ψβ(r1)ψα(r2). Let us
suppose that there is no symmetrizafion rule for identical particles so the system would in general have the
following wave function: 9(r1, r2) = a9(S) + b9(A), with |a|2 + |b|2 = 1. Calculate the probability of finding a
particle at r1 and another one at r2.

Answer: P(r1, r2) = |9(r1, r1)|
2
+ |9(r2, r1)|

2
= 2|a|2|9(S)(r1, r2)|

2
+ |b|2|9(A)(r1, r2)|

2. P(r1, r2) depends on
|a|2 and |b|2. We shall see below that a and b can only be such that |a|2 = 1, |b|2 = 0, or |a|2 = 0, |b|2 = 1.

8.2.1 SYMMETRIZATION POSTULATE

All elementary particles have an intrinsic angular momentum called spin. There are two types of particles, with dif-
ferent permutation properties, depending on spin: Bosons and Fermions. The application of the permutation operator on
elementary particles depends on the spin of the particles. This dependence is summarized in the symmetrization postulate.

Symmetrization Postulate:

• For integer spin particles (bosons) [S = (0, 1, 2, . . .)h̄], the exchange of any two bosons leaves the wave function
unchanged:

Pij9(x1, . . . , xi, . . . , xj, . . . , xN) = +9(x1, . . . , xi, . . . , xj, . . . , xN). (8.12)

• For half-integer spin particles (fermions) [S = (1/2, 3/2, . . .)h̄], the exchange of any two fermions changes the
sign of the wave function:

Pij9(x1, . . . , xi, . . . , xj, . . . , xN) = −9(x1, . . . , xi, . . . , xj, . . . , xN). (8.13)

For the fermion case, consider, for example, an N electron state wave function, ψ(x1, x2, . . . , xN). According to the
symmetrization postulate, the wave function must be antisymmetrized. Therefore, the Young partition for the spatial wave
function multiplying the spin wave function must be complementary to the spin partition if the total wave function is to
be antisymmetric. This is related to the Pauli exclusion principle which states that only one electron can occupy a given
electron state; otherwise, the antisymmetrized wave function would vanish.

For the boson case, an N boson wave function, ψ(x1, x2, . . . , xN), must be symmetrized. For example, for N hydrogen
atoms or N 7Li atoms, the N atom wave function must be symmetrized with respect to all the particles. Since the total
wave function must be symmetric for bosons, the tableaux corresponding to the spatial and spin parts of the wave function
must be identical, i.e., the Young partitions for the spatial and spin parts of the wave function must be identical.

Any two-particle wave function can be written as a sum of products of single-particle states, and the corresponding
kets can be written as |ψ〉 =

∑
αβ

Cαβ |α〉1|β〉2 where |α〉1 and |β〉2 are single-particle states. By definition of the two-cycle,

P12 operating on the state |α〉1|β〉2, P12|α〉1|β〉2 = |α〉2β〉1 = |β〉1|α〉2, hence P12 |ψ〉 =
∑
αβ

Cαβ |β〉1 |α〉2. Therefore,

P12 ψ(x1, x2) = 〈x1, x2|P12|ψ〉 = 〈x1, x2|
∑
αβ

Cαβ |β〉1 |α〉2 =
∑
αβ

Cαβ〈x2|α〉〈x1|β〉. (8.14)

Note that we have just shown that

P12ψ(x1, x2) = ψ(x2, x1) where [x means r and spin]. (8.15)
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Exchanging two particles in a wave function is equivalent to changing the coordinates of the particles (i.e., exchanging
their positions and spin). From Eqs. (8.12) and (8.13), we know that for bosons, ψ(x2, x1) = ψ(x1, x2), whereas for
fermions, ψ(x2, x1) = −ψ(x1, x2).

The Hamiltonian of a set of indistinguishable particles must be unchanged by permutations of the particles. Moreover,
the principle of indistinguishability of identical particles implies that dynamical states that differ only by a permutation
of identical particles cannot be distinguished. Hence, for any two particles, e.g., 1 and 2,

〈ψ |B|ψ〉 =
〈
ψ

∣∣∣P†
12BP12

∣∣∣ψ〉 , (8.16)

for any|ψ〉 and dynamical operator B. Therefore, B = P†
12BP12, so P12B = BP12. All physical observables of a many-

identical-particle system must be invariant under permutations, i.e., commute with permutation operators.
For eigenstates of the total angular momentum of two identical particles with j1 = j2 = j, the symmetry of the states

under exchange of the two particles is determined by the property of the Clebsch–Gordan coefficients, 〈jjmm′|JM〉 =
(−1)J−2j

〈jjm′m|JM〉 (see Problem 3.26). The eigenstate of the total angular momentum is

| jj JM〉 =
∑
mm′

| jm〉1| jm
′
〉2〈 jjm

′m|JM〉

=
1

2

∑
mm′

[
| jm〉1| jm

′
〉2 + (−1)J−2j

| jm′〉1| jm〉2
]
〈 jjmm′|JM〉. (8.17)

Upon interchanging particles 1 and 2, state | jj JM〉 is multiplied by (−1)J−2j. Hence, if J − 2j is odd (even), the state is
antisymmetric (symmetric). Thus, both the symmetric boson states and the antisymmetric fermion states will have even
J only, odd J states have the wrong symmetry in both cases.

The interchange of two identical spinless particles is equivalent to inversion of their relative coordinate, r = r2−r1 →

−r. If the total orbital angular momentum l of the two particle system is a good quantum number, the properties of the
spherical harmonics Ylm(θ ,φ) imply that the result of inversion θ → π − θ and φ → φ + π is to multiply the spatial
wave function of the two particles by (−1)l. Hence, the orbital angular momentum of a system of two spinless identical
particles interacting via central potential must be even.

If we interchange two identical particles with spin s = 1/2, say, electrons, then the total wave function of the system
must be antisymmetric. For two particles, the total wave function can be written as a product of a spatial and spin function.
Hence, if the coordinate wave function is symmetric, the spin function must be antisymmetric, and vice versa.

Problem 8.6

For a system of two identical particles, each of which can be in one of n quantum states, show that there are
n(n+ 1)/2 symmetric, and n(n− 1)/2 antisymmetric states.

Answer: For n single-particle states, there are n symmetric states with both particles in the same state, and
n(n− 1)/2 symmetric states with the particles in different states, so the total number of symmetric states is
n(n+ 1)/2. The number of antisymmetric states is n(n− 1)/2, because states with both particles in the same state
are precluded.

Problem 8.7

For two particles having spin J, show that the ratio of symmetric to antisymmetric spin states is (J + 1)/J.

Answer: For particles with spin J, there are n = 2J + 1 single-particle states with different MJ . Hence, the number
of symmetric states is nsym = (J + 1)(2J + 1) and the number of antisymmetric states is nantisym = J(2J + 1). The
ratio is therefore (J + 1)/J.
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Problem 8.8

Consider the wave function of a system of two identical spinless particles that is an eigenfunction of the relative
orbital angular momentum of the two particles, L. Show that the quantum number l must be even.

Hint: Let 9(r1, r2) = 8(
r1+r2

2 )ψl(r2 − r1). Here, inversion is equivalent to permutation. Inversion multiplies
ψl(r2 − r1) by (−1)l.

Problem 8.9

Explain the effects of exchange symmetry in determining the energy of the Fermi contact term for singlet and triplet
states of identical fermionic particles that have a magnetic moment.

Answer: For the Fermi contact term to be nonzero, the two particles must be at the same position in space. For a
singlet state, the spin wave function is antisymmetric so the spatial part of the wave function must be symmetric,
and the particles can be at the same position. For a triplet state, the spin part of the wave function is symmetric, so
the spatial part of the wave function must be antisymmetric, and therefore, the two particles cannot be at the same
position. Hence, the Fermi contact term vanishes.

8.3 PERMANENTS AND SLATER DETERMINANTS

As discussed in Appendix A.2.2, a determinant of a square N × N matrix B is a scalar, denoted by det(B) or |B|, defined
by det(B) =

∑
P (−1)P

∏N
i=1 bi,P(i), where P(i) = α(i) as per Eq. (8.1). It is often written in the form:

det(B) =

∣∣∣∣∣∣∣∣∣∣∣∣

b11 b12 b13 . . . b1N

b21 b2N

b31
. . . b3N

...
...

bN1 bN2 bN3 . . . bNN

∣∣∣∣∣∣∣∣∣∣∣∣
. (8.18)

A permanent of a square N × N matrix B is a scalar, denoted by perm(B) defined by perm(B) =
∑

P
∏N

i=1 bi,P(i), i.e.,
it is a determinant without the minus signs. We shall use permanents when we deal with bosons.

Slater determinants, named after John Slater, are simply determinants composed of spin orbitals that are used for wave
functions of multi-fermion systems such as atoms or molecules. Simple examples of Slater determinants for two-electron
systems, which involve 2×2 determinants, will be used to construct two-particle atomic states in the next section, see
Eqs. (8.24)–(8.27). For N identical fermions in a product wave function form, ψ(x1, . . . , xN) = uα(x1)uβ(x2) . . . uν(xN),
where the single-paticle wave functions for the particles are given by spin orbitals, uβ(xi), the antisymmetrized wave
function is

9(x1, . . . , xN) =
1
√

N!

∑
P

(−1)PP uα(x1)uβ(x2) . . . uν(xN) ≡
√

N!Aψ . (8.19)

For spin orbitals uβ(xi) = φβ(ri)χi, the wave function can be written in terms of a Slater determinant,

9(1, 2, . . . , N) =
1
√

N!

∣∣∣∣∣∣∣∣∣
φ1(1)α1 φ1(1)β1 · · · φn(1)β1

φ1(2)α2 φ1(2)β2
...

...
φ1(N)αN φ1(N)βN · · · φn(N)βN

∣∣∣∣∣∣∣∣∣ . (8.20)
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For many-electron states with spin-paired wave functions (singlets), the wave function can be written in terms of Slater
determinants with an equal number of spin-up and spin-down spinors.

An often utilized shorthand notation uses bars to indicate the spin-down state β, with a lack of a bar indicating the
spin-up state α. With this notation, Eq. (8.20) becomes

9(1, 2, . . . , N) =
1
√

N!

∣∣∣∣∣∣∣∣∣
φ1(1) φ1(1) · · · φn(1)
φ1(2) φ1(2)

...
...

φ1(N) φ1(N) · · · φn(N)

∣∣∣∣∣∣∣∣∣ . (8.21)

An even more concise notation is to show the diagonal terms only, e.g., for the beryllium atom ground state wave
function, one can write 9(1, 2, 3, 4) = 1

√
4!
|1s(1) 1s(2) 2s(3) 2s(4)|. Sometimes one simply writes 9 = |1s 1s 2s 2s|,

where the normalization and the coordinate indices are implied.
Quite generally, electronic wave functions take the form

9(x1, x2, . . . , xN) =
1
√

N!

∑
P

(−1)PP u(x1, x2, . . . , xN), (8.22)

where u(x1, x2, . . . , xN) is a multicomponent spinor for the N electrons, and the wave function in Eq. (8.22) has been
antisymmetrized by applying

√
N!A to u(x1, x2, . . . , xN).

If the wave function for N identical bosons is constructed from single-paticle spin orbitals uβ(xi), then the wave
function is given by

9(x1, x2, . . . , xN) =
1
√

N!

∑
P

P uα(x1)uβ(x2) . . . uν(xN) ≡
√

N!S ψ . (8.23)

Problem 8.10

Two noninteracting identical particles occupy the two energy levels, E0 and En, in a one-dimensional quadratic
potential, V(x) = mω2(x− xe)

2/2. Calculate 〈x1x2〉 for bosonic and fermionic particles.

Answer: 〈x1x2〉 =
1
2 (〈x1〉0〈x2〉n + 〈x1〉n〈x2〉0 ± 〈x1〉0n〈x2〉n0 ± 〈x1〉n0〈x2〉0n =

〈x〉0〈x〉n ± |〈x〉0n|
2. Now, 〈x〉0 = 〈x〉n = xe but 〈x〉0n = xe only if n is odd. Otherwise, you need to calculate the

matrix element.

8.4 SIMPLE TWO- AND THREE-ELECTRON STATES

The simplest examples of multielectron systems are two-electron systems. For the two-electron wave function corre-
sponding, e.g., to the ground state of the helium atom, one takes the spin-singlet with both electrons in the lowest orbital
and the wave function takes the form:

9s(x1, x2) =
1
√

2!

∣∣∣∣uα(x1) uβ(x1)

uα(x2) uβ(x2)

∣∣∣∣ = 1
√

2

∣∣∣∣φ100(r1)χ↑(1) φ100(r1)χ↓(1)
φ100(r2)χ↑(2) φ100(r2)χ↓(2)

∣∣∣∣
= φ100(r1)φ100(r2)

1
√

2

[
χ↑(1)χ↓(2)− χ↓(1)χ↑(2)

]
. (8.24)

In terms of spin-up-down notation, 9s(x1, x2) = φ100(r1)φ100(r2)
1
√

2
[|↑↓〉 − |↓↑〉]. Two-electron triplet states must

have the spatial part of the wave function antisymmetric, since the spin part is symmetric. Hence, the spatial orbitals must
be different; otherwise, the spatial wave function will vanish. The triplet with one electron in the 1s and the other electron
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in the 2s orbital, and both spins pointing up, is given by the following wave function:

9t(x1, x2) =
1
√

2!

∣∣∣∣uα(x1) uβ(x1)

uα(x2) uβ(x2)

∣∣∣∣ = 1
√

2

∣∣∣∣φ100(r1)χ↑(1) φ200(r1)χ↑(1)
φ100(r2)χ↑(2) φ200(r2)χ↑(2)

∣∣∣∣
=

1
√

2
[φ100(r1)φ200(r2)− φ200(r1)φ100(r2)]χ↑(1)χ↑(2), (8.25)

i.e., 9t,Ms=1(x1, x2) =
1
√

2
[φ100(r1)φ200(r2)− φ200(r1)φ100(r2)] [|↑↑〉]. This state has unit projection of the spin on the

z axis. Similarly, the triplet state with spin projection Ms = −1 is,

9t,Ms=−1(x1, x2) =
1
√

2
[φ100(r1)φ200(r2)− φ200(r1)φ100(r2)] [|↓↓〉] , (8.26)

and the triplet state with a spin projection Ms = 0 is

9t(x1, x2) =
1
√

2

∣∣∣∣φ100(r1) φ200(r1)

φ100(r2) φ100(r2)

∣∣∣∣× 1
√

2

[
χ↑(1)χ↓(2)+ χ↓(1)χ↑(2)

]
, (8.27)

i.e., 9t,Ms=0(x1, x2) = [φ100(r1)φ200(r2)− φ200(r1)φ100(r2)] [|↑↓〉 + |↓↑〉] /2.
The tableaux corresponding to the spin wave functions in Eqs. (8.24)–(8.27) are those in Fig. 8.4 going from left

to right and then down. Note that the partition for the spatial wave function multiplying the spin wave function in
these equations is the complementary partition to that of the spin wave function, if the total wave function is to be
antisymmetric.

On the other hand, if the total wave function is to be symmetric, as it must for bosons, the tableaux corresponding to
the spatial and spin parts of the wave function must be identical.

As another example, consider the wave function for the (three-electron) lithium atom ground state

9(1, 2, 3) =
1
√

6
[1s(1)α1 1s(2)β2 2s(3)α3 − 1s(1)α1 2s(2)α2 1s(3)β3 − 1s(1)β1 1s(2)α2 2s(3)α3

+ 1s(1)β1 2s(2)α2 1s(3)α3 + 2s(1)α1 1s(2)α2 1s(3)β3 − 2s(1)α1 1s(2)β2 1s(3)α3] . (8.28)

This wave function can be written as a Slater determinant, and we developed shorthand notation for such a wave function,

9(1, 2, 3) =
1
√

3!

∣∣∣∣∣∣
1s(1) 1s(1) 2s(1)
1s(2) 1s(2) 2s(2)
1s(3) 1s(3) 2s(3)

∣∣∣∣∣∣ . (8.29)

An even more compact notation is 9 =
∣∣1s 1s 2s

∣∣.
Problem 8.11

For the Slater determinants 91 = |uiuj| and 92 = |ukul| composed of orthonormal spin orbitals ui, uj, uk, uk, show
that 〈92|91〉 = δkiδlj − δliδkj.

Problem 8.12

(a) Form all possible partitions, and all possible Slater determinants for the spin orbitals of lithium involving
orbitals φ100, φ200.

(b) Write the ground state wave function for beryllium in terms of a Slater determinant.
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Answer: (b) |ψ100|↑〉 ψ100|↓〉 ψ200|↑〉 ψ200|↓〉| =
1
√

4!
×∣∣∣∣∣∣∣∣

ψ100(r1)|↑〉1 ψ100(r1)|↓〉1 ψ200(r1)|↑〉1 ψ200(r1)|↓〉1
ψ100(r2)|↑〉2 ψ100(r2)|↓〉2 ψ200(r2)|↑〉2 ψ200(r2)|↓〉2
ψ100(r3)|↑〉3 ψ100(r3)|↓〉3 ψ200(r3)|↑〉3 ψ200(r3)|↓〉3
ψ100(r4)|↑〉4 ψ100(r4)|↓〉1 ψ200(r4)|↑〉4 ψ200(r4)|↓〉4

∣∣∣∣∣∣∣∣ .

Problem 8.13

Write the Slater determinant of the following excited state of helium (1s0)(2p− 1) 3P2, MJ = 0 state, where the
meaning of (1s0) and (2p− 1) are as follows: (1s0) ≡ ψn=1,l=0,ml=0(r) and (2p− 1) ≡ ψn=2,l=1,ml=−1(r), and
Mj = 0 means that projection of the total electronic angular momentum in the ẑ direction is 0.

Answer: 9(x1, x2)=|ψ100|↑〉 ψ21−1|↑〉|=
1
√

2

∣∣∣∣ψ100(r1)|↑〉1 ψ21−1(r1)|↑〉1
ψ100(r2)|↑〉2 ψ21−1(r2)|↑〉2

∣∣∣∣.

8.5 EXCHANGE SYMMETRY FOR TWO TWO-LEVEL SYSTEMS

The general form for a density matrix for two two-level systems (e.g., the spin degrees of freedom of two electrons) was
given in Sec. 6.1.8, Eq. (6.82), as ρAB =

1
4 [(1+ nA · σA) (1+ nB · σB)+ σA · CAB · σB]. For bosonic and fermionic

systems (e.g., two identical bosonic or fermionic atoms which are treated as two-level atoms), the density matrix must be
properly symmetrized by applying the symmetrization operator S or antisymmetrization operator A, respectively, e.g.,
ρ

sym
AB = SρABS. For two particles, S = 1

2 (1+ PAB) and A = 1
2 (1− PAB). Therefore, for two two-level atoms of bosonic

and fermionic character, the density matrices are

ρ
sym
AB =

1

4
(1+ PAB)ρAB(1+ PAB), (8.30)

ρanti
AB =

1

4
(1− PAB)ρAB(1− PAB). (8.31)

In Problem 4.32, you showed that S = 3
4 +

1
4σA · σB is a projection operator which projects onto the triplet state

manifold, i.e., it symmetrizes spin-states, and A = 1
4 −

1
4σA · σB is a projection operator which projects onto the singlet

state manifold, i.e., it antisymmetrizes spin states. Hence, for two spins,

ρ
sym
AB =

(
3

4
+

1

4
σA · σB

)
ρAB

(
3

4
+

1

4
σA · σB

)
, (8.32)

ρanti
AB =

(
1

4
−

1

4
σA · σB

)
ρAB

(
1

4
−

1

4
σA · σB

)
. (8.33)

Since S +A = 1, we can write an unsymmetrized density matrix ρAB as

ρAB = (S +A)ρAB(S +A) = ρ
sym
AB + ρ

anti
AB + SρABA+AρABS. (8.34)

If the state must be antisymmetric, ρAB = ρ
anti
AB = AρABA, then the state must be pure singlet, ρanti

AB =
1
4 (1 − σA · σB);

it cannot be a mixed state nor can it contain any triplet component. Moreover, if one takes an arbitrary nonsymmetric
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density matrix, ρAB, and antisymmetrizes it, ρAB → AρABA, the resultant density matrix will be a number, say α times
the singlet density matrix,

ρAB → AρABA = α
1

4
(1− σA · σB), (8.35)

and α = Tr ρABA = TrAρABA.

Problem 8.14

Express the term ρanti
AB on the RHS of (8.34) in terms of nA, nB and CAB.

Answer: ρanti
AB = α

1
4 (1− σA · σB), where α = 1

4

[
1− (nA · nB +

∑
i Cii)

]
. Note that α = Tr ρanti

AB = TrAρABA.

Suppose spatial degrees of freedom need to be included for the description of the two two-level atoms, in addition to
the internal degrees of freedom discussed above. For two particles, the wave function and density matrix can always be
written as a product of an internal (i.e., spin) part and an external (i.e., space) part. A symmetric density matrix (8.32)
for the internal (e.g., spin) degrees of freedom must be multiplied by a symmetric [antisymmetric] density matrix for the
spatial degrees of freedom (rA, rB) for bosons [fermions]; and an antisymmetric density matrix (8.33) must be multiplied
by an antisymmetric [symmetric] density matrix for the spatial degrees of freedom for bosons [fermions], so that the full
density matrix has the right exchange symmetry. Exchange symmetry has drastic consequences regarding the scattering
of two identical two-level atoms, as we shall see in Sec. 12.5.6. In particular, for bosons, only odd partial waves (spatially
antisymmetric states) are possible when the internal state of the two two-level systems is antisymmetric, ρanti

AB , and only
even partial waves (spatially symmetric states) are possible with ρsym

AB , and vise versa for fermions. Moreover, at ultra-low
collision energies, all partial waves but s-waves are frozen out because of the centrifugal barrier for higher partial waves,
so only the s-wave can collide, and this further restricts the nature of collisions of two identical two-level atoms.

8.6 MANY-PARTICLE EXCHANGE SYMMETRY

If we write the total wave function for a multiparticle system as a sum of products of a spatial function and a spin
function, there arises the question of what Young tableau to use for the spin function given a Young tableau for the
coordinate function (and vise versa), so that the total wave function is antisymmetric under particle interchange for
half-integer particles and symmetric for integer spin particles. For bosons, the symmetry of the spin and the coordinate
functions must be given by the same Young tableau, and the complete wave function 9 is the product of the two. For
fermions, the symmetry of the spin and coordinate functions must be given by complimentary tableaus, e.g., as shown in
Fig. 8.3(a). The full wave function 9 can always be written as a sum of products of space and spin function.

For identical fermions, we typically do not consider total wave functions given by the product of a spatial and a spin
function. Rather, we write the wave function as an antisymmetrized product of spin-orbitals, uβ(xi), and then the full
wave function is given by Eq. (8.19), where we used the product form ψ = uα(x1)uβ(x2) . . . uν(xN). More generally,
normalized fermionic wave functions take the form

9(x1, x2, . . . , xN) =
1
√

N!

∑
P

(−1)PP u(x1, x2, . . . , xN), (8.36)

where u(x1, x2, . . . , xN) is a wave function for the N identical fermions, and the wave function in Eq. (8.36) has been
antisymmetrized and then multiplied by

√
N! to normalize the wave function.

A multicomponent spinor can always be written in terms of single-particle spinors as

|u〉 =
∑
αβγ ...

Cαβγ ...|uα〉|uβ〉|uγ 〉 . . . , (8.37)
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so

u(x1, x2, . . . , xN) = 〈x1 . . . xN |u〉 =
∑
αβγ ...

Cαβγ ...〈x1|uα〉〈x2|uβ〉 . . . . (8.38)

Eq. (8.38) can be substituted into (8.36) and (8.22) to obtain the wave functions for fermionic or bosonic states that are
sufficiently general to include the effects of interaction of the fermions or the bosons. For example, on substitution of
(8.37) into Eq. (8.36) for fermionic states, we obtain

9(x1, x2, . . . , xN) =
1
√

N!

∑
P

(−1)PP
∑
αβγ ...

Cαβγ ...〈x1|uα〉〈x2|uβ〉 . . .. (8.39)

For identical bosons, populating distinct orthonormal spin-orbitals the wave function is given by

9(x1, x2, . . . , xN) =
1
√

N!

∑
P

P uα(x1)uβ(x2) . . . uν(xN) ≡
√

N!S ψ12...N . (8.40)

The wave function for identical bosonic particles in a multicomponent wave function takes the form

9(x1, x2, . . . , xN) =
1
√

N!

∑
P

P u(x1, x2, . . . , xN), (8.41)

where u(x1, x2, . . . , xN) is a wave function for the N identical bosons, and the wave function in Eq. (8.41) has been
symmetrized by applying the symmetrization operator S (8.7) to u(x1, x2, . . . , xN) and then multiplied by

√
N! to

normalize the wave function. However, (8.40) or (8.41) is not necessarily properly normalized, as we shall now see.
Let us explicitly consider a system of N identical bosons, and let p1, p2, . . . , pN be the labels of the occupied single-

particle states, where some of these labels may be the same. The wave function 9(x1, x2, . . . , xN) is given by a sum
of products of the form ψp1(x1)ψp2(x2) . . . ψpN (xN). We shall take ψp1 ,ψp2 , . . . to be normalized, orthogonal wave
functions. For example, for two bosons in different single-particle states,

9(x1, x2) =
1
√

2
[ψp1(x1)ψp2(x2)+ ψp1(x2)ψp2(x1)]. (8.42)

In the general case of N bosons,

9(x1, x2, . . . , xN) =

(
N1!N2! . . .

N!

)1/2∑
ψp1(x1)ψp2(x2) . . . ψpN (xN), (8.43)

where the sum is taken over all possible permutations of the coordinates (or the labels p1, p2, . . . , pN), and the factor(
N1!N2!...

N!

)1/2
is for normalization, where the numbers Ni determine how many of these suffixes have the same value pi,

such that
∑

i Ni = N. In calculating 〈9|9〉, all terms vanish except the squared modulus of each term in the sum on the
RHS of (8.43). There are N!

N1!N2!... terms, so (8.43) is a properly normalized wave function. Note that if the wave functions
{ψpj} are not orthogonal, the normalization must be computed differently.

Problem 8.15

Consider three identical spin 1 particles.

(a) Assume the space part of the wave function is symmetric under particle exchange, and let |m1m2m3〉 with
mi = 0, 1,−1 = 0, 1, 1̄ denote a spin basis state of the three spin 1 particles. Construct the normalized spin
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states for each of the following three cases: (I) mi = 1, for i = 1, 2, 3. (II) mi = mj = 1, and mk = 0. (III)
mi 6= mj 6= mk 6= mi.

(b) Now take the spatial part of the wave function to be antisymmetric.

Answer: (a) For a symmetric spatial wave function, the spin wave function, |4〉, must also be symmetric. Hence,
|4I〉 = |111〉, |4II〉 =

1
√

3
(|110〉 + |101〉 + |011〉), and |4III〉 =

1
√

6
(|11̄0〉 + |101̄〉 + |011̄〉 + |01̄1〉 + |1̄10〉 + |1̄01〉).

|4I〉 has S = 3, and |4II〉 and |4III〉 are linear combinations of S = 1 and S = 3.
(b) The spin function must now be totally antisymmetric. This is not possible for cases I and II (the corresponding
Young tableau consists of a three box column with non-decreasing entries going downwards). For case III, the
antisymmetric spin state is given by |4III〉 =

1
√

6
(|101̄〉 − |11̄0〉 + |01̄1〉 − |011̄〉 + |1̄10〉 − |1̄01〉), with total spin

S = 0.

Problem 8.16

Consider two electronic eigenstates |g〉 and |e〉 of an atom, and suppose we have two atoms, one in the superposition
state |ψ1〉 = α|g〉 + β|e〉, and the other in the superposition state |ψ2〉 = γ |g〉 + δ|e〉.

(a) For identical bosonic atoms with a spatial wave function which is symmetric, the electronic wave function of
the two atoms is in state |9S〉 =

1
√

2
[|ψ1〉|ψ2〉 + |ψ2〉|ψ1〉]; find 〈9S|9S〉.

(b) For identical fermionic atoms with a spatial wave function which is symmetric, what is the electronic wave
function of the two atoms |9f 〉? Now find 〈9f |9f 〉.

(c) If the electronic energy of state |g〉 is Eg = 0, and the energy of state |e〉 is Ee = 1 eV, what are the expectation
values of the electronic states in (a) and (b)?

Answer: (a) 〈9S|9S〉 = 1+ |αγ 2
+ βδ∗|2, (b) |9f 〉 = |9A〉 =

1
√

2
[|ψ1〉|ψ2〉 − |ψ2〉|ψ1〉].

〈9A|9A〉 = 1− |αγ 2
+ βδ∗|2. (c) E = |β|

2
+|δ|2

〈9S|9S〉
and E = |β|

2
+|δ|2

〈9A|9A〉
.

Problem 8.17

(a) How many energy levels are there for N spin 1/2 particles, due to spin degeneracy, with a particular value of
spin S, when no magnetic field is present and spin–spin interactions are not considered?

(b) What is the total number of energy levels (summed over all spin S).

Answer: (a) There are f (Ms) =
N!

(N/2+Ms)!(N/2−Ms)!
ways of making a state with Ms =

∑
i ms,i. For a given S, there

are 2S+ 1 possible values of Ms, Ms = S, S− 1, . . . ,−(S− 1),−S. Therefore, for a given S, there are
n(S) = f (S)− f (S+ 1) different energy levels with a given value of S. Why? Because there are f (S) energy levels
with spin greater or equal to S, but f (S+ 1) of them belong to higher values of S. (b) The total number of different
energy levels is n =

∑
S n(S) = f (Smin). Thus, for even N, n = f (0) = N!

[(N/2)!]2 , and

n = f (1/2) = N!
(N/2+1/2)!(N/2−1/2)! for odd N.

In the next Chapter, we shall see that, for a system in equilibrium at finite temperature T , the distribution of occupation
of the energy eigenstates depends on whether the particles are bosons or fermions. The distribution function for fermions
is called the Fermi-Dirac distribution, and for bosons, it is called the Bose–Einstein distribution. These distributions
are radically different at low temperature. In Chapter 14, we shall develop many-body theory in terms of creation and
annihilation operators that have exchange symmetry built into their definition; this formalism keeps track of the proper
exchange symmetry of the state of the many-body system.
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This chapter is an introduction to the electronic properties of solids. Solids are materials with a high degree of rigid-
ity; they do not flow like liquids or gases. They can be crystalline (atoms or molecules arranged in a regular array) or
amorphous (e.g., glasses, rubbers, and solid polymers). Solids can be roughly classified into metals, semiconductors,
and insulators depending on their ability to transfer charge and energy (heat). The nature of electron dynamics in these
materials determines their electrical and thermal properties. Metals are most often hard, shiny, and malleable and have
good electrical and thermal conductivity at room temperature. Examples include iron, gold, silver, copper, aluminum,
and alloys such as brass and steel. Exceptions include liquid metals, such as mercury- and gallium-based alloys, that are
liquid at room temperature. Semiconductors are characterized by transport properties that are tunable with temperature
near room temperature. They conduct poorly at low temperature, but their conductance improves greatly at high temper-
atures. The conductivity of semiconductors can be significantly enhanced by doping impurities that add electrons to the
conduction bands or deplete electrons from the valence band. Commonly used semiconductors are silicon, germanium,
selenium, gallium-arsenide, and silicon-carbide. Insulators are characterized by extremely high resistivity. They conduct
electricity and heat very poorly. A few examples are plastics, styrofoam, paper, rubber, and glass.

We begin this chapter by considering the properties of the free electron gas in three spatial dimensions (3D) as well as
in 2D and 1D in Sec. 9.1. We then present classical and semiclassical theories of electrical and thermal conductivity in
Sec. 9.2, still within the framework of the free electron gas. We then discuss some basic concepts in solid-state physics,
including crystal structure in Sec. 9.3, electrons in a periodic potential in Sec. 9.4, magnetic field effects on electrons
in solids in Sec. 9.5, semiconductors in Sec. 9.6. Section 9.7 is devoted to the rapidly growing field of spintronics, and
Sec. 9.8.1 discusses elementary excitations in solids. Finally a short description of insulators is presented in Sec. 9.9. In
Chapters 10 and 15, we take up the task of actually calculating electronic structure; the former deals with a mean-field
method called the Hartree-Fock approximation and its generalization called configuration interaction, while the latter
treats density functional theory. These methods can also be applied to calculate the electronic structure of solids.

9.1 THE FREE ELECTRON GAS

Valence electrons in solids, and in particular, in metals, experience the potential of neighboring atoms and not just the
potential of a single atom. In metals, these electrons leave their nascent atoms and become itinerant throughout the entire
material. They form what is called an electron gas. Transport properties of solids (electronic, and to some degree, thermal)
are determined, to a large extent, by the properties of the electron gas. If the interaction between electrons is taken
into account, this is a generic many-body problem (see Chapter 14). However, often a single-particle approximation,
where the electrons feel only an effective mean-field potential, offers an adequate description. The question why an
interacting fermionic system can be described within a single-particle picture will be answered in Chapter 14. In the
crudest approximation, electrons in metals are assumed to be free. Studying the free electron gas serves as an important
benchmark and reference point for more realistic treatments, especially, for electrons in a periodic potential.

This section introduces the basic techniques for treating a system of free electrons, using the Schrödinger equation
for free particles (electrons) that obey Fermi statistics. Transport properties of solids (particularly metals) are largely
dependent on the density of electrons that are free to move through the entire solid. Within the framework of the free
electron gas, we consider a large number N of noninteracting itinerant electrons that move in a solid without the presence
of an external potential. The electrons are confined within a macroscopic volume V =Ld that is a cube of length L, where
d = 1, 2, 3 is the relevant space dimension. The average density n ≡ N/V remains constant as N,V →∞. This limiting
procedure is called the thermodynamic limit.

Let us first consider a free electron gas in three-dimensional (3D) space. The Hamiltonian H=
∑N

i=1 p2
i /2m contains

only the kinetic energy, where m is the electron mass and p is the momentum operator. In an infinite volume (L = ∞),
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plane waves form a complete set of free electron wave functions satisfying the time-independent Schrödinger equation,
Hψ = Eψ ,

ψk(r)= (2π)−3/2eik·r, Ek =
h̄2k2

2m
=

h̄2

2m

(
k2

x + k2
y + k2

z

)
, (9.1)

where −∞< kx, ky, kz<∞.
When L is finite, the boundary conditions on the wave function must be specified. For periodic boundary conditions,

ψ(r+ ûL)=ψ(r), where û= x̂, ŷ, ẑ, the components of k must be quantized in units of 2π/L,

knx,ny,nz =
2π

L
(nx, ny, nz), ni= 0,±1,±2, . . . , i = x, y, z. (9.2)

The normalized wave functions and eigenenergies are

ψnx,ny,nz(r)=
1

L3/2
eiknx ,ny ,nz ·r, (9.3)

Enx,ny,nz =

h̄2k2
nx,ny,nz

2m
≡ E0

(
n2

x + n2
y + n2

z

)
, (9.4)

where E0=
2h̄2π2

mL2 . This relation is similar to Eq. (9.1) except that now k is quantized. The single-particle ground state has
energy E0,0,0= 0, and the excited energies are a sum of three squares of integers times E0. Except for the ground state, all
energies are degenerate.

Problem 9.1

(a) How many different states are there in Eq. (9.1) if 0≤nx, ny, nz≤7?
(b) How many states have the same energy, E234?
(c) How many states have the same energy, E017?

Answers: (a) N= 336. (b) All the six energies Ei2,i3,i4 are degenerate, where (i2, i3, i4) are permutations of (234).
(c) Hint: Besides the six energies Ei0,i1,i7 , there are other integers nx, ny, nz, such that
n2

x + n2
y + n2

z = 02
+ 12
+ 72

= 50.

Hard-wall boundary conditions correspond to an electron moving freely in a cube 0≤x, y, z≤L with an infinite potential
outside it. The wave function must vanish on the cube’s faces, i.e., ψ(0)=ψ(ûL)= 0. Hence, the normalized wave
functions and their energies are

ψnx,ny,nz(r)=
(

2

L

)3/2

sin(kxx) sin(kyy) sin(kzz)

=

(
2

L

)3/2

sin
(nxπx

L

)
sin
(nyπy

L

)
sin
(nzπz

L

)
, (9.5)

Enx,ny,nz =
h̄2k2

2m
≡ E0

(
n2

x + n2
y + n2

z

)
, (9.6)

where E0 ≡
h̄2π2

2mL2 . The quantized wavevectors are k= π
L (nx, ny, nz) with nx, ny, nz= 1, 2, . . . , and the single-particle

ground-state energy is 3E0. Note that ni cannot be equal to zero, for otherwise the wave function vanishes.
The many-electron wave function can be written as a product (or sum of products) of single-particle states. According

to the Pauli exclusion principle, at most one electron of a given spin can occupy each of these single-particle states such as
(9.3) or (9.5). Ordering the energies Enxnynz as E0 ≤ E1 . . . ≤ EN ≤ EN+1 . . . , with spin and orbital degeneracy included,
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FIG 9.1 Level filling of electrons. (a) At zero temperature, the single-particle levels are filled from bottom up. Each level contains an
electron with spin state |↑〉 and an electron with spin state |↓〉. The levels are filled until all N electrons are used up (N = 8 in this
example). The highest occupied level determines the Fermi energy (dashed line), denoted here by µ because, at T = 0, the chemical
potential coincides with the Fermi energy. (b) At finite T , each level is occupied with electrons according to the Fermi distribution
(displayed on the right), see Sec. 9.1.2.

the lowest N-electron wave function, 90(r1, . . . , rN), is constructed as a product of N single-particle states (9.5) having
the N lowest energies (but the necessity to antisymmetrize with respect to interchange of electrons requires that we build
a Slater determinant of these single-particle states, so a sum of products is actually obtained – as discussed in detail in
Sec. 8.3). This corresponds to successively “filling up” the spatial states, starting with the lowest energy state, putting
two electrons in each state, one electron with spin-up and the other with spin-down, until no more electrons are available.
An illustration of this Aufbau principle (in German, Aufbau means “building-up”) is illustrated in Fig. 9.1(a). The energy
of the highest-energy filled state defines the Fermi energy, EF ≡ EN , which is named after Enrico Fermi who developed
the statistical laws for fermions known as Fermi statistics. This procedure is valid at zero temperature, T = 0. When
T > 0, the probability that a quantum state with energy En (0≤n<∞) is occupied is given by Pn= e−βEn/

∑
j e−βEj ,

where β = (kBT)−1.
To find a relation between the total number of electrons N and the Fermi energy EF , we need to answer the follow-

ing question: For a given single-particle energy E, what is the number N(E) of single-particle states whose energies
Enx,ny,nz ≤ E? We first answer the question within the hard-wall boundary condition scheme. It is evident from Eq. (9.6)
that the number of spatial quantum states |ψnx,ny,nz〉 equals the number of 3-tuples with positive integers nx, ny, nz> 0,
such that n2

x +n2
y +n2

z <E/E0. The required number N(E) of states, including spin degeneracy, is twice this number. Fig-

ure 9.2 shows that these integer points occupy 1/8 of the volume of a sphere of radius r =
√

E/E0, i.e., N(E)
2 =

1
8

4π
3 r3,

where the factor 1/2 is due to spin degeneracy. Thus,

N(E)=
π

3
r3
=
π

3

(
E

E0

)3/2

=
V

3π2

[
2mE

h̄2

]3/2

, (9.7)

where we have used E0 as defined above and recall that V =L3. Thus, the density of electrons that fill energy levels up to
the Fermi energy is given by

ne=N(EF)/V =
(2m)3/2

3h̄3π2
E3/2

F . (9.8)

We also define the Fermi momentum kF in terms of the Fermi energy and the Fermi velocity as

kF ≡

√
2mEF

h̄2
, vF ≡

h̄kF

m
. (9.9)
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E = E0(nx
2+ny

2+nz
2)=E0r2

nx

ny

nz r2=(nx
2+ny

2+nz
2)

r3 E/E0)3/6] 
N(E)=2 E/E0)3/3] 

r

FIG 9.2 Constant energy surface in quantum number space (nx, ny, nz) for
hard-wall boundary conditions. A grid of (nx, ny, nz) is shown. The
number of spatial states in the volume of a section of the sphere of
radius r equals V = [4πr3/3]/8, and the total number of states

(including spin) is N(E)= 2V = [πr3/3]= π
3

(
E
E0

)3/2
.

Combining Eqs (9.8) and (9.9), we arrive at the
useful relation,

ne=
k3

F

3π2
. (9.10)

It is convenient to introduce a quantity called
the Wigner–Seitz radius, rs, which is defined as
the radius of a sphere around a single conduction
electron in physical space, such that the total vol-
ume of the system divided by the total number
of electrons is the volume of the Wigner–Seitz

sphere, i.e., V/N= 4πr3
s

3 , so

rs ≡

(
3

4πne

) 1
3

. (9.11)

For metals, the ratio rs : a0, where a0 is the Bohr
radius, ranges between 1.8 (Be) and 5.6 (Cs).
Practical expressions can easily be derived for kF ,
vF , and EF in terms of rs and a0, which simplify
their numerical estimates:

kF =

(
9π

4

) 1
3 1

rs
=

1.92

rs
= 3.63

a0

rs
Å−1, (9.12a)

vF =
h̄kF

m
= 4.20× 108 a0

rs
cm/s, (9.12b)

EF =
h̄2k2

F

2m
=

e2

2a0
(kFa0)

2
= 50.1

(
a0

rs

)2

eV. (9.12c)

An important quantity in electron gas systems is the single-particle density of states at energy E, D(E). It is defined as
the number of states per unit energy at energy E. Assuming that the system size, L, is large, the energy can be regarded
as a continuous variable. Then, the number of states between E and E+ dE is dN(E)=D(E)dE. Differentiating Eq. (9.7)
with respect to E, we find

D(E) ≡
dN(E)

dE
=

V
2π2

(
2m

h̄2

)3/2

E1/2. (9.13)

Clearly, N(E) is obtained from D(E) by integration,

N(E)=

E∫
E0

dE′D(E′), (9.14)

where E0 is the lowest energy in the spectrum (any spectrum is bounded from below).
Because D(E) is proportional to the volume of the system, it is useful to define the number of states per unit energy

per unit volume of the free electron gas,

g(E) ≡
D(E)

V
=

1

2π2

(
2m

h̄2

)3/2

E1/2. (9.15)
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It is instructive to derive the above expressions from somewhat different conceptual point of view. Quite generally,
the number of states with energy less than or equal to E, N(E),1 can be calculated by integrating the density of states in
phase space under the condition that the energy is ≤E, i.e., for one particle,

N(E)=
1

h3

∫ ∫
dr dp=

1

(2π)3

∫ ∫
dr dk, (9.16)

and for N noninteracting particles, the many-particle density of states is

N(E)=
1

h3N

∫ ∫
dNr dNp=

1

(2π)3N

∫ ∫
dNr dNk. (9.17)

In Eq. (9.16), as well as in Eq. (9.17), the integral is evaluated in that region of phase space for which the energy is less
than or equal to E. The single-particle density of states for a free particle, D(E), can also be determined in the continuum

limit using Eq. (9.1), E= h̄2k2

2m , by calculating the number of states in phase space with energy ≤E as follows:

N(E)=
1

(2π h̄)3
V
∫

dp=
V

(2π h̄)3
h̄3
∫

dk=
V

(2π)3
4π

3
k3. (9.18)

Here, we used spherical symmetry to write the volume element in k-space as dk= 4πk2dk. Differentiating this expression
for the number of states in phase space with respect to energy, D(E)= dN(E)

dE , we obtain the following result:

D(E)=
V

(2π)3
4πk2 dk

dE
=

V
2π2

k2 dk

dE
. (9.19)

On substituting dk
dE =

(
dE
dk

)−1
=

m
h̄2k

and expressing k as a function of E, i.e., k=
√

2mE/h̄, we obtain the 3D density of

states, D3D(E)=
V

4π2

(
2m
h̄2

)3/2
E1/2. (Alternatively, it is easy to see that N(E)= V

(2π)3
4π
3 (2mE/h̄2)3/2, and this expression

can be differentiated with respect to E.) For electrons, the RHS of Eq. (9.19) is multiplied by 2, because electrons have
two spin states, the 3D electron density of states is then,

D3D(E)=
V

2π2

(
2m

h̄2

)3/2

E1/2. (9.20)

Clearly, we have re-derived Eq. (9.13).

Problem 9.2

Consider N free particles of mass m in a volume V . Calculate the many-particle density of states.

Answer: Let us denote the many-particle density of states with the same symbol, N(E)= 1
(2π h̄)3N VN

∫
d3Np, where

the momentum integral is over a 3N-sphere in momentum space whose radius squared is p2
= 2mE. The integral can

be evaluated as follows:
∫

d3Np= Sn
∫ p

0 dp′ p′n−1
=

Sn
n pn, where n= 3N and Sn is the hypersurface area in

dimension n. As shown in http://mathworld.wolfram.com/Hypersphere.html, Sn=
2πn/2

0(n/2) . The

well-known cases are S2= 2π and S3= 4π . Writing
∫

d3Np= Sn
n pn
=

S3N
3N (2mE)3N/2, we obtain

N(E)= S3NVN

3N(2π h̄)3N (2mE)3N/2. Hence, the 3D many-particle density of states, D3D(E), is given by

1 In statistical mechanics, it is common to denote the number of states with energy less than or equal to E by the symbol 8(E)[≡ N(E)] and to denote
the density of states at energy E by the symbol �(E) ≡ d8(E)

dE =
dN(E)

dE =D(E) (see Reif [119]). The entropy S of a system in equilibrium is given by
S= kB ln�; this equation is inscribed on Ludwig Boltzmann’s headstone.

http://mathworld.wolfram.com/Hypersphere.html
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D(E)=
dN(E)

dE
=

S3N(2m)3N/2VN

2(2π h̄)3N
E3N/2−1.

This result does not take into account the internal (spin) states of the particles. Clearly, the many-particle density of
states per unit energy increases very rapidly with energy for large N.

Problem 9.3

Determine the density of states D(E) using the periodic boundary condition case of Eq. (9.2)–(9.4). Show that
Eq. (9.20) applies.

Parenthetically, we remark that much of the discussion above applies to photon states. If we consider the electromag-
netic field in a volume V , the modes of the electromagnetic field are very similar to the modes (i.e., levels) of the electrons
specified in Eq. (9.5) [and their energies are given by Enx,ny,nz = h̄|k|c = Ẽ0(n2

x + n2
y + n2

z )
1/2, which is not so different

from Eq. (9.6)]. The difference is that photons are bosons and therefore obey Bose–Einstein statistics, as opposed to
the Fermi–Dirac statistics obeyed by electrons. Every quantum state can accommodate any number of photons, and no
aufbau principle exists for photons. At zero temperature, all bosons occupy the ground state.

9.1.1 DENSITY OF STATES IN 2D AND 1D SYSTEMS

Let us apply the same kind of reasoning as used in the previous section to obtain the single-particle density of states of a
thin 2D layer as shown in the inset of Fig. 9.4(b). The eigenstates and eigenenergies are similar to Eqs (9.6)–(9.7), except
that now Lz�Lx=Ly ≡ L, so

ψnx,ny,nz(r)=
(

2

L

)(
2

Lz

)1/2

sin
(nxπx

L

)
sin
(nyπy

L

)
sin

(
nzπz

Lz

)
, (9.21)

and

Enx,ny,nz =
h̄2π2

2mL2

(
n2

x + n2
y

)
+

h̄2π2

2mL2
z

n2
z ≡ Enxny + Enz . (9.22)

The energy spacings of standing waves along the z axis are much larger than those along the x and y axes, i.e.,

1Ez ≡ Enz+1 − Enz =
h̄2π2

2mL2
z
(2nz + 1)�Enx+1,ny − Enx,ny . (9.23)

Enz=1

E    nxny E    nxny E    nxny

EnergyEnz=2 Enz=2

... ... ...

FIG 9.3 Single-particle energy levels of the free electron gas in a box of
sides Lx, Ly and Lz, with Lz�Lx, Ly.

Therefore, it is justified to compute D2D(E) in a
given energy interval Enz≤E≤Enz+1, as shown in
Fig. 9.3, and the result is independent of nz.

We may then focus on the two-dimensional (2D)
quadrant of positive integers (nx, ny) and count the
number of states within a quarter of a circle of
radius r=

√
E/E0. The number of single-particle

states in this area (spin degeneracy included)

is N(E)= πr2

2 =π
(

E
2E0

)
=

mL2

π h̄2 E. Differentiating
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FIG 9.4 Density of states in 3D, 2D, and 1D structures. (a) The D(E) ∝ E1/2 dependence of Eq. (9.13) for 3D structures. (b) In 2D (see
inset), the density of states is constant, whereas (c) in 1D structures (see inset), D(E) ∝ E−1/2. In (b) and (c), higher transverse
modes open up as the energy is increased.

with respect to E to obtain the density of states, we find

D2D(E)=
dN(E)

dE
=

mL2

π h̄2
. (9.24)

Figure 9.4(b) shows the 2D density of states. In this interval, D2D(E) is independent of energy.

Problem 9.4

Calculate the number of levels Enxny between Enz and Enz+1.

Answer: The length of the energy interval is 1Ez as defined in Eq. (9.23) and D2D(E)=
mL2

π h̄2 independent of E. The
number of levels then equals 1Ez D2D(E).

The same reasoning can be applied to a quasi-1D system. In recent years, it has become possible to fabricate quasi-
one-dimensional systems, which maintain quantum coherence along a micron-sized length scale. Such a quantum wire is
schematically illustrated in the inset of Fig. 9.4(c). The eigenstates and eigenenergies are again given by Eqs (9.21) and

(9.22), but, taking the wire along x, we now have Lx�Ly=Lz ≡ L. The threshold energies are then Enynz =
h̄2π2(n2

y+n2
z )

2mL2 ,

and their spacings are much larger than Enx+1 − Enx , where Enx =
p2

x
2m =

h̄2π2

2mL2
x

n2
x . The 1D density of states then refers to

the density of levels Enx . The integrated density of states and the density of states are given by,

N(E)= 2×
1

2π h̄
Lx1px=

√
2mLx

h̄π

√
E, (9.25)

D1D(E)=
dN

dE
=

√
2m

2h̄π
Lx E−1/2, (9.26)

i.e., D1D(E) ∝ E−1/2. The density of states diverges near the energies where additional transverse modes open, i.e., at

energies 5h̄2π2

2mL2 , 8h̄2π2

2mL2 , etc., as shown in Fig. 9.4(c). However, the integrated density of states remains well-behaved.

Problem 9.5

(a) Consider N free particles of mass m in a 2D area A and calculate the many-particle density of states.
(b) Consider the 1D case and calculate the density of states.
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Answer: (a) N(E)= 1
(2π h̄)2N AN

∫
d2Np, where the integral is evaluated as

∫
d3Np= Sn

∫ p
0 dp′ p′n−1

=
Sn
n pn, with

n= 2N. Hence, N(E)= S2N AN

2N(2π h̄)2N (2mE)N , and D2D(E)=
dN(E)

dE ∝ EN−1.

9.1.2 FERMI–DIRAC DISTRIBUTION

At zero temperature, all states with energy E below the Fermi energy EF are populated, whereas states with energy
E > EF are empty. At finite temperature, T > 0, the occupation distribution is rounded off. Level occupation of electrons
is determined by the Fermi–Dirac distribution, f (E, T), which was first introduced by Enrico Fermi in 1926. When the
system is found in thermal equilibrium at a given temperature T , f (E, T) is defined as the probability that a quantum state
at energy E is occupied. We now briefly discuss the Fermi–Dirac distribution; a detailed discussion can be found in study
by Reif [119] and Landau and Lifshitz [120].

FIG 9.5 Fermi–Dirac distribution versus energy for kBT = 0, µ/10
and µ/4. Source: Band, Light and Matter, Fig. 6.34, p. 396

At zero temperature, f (E, T = 0)= 1 − 2(E −
EF), where2(x) is the step function [2(x)= 0 for x< 0
and 2(x)= 1 for x ≥ 0], as shown in Fig. 9.5. At finite
temperature, T > 0, the Fermi–Dirac function gives the
average number of fermions in a state with energy E :2

f (E, T)=

[
e

E−µ
kBT + 1

]−1

. (9.27)

Here, µ is the chemical potential. The filling of energy
levels according to the Fermi statistics at finite temper-
ature is schematically illustrated in Fig. 9.1(b) (right
panel). The chemical potential, µ, depends on temper-
ature and should be determined in a consistent man-
ner, such that the number of particles in the system
equals N (the relation between µ and N is discussed
below). Note that when T = 0, Eq. (9.27) reduces to

f (E, T = 0)= 1−2(E − µ), and

µ(T = 0)=EF . (9.28)

The dependence of the chemical potential on temperature is weak in metals and semiconductors, and in many cases,
the deviation of µ from EF can be neglected. At any temperature, f (E = µ, T)= 1/2. This can serve as a defini-
tion of the chemical potential. When E�µ, the Fermi–Dirac distribution tends to the Boltzmann distribution, that is,
f (E�µ, T)→ exp[−(E−µ)/kBT]. Figure 9.5 plots the Fermi–Dirac distribution versus energy for kBT = 0, µ/10, and
µ/4. One should compare the Fermi–Dirac distribution presented in this section with the Planck blackbody radiation law
[see Sec. 1.1.3, Eq. (1.5)] and the Bose–Einstein distribution for integer spin particles,

fBE(E, T) =

[
e

E−µ
kBT − 1

]−1

, (9.29)

which is the thermal distribution for Bose–Einstein particles, and can be used to derive the Planck blackbody radiation
law (see Landau and Lifshitz [120]). Note that no chemical potential is necessary for photon distribution, i.e., µ= 0,
because there is no restriction on the total number of photons. The distribution in Eq. (9.29) for µ = 0 is shown in
Fig. 9.6.

2 Note that f (E, T) is not a probability distribution function. It is average electron occupation of states at temperature T .
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FIG 9.6 Planck distribution given by fP(E, T) =

[
e

E
kBT − 1

]−1
.

Now, let us consider the relation between the chem-
ical potential µ and the number of particles N. This
relation touches upon an important concept in quantum
statistical mechanics. Often an electron gas in thermal
equilibrium is set in contact with a very large electron
reservoir at temperature T , so that exchange of parti-
cles takes place between the system and the reservoir.
Therefore, the number of electrons in the system is not
fixed; it might fluctuate with time. However, the aver-
age number of electrons obtained by integrating N(E)
with weight f (E, T) over the entire energy spectrum
between some lowest energy E0 and ∞ (the spectrum
is bounded from below) is fixed by the chemical poten-
tial µ. In terms of statistical mechanics, a system of par-
ticles interacting with large reservoir at temperature T
such that its number of particles fluctuates around aver-

age number is modeled by a grand canonical ensemble. The actual procedure is straightforward. Assume for simplicity
that E0 = 0, and let P(E, T)dE denote the probability of electrons to occupy states in the energy interval between E and
E+ dE. The distribution P(E, T) is given by the product of the density of states D(E) [which, for free electrons in 3D, is
given by Eq. (9.20)] and the average occupation of levels is given by the Fermi–Dirac distribution, f (E, T), i.e.,

P(E, T)=D(E)f (E, T). (9.30)

The chemical potential is formally defined, so that the integral over energy of P(E, T) gives the number N of electrons,

N=
V

2π2

(
2m

h̄2

)3/2 ∞∫
0

dEP(E, T)=
V

2π2

(
2m

h̄2

)3/2 ∞∫
0

dE
E1/2

e
E−µ
kBT + 1

−−−→
T→0

µ(T=0)∫
0

dE D(E)=
V

(2π)2

(
2m

h̄2

)3/2 2

3
[µ(T = 0)]3/2 . (9.31)

Hence,

µ(T = 0)=EF =
h̄2

2m

(
3π2N

V

)2/3

=
h̄2

2m

(
3π2ne

)2/3
. (9.32)

At finite temperature, the integral in the first part of Eq. (9.31) cannot be carried out in closed form, and a number of
techniques can be used to approximate the integral, depending on the temperature.

Problem 9.6

(a) Work out the algebra leading to Eq. (9.31).
(b) Plot the occupation density P(E)=D(E)f (E, T) versus E for nearly free electrons and kBT =µ/10.
(c) Calculate the average energy of free electrons 〈E〉=

∫
dE EP(E, T), and the electronic-specific heat,

Cel=
∂〈E〉
∂T =

∫
dE E ∂P(E,T)

∂T .

Answer: (c) 〈E〉 ≈ NkBT , Cel ≈ π
2NkB

kBT
2µ . Because kBT

2µ =
neV
mv2

F
, the heat capacity per volume is

cel = Cel/V ≈ π2k2
BT ne

mv2
F

.
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The integral defined in Eq. (9.31) is a special case of an observable O(E) (such as N(E)) that needs to be integrated
with weight given by f (E, T). We now describe a technique to efficiently calculate such integrals. It is more convenient to
define the observable O(E) over the entire interval−∞<E<∞ with the understanding that O(E < E0) = 0. Therefore,
the quantity to be calculated is I(µ) ≡

∫
∞

−∞
dE O(E)f (E). The structure of f (E) is such that −f ′(E) is sharply peaked

around E = µ. This suggests that integrating by parts could simplify the calculation. Denoting by F(E) the integral of
O(E), i.e., O(E)= dF(E)/dE, we obtain

I(µ) =

∞∫
−∞

dE F(E)
[
−f ′(E)

]
. (9.33)

Problem 9.7

(a) Show that f ′(E) is an even function of E − µ.
(b) Show that f ′(E) goes rapidly to zero as E→±∞, and therefore, the limits of the integral in Eq. (9.33) are

justified.

The next step is to expand F(E) near E = µ. Defining F(n)(µ) ≡ [dnF(E)/dEn]E=µ and separating even and odd
derivative orders yield,

F(E) =
∞∑

n=0

{
1

(2n)!
F(2n)(µ)(E − µ)2n

+
1

(2n+ 1)!
F(2n+1)(µ)(E − µ)(2n+1)

}
. (9.34)

The first term in this expansion is F(µ) =
∫ µ
−∞

dE O(E); moreover, F(2n)(µ) = O(2n−1)(µ). Inserting this expansion into
Eq. (9.33), noting that odd power contributions vanish, and using the fact that

∫
∞

−∞
dE
[
−f ′(E)

]
= 1, we find

I(µ)=

µ∫
−∞

dE O(E)+
∞∑

n=1

1

(2n)!

∞∫
−∞

dE(E − µ)2n [
−f ′(E)

]
O(2n−1)(µ). (9.35)

The integral over energy can be carried out by defining x, such that (E−µ) ≡ xkBT and defining the sequence of numbers,

an=
1

(2n)!

∞∫
−∞

dx x2n ex

(ex + 1)2
. (9.36)

Then, Eq. (9.35) becomes the Sommerfeld expansion,

I(µ)=

µ∫
−∞

dE O(E)+
∞∑

n=1

an[kBT]2nO(2n−1)(µ). (9.37)

The coefficients an can be written as an = (1− 2−2(n−1))ζ(2n), where ζ(z) =
∑
∞

k=1 1/kz is the celebrated Riemann zeta

function, which can be defined for complex number z. For z = 2n, the factorized form ζ(2n) ≡ 1
2
(2π)2n

(2n)! Hn relates the zeta
function with the Bernoulli’s numbers Hn. The first few Bernoulli’s numbers are Hn=1,2,...,5= 1/6, 1/30, 1/42, 1/30, 1/66.
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When this procedure is carried out for the calculation of the average energy and the specific heat per unit volume,
keeping only the H1 terms, one obtains a somewhat better approximation than the one derived in Problem 9.6,

u ≡
〈E〉

V
≈ u0 +

π2

6
(kBT)2D(EF), (9.38)

where u0 is the ground-state energy per unit volume. The electron gas specific heat at constant volume is then,

cel=

(
∂u

∂T

)
V
=
π2

3
k2

BT D(EF). (9.39)

Using Eq. 9.20 for the free electron gas density of states D(E) yields,

cel=
π2

2

kBT

EF
nekB. (9.40)

It is instructive to compare Eq. (9.39) for cel with the classical expression for the specific heat of an ideal gas, ccl =
3
2 nekB.

The ratio,

ccl

cel
=
π2

3

kBT

EF
≈ 10−2 at room temperature, (9.41)

is proportional to temperature, but it is rather small even at room temperature. This is the reason for the absence of
any noticeable contribution of the electrons to the specific heat of metals at room temperature. Qualitatively, it can be
understood by inspecting the behavior of f (E, T) with temperature as shown in Fig. 9.5. The increment in the electron
energy with increased temperature occurs because electrons below EF instead fill empty levels with energy above EF .
The density of these electrons is approximately D(EF), and their gain in energy is about kBT , hence the relation (9.39).

Problem 9.8

Determine whether the chemical potential µ for electrons increases or decreases with temperature.

Hint: Consider Eq. (9.31) as an implicit relation F(µ, T) = 0 between µ and T and use the implicit function
theorem to formally compute dµ

dT = −
∂F
∂T /

∂F
∂µ

.

The results obtained for the free electron gas will be employed in Secs 9.2 and 9.6 for the derivation of transport and
thermodynamic properties of metals and semiconductors.

9.2 ELEMENTARY THEORIES OF CONDUCTIVITY

In this section, we discuss elementary theories of electrical (and, to some extent, thermal) conductivity of metals. The
electrical conductivity of a solid is determined by its ability to sustain charge transport in a specified direction under the
application of an external electric field. In metals, valence electrons tend to leave their parent atoms and become itiner-
ant. The atoms then become positive ions, which undergo small oscillations around their fixed positions. The itinerant
electrons are free to roam through the entire medium. Electron transport is affected by the electric field of these ions, as
well as electron–electron interaction and other externally applied fields (e.g., external electric and magnetic fields). Here,
we focus on conducting properties near thermal equilibrium, where the external fields cause only small perturbations and
Ohm’s law yields a linear relation between the current density and the applied electrical field. For specificity, we consider
electron transport, although, as we shall see below, there are charge carriers other than electrons. In semiconductors,
in addition to electrons, holes (the absence of electrons) can also participate in charge transport (see Sec. 9.6). On the
other hand, in metals, charge is carried solely by electrons. For simplicity, the analysis here is carried out assuming that
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there is a single type of charge carrier (such as electrons in metals). Within the present elementary approach, extension
to the case where there are two (or more) types of charge carriers (such as electrons and holes in semiconductors) is
straightforward.

The two elementary models of electron transport under the influence of an external field in metals are the classical
Drude model and the Sommerfeld theory, which improves upon the former by employing the basic principles of Fermi
statistics implied by the Pauli exclusion principle. Improving these simple models for the conductivity of a solid requires
solving the Schrödinger equation for interacting electrons and static ions. This is a formidable task that is facilitated by
Ohm’s law, which constitutes a general framework referred to as linear response theory. More detailed framework uses
the fluctuation-dissipation theorem, which yields an expression for the conductivity in terms of a correlation function of
the system in thermal equilibrium, as discussed in Secs 7.9.2 and 7.9.4.

Although most solids encountered in nature are nonmetallic, metals play a central role in solid-state physics due
(partially) to their high conductivity. As described below, the high electrical conductivity of metals is due to the overlap
in energy of the conduction band and the valence band. In metals, there is often only one band of relevance, and the
Fermi energy is within this band (see Fig. 9.26). The electrical conductivity, σ , of a good metal may be as high as 1010

(Ohm cm)−1 (σ = 9×1021 s−1 in Gaussian units) at a temperature of 1 K. In contrast, the conductivity of a representative
insulator may be as low as 10−22 (Ohm cm)−1 (σ = 9 × 10−11 s−1 in Gaussian units). This is an enormous diapason of
21 orders of magnitude in the conductivity. (A discussion of Gaussian units, and the conversion from SI units to Gaussian
units, is presented in Sec. 3.2.6.)

Many phenomena related to electronic and heat transport in clean metals can be understood within a mean-field theory
wherein each conduction electron is assumed to be affected by the average potential created by all the other electrons and
the external potentials. This translates into a practical independent-particle calculation scheme, which often serves as a
good approximation. The Landau–Fermi liquid theory [121] explains why, in many cases, a system of interacting fermions
can be analyzed within the independent particle formalism. In this theory, charge carriers are not the bare electrons, but
rather, dressed electrons, in the sense that they carry with them traces of the collective degrees of freedom. These dressed
electrons are referred to as quasi-particles. Although they behave as free charged particles with spin 1/2 and charge −e,
their mass is usually different from the electron mass. We shall continue to call these quasi-particles electrons, but me is
replaced by an effective mass m∗e . It should be noted that sometimes a system of interacting fermions cannot be treated
solely within Landau–Fermi liquid theory and requires the use of a bona fide many-body theory. When Landau–Fermi
liquid theory is inadequate, the underlying physics is entirely different compared with that of Fermi liquid systems.

The Drude and Sommerfeld models for charge (and heat) transport in metals assume not only an independent-particle
picture but also that electrons that are nearly free. The classical Drude theory is based on the application of Newtonian
mechanics to particles moving in a dissipative media characterized by the mean time between collisions, τ . Despite its
apparent qualitative success, it is marred by its inadequate account of the Wiedemann–Franz law (see below). This flaw
is alleviated by the Sommerfeld Theory of Metals, which modifies the Drude theory to account for the nature of electron
statistics that affects the occupation of quantum states.

9.2.1 DRUDE THEORY OF CONDUCTIVITY

Generically, a conducting system is not isotropic or homogeneous, and the electric field inside the system might depend
on space and time, i.e., E=E(r, t). However, for the sake of simplicity, let us assume that the system, e.g., a macroscopic
piece of solid, is isotropic and homogeneous and that the applied electric field is uniform and time independent. Applica-
tion of a static electric field across the material results in a motion of charge carriers, i.e., a current density J(r), so that
J(r) · dS is the amount of charge per unit time crossing an area element dS centered at r. When E is uniform (as assumed
here), J is also uniform.

Problem 9.9

Check that the unit of the electron current density given by the expression J(r, t)= (−e)ne(r, t)v(r, t) is charge per
unit time per unit area. Here, v is the electron velocity and ne is the electron density.
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The conductivity σ is a quantity that characterizes the response of a system to an external electric field E. In the
simplest approximation, known as Ohm’s law, the current density J is linearly proportional to the applied static electric
field: J= σE. Application of an electric field results in a force F= − eE acting on the electrons. But experimentally, this
leads to a stationary current J. Hence, on the average, electrons are not simply accelerated; their equations of motion must
contain an effective damping force in addition to the force due to the electric field. This damping is characterized by a
collision time τ , which is a central quantity in the analysis of electrical transport; τ is the average time between collisions
that the electrons experience in the material. The conductivity σ is proportional to τ . Treating transport properties of
electrons in metals within Newtonian mechanics with conservative and damping forces was proposed by Paul Drude in
1900. It can also be used to obtain the conductivity of ions in solution.

E

V

v

J=(-e)nev

(c)

(a) (b)E  = 0 E = 0

1

2

12

FIG 9.7 Schematic illustration of the Drude model. Charge carriers (taken
as valence electrons), represented by empty circles, move
randomly in a crystal composed of localized cations, represented
by black circles, and execute thermal motion around their
equilibrium position. Occasionally, the carrier electrons collide
with the ions (and very occasionally with each other). Only ions
participating in a collision are shown. (a) In the absence of an
electric field, an electron initially at a point r1 at time t1 moves
randomly and collides with the lattice ions. After a time, t2 − t1,
it is at a point r2. Without an external electric field being applied,
the position of r2 with respect to r1 is isotropic; no net motion of
the electrons occurs. (b) In the presence of an electric field E,
electrons are acted upon by a constant force F = −eE and
inelastically collide with ions and impurities, so that their motion
is damped. There is a global motion of the electrons directed
opposite to the field. If τ is the average time between collisions,
then the average velocity is v̄ = −eEτ/m. (c) Current is directed
along the field, J= (−e)nev̄= (e2neτ/m)E, where ne is the
density of free electrons.

In the Drude model, schematically depicted in
Fig. 9.7, electrons under the influence of an external
electric field move in the solid and occasionally col-
lide with the ions comprising the solid and impuri-
ties and also with each other. These collisions lead to
energy dissipation. The dynamics of charge carriers is
then governed by Newton’s equations of motion for
a charged particle in an electric field within a dissi-
pative environment. The statements made above for
electrons also hold for other carriers of charge q 6=
−e, such as holes of charge +e, that are required to
describe conduction in semiconductors (see below).
In a metal, the conductivity σ is solely due to the
motion of electrons, but their effective mass m∗e might
be different from me (see Sec. 9.4.6).

The derivation of the Drude expression for electri-
cal conductivity in a constant electric field is straight-
forward. The starting point is Newton’s equation of
motion for a particle of mass m and charge q (in
a metal, m = m∗e and q = −e, but here we will
keep the notation general). If only the electric field
E is present (no friction force is considered), the
equation of motion is simply mr̈= qE. This equation
must now be modified by including a friction force
to describe electrical resistance. Friction ensures that
the charged particles do not continuously accelerate
in the presence of external field. The friction may be
due to collisions with other particles, e.g., impurities,
or with phonons (vibrational degrees of freedom of
the atoms comprising the material). The friction force
can be modeled as being proportional to the particle
velocity and in a direction opposite to the velocity.
Thus,

mv̇= qE−
m

τ
v. (9.42)

The friction force is inversely proportional to the average time τ elapsed between two successive collisions of the elec-
trons (for dimensional reasons, a parameter with dimensions of time must appear in the denominator of the friction force).
This central quantity depends on the metal purity and temperature. For high-purity copper at liquid helium temperature,
τ ≈ 10−9 s. Without an external field, the friction term in Eq. (9.42) ensures exponential decay of electron velocity with
time. In the presence of an external field, the time-averaged velocity is constant. Consequently, taking the average over
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sufficiently long times in Eq. (9.42), the average of the acceleration appearing on the LHS of the equation vanishes, ¯̇v= 0,
due to the steady-state condition, and we obtain an expression for the averaged velocity of the electron,

v̄=
qτ

m
E. (9.43)

Hence, the mobility (defined as the average velocity per unit electric field strength), is µ= |v̄|/|E| = eτ/m, and the current
per unit area, J, of charged particles is

J= nqv̄=
nq2τ

m
E ≡ σE, (9.44)

where n is the density of the itinerant charged particles. Note that, by dimensional analysis, J has units of statcoulomb
s−1 cm−2 (or in SI units, C s−1 cm−2), and the units of the RHS of Eq. (9.44) are in accordance with this. Hence, the
electrical conductivity, σ , is expressed in s−1, or in SI units (Ohm cm)−1. If there is more than one type of charge carrier,
J=

∑
α nαqα v̄α , where v̄α =

qατα
mα

E. We have just derived Ohm’s law relating the current density with the electric field
(or with the potential difference, as demonstrated below) and obtained an expression for the electrical conductivity. For
itinerant electrons of charge −e, density ne, and effective mass m∗e , the Drude expression for the conductivity is

σe=
nee2τ

m∗e
. (9.45)

Equation (9.44) can be written in a more standard form, I=V/R, where R is the resistance, by noting that the (uniform
and time independent) electric field E is given by the potential across the system divided by the length of the system,
E=V/L, and that the current I is the product of the current per unit area times the area, I= JA. Substituting these relations
in Eq. (9.43) and multiplying by the area A, we find I= (σA/L)V =V/R. Hence, the conductance is 6= (A/L)σ , and its
inverse, the resistance, is

R=
L

A

1

σ
=

L

A

m∗e
nee2τ

≡
L

A
ρ, (9.46)

where we have defined the resistivity ρ, which is the inverse of the conductivity, ρ= 1/σ . The resistance R is the product
of the resistivity ρ and L

A , just as the conductance, 6=R−1 is given by 6=Aσ/L. The resistivity and conductivity are
determined by the properties of the material and temperature. The resistance and conductance are also related to the
geometry of the conducting material (length and cross-sectional area).

Problem 9.10

Analytically solve Eq. (9.42) with initial condition v(0)= v0 and show that at times t� τ , v(t)= qτ
m E.

Hint: The general solution to ẏ=b− y/τ is y(t)= e−t/τ [y0 + b
∫ t

0 dt′ et′/τ ].

The Drude derivation of the conductivity (9.45) does not make any assumptions regarding the collision time τ . Because

the resistivity ρ is measurable, the Drude expression can be used to determine τ : τ = m∗e
ρnee2 . For numerics, it is useful to

recall the Wigner–Seitz radius rs defined by Eq. (9.11). Denoting the resistivity measured in units of µ-Ohm cm by the
symbol ρ̃, the Drude relation yields the following estimate for collision time:

τ =
m∗e
ρnee2

=
4πm∗e
3e2

1

ρ
r3

s =

(
0.22

ρ̃

)(
rs

a0

)3

× 10−14 s. (9.47)

In metals, rs/a0 ranges between 2 and 6.
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The Drude formula can be tested to determine whether the average distance between collisions, the mean free path
` = v̄τ , is commensurate with inter-atomic distances in the solid. Estimating v̄ using the statistical equipartition of energy,
m∗e v̄2/2= 3kBT/2, one has 1 Å<`< 10 Å at room temperature, which is a typical distance between atoms in a metal.
This seems to corroborate the Drude idea that collisions occur mainly between electrons and ions executing thermal
motion around their equilibrium position. However, these estimates are too crude and naı̈ve. For one thing, the actual
values of ` are at least an order of magnitude larger at room temperature and three orders of magnitude larger at very low
temperatures. Moreover, the actual electron speed (the Fermi velocity vF , unlike v̄ in Drude’s theory) is nearly temperature
independent. Briefly, although the Drude expression is physically intuitive, the main problems are, the collision time τ is
not known and the velocity used is not appropriate. Indeed, when vF is used instead of v̄ and the value of τ is known or
determined independently, the Drude expression can serve as a good reference point for more realistic calculations. As
an example, consider the case of copper. The mean free path of a conduction electron is defined as `= vFτ , where vF is
the Fermi velocity. For pure copper at liquid helium temperatures, 4 K, τ = 2×10−9 s, whereas at room temperature, 300
K, τ = 2× 10−14 s. The Fermi velocity of copper is vF = 1.57× 10−6 cm, so `(4 K)= 0.3 cm and `(300 K)= 3 µm. The
conductivity of copper can be calculated by using the electron density ne= 8.5× 1022 cm−3, m∗e = me= 9.1× 10−28 g,
e= 4.8× 10−10 statcoulomb, and Eq. (9.45); we find σ(300 K)= 5× 1017 s−1.

Because Drude theory does not tell us anything about the value of τ , it is desirable to test it against an experimentally
measurable quantity, which does not depend on τ . As far as electrical transport is concerned, there are at least two
such quantities. The first concerns the alternating current (AC) conductivity of a metal, which will be discussed below.
As a byproduct, we also calculate the propagation of electromagnetic radiation in metals and the formation of charge
density oscillations within the Drude model. A second test involves analyzing the Hall coefficient, which is discussed in
Sec. 9.5.6 in relation to the Hall effect. In addition to testing the model within the realm of charge transport, there are also
τ -independent observables related to heat transfer, such as the Wiedemann–Franz ratio and the thermopower, which will
be analyzed below within the Drude model.

The Drude model is solely based on classical concepts. But, as we shall soon see, quantum mechanics plays a crucial
role in transport phenomena, and the Drude model must be modified to account for quantum considerations required to
correctly estimate the collision time τ . As we shall see in this chapter, other dramatic manifestations of quantum mechan-
ics in electronic transport abound. One of the most dramatic is superconductivity. For some materials (e.g., aluminum,
lead, mercury, niobium, vanadium), as temperature is lowered below a certain (material dependent) critical temperature
Tc, the resistance decreases sharply to zero [ρ < 10−23 Ohm cm, which is 14 orders of magnitude below the resistivity of
pure copper at 4 K, ρCu(4 K)= 10−9 Ohm cm], and the material is said to become superconducting. Superconductivity
was discovered in 1911 by H. Kamerlingh-Onnes in mercury at temperatures below the critical temperature Tc= 4.2 K.
It will be discussed in Chapter 14 (in the supplementary material on the book web page).

AC Electrical Conductivity of a Metal

Now consider the response of a metal to a uniform time-dependent monochromatic electrical field within the Drude
model. For convenience, the electric field at frequency ω assumes a complex form,

E(t) = E(ω)e−iωt, (9.48)

with the understanding that the real part of this quantity is taken at the end of the calculation. Equation (9.42) can be
solved in a steady state by setting v(t)= v(ω)e−iωt and substituting this form, and Eq. (9.48), into (9.42) to obtain

v(ω)=
qτ/m

1− iωτ
E(ω). (9.49)

The resulting (complex) current, J(t)= J(ω) e−iωt, is proportional to the electric field, and the proportionality constant is
the AC conductivity σ(ω),

J(ω) = nqv(ω)= σ(ω)E(ω), (9.50)
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with

σ(ω) =
σ0

1− iωτ
, σ0=

nq2τ

m
. (9.51)

The measurable current is given by Re[J(t)]. Equation (9.51) and the expression for the complex AC conductivity σ(ω)
play important roles in the analysis of propagation of electromagnetic radiation in matter (magnetic field effects are
usually much smaller than those of the electric field). Although, in many cases, the electric field is not uniform and also
depends on space, E(r, t), when the wavelength λ of the electric field is much larger than the mean free path, ` ≡ vτ , it
is reasonable to relate the Fourier components of the local current density and the electric field as follows:

J(r,ω)= σ(ω)E(r,ω). (9.52)

This can generally be justified when visible light, with wavelength 400 nm < λ< 700 nm, or shorter wavelength light,
propagates in a metal. Equation (9.52) is called the Ohm’s law constitutive equation.

Propagation of Electromagnetic Waves in Metals

Equation (9.52), together with the Faraday and Ampére equations,

∇ × E= −
1

c

∂H
∂t

, ∇ ×H=
4π

c
J+

1

c

∂E
∂t

, (9.53)

can be used to derive a wave equation for electromagnetic radiation in plasmas (a plasma is a conducting fluid, and an
electron gas certainly qualifies). Taking the time dependence of the electric field to be E(r, t)=E(r) e−iωt, and using
Eq. (9.52), we obtain the Helmholtz equation (see Problem 9.11),

∇
2E= −

ω2

c2

(
1+

4π iσ(ω)

ω

)
E ≡ −

ω2

c2
ε(ω)E. (9.54)

Here, ε(ω) is the complex dielectric function. By using the Drude expression (9.51), and taking the high-frequency limit
ωτ� 1, we find

ε(ω) = 1−
ω2

p

ω2
, ωp ≡

√
4πnee2

m∗e
, (9.55)

where ωp is the plasma frequency. For frequencies ω>ωp, the propagation of the field within the metal is not attenuated.
In the high-frequency limit, the dielectric constant ε(ω) is real and negative (positive) for ω<ωp (ω>ωp), and the
corresponding solution of Eq. (9.54) decays (propagates). The plasma frequency does not depend on τ (but the high-
frequency limit does). To obtain an estimate on the value of ωpτ for electrons in metals, we can express τ in terms of the
resistivity through Eq. (9.47),

ωpτ = 160

(
rs

a0

) 3
2
[
µ�-cm

ρ̃

]
, (9.56)

where ρ̃ denotes the resistivity in units of µ-Ohm cm [see Eq. (9.47)]. For alkali metals, the frequency above which
transparency is established is of the order of 8 × 1015 Hz. The wavelength λp of the electromagnetic field below which
the metal is transparent is of the order of 300 nm.

Problem 9.11

(a) Derive the wave equation by taking the curl of Faraday’s equation and using Ampére’s equation on the RHS of
the resulting equation.

(b) Now derive the Helmholtz equation using E(r, t)=E(r) e−iωt and Eq. (9.52).



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 12-ch09-381-544-9780444537867 2012/12/7 19:48 Page 397 #17

9.2 Elementary Theories of Conductivity 397

9.2.2 THERMAL CONDUCTIVITY OF METALS

Electrons in a metal can transport thermal energy from one side of the sample to the other. The thermal current density,
Jq(r, t), at a point r and time t is defined such that Jq(r, t) · dA is the energy per unit time, which at time t crosses a small
area dA centered at r. The dimension of Jq is energy/(area− time). Whereas charge current results from application of an
external electric field, i.e., a potential gradient (see Fig. 9.7), a thermal current results by applying a temperature gradient
across the material. To produce a thermal current in a metal, an external temperature gradient can be maintained across
the metal by heating one end and/or cooling the other end. For a modest temperature gradient∇T , the Fourier law of heat
conduction states that the thermal current is given by the linear response equation,

Jq
= − κ ∇T , (9.57)

where κ is the thermal conductivity coefficient; it has dimension [κ]= energy area−1 time−1 K−1. The minus sign on the
RHS of Eq. (9.57) ensures that thermal current is directed from hot to cold for κ > 0.

negative temperature gradient along x

x1 x2

T1 T2<T1x

x X

Y

x1 x2

y

FIG 9.8 Schematic illustration of heat transfer within the Drude
model. Electrons emerge from collisions with atoms 1 and
2 in all directions at energies ε[T(x1)]>ε[T(x2)]
(indicated by arrow length). This inequality leads to a
thermal current from left to right. The thermal current is
calculated in the text at point x, x1< x< x2.

Metals conduct heat better than insulators because the
dominant contribution to thermal current is carried by elec-
trons, and electrons are free to move through metals. The
Wiedemann–Franz law states that the ratio κ/σ of ther-
mal to electrical conductivities is directly proportional to
temperature with a universal (material independent) pro-
portionality constant. This suggests that the Drude model
can be used to study heat transfer in metals in the same
way as it is applied for charge transfer. The mechanism
of heat conduction is elucidated with the help of Fig. 9.8,
which, for simplicity, is drawn for a two-dimensional sam-
ple. The calculation focuses attention on the x component
of the thermal current. A temperature gradient is main-
tained across the sample from left to right. The energy
ε of electrons at any point in the sample solely depends
on the temperature and, hence, on the x coordinate, i.e.,
ε(x)= ε[T(x)]. The average electron velocity v(x) should
also depend on x, but for moderate temperature gradients,

the deviation of v(x) from the average thermal equilibrium velocity v is extremely small. Electrons that have their last col-
lision with ions 1 and 2 located at points x1 and x2, respectively, emerge after the collision in either left or right direction
with equal probability and reach the point x1< x< x2. Our aim is to calculate the thermal current Jq

x at x. By definition,
x = x1 + vτ = x2 − vτ . The contribution of electrons emerging rightward (leftward) from x1 (x2) to the thermal current
at x is given by the product of their density n/2, their velocity v (−v), and their energy ε[T(x1)] (ε[T(x2)]). Combining
the two opposite contributions,

Jq
x =

n

2
v{ε[T(x1)]− ε[T(x2)]} =

n

2
v{ε[T(x− vτ)]− ε[T(x+ vτ)]}. (9.58)

Expanding ε[T(x± vτ)] around x up to first order yields

Jq
≈ −nv2τ

dε

dT

dT

dx
x̂. (9.59)

This relation can be easily extended to the case of a 3D sample. Instead of the factor v2, applicable in one dimension, one
uses the 3D averaged velocity squared, 〈v2

〉/3. Moreover, recalling that dε
dT = cel, the electron contribution to the specific

heat, we arrive at the expression

Jq
= −

1

3
celτ 〈v

2
〉∇T , (9.60)
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which, using Eq. (9.57), gives the thermal conductivity,

κ =
1

3
celτ 〈v

2
〉 =

1

3
cel`v, (9.61)

where `= vτ is the mean free path. This heuristic argument is discussed in many textbooks, e.g., Ref. [122]. A more care-
ful analysis to be carried out in Sec. 9.4.9 confirms that Eq. (9.59) is sound, provided its constituents are microscopically
well defined. Using expressions (9.45) and (9.61) for the electrical and thermal conductivities in the Drude model, the
ratio between thermal and electrical conductivities is obtained as,

κ

σ
=

m〈v2
〉cel

3ne2
, (9.62)

which is independent on the collision time τ . Assuming the electrons behave as a classical ideal gas, m〈v2
〉/2 = 3kBT/2

and cel = ccl = 3nkB/2, can be inserted into the RHS of (9.62), to obtain the Drude version of the Wiedemann-Franz law,

κ

σT
=

3

2

(
kB

e

)2

= 1.24× 10−13
( erg

statcoul K

)2
. (9.63)

This result is about half of that found experimentally. This might be regarded as a great success of the Drude model,
but in fact, this is rather misleading. At room temperature, the electronic contribution to the specific heat is about two
orders of magnitude smaller than 3nkB/2, whereas the electronic velocity squared is about two orders of magnitude larger
than 3kBT/m. We shall see below that the application of classical ideal gas theory to the problem of itinerant electrons
in metals is not justified. In the derivation of the Wiedemann–Franz law, these two errors for the values of the specific
heat and electron velocity squared compensate each other. But there is at least one experimental quantity, which can be
calculated within the Drude model for which such a cancelation does not occur, as we now discuss.

The Thermo-Electric (Seebeck) Effect

If a temperature gradient is maintained in a long finite wire, then an electric field directed opposite to the temperature
gradient develops, as schematically illustrated in Fig. 9.9. This is called the thermo-electric or Seebeck effect.

T1 T2 < T1   

E
grad T

−
−

−

−

−

−

+
++

+

+

+

FIG 9.9 The Seebeck effect. In a long finite metallic wire whose
left and right ends are kept at temperatures T1 >T2 (the
temperature gradient is directed leftward), a transient
thermal current is generated as given by Eq. (9.60).
When steady state is reached, an excess negative
(positive) charge is accumulated on the right (left).
Because no additional charge transport occurs, an
electric field opposite to the temperature gradient
results.

In steady state, excess electrons accumulate at the cold end
of the wire and an excess of positive charge accumulates on
the other side of the wire. No additional global charge trans-
port occurs within the wire. The velocity vT of the electrons
due to the temperature gradient must be compensated by the
velocity vE of electrons due to the resulting electric field E,
such that vT + vE= 0. The relation between E and ∇T is
given in linear response by,

E=Q∇T , (9.64)

where Q(< 0) is referred to as the thermopower.
In analyzing this effect, the assumption of weak depen-

dence of the velocity on the position of the electron is retained
(as in the calculation of κ discussed in relation to Fig. 9.8).
Thus, |v1| > |v2| in that figure, as discussed above. In a long

1D wire, the average electronic velocity at a point x due to the temperature gradient is

vT =
1

2
[v1 − v2] =

1

2
[v(x− vτ)− v(x+ vτ)]= − vτ

dv

dx
= − τ

d

dx

[
1

2
〈v2
〉

]
. (9.65)
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This expression can be easily generalized to a three-dimensional sample, with the result,

vT = −
τ

6

d〈v2
〉

dT
∇T . (9.66)

The velocity vE is proportional to the electric field E as in Eq. (9.43), although here the electric field is generated inside
the system due to the temperature gradient,

vE= −
eτ

m
E. (9.67)

The requirement, vT + vE= 0, enables expressing E in terms of ∇T , and by using (nm/2)d〈v2
〉/dT = cel, we derive the

following expression for the thermopower,

Q= −
cel

3ne
. (9.68)

When the (classical) ideal gas expression cel = ccl = 3nkB/2 is used, we find, Q = − kB
2e = −0.43× 10−4 volt K−1. This

estimate is two orders of magnitude larger than the experimentally observed value. The reason is that Q is proportional to
the specific heat; as already explained, the classical expression for the electronic specific heat overestimates the electronic
specific heat by two orders of magnitude. The reason why the Drude model estimate of Q is two order of magnitudes
larger than experiment, while the Drude model estimate of the Wiedemann-Franz law, Eq. (9.63), almost agree, is that
in the Wiedemman-Franz law, the ratio κ/σ is proportional to cel〈v2

〉, and the two orders of magnitude overestimate of
cel is compensated for by the two order of magnitude underestimate of 〈v2

〉. In the analysis of Q, only the overestimated
specific heat appears whereas the underestimated 〈v2

〉 does not appear as a factor. Hence, quantum mechanics must be
used in analysis of electrical and thermal conductivities.

9.2.3 SOMMERFELD THEORY OF TRANSPORT IN METALS

The inadequacy of the Drude model for describing transport properties of electrons in metals stems from the fact that
quantum aspects of the electron occupation of states are completely ignored. The Sommerfeld theory takes account of the
Fermi statistics of the electrons and thereby corrects the Drude theory. It significantly affects the estimates of the electron
velocity. The classical Maxwell–Boltzmann velocity distribution function [119, 120], fMB(v)dv, gives the probability that
the particle velocity lies between v and v+ dv:

fMB(v)= n

(
m

2πkBT

) 3
2

e
−

mv2
2kBT . (9.69)

Hence, the density of particles with velocity v is nv= nfMB(v), where n=N/V is the particle density. This distribution
leads to an average velocity 〈v〉 =

√
3kBT/m and specific heat cel= 3nkB/2. The use of these quantities in the Drude

theory is inadequate, as discussed earlier. To correct this, Sommerfeld used the conceptual framework of the Drude
model [including the basic relation (9.45) for the conductivity], but used the Fermi–Dirac velocity distribution (instead
of the Maxwell–Boltzmann distribution) to calculate the average velocity and the specific heat for a free electron gas, as
discussed in Sec. 9.1. To find the velocity distribution of electrons in a metal as deduced from Fermi statistics, consider a
small volume dk in k-space, such that the variation of the Fermi–Dirac function, Eq. (9.27), within dk is negligible. As
we have seen in Sec. 9.1, the number of single-electron states in this k-space volume element is 2× V

(2π)3
dk, including

spin degeneracy. The probability that a level k is occupied is f (Ek), where f (E) is the Fermi function, Eq. (9.27), and for

a free electron gas, Ek =
h̄2k2

2m . Therefore, the density (number per volume in physical space) of electrons in this k-space
volume element is

dnk=
n

4π3
f (Ek) dk. (9.70)
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Because we are interested in the velocity distribution, we explicitly set Ek = h̄2k2/(2m) and note that dk= ∂k
∂v dv= m3

h̄3 dv.
Hence, the probability distribution for the electron velocity is

f (v)=
m3

4π3h̄3

1

exp
(

mv2/2−µ
kBT

)
+ 1

, (9.71)

rather than the classical Maxwell–Boltzmann distribution (9.69). In Sommerfeld theory, the expressions for the electrical
conductivity σ and the thermal conductivity κ remain the same as those derived using Drude theory, but the average
velocity and specific heat are not those derived from the classical ideal gas theory, 〈v〉 =

√
3kBT/m, and cel= ccl=

3
2 nkB,

but those derived from the quantum theory of the free electron gas as discussed in Eq. (9.40),

v ≡ 〈v〉=
∫

vf (v)dv=

√
2EF

m
, cel=

π2

2

kBT

EF
nkB. (9.72)

Comparing Sommerfeld Theory with Experiment

The results derived from Eq. (9.72) can now be compared with experiment once the collision time τ , which is an input
parameter into both the Drude and the Sommerfeld theory, is ascertained. The mean free path is given by ` = vFτ , and
by using Eq. (9.47) for τ and Eq. (9.12b) for vF , we find,

`= 92

(
rs

a0

)2 1

ρ̃
[Å]. (9.73)

With the estimate, ρ̃ ≈ 10 at room temperature, and rs/a0 ≈ 3, the mean free path is about 100 Å.

Next, consider the Wiedemann–Franz ratio; with σ = ne2τ
m and κ = v2τcel/3, as in Drude theory, but with vF =√

2EF/m and cel given by Eq. (9.40), the ratio is

κ

σT
=
π2k2

B

3e2
= 2.44× 10−8 W � K−2. (9.74)

The number on the RHS is referred to as the Lorentz number. It is in good agreement with experiment (recall that the
Drude’s result is also close to experiment, but that is misleading due to over-estimation of the specific heat and under-
estimation of the average velocity).

Finally, consider the thermopower Q and make use of Eq. (9.40) for the specific heat in the Sommerfeld theory to
obtain

Q= −
π2kB

6e

(
kBT

EF

)
= − 1.42× 10−4

(
kBT

EF

)
V K−1. (9.75)

This result compares well with experiment, being smaller than the Drude value, Eq. (9.68), by a factor kBT/EF , which is
about 10−2 at room temperature.

9.3 CRYSTAL STRUCTURE

A crystal is a solid containing a large number of atoms, molecules, or ions that form a periodic structure, i.e., the
constituents, which we refer to as atoms, are packed in a regularly ordered, repeating pattern. Apart from their small
oscillations, that are ignored for the time being, the position of the atoms is fixed in space. Crystal structures can be gener-
ated starting from a group of atoms, called the basis, or the motif by crystallographers, and regularly ordering this group
in a periodically repeating pattern in 3D, 2D, or 1D structures, as shown in Fig. 9.10 for a 2D crystal structure. In this fig-
ure, the basis (motif) consists of two atoms, schematically represented by a circle and a square, and it repeats in a periodic
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r

R1,2

0

FIG 9.10 A two-dimensional crystal constructed from a
rectangular Bravais lattice (the solid circles
arranged in a rectangular pattern) and a basis
consisting of two different atoms (represented as
solid circles and squares). The two primitive
lattice vectors, a1 and a2, define the primitive
rectangular unit cell. Bravais lattice vectors take
the form Rn1,n2 = n1a1 + n2a2, e.g.,
R1,2 = a1 + 2a2. The position vectors of the two
atoms forming the basis with reference to the
Bravais lattice point are 0 and r = xa1 + ya2 with
|x|, |y|≤1.

pattern. We are most familiar with crystals such as diamonds,
rock salts, quartz, and gemstones, with clearly visible planar
facets and sharp edges, but a myriad of solid-state materials,
including metals, have a crystal structure.

The purpose of this section is to introduce the basic geomet-
rical tools required for the analysis of crystal structures. A cen-
tral concept in this respect is that of a lattice, an infinite periodic
arrangement of identical groups of points. Each group may con-
tain several points, e.g., in Fig. 9.10, each group contains two
points. If it contains more than a single point, the lattice has a
basis (or a motif). Although the concepts of crystal and lattice
are sometimes used interchangeably, we find it useful to reserve
the former for the physical system of atoms and molecules hav-
ing a finite (albeit large) extent and the latter for the geometrical
structure of periodically arranged points, which is regarded as an
infinite array. Lattices are defined in three, two, and one space
dimensions.

9.3.1 BRAVAIS LATTICES AND
CRYSTAL SYSTEMS

The theory of space lattices was introduced by the French physi-
cist Auguste Bravais in the middle of the 19th century. A 3D
(simple) Bravais lattice is constructed in terms of a triad of non-

coplanar vectors a1, a2, and a3, which are called as primitive lattice vectors. It consists of the collection (an infinite set)
of points defined by position vectors {Rn1n2n3}, including a point R000= 0 (arbitrarily chosen to be used as an origin),

Rn1,n2,n3 ≡ n1a1 + n2a2 + n3a3 (n1, n2, n3 ∈ integers). (9.76)

The pattern of points in a Bravais lattice looks identical when viewed from any two points r and r′, not necessarily
belonging to the lattice, if and only if the difference vector r − r′ is expressible as a vector Rn1,n2,n3 as defined in
Eq. (9.76). Sometimes, the subscripts n1, n2, and n3 will be omitted when no confusion might arise.

The vectors R given in Eq. (9.76) define the Bravais lattice points. From this definition, it is clear that the difference
vectors R − R′, referred to as Bravais lattice vectors, is also expressible as in Eq. (9.76). As a periodic structure, a 3D
Bravais lattice has three lattice periods a1, a2, and a3 in the sense that the lattice looks the same from a point r and a
point r+ ai, or a point r+

∑
i niai for any integers ni. Any experimentally observable quantity O(r) depending on space

point r is a periodic function O(r +
∑

i niai) = O(r), where i = 1, 2, 3. This implies O(r + R) = O(r) for any lattice
vector R. The lengths |a1|, |a2|, and |a3| are called lattice constants. The lattice constants and the three angles defined
by cos θi= âj · âk, i 6= j 6= k, constitute the six lattice parameters. Recall that a grouping of atoms that repeats itself in
a crystal is referred to as a basis (motif). We may augment a simple Bravais lattice into a Bravais lattice with a basis by
attaching to each point R, a finite number J of points (i.e., a motif) whose position vectors rj, j = 1, 2, . . . , J are defined
with respect to the lattice point R, and expressed as linear combinations of the same three basis vectors a1, a2, and a3,
albeit with noninteger real coefficients (see Fig. 9.10),

rj = xja1 + yja2 + zja3, |xj|, |yj|, |zj|≤1, j = 1, 2, . . . , J. (9.77)

A unit cell is a volume element V in a lattice with the following properties: (1) It contains at least one Bravais
lattice point R; (2) the entire space can be filled by such closely packed identical volume elements {Vi}, i = 1, 2, . . ..
Two unit cell volume elements Vi and Vj are related to each other by simple translation. It is useful to add a third
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(a) (b)

a2

a1

r

FIG 9.11 (a) A 2D honeycomb lattice. You will answer the question
whether it is a simple Bravais lattice in Problem 9.12(a). (b) A
2D honeycomb lattice can be regarded as a triangular Bravais
lattice with a basis (motif). Its relation to a Bravais lattice with a
basis is a part of Problem 9.12(b). The Bravais lattice is
composed of the black circles, and in each lattice point, there
are two atoms, black and white connected by a vector r. The
dashed lines connecting black and white atoms serve to
underline the honeycomb structure. In 2004, a single layer of
graphite was fabricated, wherein the carbon atoms (empty
circles) were arranged on the vertices of a 2D honeycomb
lattice. This material is called graphene, and its properties are
discussed in Chapter 13.

property: (3) A unit cell has the point group symme-
try of the lattice. For example, it may be constructed
as a parallelepiped with volume V = (m1a1×m2a2) ·

m3a3, with integer mi.
A primitive unit cell is a unit cell which contains

just a single Bravais lattice point R, and, by defini-
tion, also the atoms in the motif attached to it. An
example of a primitive unit cell is a parallelepiped
defined by taking m1=m2=m3= 1 in the example
above. Its volume is

Vcell= |(a1 × a2) · a3|. (9.78)

The concept of a primitive unit cell is also meaning-
ful for 2D and 1D lattice structures. In 2D, a primitive
unit cell is an aerial element containing just one Bra-
vais lattice point. From these definitions, it is evident
that a primitive unit cell is the minimal object satis-
fying properties 1 and 2. If it satisfies property 3 as
well, it can be regarded as the “atom” of the lattice.
Because the lattice volume is tiled by unit cells, the
volume of all unit cells is the same (independent of
their shape), and as given by Eq. (9.78).

Problem 9.12

(a) With the help of Fig. 9.11(a), check whether a 2D honeycomb lattice is a simple Bravais lattice. Answer: No.
(b) With the help of Fig. 9.11(b) show that the 2D honeycomb lattice can be regarded as a Bravais lattice with a

basis (motif) containing two atoms in a primitive unit cell. Write down the two components of a1, a2, and r in a
Cartesian system (feel free to choose the origin and axes at your convenience).

Nearest Neighbors and Coordination Number

For a given Bravais lattice point R, the lattice points closest to it are called nearest neighbor points and their number, p
is the coordination number. More precisely, we say that the lattice point Rm (m = 1, 2, . . . , p) is a nearest neighbor of R
if the unit cells containing R and Rm touch each other in at least one point.

Problem 9.13

Find the coordination number for the simple cubic, body-centered, and face-centered lattices.

Answer: 6, 8, and 12.

Classification of Lattices

In 1850, Bravais demonstrated that there are 14 different types of Bravais lattices in three dimensions (they will be
enumerated below). In two dimensions, there are just five different types of Bravais lattices: oblique, rectangular, centered
rectangular, hexagonal, and square. The five 2D Bravais lattices are shown in Figure 9.12.

Because of the periodic structure of the lattice, symmetry operations exist that leave it invariant. These operations
can be divided into translations, rotations, inversions, and reflections. Mathematically, these symmetry operations form
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FIG 9.12 The five two-dimensional Bravais lattices in 2D: oblique, rectangular, centered rectangular, hexagonal, and square. For the
centered rectangular Bravais lattice, the vectors a1 and a′2 (not a2) form a basis.

a finite group (for each given lattice structure), referred to as a space group whose properties can be analyzed in terms of
(discrete) group theory. For a brief review of the group theory aspects of crystals, i.e., point groups and space groups, see
Appendix E.1 and Refs [123, 124].

A point group is a group of symmetry operations that leave a point fixed. In what follows, we restrict ourselves to
consider only discrete point groups. The elements of a point group are constructed from combinations of eight elementary
symmetry elements, as discussed in Appendix E.1 and are defined as follows: E (identity element), C2 (rotation by 180◦),
C3 (120◦ rotation), C4 (90◦ rotation), C6 (60◦ rotation), i (inversion), σv (reflection in a plane passing through an axis
of symmetry), and σh (reflection in a plane perpendicular to an axis of symmetry). These symmetry elements form 32
possible point groups, and they correspond to 32 crystal classes. The lattice classes are divided into seven lattice systems
(cubic, hexagonal, trigonal, tetragonal, orthorhombic, monoclinic, and triclinic) as follows:

1. Cubic – three mutually perpendicular equal axes. The cubic system is often called isometric.
2. Hexagonal – four axes, a1, a2, a3, and c, where a1, a2, and a3 lie in a plane and are of equal length and intersect at

angle of 120◦, and the c is perpendicular to the plane. (a1, a2, a3 are not linearly independent).
3. Trigonal – four axes, a1, a2, a3, and c, where a1, a2, and a3 lie in a plane and are of equal length and intersect at

angles of 60◦, and the c is perpendicular to the plane. This system is sometimes included with the hexagonal system.
It is often called rhombohedral. (a1, a2, a3 are not linearly independent).

4. Tetragonal – three mutually perpendicular axes, two of which are of equal length.
5. Orthorhombic – three mutually perpendicular unequal length axes.
6. Monoclinic – three unequal length axes, two intersecting at acute or obtuse angles and the third (b) axis perpendicular

to the other two axes.
7. Triclinic – three unequal length axes that intersect at acute or obtuse angles.
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Table 9.1 Crystal systems and point groups.

Crystal system
(No. lattices) [lattice type]

Crystal point group
(Schönflies)

Crystal point group
(international)

Cubic T 23
(3) [P, I, F] O 432

Th m3
Td 4̄3m
Oh m3m

Hexagonal C6 6
(1) [P] D6 622

C6v 6mm
C6h 6/m
D6h 6̄m2
C3h 6̄
D3h 6̄m2

Trigonal [rhombohedral] C3 3
(1) [R] D3 32

C3i 3̄
C3v 3m
D3d 6̄m

Tetragonal C4 4
(2) [P, I] D4 422

S4 4̄
C4h 4/m
C4v 4mm
D2d 4̄2m
D4h 4/mmm

Orthorhombic D2 222
(4) [P, I, C, F] C2v mm2

D2h mmm

Monoclinic C2 2
(2) [P, C] Cs m

C2h 2/m

Triclinic C1 1
(1) [P] Ci 1̄

The 14 Bravais lattices in 3D (which are also enumerated in the first column of Table 9.1) are shown in Fig. 9.13. They
can be constructed following the seven geometric classifications, i.e., the seven crystal systems. For example, the cubic
system has three types of crystal space lattices: the simple cubic (given the symbol P for primitive), the body-centered cubic
(given the symbol I and sometimes represented as BCC), and the face-centered cubic (given the symbol F and sometimes
represented as FCC). The simple cubic lattice has an atom at the corners of a cube; the body-centered cubic has, in addition,
an atom at the center of the cube; and the face-centered cubic has atoms at the center of each face of the cube.

The composition of two identical Bravais lattices shifted with respect to each other is, in general, not a simple Bravais
lattice. Rather, it is a Bravais lattice with two points per unit cell. An important example is the diamond structure obtained
from two FCC lattices shifted by 1/4 of the diagonal along the diagonal. Figure 9.14(a) shows an FCC lattice, and
Fig. 9.14(b) shows two shifted FCC lattices forming the diamond structure. A familiar representative is zinc-sulfide
(ZnS), where the zinc atoms occupy the sites of one FCC and the sulfur atoms occupy the sites of the second FCC.
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Problem 9.14

Express all the FCC lattice sites in Fig. 9.14(a) in terms of the basis vectors a1, a2, and a3 connecting the origin 0
with the sites marked 1, 2, and 3.

FIG 9.13 The 14 conventional unit cells of the space Bravais lattices.

Space Groups

Table 9.1 specifies the 32 groups belong-
ing to the various crystal systems, using
both Schönflies and International clas-
sification symbols, and the 14 Bravais
lattices (enumerated in the first column
of the table). Recall that P designates
primitive, I designates body-centered, C
designates centered, F designates face-
centered and R designates rhombohedral.
In the cubic system, P is called simple
cubic, I is body-centered cubic, and F is
face-centered cubic. In the international
classification, the notation n/m indicates
an n-fold symmetry axis and a mirror
reflection (the m stands for mirror), and
the notation n̄ indicates an n-fold sym-
metry axis and an inversion symmetry.
In the Schönflies classification, standard
point group notation is used for the groups
(see Appendix E.1).

The unit cells of space lattices are
shown in Fig. 9.13. A lattice translation
operation T (or crystal translation) is
defined by displacement of the crystal by
a lattice vector Rn1,n2,n3 . A lattice transla-
tion operation affects all points but leaves
the crystal invariant. Note that the unit
cells shown in Fig. 9.13 are not the min-
imum volume unit cells (also called prim-
itive unit cells – there is a density of one
lattice point per primitive cell). The 32
point groups can combine with the group
of lattice translation symmetries to form
230 possible combinations called space
groups.

9.3.2 THE RECIPROCAL LATTICE

Any local physically measurable quantity in a crystal, such as the electron density n(r), for example, is invariant under
lattice symmetry operations due to crystal periodicity. Invariance under translations implies periodicity,

n(r+ R)= n(r), (9.79)
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1
2

3

0

(a) (b)

FIG 9.14 (a) Face-centered cubic (FCC) Bravais lattice.
A suitable basis consist of the three vectors
a1, a2, and a3 connecting the origin 0 with
sites marked 1, 2, and 3. (b) Two shifted FCC
lattices form a Bravais lattice with two atoms
in the unit cell. When atoms of one element
occupy the site of the first FCC lattice (shaded
circles) and atoms of a second element occupy
the sites of the second lattice (black and white
circles), we obtain a Zinc Blende structure.

for any Bravais lattice vector R. Therefore, it can be expanded as a discrete Fourier series,

n(r)=
∑

G

nGeiG·r, (9.80)

where nG are the Fourier components of the electron density. Invariance of the density on translation by R, according to
Eq. (9.79), requires that

G · R= 2πm, (9.81)

where m is an integer. Equation (9.80), with the auxiliary condition (9.81), is the Fourier series for the electron den-
sity, which has the lattice periodicity. For the Bravais lattice vectors R, the (infinite discrete) set of points G satisfying
Eq. (9.81) defines the reciprocal lattice with respect to the direct lattice, i.e., the original Bravais lattice. A reciprocal
lattice basis is a triad of vectors bi, i = 1, 2, 3, defined in terms of the three (primitive) lattice vectors a1, a2, and a3 of
the direct lattice,

b1= 2π
a2 × a3

a1 · a2 × a3
, b2= 2π

a3 × a1

a1 · a2 × a3
, b3= 2π

a1 × a2

a1 · a2 × a3
. (9.82)

It is easy to verify the orthogonality relation,

bi · aj = 2πδij. (9.83)

The vectors bi are the axes vectors of the reciprocal lattice. As a1, a2, and a3 are the primitive vectors of the direct lattice,
b1, b2, and b3 are referred to as the primitive vectors of the reciprocal lattice. In terms of these vectors, the allowed
vectors G satisfying Eq. (9.81) are expressed as,

G=Gm1,m2,m3 =m1b1 + m2b2 + m3b3, (9.84)

where m1, m2, and m3 are integers whose geometrical significance will be explained in Eq. (9.87). The vectors q of the
reciprocal lattice are the reciprocal lattice vectors. Only these vectors enter the Fourier expansion of the periodic function
n(r). Therefore, Eq. (9.80) can be explicitly written as

n(r)=
∑

G

nGeiG·r, (9.85)

Following the definition (9.84), it is evident that a reciprocal lattice of a Bravais lattice is a Bravais lattice. Therefore, all
the definitions specified for the direct lattice apply to the reciprocal lattice as well. In particular, we can define a primitive
unit cell in the reciprocal lattice whose volume is

V(reciprocal lattice primitive unit cell)=b1 · (b2 × b3)=
(2π)3

a1 · (a2 × a3)
. (9.86)
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Problem 9.15

(a) A direct Bravais lattice is defined in terms of the basis vectors a1 = (1, 2, 3)a0, a2 = (3, 1, 2)a0, and
a3 = (2, 3, 1)a0. Find the direct lattice parameters and the basis vectors of the reciprocal lattice.

(b) Find the relation among m= (m1, m2, m3), n = (n1, n2, n3), and the integer m in Eq. (9.81).

Answers: (a) |a1| = |a2| = |a3| =
√

14a0, cos θ1 = cos θ2 = cos θ3 =
11
14 . (b) m · n = m.

Wigner–Seitz Cell and Brillouin Zone

We stressed that the choice of the (primitive) unit cell is not unique, as long as it satisfies properties 1 and 2 and preferably
property 3 listed above. A convenient choice is the Wigner–Seitz cell, named after Eugene Wigner and Frederick Seitz,
that is defined for both the direct and the reciprocal lattice as follows:
Direct lattice: A Wigner–Seitz cell is defined about a Bravais lattice point R as the points r in space that are closer to that
lattice point than to any of the other lattice points R′ 6= R, i.e., |r−R|≤|r−R′| [see Fig. 9.16(b)]. Properties 1 and 2 listed
after Eq. (9.77) assure that the entire space can be tiled by Wigner–Seitz cells obtained by lattice translation of a single
cell. Moreover, it satisfies point 3, i.e., it maintains the full (point) symmetry of the lattice. To construct it geometrically,
consider a given Bravais lattice point R and draw the vectors Ri − R connecting it to all its p nearest neighbor lattice
points (recall that p is the coordination number). At the midpoint (Ri + R)/2 of each vector, draw a plane normal to it.

Problem 9.16

For primitive basis vectors ai = xix̂+ yiŷ+ ziẑ, find the equation of a plane bisecting the vector connecting R = 0
and R1 = a1.

Answer: Let r = xx̂+ yŷ+ zẑ be a point on the plane. Then it should satisfy the relation (r− a1/2) · a1 = 0. These
planes intersect each other and define a polyhedron, which is the Wigner–Seitz primitive cell (see Fig. 9.15).

Reciprocal lattice: A similar construction in a reciprocal space is carried out around a reciprocal lattice point G, thereby
defining the Wigner–Seitz cell in a reciprocal space. It contains the points k that are closest to G than to any other
reciprocal lattice point G′ 6= G. It will be shown below that the energy ε(k) of an electron in a crystal is a continuous
and periodic function of k, so that the corresponding energies are closest to ε(G). The Wigner–Seitz cell in a reciprocal
space is called the first Brillouin zone, denoted as BZ1. As an example, consider the diamond crystal structure, which
also corresponds to the Si and Ge structures. There are 4 nearest neighbors and 12 next nearest neighbors for each atom.
The unit cube contains eight atoms with the bonds between atoms being covalent bonds in a tetrahedral arrangement.
The diamond structure is composed of two face-centered cubic lattices that are displaced from each other by a translation

a1

a2

b2

b1
a1

a2

(a) (b)
b2

b1

(c)

FIG 9.15 (a) Primitive vectors a1 and a2
in the direct lattice and b1 and
b2 in the reciprocal lattice. (b)
Wigner–Seitz unit cell in the
direct lattice. (c) Brillouin zone
in the reciprocal lattice.
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(a) (b)

FIG 9.16 (a) The crystal structure of
diamond, showing the
tetrahedral arrangement, and
the Wigner–Seitz cell in gray,
and (b) the first Brillouin zone,
BZ1, of the diamond structure
(appropriate for diamond,
silicon, and germanium).

vector along the body diagonal by a length equal to one-quarter of the body diagonal. The unit cell in a direct space is
shown in Fig. 9.16(a), whereas the Wigner–Seitz cell in a reciprocal space (i.e., the first Brillouin zone, BZ1) is shown
in Fig. 9.16(b). Anticipating the need to study electron energy levels ε(k), k ∈ BZ1, it is useful to define a set of lines
joining certain points in the Brillouin zone, along which the k vector varies and the energy is traced. These points are
defined as follows: the 0 point k = 0, the K points at the center of the lines, L and X points at the center of faces of
the Brillouin zone boundary, and W points at the vertices of the Brillouin zone boundary. For example, the points in a
reciprocal space in Fig. 9.16(b) show the Brillouin zone of Si; they will be used in Fig. 9.66, which presents the energy
eigenvalues of the electrons in silicon as a function of wavevector.

Lattice Planes and Miller Indices

We briefly introduce some important geometrical concepts for analyzing electron and crystal properties in solids. Let us
consider a given Bravais lattice and its reciprocal lattice. A lattice plane is a plane containing at least three noncollinear
points of the direct lattice.

Problem 9.17

Show that the lattice points on a lattice plane form a two-dimensional Bravais lattice.

There are an infinite set of equally spaced parallel lattice planes; these include all the lattice points in the lattice. This
set is called a family of lattice planes. To distinguish between different families, we look for an algorithm to characterize
(enumerate) a given family of planes. The first method is to choose a unit cell in the lattice and inspect a plane belonging
to the family, which cuts the axes along the basis vectors a1, a2, and a3 at distances a1

h , a2
k , and a3

l , respectively, from the
origin, where (h, k, l) are rational numbers. The smallest triple with a given ratio h : k : l is referred to as the Miller indices
characterizing the family of planes. For example, in Fig. 9.17(a), the plane cuts a1 and a3 in the middle and a2 is cut at
its end, so that (h, k, l) = (2, 1, 2). In Fig. 9.17(b), the plane cuts the axes at a1, a2/2, and∞, so that (h, k, l) = (1, 2, 0).
Finally, in Fig. 9.17(c), it cuts the axes at a1,−a2, and a3/2, so that (h, k, l)= (1,−1, 2) ≡ (1, 1̄, 2). The distance between
two adjacent planes belonging to the family (h, k, l) is denoted as dhkl.

The second method is more elegant; it is based on a theorem relating families of (direct) lattice planes to vectors in the
reciprocal lattice.

Theorem: For any family of lattice planes with distance d, there is a reciprocal lattice vector perpendicular to it, whose
length is 2π

d . Conversely, for every reciprocal lattice vector G of (shortest) length 2π
d there is a family of planes in the

direct lattice perpendicular to G whose distance is d.
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FIG 9.17 (a) A plane belonging to a family of lattice planes in a cubic lattice
with Miller indices (h, k, l) = (2, 1, 2). (b) A plane belonging to
another family has Miller indices (h, k, l) = (1, 2, 0). (c) A plane
belonging to a third family has Miller indices, (h, k, l) = (1, 1̄, 2).

The proof of this theorem will not be given
here. It is based on definition (9.82) of the recip-
rocal lattice, which implies eiG·R

= 1, as well as
on the fact that a plane wave eik·r has the same
value for all lattice points r belonging to a family
of planes perpendicular to the vector k whose dis-
tance d from one another is an integer number of
wavelengths. Once this theorem is established, one
can characterize a family of lattice planes by spec-
ifying the shortest length vector G in a reciprocal
space perpendicular to this family of planes. This
vector can be written as a linear combination basis
vectors,

G = Ghkl = hb1 + kb2 + lb3, (9.87)

where (h, k, l) are integers, by definition of the reciprocal lattice. They are the Miller indices as defined in the first
method.

X-ray Scattering from a Crystal

Crystal structures are experimentally determined by diffraction of electrons, electromagnetic waves, or neutrons. The
physical basis for diffraction experiments is the interference effects due to phase differences between reflected or trans-
mitted waves, which are elastically scattered from the atoms in the crystal. Scattering of X-rays from a crystal and
analyzing the reflected intensity is a common procedure for determining crystal structures. The wavelength of the radi-
ation should be comparable with the interatomic distances, which are of the order of a few Å, i.e., for electromagnetic

θ

d sin θd sin θ

θ
θ θ

θ θ

d

(a) (b)

θ
θ

d

FIG 9.18 (a) An X-ray beam is scattered at an angle θ from a series of horizontal
crystal planes at distance d from one another. The optical path length
difference between the reflected beams scattered from two adjacent
lattice planes is 2d sin θ . The two beams interfere constructively if this
difference is an integer multiple of λ, the X-ray wavelength. (b) The
same beam is also scattered from a different family of crystal planes
with different scattering angle θ ′ and different spacing d′ between two
adjacent planes.

radiation, the characteristic wavelength is in
the X-ray region of the spectrum. Analysis of
X-ray scattering from a periodic solid enables
the elucidation of the position of the atoms
forming the crystal. This procedure was pio-
neered by Max von Laue (Physics Nobel Prize
in 1914) and W. H. Bragg and W. L. Bragg
(Physics Nobel Prize in 1915) and is called
Bragg scattering.

In Bragg scattering formalism, an X-ray
impinging on a solid crystal is reflected from
a series of equally spaced lattice planes as
indicated in Fig. 9.18. Consider an incoming
X-ray beam impinging at an angle θ on a series
of lattice planes with distance d between two
adjacent planes. The specular reflection of two
adjacent lattice planes interfere coherently if
their optical path difference is a multiple of λ,
the X-ray wavelength. That is,

d sin θ = nλ, n = positive integer. (9.88)

This is known as the Bragg condition for reflection of order n. It is possible to obtain information on lattice planes by
tracing the directions along which the reflected waves emerge with high intensity. For this purpose, it is preferable to
have a monochromatic X-ray source.
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FIG 9.19 von Laue analysis of scattering from a
crystal. An X-ray beam impinges and
scattered from the atoms composing the
crystal. Two X-ray beams with wavevector
directed along k̂ are reflected from two
atoms located at points A and B and scatter
into wavevector directed along k̂′. The
optical path difference between the two rays
is d · k̂− d · k̂′=d · (k̂− k̂′), where
d = B− A. Constructive interference
results if this path difference equals nλ,
where n is an integer.

A somewhat difference approach is suggested by von Laue, based
on analysis of directions in the reciprocal lattice. It does not require
the inspection of lattice planes or a specular reflection. Consider, as
in Fig. 9.19, two monochromatic X-rays of wavevector k = 2π

λ
k̂,

impinging on a crystal in a direction k̂ and reflected from two atoms
located at A and B in the direct lattice, along another direction k̂′. The
vector connecting the two points is d=B − A. Constructive interfer-
ence between the two reflected rays occurs if the optical path differ-
ence between them is an integer multiple of λ, that is,

d · (k̂− k̂′) = nλ, n = positive integer, (9.89)

which is the von Laue condition for reflection at order n. Because A
and B are Bravais lattice points, then d = B − A is a Bravais lat-
tice vector, and the von Laue condition (9.89) (after multiplication by
2π/λ) becomes

d · (k− k′) = 2πn, (9.90)

which, on comparison with Eq. (9.81), shows that constructive inter-
ference occurs along directions where the momentum transfer k −

k′=G is a reciprocal lattice vector. The above analysis applies not only to X-rays but also to electrons or neutrons
with de Broglie wavelength λ = h/p of a few angstroms.

Problem 9.18

For elastic scattering, |k′| = |k|. Find the angles θG (with respect to k) where there is a constructive interference.

Answer: cos θG = 1− G2

2k2 .

GG/2

k' = k-G
k

R = 0

θ θ

FIG 9.20 Geometrical interpretation of the von Laue analysis of scattering
from a crystal. An X-ray of wavevector k is reflected coherently in
the direction k′ = k−G if and only if the tip of the vector k lies on
a Bragg plane. See analysis related to Eq. 9.91.

The von Laue elastic scattering condition
implies

|k| = |k′| = |G− k|. (9.91)

This has a useful geometrical interpretation:
Squaring both sides of Eq. (9.91) yields

G ·
(

k−
1

2
G
)
= 0. (9.92)

Thus, the points k − G/2 lie on a plane, which
bisects the vector G (such a plane is called a Bragg
plane). Consequently, an X-ray of wavevector k is
reflected coherently in the direction k − G if and
only if the tip of k lies on a Bragg plane. This is
schematically shown in Fig. 9.20.
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Equivalence of Bragg and von Laue Interference Conditions

To demonstrate the equivalence of the two approaches, let us first derive the Bragg condition assuming the von Laue
condition is satisfied. An X-ray of initial wavenumber k is reflected, such that the wavevector of the reflected beam is
k′ = k − G, where G is a reciprocal lattice vector. For elastic scattering |k| = |k′|, that is, the two vectors have the
same inclination angle θ with respect to the Bragg plane (see Fig. 9.20). Thus, the Bragg plane appearing in the von
Laue formulation is a representative of a family of lattice planes in the direct lattice, which are perpendicular to G, and
the angle θ appearing in the von Laue description is identical with the angle θ of scattering from a family of planes in
the direct lattice as defined in Bragg formulation. Moreover, from the properties of the reciprocal lattice, we know that
G = mG0, where G0 is the shortest reciprocal lattice vector in the direction of G and m is a positive integer. According to
the theorem presented above, the length of G0 is 2π

d , where d is the distance between the family of direct lattice planes.
Combining this result and inspecting Fig. 9.20, we may write

G =
2mπ

d
= 2k sin θ . (9.93)

Finally, writing k = 2π
λ

immediately implies the Bragg condition for constructive interference, 2d sin θ = mλ, as in
Eq. (9.88). Consequently, the von Laue condition k− k′ = G is identical with the Bragg condition 2d sin θ = mλ with,

cos θ = k̂ · k̂′,
2π

λ
= |k| = |k′|,

2mπ

d
= |G|.

Experimental analysis of X-ray scattering is more conveniently carried out within the Laue formulation (based on
reciprocal lattice vector analysis) than within the Bragg formulation (based on resolution of the direct lattice into families
of lattice planes). The pattern of X-ray reflections consists of isolated points (Bragg peaks) corresponding to the allowed
scattering angles determined by the von Laue (or Bragg) conditions. It gives valuable information on the structure of the
reciprocal lattice, because once we know k and k′, we know k−k′, which must be a vector in the reciprocal lattice. Once
the structure of the reciprocal lattice is known, the determination of the direct lattice can be made.

X-ray Scattering from a Mono-atomic Crystal with a Motif

Consider a Bravais lattice with a motif. The von Laue condition (9.89) assumes that the rays scattered from each atom in
a Barvais lattice interfere coherently. Hence, a set of sharp peaks in the reflected intensity results from the constructive
interference of reflected beams from atoms in various crystal planes. Analysis of the modified intensity yields valuable
information on the structure of the unit cell of the crystal. Let us consider for simplicity a lattice with a motif consisting
of n identical atoms located at points rj, j = 1, 2, . . . J. The phase difference between rays scattered from atoms located
at points ri and rj is seen from Fig. 9.19 is (k− k′) · (ri − rj) = G · (ri − rj). The amplitude of the reflected beam is then
proportional to the geometrical structure factor,

SG =

J∑
j=1

eiG·rj , (9.94)

and the intensity at the Bragg peak is proportional to |SG|
2. However, because there are other factors determining the

intensity at the Bragg peaks, the main use of the above property is in cases when SG = 0. Consider for example a body-
centered cubic lattice (b.c.c). It can be viewed as a simple cubic lattice with a motif containing two identical atoms, one
at 0 = (0, 0, 0) and the other at r = a

2 (x̂+ ŷ+ ẑ), where a is the (simple cubic) lattice constant. Therefore,

SG= eiG·0
+ eiG· a2 (x̂+ŷ+ẑ)

= 1+ eiπ(h+k+l), (9.95)

using Eqs (9.87) and (9.83). Thus, in a BCC lattice, the scattering amplitude from Bragg planes with odd sum of h+ k+ l
of Miller indices vanishes.
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9.3.3 QUASICRYSTALS

The orthodox definition of a crystal requires that its structure is perfectly periodic and displays well-defined translational
and point symmetries as discussed above. The definition of a crystal has been recently broadened to include structures
that are not perfectly periodic. Periodicity is a special case of a long-range order wherein a structure repeats itself
periodically. The X-ray diffraction pattern from a perfectly periodic crystal consists of discrete isolated points (Bragg
peaks) in momentum space in accordance with the von Laue condition k − k′ = G, where G is a reciprocal lattice
vector. We now know that nonperiodic crystal structures having X-ray diffraction patterns consisting of discrete
points exist. Structures having this property are referred to as quasicrystals. A quasicrystal is an extension of the
notion of a crystal to structures that are not perfectly periodic yet have a long-range order. Quasicrystals can be
defined as condensed phase structures that are both ordered and nonperiodic. They form patterns that fill space in
2D or 3D but lack translational symmetry. Nevertheless, they produce a Bragg diffraction pattern, but unlike crystals
that have a simple repeating structure in reciprocal space, quasicrystals have a more complex structure, as described
below.

FIG 9.21 Diffraction diagram of a quasicrystal exhibiting 5-fold or
10-fold rotational symmetry.

The first experimental measurements of such struc-
tures were made by Dan Shechtman in 1984 [126] (the
Nobel prize in physics was awarded to him in 2011).
He obtained an electron diffraction pattern of an Al-Mn
alloy with sharp reflection peaks and 10-fold symme-
try, similar to the diffraction pattern shown in Fig. 9.21.
Mathematical considerations of quasicrystals preceded
their experimental observation (e.g., Johannes Kepler,
1571–1630, noted the existence of quasicrystals). 2D
quasicrystal structures were formulated in 1974 and
1976 by Roger Penrose using a set of several types of
tiles that nonperiodically tiled the plane. Several other
nonperiodic tilings of the plane were independently sug-
gested by Robert Ammann. Figure 9.22(a) shows the
5-fold symmetric Penrose tiling known as the rhombus
tiling (P3), and Fig. 9.22(b) shows the 8-fold symmetric
Ammann–Beenker tiling.

Diffraction and Quasiperiodicity

Intuitively, we may distinguish the structure of a solid
material to be anywhere between perfectly periodic
and completely amorphous. In this section, we consider
crystal structures that are not perfectly periodic but, in

some sense, are not very far off. To give a more quantitative understanding of this concept, we recall that an X-ray diffrac-
tion pattern of a periodic crystal has a discrete structure. However, periodicity is not a requisite for a long-range order.
A system is said to be quasiperiodic if it is not perfectly periodic but it has a discrete X-ray diffraction pattern (hence,
it has a long-range order). As in the case of periodic crystals, the X-ray pattern tells us directly about wavevector space.
Specifically, consider a system of atoms located at points R occupying a volume V , with N atoms in this volume. The
density of points is ρ(r) =

∑
R∈V δ(r− R), and the intensity of radiation is proportional to |Sk|

2, where

Sk= lim
N→∞

1

N

∫
dr ρ(r) eik·r

= lim
N→∞

1

N

∑
R

eik·R, (9.96)
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(a) (b)

FIG 9.22 (a) The 5-fold symmetric nonperiodic rhombic Penrose tiling (P3). (b) The 8-fold symmetric nonperiodic Ammann–Beenker tiling.

FIG 9.23 Diffraction pattern from the Ammann–Beenker tiling of Fig. 9.22(b). The area of each disc is proportional to the intensity of the
peak, with cutoff set at 0.1% of the central intensity.

is obtained by Fourier transforming the density. For example, the diffraction pattern of the Ammann–Beenker tiling with
scatterers of equal strength on all points is shown in Fig. 9.23. The calculation of Sk for general nonperiodic structures is
often nontrivial.
Incommensurate Chain of Atoms: Aperiodic structures such as Penrose or Amman-Beenker tilings have an X-ray
diffraction pattern with sharp peaks. Let us now consider a very simple system that displays order but its X-ray diffraction
pattern is dense. For a 1D periodic structure composed of lattice points (atoms) equally spaced on a line having density
given by ρ1(x)=

∑
n δ(x − na), the Fourier transform of this structure is S1k=

∑
m δ(k − 2πm/a). A structure with

points located in two series of different repetition length, i.e., ρ(x)=
∑

n1,n2
δ(x− n1a)+ δ(x− n2αa), has a long-range
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order, but is not periodic if 0<α< 1 is an irrational number. Then, there is no coincidence in space between the two
periodic components of the whole structure. Its Fourier transform is

Sk=
∑

m1,m2

δ

[
k −

2π

a
(m1 + m2/α)

]
. (9.97)

The density of points in reciprocal space is higher than for the regular periodic structure; it is “dense” for irrational
numbers α.

Modified Definition of a Crystal

The International Union of Crystallography redefined the term crystal in 1996 to mean “any solid having an essentially
discrete diffraction diagram,” thus shifting the essential attribute of crystals from position to momentum space. With this
new definition, the incommensurate crystals (i.e., the quasicrstals or aperiodic crystals) fall into the definition of a crystal.

Bulk quasicrystals tend to be rather brittle, and this limits the applications that are possible for quasicrystals. Coatings
made of thin layers of quasicrystals can still be hard, and quasicrystals have been used as materials for surface coatings,
e.g., quasicrystalline coatings of frying pans. These coatings typically have a low-friction coefficient and do not conduct
heat well, yet they are thermally stable. Another application of quasicrystals is as a reversible storage medium for hydro-
gen, which can be imbedded into the quasicrystal. Other possible novel applications may exist in linear and nonlinear
optics.

9.4 ELECTRONS IN A PERIODIC POTENTIAL

In this section, we shall study the physics of electrons subject to periodic potentials. Metals are composed of atoms (or
molecules) ordered periodically, whose valence electrons form an electron gas. Each electron experiences the sum of the
atomic (ionic) potentials, and because the atoms form a crystal, the potential is periodic. The problem of determining
the eigenvalues and eigenfunctions of electrons in a periodic potential is solved within Bloch theory, the central topic in
this section. Strictly speaking, the physics of electrons in a solid is a many-body problem, as electrons interact with each
other. However, most of the important experimentally relevant features such as the band structure of the spectrum can be
deduced from an independent electron model that uses a mean-field approximation, where electrons move independently
in an effective potential, V(r). It was not until Lev Landau developed Fermi liquid theory around 1956 that the simple
mean-field picture we shall paint below was put on firm ground.

The potential V(r) experienced by the electrons is periodic with period determined by the crystal structure of the solid,

V(r+ R) = V(r), (9.98)

where R is a Bravais lattice vector as defined in Eq. (9.76). The energy spectrum of a Hamiltonian with a periodic
potential is composed of allowed energy bands separated by energy gaps (i.e., band gaps), as will be described in the
following paragraphs. For “good” metals, the main physical properties (such as the band structure, transport properties,
specific heat, electric, and magnetic field response) are well described in terms of the (nearly) free electron gas model
with weak perturbation caused by the periodic potential. This was evident even at the very beginning of the quantum
era. One of the pioneers who developed the theory of electrons moving in periodic potentials, Felix Bloch, reminisced
as follows: “When I started to think about it, I felt that the problem was to explain how the electrons could sneak by all
the ions in a metal...By straight Fourier analysis I found to my delight that the wave differed from the plane wave of free
electrons only by a periodic modulation.”

9.4.1 FROM ATOMIC ORBITS TO BAND STRUCTURE

The energy levels of a single atom form a discrete set of energies and a continuum of levels above the ionization
energy. Within a solid material, atoms are located close to one another and cannot be treated independently; the
energy levels are modified due to interaction. Consider a periodic arrangement of N identical atoms on a straight line
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(a) (b)

(d)(c)

FIG 9.24 Splitting of atomic energies due to interaction between
N = 1, 2, 3, 4 equidistant atoms arranged along a straight line
(schematic). The potential seen by an electron (solid curves) and
the energy levels are drawn as straight lines. (a) N = 1. Atomic
levels in an atomic potential. (b–d) The number of split states
equals the number of atoms that interact, and as the number
increases, bands of allowed states, separated by band gaps, are
formed.

FIG 9.25 Band structure of atoms as a function of distance between atoms r.
r= a is the specific distance between atoms in the crystal. The
asymptotic atomic levels are labeled to be appropriate for sodium.
(Adapted from Fig. 1.1 of Pankove [127].)

with a distance a between two adjacent atoms.
A qualitative picture of the energy levels can be
deduced as follows. For N = 2 (two identical
atoms), the energy levels vary as the atoms are
brought together, i.e., they form energy eigenstates
of a molecular potential, which depends on the
internuclear distance a. At any given finite, but
large, internuclear distance between two atoms,
the energy levels of the atoms are split by the inter-
action of the atoms. As the number N of atoms
along the line increases, the number of split lev-
els increases, as depicted in Fig. 9.24.

The levels, whose number increases with N, are
arranged in well-defined separate energy bands,
such that the typical energy difference, δ, between
two adjacent levels belonging to the same band
is rather small (δ ∝ N−2/d, where d is the space
dimension), whereas the typical energy gap Eg

between two adjacent bands saturates (hence, it is
much larger than δ). In the limit N →∞, δ → 0,
and the energy levels in each group form a con-
tinuous domain, referred to as an energy band.
This scenario holds for two- and three-dimensional
crystals as well, although the dependence of poten-
tial energy on position (as in Fig. 9.24) is much
richer. Because we focus on macroscopic samples
in solid-state physics, we can assert that the energy
levels form continuous bands. The width of a given
band (difference between highest and lowest lev-
els in the same band) is called the bandwidth. The
energy difference Eg between two adjacent bands
is called the band gap. Figure 9.25 schematically
illustrates the band structure formation resulting
from this 1D arrangement as a function of the dis-
tance between atoms, r, where the value of r= a

corresponds to the true period of the crystal. In 2D and 3D, details of the band pattern depends on the crystal structure.
The deep atomic levels (e.g., the 1s, 2s and 2p levels in solid sodium) hardly overlap, and therefore, the resulting bands
are very narrow (i.e., for the 2p levels, the 2 × 6 × N levels are packed into a very narrow energy range). When the
spacing between two adjacent atoms is comparable with the radius of the electrons in a given atomic orbit, the levels split
into a band of levels. For sodium metal, the 3s levels split into a wide band. At absolute zero temperature, all electronic
levels are filled up to the Fermi energy, EF . Recall that for metals at zero temperature, EF is the energy below which
all the levels are occupied, while above it, all levels are empty. For semiconductors, the definition of the Fermi level is
somewhat modified (see below).

9.4.2 BAND STRUCTURE AND ELECTRON TRANSPORT

Figure 9.26 schematically shows the band structure of metals, semimetals, semiconductors, and insulators, and clari-
fies the classification of crystalline solids into these categories. Let us first consider semiconductors (e.g., Si) and band
insulators (see Sec. 9.9 for a classification of insulators). Both have a completely filled band and an empty band above
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FIG 9.26 Schematic energy band diagram showing valence and conduction
bands (VB and CB) for metals (e.g., Na and Li), semimetals (e.g.,
Mg), semiconductors (e.g., Si, Ge, GaAs), and insulators (such as
diamond, quartz, and sodium chloride). The horizontal coordinate
represents a momentum quantum number k on which the energy
depends. In some cases, the maximum of the valence band and the
minimum of the conduction band occur at the same k, and in other
cases, they are shifted (as for semimetals indicated in the figure, but
this is possible also for semiconductors, e.g. Si). Source: Band,
Light and Matter, Fig. 6.32, p. 394

it, separated by an energy gap (also referred to
as a band gap) of width Eg. The electrons in the
filled band are the valence atomic electrons, which
are no longer localized around their parent atoms.
This filled band is called the valence band. Elec-
trons in a filled band do not yield a net current
because this requires a net momentum, but in a
filled band, all momentum states are occupied.
This situation occurs in band insulators and semi-
conductors at zero temperature. The band above
the valence band is called the conduction band. In
metals, it partially occupied, and in semiconudc-
tors at finite temperature, it is slightly occupied.
Electrons that occupy it are able to freely move if
an electric field is applied to the material.

When the valence band is full and the con-
duction band is empty, as in the case for insula-
tors and semiconductors at zero temperature, no
current can flow in the material. The only way
to achieve electron motion is to excite them into
the conduction band. This requires an excitation
energy to overcome the gap Eg, which, depending
on the size of Eg, may be supplied by the ambient
temperature provided kBT ' Eg. The difference
between semiconductors and insulators is the size
of the energy gap. When the energy gap is wide
(e.g., 1.5 eV for diamond in Fig. 9.26), electrons do not have any chance to achieve the required excitation energy to
jump from the valence band to the conduction band at room temperature (where kBT ≈ 1/40 eV), and no current is
possible. The material is then referred to as band insulator. If the gap is much narrower, electron excitation is pos-
sible at room temperature. In this case, current can exist and the material is referred to as semiconductor (direct or
indirect according to whether the maximum of the valence band and the minimum of the conduction band occur at the
same k).

When the upper band is partially filled, the system can conduct even at zero temperature. This is the case for metals,
where the valence band is not full, and hence, it can be regarded also as the conduction band. In sodium, for example,
the valence band consists of 3s atomic electrons, one electron from each atom. If there are N atoms, the band has 2N
levels; hence, it is half filled. Consequently, sodium is a good conductor because electrons at the Fermi level have empty
states available to them that can be occupied under the influence of an externally applied electric field. Finally, there
are situations where valence and conduction bands slightly overlap and their extremum points occur at different k (see
Fig. 9.26, a second panel from the left that depicts Mg). In that case, the system is referred to as semimetal.

9.4.3 PERIODIC POTENTIAL AND BAND FORMATION

Within the independent-particle model, let us for the moment assume that the free motion of electrons is perturbed
only weakly by the periodic potential of the crystal. At least in the case of metals, this assumption is justified and it
explains why the electronic spectrum of metals is given by bands and band gaps. As will be shown (see Sec. 1.1.4),
energy gaps develop in part of the otherwise free particle spectrum, Ek= h̄2k2/(2m). Because of the periodic poten-
tial of the metal, an electron is scattered from a state of initial wavenumber k into a state of final wavenumber k′,
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such that k − k′ = G/2, where G is a vector of the reciprocal lattice. For simplicity, let us consider the problem of
a linear (1D) solid with lattice constant a. The low-energy portions of the band structure can be understood as fol-
lows. Nearly, free electrons with wavenumber close to the Bragg points k = ±nπ/a undergo Bragg scattering off
the periodic lattice potential. For diffraction of a wave of wavevector k, the Bragg scattering condition (k + G)2= k2

becomes k = ±G/2= ± nπ/a, where G= 2nπ/a is a reciprocal lattice vector and n is an integer. Bragg scattering
significantly affects the spectrum Ek near these k points, because it leads to gap opening as a result of level repulsion
(see below). The most important reflections (leading to the first energy gap) occur at k= ± π/a. In this simple 1D

ka

Ek

1−1 22

FIG 9.27 Energy bands and band gaps. The free dispersion relation is shown
as a light dashed curve, and the heavy solid curve shows the
allowed bands.

crystal, the first Brillouin zone, BZ1 is the region
−π/a≤ k≤π/a. Other energy gaps occur at
|n|> 1. As we shall see below, the wave functions
at k=±π/a are not traveling waves exp(±iπx/a),
but rather they are superpositions of these waves.
Figure 9.27 shows the free particle spectrum ver-
sus wavevector (light dashed curve) and the nearly
free particle spectrum for a weak periodic poten-
tial (heavy solid curve) where a gap develops at
the reciprocal lattice vectors.

As discussed above, the energy gaps in the
spectrum (or the density of states) determine
whether a solid is a band insulator, semiconduc-
tor, or conductor. The energy bands Ek (sometimes
written E(k)) versus wavevector k are typically
plotted in reciprocal lattice space in the restricted
region of the first Brillouin zone, e.g., in 1D, BZ1,
−π/a≤k≤π/a, where the higher energy bands are
folded back into this region of k-space in the first
Brillouin zone. The energy gap Eg is associated

with the first Bragg reflection at k= ± π/a, as discussed in the previous paragraph. The Fermi energy of a metal lies
within a band, whereas the Fermi energy of insulators and semiconductors lies in the band gap. The gap of an insulator is
very large (typically on the order of 5 eV) and much smaller for semiconductors (typically less than an eV).

To quantify the above statements, one can seek the solution of the Schrödinger equation,

−
h̄2

2m
∇

2ψk(r)+ V(r)ψk(r)=Ekψk(r), (9.99)

...

V0

s a
x

V

d

FIG 9.28 The 1D periodic Kronig–Penney potential.

with a periodic potential, V(r + R)=V(r). We
will see below that the most general solution of
Eq. (9.99) has a Bloch function form ψk(r) =
eikr·ruk(r) with uk(r+R) = uk(r). The meaning of
the wavevector subscript k on the wave function and
energy eigenvalues and the question of boundary
conditions on the wave function are clarified below.
There are very few potentials for which Eq. (9.99)
has an analytic solution. The Kronig–Penney poten-
tial, shown in Fig. 9.28, is one such potential (see

Problem 9.19), and the periodic sinusoidal potential, whose solution will be given in terms of Mathieu functions in
Sec. 9.4.6, is another.
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Problem 9.19

Develop an analytical solution to the band structure of the 1D Kronig–Penney potential (see Fig. 9.28) by matching
the wave function and its derivative at the points where the potential is discontinuous as follows:

(a) Write the wave function in the region where V = 0 in 0≤x≤s as ψk(x)=AkeiKx
+ Bke−iKx, and in the region

where V =V0<Ek in a≤x≤a as ψk(x)=Ckeβx
+ Bke−βx, where β = [2m(V − Ek)/h̄2]1/2, and match the wave

function and its first derivative at x= s.
(b) Write the wave function in the form ψk(x)= eikx uk(x), where uk(x) is periodic, uk(x+ a)= uk(x) to obtain the

wave function in other regions.
(c) Apply periodicity over N regions, uk(−Na/2)= uk(Na/2) to determine the remaining coefficient.

Answers: (a) U(x) =
∑
∞

n=−∞ V(x− Xn), V(x− Xn) = V02(x− Xn +
s
2 )2(Xn +

s
2 − x). (b) ψI = Aeiqx

+ Be−iqx,

ψII = Ceipx
+ Be−ipx, where p =

√
2mE/h̄, and q =

√
2m(E − V0)/h̄. (c) A+ B = C + D, q(A− B) = p(C − D).

(d) The Bloch condition is ψ(x+ a) = eikaψ(x) where k is the crystal momentum to be determined. Matching the
function, we find, ψI(−d) = eikaψII(s)⇔ Ae−iqs

+ Beiqs
= eika(Ceipd

+ De−ipd), and matching the derivative,
ψ ′I(−d) = eikaψ ′II(s) ⇔ q(Ae−iqs

− Beiqs) = eikap(Ceipd
− De−ipd).

9.4.4 BLOCH WAVE FUNCTIONS AND ENERGY BANDS

The eigenfunctions of the single-particle Schrödinger equation in a periodic potential are the Bloch wave functions briefly
mentioned after Eq. (9.99). They can be viewed as the analogs of electron wave functions in free space (plane waves) for
a periodic potential. Bloch wave functions are especially useful for elucidating the physics of metals and semiconductors
where valence electrons are able to leave their parent atoms and feel a periodic potential. Bloch wave functions are used
for calculating numerous physical properties of metals and semiconductors. The fact that the spectrum of a particle in a
periodic potential consists of energy bands and gaps results naturally within the Bloch theory.

Bloch Theorem

In 1928, Felix Bloch proved what is now known as the Bloch theorem3: The eigenfunctions of the Schrödinger equation
with a periodic potential, Eq. (9.99), can be written in the form of a plane wave, eik·r, times a function unk(r) having the
periodicity of the potential:

ψnk(r)= eik·r unk(r), where unk(r+ R)= unk(r). (9.100)

The corresponding energy is Enk. The index n labels the different bands but will be omitted when no confusion arises,
and for infinite systems, k is a continuous wave vector. From the periodicity of uk, we see that the full wave function has
the property

ψk(r+ R)= eik·R ψk(r), (9.101)

a property shared by plane waves. Note that the Bloch functions defined above are not localized, just as the plane waves
for free electrons are not localized. In analogy with free electrons, we can define the group velocity of an electron whose
energy is Enk as

vnk=
1

h̄
∇kEnk. (9.102)

3 Gaston Floquet developed a similar theorem in 1883 in connection with solutions to linear differential equations.
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This relation plays an important role in the study of the response of Bloch electrons to external fields (see Sec. 9.4.9).
To prove Bloch’s theorem, consider the unitary operators for translation by Bravais lattice vectors, U(R), defined by

their action on a state ψk(r),

U(R)ψk(r) = ψk(r+ R). (9.103)

Note that we are using a slightly different notation than in Eq. (1.51); here, we use U(R)=U−1(R). The single electron

Hamiltonian H = p2

2m + V(r) commutes with U(R),

U(R)H=HU(R), (9.104)

because U(R)V(r)U†(R)=V(r+ R)=V(r) and U(R) p2

2mU
†(R)= p2

2m , hence,

U(R)Hψk(r)=HU(R)ψk(r). (9.105)

Moreover, the translation operators commute,

U(R)U(R′)=U(R′)U(R)=U(R+ R′), (9.106)

and therefore, U(R)U(R′)ψ(r)=ψk(r + R + R′). Equations (9.104) and (9.106) show that the Hamiltonian and the
translation operators for all Bravais lattice vectors form a set of commuting operators. Therefore, the eigenstates of H can
also be chosen to be simultaneous eigenstates of all U(R), i.e.,

Hψk(r)=Ekψk(r), (9.107a)

U(R)ψk(r)= ck(R)ψk(r). (9.107b)

Because U(R) is unitary, |ck(R)|2 = 1. Furthermore, from Eq. (9.106), we see that

ck(R)ck(R′)= ck(R+ R′); (9.108)

hence, we can always write ck(R), with R=Rn1,n2,n3 = n1a1 + n2a2 + n3a3 being a Bravais lattice vector, as a plane
wave

ck(R)= eik·R. (9.109)

Equations (9.107b), (9.103), and (9.109) prove the Bloch theorem in the form of Eq. (9.101). Note that this proof goes
through even if interactions between electrons are present. Hence, the Bloch theorem is very general. Note that, although
uk(r) is periodic with period R, ψk(r) is not, because ck(R) is in general not equal to 1.

Born–von Karman Periodic Boundary Conditions

Let us now consider the boundary conditions for the wave functions and the quantization of the wavevector k. The
Bloch functions as defined above are not normalizable. As in many problems in condensed matter physics, it is useful to
confine the system in a large box and impose boundary conditions. In Sec. 9.1, we considered either periodic or hard-wall
boundary conditions for free electrons in a box whose faces lie on Cartesian planes. Here, instead of a rectangular box, it
is natural to consider a parallelepiped determined by the vectors L1, L2, and L3, which are oriented along the primitive
lattice vectors, such that

L1 = N1a1, L2=N2a2, L3=N3a3, (9.110)

where N1, N2, and N3 are positive integers. The number N of sites in the crystal is then N = N1N2N3, and the volume of
the box is

Vbox = L1 · L2 × L3 = N1N2N3 (a1 · a2 × a3)=NVcell. (9.111)

We can let the wave functions satisfy Born–von Karman periodic boundary conditions,

ψk(r+ L1) = ψk(r+ L2) = ψk(r+ L3) = ψk(r). (9.112)
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To insure these boundary conditions, the wavevectors are written in terms of the reciprocal lattice vectors, Eq. (9.82),
which are quantized as follows:

kv1,v2,v3 = v1b1 + v2b2 + v3b3, with bi · aj= 2πδij. (9.113)

Here, v1=m1/N1, v2=m2/N2, and v3=m3/N3, with positive integers m1, m2, and m3 ranging up to N1, N2, and N3.
Because 0≤v1, v2, v3≤1, the vector k is confined within the primitive unit cell of the reciprocal lattice. It is customary to
let the integers m1, m2, and m3 run over negative integers, such that the wavevectors k are contained in the (first) Brillouin
zone, e.g., when the Brillouin zone is a parallelepiped, −N1/2≤m1≤N1/2, −N2/2≤m2≤N2/2, −N3/2≤m3≤N3/2, for
N1, N2, and N3 also. Because the volume of the primitive cell in the reciprocal lattice and the Brillouin zone are equal,
we arrive at an important result:

The number N of allowed quantum wavenumbers k in a primitive cell of the reciprocal lattice (or in the first Brillouin
zone) is equal to the number of primitive unit cells in the direct lattice.

In term of these quantized values of k, the eigenvalues of the translation operators U(R) defined in Eq. (9.107b)
become,

ck(R)= (e2π iv1)n1(e2π iv2)n2(e2π iv3)n3

= (e2π in1m1/N1)(e2π in2m2/N2)(e2π in3m3/N3). (9.114)

Once the Bloch wave functions are defined within a finite box, Eq. (9.111), they can be normalized to unity. Because
uk(r) is periodic, the normalization of ψk(r) over Vbox is translated into that of uk(r) over Vcell. If the Bloch function is
expressed as in Eq. (9.100), then

1 =
∫
Vbox

dr |ψk(r)|2 =
∫
Vbox

dr |uk(r)|2=N
∫
Vcell

dr |uk(r)|2. (9.115)

On the other hand, if we adopt the normalization as per the free electron gas with periodic boundary conditions, as in
Eq. (9.3),

ψk(r)=
eik·r
√
Vbox

uk(r), (9.116)

then

1

Vcell

∫
Vcell

dr |uk(r)|2= 1. (9.117)

The Bloch functions defined according to Eq. (9.116) are orthonormal,∫
Vbox

drψk(r)∗ψq(r) =
1

Vbox

∫
Vbox

dr ei(q−k)·ruk(r)∗uq(r)=
1

NVcell

∑
R

ei(q−k)·R

×

∫
Vcell

dr ei(q−k)·ruk(r)∗uq(r)=
δkq

Vcell

∫
Vcell

dr |uk(r)|2= δkq. (9.118)

We took r→ R+ r in the third equality, where r is in the unit cell.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 12-ch09-381-544-9780444537867 2012/12/7 19:48 Page 421 #41

9.4 Electrons in a Periodic Potential 421

The Vector h̄k as Crystal Momentum

The wavevector k appearing in the Bloch wave function (9.100) defines the crystal momentum or quasi-momentum, h̄k,
for electrons in a periodic crystal. The latter is related to, but not equal to, the electron momentum, as can be seen by
calculating the expectation value of the momentum operator with the Bloch wave function,

〈ψk|
h̄

i
∇|ψk〉= h̄k 〈ψk|ψk〉 + 〈uk|

h̄

i
∇|uk〉 = h̄k+ 〈uk|

h̄

i
∇|uk〉, (9.119)

because 〈ψk|ψk〉 = 1 by Eq. (9.118). The second term on the RHS of this equation can be evaluated by expanding the
periodic function uk in plane waves with wavevectors in the first Brillouin zone, BZ1,

uk(r)=
∑

q∈BZ

dq(k)eiq·r. (9.120)

Substituting into the RHS of Eq. (9.119) yields

〈ψk|
h̄

i
∇|ψk〉= h̄k+

∑
q∈BZ

h̄q|dq(k)|2. (9.121)

The relation between the momentum p (i.e., the expectation of the momentum operator p̂) and crystal momentum
h̄k is

〈ψk|p̂|ψk〉= h̄k+
∑

q∈BZ

h̄q|dq(k)|2. (9.122)

Problem 9.20

Use Eq. (9.118) to prove that the amplitudes dq are normalized, such that
∑

q∈BZ |dq(k)|2= 1.

The crystal momentum h̄k enters the selection rules for transitions that govern collision processes in crystals. If an
electron in state ψnk(r) absorbs a phonon (i.e., a quantized vibrational mode of the lattice) of wavevector kph, due to
a vibrationally inelastic collision, the selection rule for the crystal momentum is k + kph=k′ + q. Here, k′ is the final
crystal momentum and q is one of the reciprocal lattice vectors, i.e., the electron is scattered from a state with crystal
momentum h̄k to a state with crystal momentum h̄(k+ kph − q).

Finally, it is worth pointing out that in many cases, when the system size becomes very large, summation over wavevec-
tor q can be replaced by integration over a continuous variable q:

1

V

∑
q

f (q)→
1

(2π)3

∫
dq f (q). (9.123)

Problem 9.21

Obtain the Schrödinger equation for uk(r) starting from Eq. (9.99).

Answer:
[
−

h̄2

2m∇
2
+

h̄
m k · p+ V(r)

]
uk(r)=

(
Ek −

h̄2k2

2m

)
uk(r). This will be the starting point for k · p

perturbation theory in Sec. 9.6.7.
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9.4.5 SCHRÖDINGER EQUATION IN RECIPROCAL LATTICE SPACE

As indicated in Sec. 9.3.2, any periodic function with the lattice period R can be expanded in Fourier series in terms of
the reciprocal lattice vectors q defined in Eq. (9.84), (e.g., see expansion (9.85) of the density). This type of expansion
can be used to determine the solutions of the Schrödinger equation (9.99). First, let us expand the periodic potential,

V(r)=
∑

q

Vqeiq·r, Vq = V∗−q, (9.124)

where the latter equality insures that V(r) is real. Then, using Eq. (9.120), expand the wave function ψk(r) as,

ψk(r)= eik·ruk(r)= eik·r
∑

q

dq(k) eiq·r. (9.125)

Here, the vector k is quantized, as in Eq. (9.113), with N different wavevectors k. Although, in principle, an infinite num-
ber of coefficients dq(k) are required, in practice, a small finite number Mk is often sufficient. Hence, the original problem
has been recast into a set of Mk linear equations. Indeed, substituting Eqs (9.124) and (9.125) into the Schrödinger equa-
tion, and using the orthogonality of the plane waves, yields a set of algebraic equations for the unknown coefficients
dq(k), (

h̄2(k+ q)2

2m
− Ek

)
dq(k)+

∑
q′

Vq′ dq−q′(k)= 0. (9.126)

For any fixed k, Eq. (9.126) is a standard eigenvalue–eigenvector equation, which can be compactly written as

H(k)d(k)=Ek d(k), (9.127a)

[H(k)]qq′ =

[
h̄2(k+ q)2

2m

]
δqq′ + Vq−q′ . (9.127b)

The vectors q in reciprocal lattice space can be ordered and numbered, so that, in writing the matrix [H(k)]qq′ , the
subscripts qq′ refer to the corresponding numbers. The eigenvalues Ek can be obtained by solving the secular equation,

det[H(k)− Ek1] = 0, (9.128)

where 1 is the unit matrix of dimension Mk. For any k, there are Mk equations, whose solution yields the eigenvalues Enk
with n = 1, 2, . . .Mk, and then the eigenvectors dn(k) can be determined by solving a set of linear equations. The quantum
number n is the band index, which together with the wavevector k characterizes the wave functions ψnk(r)= eik·runk(r)
and eigenvalues Enk for a Schrödinger problem in a periodic potential. The eigenvalues (and eigenfunctions) are periodic
in k with periods of the reciprocal lattice vectors, q,

En(k+q)=Enk, ψn(k+q)(r) = ψnk(r). (9.129)

Hence, it is possible (but not necessary) to restrict the crystal momentum k within BZ1.
As an example, consider a 1D lattice of period a, and a primitive reciprocal lattice vector G= 2π/a. The reciprocal

lattice vectors are numbered as qG, q = 0,±1, . . . . Let us further assume that the expansion (9.124) of the potential
has only two components, V1 = V−1 = V and V|q|>1 = 0, so the potential in coordinate space is V(x)=V(eiGx

+

e−iGx)= 2V cos(Gx). The Hamiltonian (9.127b) has the form,

[H(k)]qq′ =
h̄2

2m
(k + qG)2δqq′ + V(δq,q′+1 + δq,q′−1).
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With integers −2≤q≤2, the Hamiltonian then takes the form

h̄2(k−2G)2

2m V 0 0 0

V h̄2(k−G)2

2m V 0 0

0 V h̄2k2

2m V 0

0 0 V h̄2(k+G)2

2m V

0 0 0 V h̄2(k+2G)2

2m

 . (9.130)

Although the matrix (9.127b) is generically large, it is often sufficient to consider only a small q range of integers. For
illustration, we consider the 5×5 matrix shown in Eq. (9.130). It has five eigenvalues Enk, n = 1, 2, 3, 4, 5, thereby
defining five different energy bands. Inclusion of additional rows and columns in Eq. (9.130) will yield additional roots
and will modify the energies of the five roots Enk. After defining the Mathieu functions, we shall analyze in more detail
the case of a 2×2 matrix, which is qualitatively adequate when k is close to the Bragg points G/2.

9.4.6 SINUSOIDAL POTENTIAL: MATHIEU FUNCTIONS

It is instructive to study a relatively simple 1D model with a periodic potential. The Schrödinger equation for a particle
of mass m in a sinusoidal potential V(z)=V0 sin2(kLz)= (V0/2)[1− cos(2kLz)] can be written as {p2/2m+ (V0/2)[1−
cos(2kLz)]}ψ(z) = Eψ(z). Using the dimensionless variable x = kLz, this equation can be rewritten as

d2ψ(x)

dx2
+ [a− 2q cos 2x]ψ(x)= 0, (9.131)

where

a ≡ (2E − V0) /2ER, q= − V0/4ER, ER ≡
h̄2k2

L

2m
. (9.132)

Here, a and q are dimensionless energy and potential strength, respectively. Equation (9.131) is the dimensionless Mathieu
equation, first introduced by Émile Mathieu in 1868 for analyzing the motion of elliptical membranes. The solutions are
called Mathieu functions; they are presented in Abramowitz and Stegun [27]. Mathieu equations with solutions satisfying
periodic as well as hard-wall boundary conditions are of relevance for a number physical applications. In the context of
solid-state physics, only the former ones are relevant. For periodic boundary conditions, the solutions can be written in a
Bloch function form. Even (cosine-like) solutions of Eq. (9.131) are denoted by the symbol C(a, q, x) and odd solutions
by S(a, q, x). For q= 0, we have C(a, 0, x)= cos(

√
ax) and S(a, 0, x)= sin(

√
ax). For nonzero q, the Mathieu functions

C and S are periodic in x only for certain characteristic eigenvalues denoted as an(q) and bn(q), where n is a positive
integer. The even and odd Mathieu functions with characteristic values an(q) and bn(q) are often denoted as cen(x, a)
and sen(x, b) and are known as the elliptic cosine and elliptic sine functions, respectively. Note that the Bloch theorem
does not require ψk(x) to be periodic; only uk(x) need be periodic. Existence of periodic solutions is a specific feature of
the Mathieu equation that is a special case of the Bloch equation.

Now let us use the formalism developed above to obtain the solution of Eq. (9.131). The potential cos(2x) has a (dimen-
sionless) period xp=π , and the reciprocal lattice vector is b= 2π/xp= 2. Therefore, the Brillouin zone is −1≤k≤1. The
potential (9.124) is,

cos 2x=V1e2ix
+ V−1e−2ix, V1 = V−1 =

1

2
.

The solutions of Eq. (9.131) can be represented as Bloch wave functions, ψk(x), using the expansion (9.125)

ψk(x)= eikxuk(x) = eikx
∞∑

q=−∞

dq(k)e
2iqx,

(
−
π

2
≤x≤

π

2

)
, (−1≤k≤1). (9.133)
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FIG 9.29 |ψk=0(x)| of Eq. (9.131) with periodic boundary conditions for
V0= 0.5 ER (solid curve), V0= 2 ER (dashed curve), and
V0= 5 ER (dot-dashed curve). The wave functions are periodic and
increasingly localized at the center of each site as V0 increases.

Equation (9.126) then reads

[(k+q)2−ε(k)]dq(k)+
1

2
[dq+1(k)+dq−1(k)]= 0.

(9.134)

This is an eigenvalue equation for εn(k) with
eigenvectors dn(k), where n is the band index.

The energy is En(k) =
h̄2k2

L
2m εn(k). The restric-

tion k ∈ [−1, 1] as a continuous variable assumes
an infinite lattice. For a finite lattice includ-
ing 2N periods, the Born–von Karman condition
ψk(x)=ψk(x+ 2Na)=ψk(x+ 2Nπ) implies that
k is quantized with kj = −

j
N , −N≤ j≤N. A solu-

tion of Eq. (9.131) for k = 0 is shown in Fig. 9.29.
An important application of sinusoidal poten-

tials is in the description of atoms in a stand-
ing wave light field, because the intensity of
a standing-wave light field is sinusoidal; hence,

Eq. (9.131) applies. For such a light field with period λL/2=π/kL, atoms feel a periodic optical potential with strength
V0 proportional to the intensity of the field. The parameter ER is then called the recoil energy, because this is the energy
imparted to the atom on absorption of a photon of wavevector kL.

The Wave Function Near a Band-Edge

Pursuing our analysis of the 1D case, the deviation of the energy Enk from the free electron energy Ek =
h̄2k2

2m is most
notable when the wavevector k is at the Brillouin zone boundary, k=G/2. Gap formation occurs when the diagonal
elements (k+ qG)2 of the Hamiltonian are degenerate and the potential V acts as a perturbation leading to avoided level-
crossing. Therefore, it is sufficient to concentrate on the 2×2 matrix obtained from Eq. (9.130) by selecting q = 0,−1.
The restricted eigenvalue equation for k = G/2 then reads,(

h̄2G2

8m − E V

V h̄2G2

8m − E

)(
d0(k)

d−1(k)

)
= 0. (9.135)

The two eigenvalues are given by

En=±,k=G
2
=

h̄2G2

8m
± V . (9.136)

Thus, the periodic potential leads to avoided crossing. The levels that crossed at k = G/2 in the absence periodic potential
now have an avoided crossing. This creates a band gap, Eg = 2V , at the Brillouin zone boundary (the Bragg plane in
3D), as illustrated in Fig. 9.30.

The corresponding eigenvectors are

d+ =
1
√

2

(
1
−1

)
, d−=

1
√

2

(
1
1

)
, (9.137)

and the wave functions at the zone boundary, following Eq. (9.125), are standing waves,

ψn=±,k=G/2(x) =
1
√

2
eiGx/2(e−iGx

± 1)=
1
√

2
(e−iGx/2

± eiGx/2). (9.138)
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When k is in the vicinity of G/2, the dispersion relation determined by the 2×2 matrix extracted from Eq. (9.130) is
given by

En=±,k=
1

2

(
h̄2k2

8m
+

h̄2(k − G/2)2

8m

)
±

( h̄2k2

8m
−

h̄2(k − G/2)2

8m

)2

+ V2

1/2

. (9.139)

Besides opening a gap Eg = 2V in the vicinity of k=G/2, a weak periodic potential has a sizable effect on the density
of states at the zone boundary, where the gradient of E(k) goes to zero. To obtain the density of states, i.e., the number
of states in the energy ranges between E and E + dE, we first determine the element of volume in wavevector space,
dk, associated with a differential energy dE and then integrate over the reciprocal lattice points, such that the energy is
between E and E + dE,

D(E)=
dN(E)

dE
=

dN(E)

dk

dk

dE
= 2

V
(2π h̄)3

∮
S

dS

|∇kE(k)|
. (9.140)
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FIG 9.30 Gap opening that results in two bands E1k and E2k . (a) The two

free-particle like curves h̄2k2

2m and h̄2(k−G)2

2m cross each other at
k = G/2 where they are degenerate. (b) Due to the periodic
potential, the levels are repelled and crossing is avoided. A gap
EG = 2V occurs at k = G/2, separating the lower energy (valence)
band E1k from the upper energy (conduction) band E2k .

Because Ek [which we will sometimes write as
E(k)] is periodic, its gradient must vanish at
specific points, leading to a singularity struc-
ture of the density of states. These singulari-
ties are referred to as Van Hove singularities.
Away from the Bragg point k= ± G/2, the
wave functions are plane waves with Ek =
h̄2k2

2m . This gives the free electron density of
states, D(E)= V

2π2 (
2m
h̄2 )

3/2E1/2, as can be easily

verified by noting that |∇kE(k)| = h̄2
|k|/m and∫

dS= 4πk2.

Effective Mass

The example detailed above for a 1D crystal is
illustrative of what happens in higher dimensions,
but in two- and three-dimensional crystals, the
electronic band structure is more complicated.
For each band n, the energies En(k) are func-
tions of three variables kx, ky, and kz, and the
functional form may be rather complex. How-
ever, for describing transport properties, it is suffi-
cient to focus only on the valence and conduction
bands denoted here as Ev(k) and Ec(k), respec-
tively, as illustrated in Fig. 9.26. Suppose the
local maximum of the valence band Ev(k) occurs
at some wavenumber kv. The conduction band
energy Ec(k)might have a minimum at some other
wavenumber kc. In the following, we analyze the
energy of an electron as a function of wavevector

near the band extrema, i.e., the minima of the conduction band and the maxima of the valence band. For notational con-
venience, the subscripts x, y, and z are replaced by 1, 2, and 3 and the extremum E0 which occurs at some wavevector
k0 (either kv for the valence band or kc for the conduction band) is shifted to E0= 0, so, the Taylor expansion of E(k)
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around k0 starts with the quadratic term,

E(k)=
3∑

ij=1

aij(k − k0)i(k − k0)j + . . . . (9.141)

The coefficients aij have the same dimension as h̄2

2m , so it is useful to define an effective mass tensor, M∗ = {m∗ij}, as

[(M∗)−1]ij ≡
1

h̄2

(
∂2Ek

∂ki∂kj

)
k=k0

, (9.142)

so that

E(k)=
h̄2

2

∑
ij

qi [(M∗)−1]ij qj + . . . , (9.143)

where q ≡ k−k0. It is clear from the definition (9.142) that the mass tensor M is symmetric. For the valence band, Ev(k0)

is a local maximum; therefore, the matrix M is negative definite there, and the bilinear form (9.143) is negative, whereas
for the conduction band, Ec(k0) is a local minimum, M is positive definite, and the bilinear form (9.143) is positive.
Although the choice of cartesian coordinate frame is dictated by the crystal geometry, it is important to note that as far as
the analysis of the mass tensor is concerned, there is always a cartesian coordinate system in which the mass tensor M is
diagonal, Mij=miδij. In this principal axes coordinate system, the energy of an electron as a function of wavevector near
the band extremum can be written as

E(k)=
3∑

i=1

h̄2q2
i

2mi
, (9.144)

where mi < 0 for the valence band and mi > 0 for the conduction band. The quantities mi have the dimension of mass,
and hence, they are referred to as effective masses. When the anisotropy is not large, it is useful to define the effective
mass near a band extremum as,

m∗= [detM∗]
1
3 = [m1m2m3]

1
3 . (9.145)

The following points should be noted:

• We show below that the effective mass enters the dynamics of electrons in periodic crystals, especially their response
to external fields. Therefore, the definition (9.142) is not just a formal analogy with the free electron formalism.

• The absolute value and sign of m∗ are determined by the curvature of the energy surface E(k) at k0, and might be very
different from the free electron mass me.

• The effective electron mass m∗ is negative near the top of the valence band. This has deep physical implications, related
to the concept of holes, to be explained below. On the other hand, the effective electron mass m∗ near the top of the
conduction band is positive.

• In metals, the Fermi energy is typically higher than the bottom of the conduction band. Electron transport occurs
in the vicinity of the Fermi energy, hence, it is useful to carry out the Taylor expansion of E(k) around the Fermi
momentum, kF, i.e., a vector whose tip is on the fermi surface, and this expansion typically contains a linear term
[∇kE(k)]kF · (k − kF). Therefore, the effective mass for electrons at the Fermi energy depends on the location of the
vector kF on the Fermi surface. It is still defined as in (9.142), but with k0 replaced by kF.

• The effective mass of an electron in semiconductors is determined at the bottom of the conduction band, and the
effective mass of the hole is determined at the top of the valence band (see below).
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9.4.7 TIGHT-BINDING MODEL

Section 9.4.5 focused on Bloch wave functions, which can be regarded as analogs of the free electron states. Given the
similarity of Bloch wave functions and plane waves, it is clear that they are especially relevant when the valence electrons
are not tightly bound to their parent atoms. Hence, one might expect Bloch functions to be adequate for describing the
properties of electrons in ideal metals, but less effective for the description of electronic properties in transition metals
or semiconductors where the nature of atomic orbitals should be accounted for in detail. In this section, we discuss one
scheme for addressing this issue, the tight-binding model, while in the next section, we study a second approach, Wannier
functions.

The tight-binding model is an independent electron (single-particle) model, wherein the description of electronic states
starts from the limit of isolated atomic orbitals; hence, the name tight binding. It is based on the intuitive picture that an
electron is mainly affected by its parent atom and the effect of all other atoms can be taken as a perturbation. Let us
denote the position of an electron by r and assume that its parent atom is at R = 0. The atomic potential of the parent
atom is V0(r), whereas the potential of all other atoms is denoted by U(r), such that the sum, V0(r) + U(r) = V(r), is
the periodic potential used to derive the Bloch theorem. The Hamiltonian H for the electron in the crystal, which stresses
the decomposition of the full potential into V0 and U, reads,

H=H0 + U(r)= −
h̄2

2m
∇

2
+ V(r), (9.146a)

H0 = −
h̄2

2m
∇

2
+ V0(r), U(r) ≡

∑
R6=0

V0(r− R), V(r) = V0(r)+ U(r). (9.146b)

The eigenfunctions of H0 satisfy the atomic Schrödinger equation, H0φλ(r)=Eλφλ(r), where λ represents the full set of
the atomic quantum numbers and φλ(r) is the corresponding atomic wave function. In the simple case of a central poten-
tial, λ = (n̄lm), where n̄ is the principal quantum number and lm are the orbital angular momentum and its projection.
An arbitrary bound state localized around the atom at the origin R = 0 can be expanded as

ϕ(r)=
∑
λ

aλφλ(r), (9.147)

where the coefficients aλ must properly encode the effect of U(r). We shall see below that, in addition to the atomic
quantum numbers λ, the coefficients aλ depend on the crystal wavenumber k and the band index n that will be dropped to
simplify the notation. Note that the continuum states of the atom are excluded from the sum. A wave function that satisfies
the Bloch condition (9.101) (which is not a localized bound state) can be constructed by forming a linear combination of
such localized atomic states,

ψk(r)=
∑

R

eik·Rϕ(r− R), (9.148)

composed of a sum of strongly localized atomic wave functions multiplied by the phase factors eik·R. The requirement
that the wave function ψk(r) satisfy the Schrödinger equation,

Hψk(r)= [H0 + U(r)]ψk(r)=Ekψk(r), (9.149)

determines the coefficients aλ in expansion (9.147). Indeed, multiplying Eq. (9.149) on the left by φ∗µ(r), using the
expansions (9.147) and (9.148) and integrating over r yields the condition,∑

λ

[A(k)]µλ aλ=Ek

∑
λ

[B(k)]µλ aλ. (9.150)
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where

[A(k)]µλ=
∑

R

eik·R
∫

drφ∗µ(r)Hφλ(r− R), (9.151)

[B(k)]µλ=
∑

R

eik·R
∫

drφ∗µ(r)φλ(r− R). (9.152)

Equation (9.150) is a generalized eigenvalue problem with eigenvalue Ek for the matrix A(k) (with matrix B(k) on the
RHS in place of the identity).4 If we define a new matrix C(k),

[C(k)]µλ ≡
∑

R

eik·R
∫

drφ∗µ(r)U(r)φλ(r− R) . (9.153)

Equation (9.150) then takes the form,∑
λ

[C(k)]µλ aλ= (Ek − Eµ)
∑
λ

[B(k)]µλ aλ, (9.154)

The “eigenvalue” (Ek − Eµ) of Eq. (9.154) is the shift of the band energy Ek with respect to the original atomic energy
Eµ. The size of this eigenvalue problem is determined by the number of eigenstates of the atomic system retained in
expansion (9.148). In the simple case of a central potential such that λ = (n̄lm) one usually indicates the quantum
numbers n̄l pertaining to an open atomic shell. There are d = 2l + 1-degenerate levels, so one solves a d-dimensional
matrix problem for each k.

The only case where one can legitimately neglect the interactions with all other levels is for atomic s orbitals. In this
approximation, the matrix equation (9.154) is of dimension 1×1, and aµ= 1 with all the other a amplitudes vanishing.
Then, C(k)µµ= (Ek − Eµ)B(k)µµ, so

Ek=Eµ +
C(k)µµ
B(k)µµ

. (9.155)

It is convenient to separate contributions in the infinite sums over Bravais lattice vectors in the definitions of the B(k) and
C(k)matrices into the contributions determined by the distances of the Bravais lattice points R from the point R = 0. The
first contribution is from R = 0, the second from the nearest neighbor contributions, then the contribution of next nearest
neighbors, etc. The R= 0 contribution to B(k) is unity, and its contribution to C(k)=

∫
dr U(r)|φµ(r)|2 is negative,

reflecting the attraction the other nuclei produce on the electron. Denoting the contributions to the integrals in B(k) and
C(k) from R 6= 0 by

βµ(R)=
∫

drφ∗µ(r)φµ(r− R), (9.156)

γµ(R)=
∫

drφ∗µ(r)U(r)φµ(r− R), (9.157)

respectively, noting that symmetry dictates βµ(−R) = βµ(R) and γµ(−R)= γµ(R) and that in all Bravais lattice sums
both R and −R are present, we can rearrange the solution for Ek in Eq. (9.155) for the energy bands originating from
atomic s orbitals as follows:

Ek=Eµ +

∫
dr U(r)|φµ(r)|2 +

∑
R 6=0 cos(k · R)γµ(R)

1+
∑

R 6=0 cos(k · R)βµ(R)
. (9.158)

Both βµ(R) and γµ(R) become exponentially small for large R due to the localized character of the atomic wave functions
φµ. Hence, the sums over R in Eq. (9.158) can be truncated at some large R.

4 The eigenvalue depends on the band index n, but we have dropped it to simplify the notation.
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Problem 9.22

(a) Prove that ψk(r) defined in Eq. (9.148) satisfies the Bloch condition, ψk(r+ R)= eik·R ψk(r) for a Bravais
lattice vector R.

(b) Show that Eq. (9.148) can be inverted by multiplying by e−ik·R′ and integrating over k:

ϕ(r− R)=
∫

dk e−ik·Rψk(r). (9.159)

(c) Check whether functions ψk(r) and ψk′(r) defined in Eq. (9.148), but with k 6= k′, are orthogonal. Answer: No.

9.4.8 WANNIER FUNCTIONS

Wannier functions for a given band are defined in terms of the Bloch functions ψk of that band by

w(r, R) ≡
1
√
VBZ

∫
dk e−ik·R ψk(r)=

1
√
VBZ

∫
dk e−ik·(R−r) uk(r), (9.160)

where the k integration is carried over BZ1, R is a Bravais lattice point, and VBZ is the volume of BZ1. These functions
were introduced by Gregory H. Wannier in 1937 and have been extensively used as an alternative representation to Bloch
wave functions. Wannier functions provide a local, atomic-orbital-like description of electronic wave functions. We shall
display below the connection with tight-binding wave functions. Conventionally, Wannier functions are determined from
the Bloch functions using the Wannier transformation (9.160).

Let us compare the Wannier function (9.160) with an arbitrary bound state localized around the atom at the origin
R = 0 as defined in Eq. (9.147). To do so, we multiply Eq. (9.160) by eik′·R and sum over R, as in Eq. (9.148), and
thereby obtain

ψk(r)=
√
VBZ

∑
R

eik·R w(r, R). (9.161)

Equation (9.161) is equivalent to Eq. (9.148) if w(r, R) is of the form w(r − R), i.e., if w is a function only of r − R.
But this is indeed the case, as can be seen from Eq. (9.160) recalling that uk(r) is periodic on the direct lattice due to the
Bloch theorem. Thus, if both r and R are shifted by a given Bravais lattice vector, w is unchanged. Hence, Eq. (9.160)
implies

w(r, R)=w(r− R). (9.162)

It is instructive to compare Eq. (9.162) with Eq. (9.159). The difference between the tight-binding functions and the
Wannier functions is that there is no approximation in the Wannier function definition, whereas the tight-binding wave
function is taken to be strictly localized on an atomic site and has no amplitude off this site, whereas the Wannier function
w(r− R) can have amplitude off site R.

Another important property of Wannier functions is their orthogonality. For a given band, the Wannier functions for
different Bravais lattice points are orthogonal,∫

dr w(r− R)w(r− R′)= δR,R′ . (9.163)

The proof is based on the fact that the transformation (9.160) is unitary and that the Bloch functions ψnk(r) are orthonor-
mal on the unit cell, as shown in Eq. (9.118). Assuming a finite lattice with N sites with Born–von Karman periodic
conditions, as in Eq. (9.112), we find that the integral on the LHS of Eq. (9.163) is

1

N

∑
k,k′

ei(k·R−k′·R′)
∫

drψk(r)∗ψk′(r)=
1

N

∑
k,k′

ei(k·R−k′·R′)δk,k′ = δR,R′ .
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The orthogonality property often turns the Wannier functions to be of greater use than atomic orbitals centered on different
lattice sites that were used in the tight-binding model, because the latter are, generically, not orthogonal.

9.4.9 ELECTRIC FIELD EFFECTS

The response of a solid to a (possibly time-dependent) external electric field E(r, t) determines whether it is a metal or an
insulator. On applying an electric field across a metal, a current density J(r, t) is generated. Finding the precise relation
between J and E is a central challenge in the physics of metals. On the other hand, applying an electric field across an
insulator does not generate current, but rather a polarization density is generated within the material. In this section, we
discuss the response of metals and insulators to an external electric field. The response of Bloch electrons to an external
magnetic field, H(r, t), is discussed in Sec. 9.5.

The Hamiltonian for an electron in a periodic potential V(r) in the presence of an applied electric field E(r, t)= −
∇ϕ(r, t) is

H= p2/2m+ V(r)− eϕ(r, t). (9.164)

The full potential experienced by the electron, V(r) − eϕ(r), is no longer periodic (and is time dependent), so Bloch’s
theorem no longer applies. The response of the system to a weak external electric field is most easily taken into account
perturbatively, as described in Sec. 7.3. If the field is not very weak, perturbation theory is inadequate.

A successful yet simple approach for analyzing the response of an electron in a metal to an external electric (and/or
magnetic) field is based on a semiclassical treatment. The semiclassical formalism is especially appropriate when the
fields E(r, t) (or H(r, t)) are smooth and slowly varying. Within the semiclassical picture, the position r and quasi-
momentum h̄k of an electron in a crystal are treated as classical variables that evolve in time according to Newton’s laws.
The quantum mechanical content is provided by the band energy Enk, which is assumed to be given in terms of the band
index n and the wavevector k. This assumption has profound consequences on the ensuing electron dynamics because
Enk is a periodic function of k with period G (a reciprocal lattice vector). Thus, despite the fact that the wavevector k(t)
evolves in time, it is limited to lie within a primitive cell of the reciprocal lattice (usually in BZ1). We will also assume
that the band index n is constant in time (no band crossing), so it will not be specified below. This assumption can be
justified [122] if

e |E(r, t)| a�
E2

g

EF
, (9.165a)

h̄ωc�
E2

g

EF
, (9.165b)

where a is a typical length of the order of the lattice constant, ωc =
eH
mc (ωc =

eH
m in SI units) is the cyclotron frequency,

and Eg and EF are the gap and Fermi energies, respectively. The LHS of Eq. (9.165a) is the electrical energy imparted
to the system when the electron travels a distance a. Violation of either condition causes a transition between the bands,
referred to as electric breakdown or magnetic breakdown. We assume that these inequalities are maintained and hence
focus our analysis within a given band n. Within the semiclassical approach, the evolution equations for r and k are
[recall Eq. (9.102)]

dr
dt
= vk =

1

h̄
∇kEk,

h̄
dk
dt
= − e[E(r, t)+

1

c
vk ×H(r, t)].

(9.166a)

(9.166b)

In this section, we concentrate on the response to an external electric field and set H(r, t)= 0 in Eq. (9.166b). In Sec. 9.5.6,
we shall analyze the response to an external magnetic field and the combined response to both fields.
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Equation (9.166b) is consistent with the fact that the force on an electron is F= − eE and is related to the rate of
change of the electron energy Ek as,

dEk

dt
=F ·

dr
dt
= − eE(r, t) · vk. (9.167)

On the other hand,

dEk

dt
=∇kEk ·

dk
dt
= h̄vk ·

dk
dt

, (9.168)

where we have used Eq. (9.102) to express ∇kEk in terms of vk. By comparing Eqs (9.167) and (9.168), we see that

vk · [h̄
dk
dt
+ eE(r, t)] = 0. (9.169)

Eqs (9.166a) and (9.166b) imply Eq. (9.169), but the converse is not necessarily true, because any vector perpendicular
to vk, which is added to the square brackets, does not affect Eq. (9.169). Let us now draw some consequences from the
semiclassical approach encoded in Eqs (9.165) and (9.169).

1. Equation (9.166a) shows that the velocity of the electron is equal to the group velocity of the wave packet, which
seems plausible. Equation (9.166b) is somewhat less transparent and implies that in an external electric field, the
time rate of change of the crystal momentum vector is equal to the applied external force. There is also an internal
force due to the periodic potential V(r), which does not appear in Eq. (9.166b). The reason is that this latter force is
accounted for through the energy function Ek. This again underscores the fact that h̄ dk

dt is not the electron’s physical
momentum, because its time variation does not equal the total force.

2. In a uniform and constant electric field E, Eq. (9.166b) is easily solved:

k(t)=k(0)−
1

h̄
eE t. (9.170)

FIG 9.31 Ek and vk for a 1D lattice of period a [see discussion following
Eqs (9.170) and (9.171)].

Hence,

vk(t)= v[k(0)−eEt/h̄], (9.171)

and because vk is a periodic function of k with
period G (a reciprocal lattice vector), it is a
bounded function. Therefore, vk(t) must be an
oscillating function of time. This can be easily
checked in the special case that E ||G, where
vk(t) is explicitly a periodic function of time,
as we can see by the following argument. In
Fig. 9.31, the energy Ek and the group veloc-
ity vk are plotted versus k in one direction, but
according to Eq. (9.170), this reflects the time
dependence of these two quantities, with the
understanding that when the zone boundary is
reached, the graph is shifted back to the other
zone boundary. In Problem 9.23, you will deter-
mine the period.

Consider an electron with k(0) = 0 and apply an electric field along a reciprocal lattice vector G so that from
Eq. (9.170), k ∝ Gt. It is accelerated, for small t, with constant acceleration, but eventually vk reaches a maximum,
after which the electron decelerates, even though the external force is trying to accelerate it. At the zone boundary, the
velocity vanishes and then changes sign, and so on. This somewhat counterintuitive picture of an oscillatory current
as a response to a constant and uniform electric field, referred to as Bloch oscillations, is due to the periodic potential
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whose effects are encoded here through the energy Ek. Bloch oscillations are difficult to observe in periodic solid-
state electron systems due to electron–phonon collisions. They have been observed in ultracold atomic gases in the
presence of a periodic optical potential created by retro-reflected single-frequency laser beams, which can create a
2D or 3D egg-crate potential that the atoms experience.

3. The current produced in response to an external electric field depends crucially on whether the band is completely
filled or partially filled. The contribution of a given state to the current is given by the product of electron density
and electron velocity for that state. The velocity is given by Eq. (9.166a), and calculation of the electron density
employs the semiclassical concept of number of states in phase space that we have already encountered in Eq. (9.18).
Accordingly, the number of electron states in the volume element drdp near a phase space point (r, p) is

dN(r, p) = 2
dr dp

h3
=

dr dk
4π3

, (9.172)

δx δx

δp

x

p

t t+Δt

Δx

δx

δx
δp

x

p

t

t+Δt

Δx

δp

Δp

δx

F = 0 Δp = FΔt(a) (b)

FIG 9.32 Illustration of the Liouville theorem in one dimension, where
phase space consists of points (x(t), p(t)). (a) In the absence of an
external force, a patch of rectangular area �t = δxδp contains N
points (xi(t), pi(t)), i = 1, 2, . . . , N. At time t′ = t +1t, each
point moves rightward a distance 1xi= vi1t , where vi= pi/m is
the constant velocity of particle i. Points at higher pi move faster,
and the N points now occupy a parallelogram having the same
area �t′ = �t . (b) If there is a constant force, it exerts an impulse
that shifts the parallelogram upward by adding a linear
momentum 1p = F1t, leaving the area of the parallelogram
unchanged.

where the factor 2 is due to spin degener-
acy. To obtain the electron density, we need
to divide by the volume element dr and mul-
tiply by the occupation probability (the Fermi
function) f (Ek). In a filled band, all the ener-
gies are well below the chemical potential µ, so
the Fermi function can be well approximated by
f (Ek)= θ(EF − Ek). Thus, the density of elec-
trons with momentum between k and k+ dk is
dk

4π3 for all points k in BZ1. In other words, the
phase space density of electrons in a filled band
is 1

4π3h̄3 . But, is this statement valid for all times
as k(t) evolves in time according to the semi-
classical equations (9.166a) and (9.166a)? The
answer is affirmative, due to Liouville’s theorem
(see Sec. 16.4.2, linked to the book web page)
which shows that if a set of points {r(t), p(t)}
occupy a certain volume �t in phase space,
then at a later time, t′ > t, the set of points
{r(t′), p(t′)} occupy the same volume, �t′ = �t

(see Fig. 9.32).
We are now in a position to calculate the charge current density JC of a filled band at time t in response to a

uniform static electric field:

JC = −
e

4π3

∫
k∈BZ

dk vk = −
e

4h̄π3

∫
k∈BZ

dk∇kEk. (9.173)

This current vanishes identically because the integral of the gradient of a periodic function (Ek) over the Brillouin
zone (or any other primitive cell) is identically zero! That is, filled bands do not contribute to the charge current
density, and non-zero conduction occurs only in materials with partially filled bands. A similar result is valid for the
energy current density,

JE =
1

4π3

∫
k∈BZ

dk Ekvk=
1

8h̄π3

∫
k∈BZ

dk∇k[Ek]2
= 0. (9.174)

We have seen, in connection with Eq. (9.113), that the number of levels in each band is twice the number of primitive
cells in the crystal (the factor 2 is due to spin degeneracy). Hence, all bands can be full or empty only if the number of
electrons in a primitive cell is even. This is a necessary (but not sufficient) condition for a material to be an electrical
(and thermal) insulator.

https://sites.google.com/site/thequantumbook/
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4. The situation is entirely different for partially filled bands. Moreover, there is a profound difference between an almost
empty band [see Fig. 9.33(a)], where the relevant energies Ek are close to the band minimum, and an almost filled
band [Fig. 9.33(b)], where the relevant energies close to EF are close to the band maximum. The latter case brings
us to the important concept of holes (see below). In either case, the charge current density JC (below, we will often
omit the subscript C) at zero temperature is given by an integral over momentum, as in Eq. (9.173), albeit only over
occupied states not the entire Brillouin zone,

J= −
e

4h̄π3

∫
Ek <EF

dk∇kEk=
e

4h̄π3

∫
Ek >EF

dk∇kEk, (9.175)

(a) (b)

FIG 9.33 (a) An almost empty band. At T = 0, the electrons occupy the few
levels above the band minimum, and the charge current is calculated
according to the first term on the RHS of Eq. (9.175). (b) An almost
filled band. At T = 0, the few levels above the Fermi energy and
below the band maximum are empty, and the current is calculated
according to the second term on the RHS of Eq. (9.175). These
empty levels can be viewed as “occupied” by holes, which can be
regarded as particles with positive charge +e.

which, generically, is different from zero.
For the case of an almost empty band, it
is natural to integrate over the occupied
states in Eq. (9.175) (the first term on the
RHS). However, it is more convenient for
an almost filled band to use the fact that
the integral (9.173) over the entire Bril-
louin zone vanishes, and therefore, the inte-
gral in Eq. (9.175) can be performed over
the unoccupied states (the last term on the
RHS), with a + sign in front of the inte-
gral. This looks like we have “particles”
with charge +e occupying levels Ek > EF ,
whose group velocity vk= h̄−1

∇kEk is cal-
culated as if these levels were occupied by
electrons (although these levels are empty).
These “particles” are referred to as holes. We
can analyze the response of holes to a static

uniform electric field by recalling the equation of motion (9.166b), which pertains to electrons. If this equation is used
for the empty levels at the top of a valence band [Fig. 9.33(b)], the mass tensor is negative definite as we have seen
in discussion near Eq. (9.143). To simplify the discussion, assume that the maximum of the band occurs at a point k0

with cubic symmetry, so that in the principal axis system, [M]ij = −m∗δij with m∗ > 0. Hence, Ek=Ek0 −
h̄2(k−k0)

2

2m∗

leading to the following expressions for velocity and acceleration of an electron level near the top of the valence band
[the empty levels in Fig. 9.33(b)],

vk =
1

h̄
∇Ek= −

h̄

m∗
(k− k0), (9.176)

so

ak= v̇k= −
h̄

m∗
k̇= −

1

m∗
(−eE)= −

1

m∗
F. (9.177)

The acceleration is opposite to the applied external force, F = −eE. Once again, the reason for this somewhat counter
intuitive scenario is that the periodic potential, which gives rise to the band energy Ek, is not included as an external
force. If we now view this electron-empty level Ek as if it is occupied by a fictitious particle of charge +e and mass
m∗ > 0, we restore the intuitive picture with ak= eE/m∗=F/m∗; the acceleration has the same direction of the
external force.

In summary, a hole is a (fictitious) particle with charge +e and spin 1/2 whose semiclassical phase space coor-
dinates r(t), k(t) obey the semiclassical equations (9.166a) and (9.166b), but its energy Ek is always larger than EF ,
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so that the corresponding level is unoccupied. The mass tensor of a hole is positive definite,

[(M∗)−1]ij = −
1

h̄2

(
∂2Ek

∂ki∂kj

)
k=k0= band maximum

. (9.178)

The hole concept, which is most useful in an almost filled band, may look like just a formal definition, but it has
profound physical consequences in solid-state physics, as we shall soon see.

Finally, if the mass tensor for electrons is calculated for an almost empty band using Eq. (9.142), and that for
holes is calculated for an almost filled band as in Eq. (9.178), the Newton equation in an external electric field can be
written as,

M∗ ak= ± eE, (9.179)

with + for holes and − for electrons, and M∗ is the mass tensor defined in Eq. (9.142).

Problem 9.23

Show that if E ||G, the group velocity is periodic in time with period T = h̄
αe , where α = E/G.

Hole conduction is as important as electron conduction in semiconductors, because holes can significantly contribute
to electric conductance. Consider, for example, the case of a vacancy near the top of an otherwise filled energy band.
The missing electron would have had energy E(k) and momentum k (in units of h̄). We can think of the hole as having
energy −E(k) and momentum −k, i.e., kh= − ke and Eh(kh)= − Ee(ke). Moreover, because kh= − ke, we find
Eh(kh)= − Ee(ke)= − Ee(−kh). The motion of an electron in the presence of an applied electric field E is given by
d(h̄ke)/dt= − eE (because the charge of an electron is −e). A hole with momentum kh= − ke moves according to
the equation of motion, d(h̄kh)/dt=Fh. Because the hole has a positive charge (it is the absence of a negatively charged
particle), we find the equation of motion

d(h̄kh)

dt
=Fh= + e[E+ (vh/c)×H], (9.180)

where we have also included the Lorentz force due to the presence of a magnetic field. The hole velocity, vh, must be the
same as the velocity of the electron (as demonstrated below), hence, vh= ve. However, because kh= − ke, we conclude
that the mass of the hole must be the negative of the electron mass, mh= − m∗e .

The velocity of an electron is given by ve=∇kE(k)/h̄. If only this electron is missing from the band, the net current
J is equal to that of an unpaired electron with momentum −k; hence, J= (−e)ve(−k)= (−e)(−ve(k)) = eve(k). To
be consistent with using a positive charge for the hole, the velocity of the hole must equal the velocity of the electron,
vh(k)= ve(k), as described above. Thus, vh(k) = h̄−1

∇kE(k), where E(k) denotes the energy of the electron in the state
with momentum h̄k. Hence, we conclude that vh(k)= h̄−1

∇kEe(ke)= h̄−1
∇kEh(kh). In summary,

vh(k)= h̄−1
∇kEh(kh)= ve(k). (9.181)

9.5 MAGNETIC FIELD EFFECTS

In this section, we analyze the response of electrons or holes to an external magnetic field. Magnetic fields of strengths
from zero to a few tens of tesla can be experimentally generated in the laboratory. Probing materials using an external
magnetic field is an essential tool for elucidating their electronic properties. A magnetic field affects both orbital and spin
degrees of freedom. It serves as one of the most efficient ways to identify the structure of the Fermi surface of a metal
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or a semiconductor. In addition to probing properties of materials, application of a magnetic field leads to numerous new
and sometimes spectacular phenomena.

Due to the central role played by magnetic fields in studying electronic properties in solids, the present analysis is
somewhat long. Following a discussion of the Schrödinger equation in a magnetic field, we introduce the Aharonov–
Bohm and Aharonov–Casher effects. Then we introduce the Hall effect in its classical formulation, followed by a semi-
classical analysis of a system consisting of an electron in a periodic potential subject to an external magnetic field. This
discussion naturally leads to the study of the de Haas van Alphen and Shubnikov-de Haas effects. Then we consider the
quantum Hall effect, Landau levels and the 2D electron gas in a magnetic field, followed by the integer and fractional
quantum Hall effects. Finally, we discuss paramagnetism and diamagnetism and close the section by introducing the
notion of magnetic order, which is responsible for ferromagnetism and antiferromagnetism. Most of the analysis in this
section remains within the single-particle formalism.

9.5.1 ELECTRON IN A MAGNETIC FIELD

Classically, a magnetic field H(r, t) affects the motion of a charged particle through the Lorentz force, F= q
c v×H(r, t),

where q is the charge of the particle, v is its velocity, and H(r, t) is the magnetic field at the spacetime point (r, t) of the
particle (the factor of 1/c is required in Gaussian units but should be omitted in SI units). We have seen in Sec. 4.3.1 that
the magnetic field can be expressed as the curl of a vector potential, A(r, t), so that H satisfies the Maxwell equation,
∇ ·H= 0, i.e., H=∇ × A. Within the classical theory, all measurable quantities depend only on the magnetic field, and
the difference between two vector potentials producing the same magnetic field is physically unobservable. In quantum
theory, the significance of the vector potential is upgraded, as we shall see.

The time-dependent Schrödinger equation for the wave function of a charged particle with spin in a magnetic field is
[see Eq. (4.43)],

ih̄
∂ψ

∂t
=Hψ =

[
1

2m
(p−

q

c
A)2 + V − µs ·H

]
ψ , (9.182)

where H is the Hamiltonian of a charged particle in a magnetic field H and a potential V(r) and µs= − gµBS/h̄ is the
magnetic moment of the electron, where the g-factor is taken to be roughly equal to 2. The periodic potential V is related
to the electrostatic potential ϕ simply by V = qϕ. Equation (9.182) has several properties that distinguishes it from the
Schrödinger equation in the absence of an external magnetic field. Obviously, the Hamiltonian H is not time-reversal
invariant, because time-reversal reverses the sign of the momentum, p → −p, and the magnetic moment, µs → −µs,
leading to a different Hamiltonian.

Gauge Freedom

Equation (9.182) is unchanged if the vector potential A, the scalar potential ϕ, and the wave function ψ are modified as
follows:

A→ A+∇χ , ϕ→ ϕ −
1

c

∂χ

∂t
, ψ → ei q

h̄cχψ . (9.183)

Here, χ(r, t) is a single valued and differentiable function of space and time but otherwise arbitrary. Equation (9.183) is
a manifestation of gauge invariance, which plays a fundamental role in the theory of fields.

Problem 9.24

(a) Show that the two vector potentials, (Ax, Ay, Az)= (0,−Bx, 0) and (Ax, Ay, Az)= (By/2,−Bx/2, 0), lead to the
same uniform magnetic field H = Bẑ. The first choice is referred to as the Landau gauge, whereas the second
one is the symmetric gauge.

(b) Determine the function χ(r), which relates these vector potentials according to Eq. (9.183).
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Hint: Because the vector potentials is a linear function of the coordinates, Eq. (9.183) suggests that χ(r) is bilinear
in x, y. Try the form χ(r) = γ xy and find the constant γ by substitution.
(c) Prove that the electric and magnetic fields do not change and that the Schrödinger equation (9.182) does not
change on making the transformation (9.184).

The velocity operator: According to the Heisenberg equations of motion, the velocity operator for a charged particle in
a magnetic field is

v = ṙ=
1

ih̄
[r,H]=

1

m
(p−

q

c
A) ≡

5

m
, (9.184)

where5 = p− q
c A is the covariant momentum. The vector potential enters the kinetic energy part of the Hamiltonian T =

m
2 v2
=

52

2m . The different components of the velocity operator do not commute among themselves (see Problem 9.25).
Furthermore, the equation of motion (9.184) for the momentum is

5̇=
1

ih̄
[5,H]=

1

ih̄
[5, V(r)] =

1

ih̄
[p, V(r)]. (9.185)

The velocity operator v=5/m determines the (matter) current density, which in the presence of magnetic field reads,

J(r, t)=Re
[
ψ∗vψ

]
= Re

[
1

m
ψ†

(
p−

q

c
A
)
ψ

]
, (9.186)

which now contains an electromagnetic part, − q
c A|ψ |2. We will see below that there are circumstances where the latter

is the only contribution to the current.

Problem 9.25

Verify the commutation relations,

[vi, vj]= iεijk
qh̄

m2c
Hk. (9.187)

The consequences of Eqs (9.184), (9.185), and (9.187) to electron trajectories in a periodic potential will be discussed in
Sec. 9.5.6.

9.5.2 AHARONOV–BOHM EFFECT

In classical electrodynamics, vector and scalar potentials (A,ϕ) are introduced as auxiliary fields designed in such a way
that the magnetic and electric fields are derived from them:

H = ∇ × A, (9.188)

E = −∇ϕ −
1

c

∂A
∂t

. (9.189)

Equation (9.188) insures that the Maxwell equation, ∇ · H = 0, is satisfied. Likewise, Eq. (9.189) insures that, in the
absence of a magnetic field, A = 0, ∇ × E = 0. In classical electrodynamics all measurable quantities depend solely
on H, and the vector potential A itself has no measurable effects; the vector potential is simply a convenient mathe-
matical tool for describing dynamics of charged particles and it has no physical consequences. In quantum mechanics,
the situation is different. Yakir Aharonov and David Bohm [129] predicted in 1959 that there are situations in which
a vector potential can have a tangible physical effect. In quantum mechanics, a charged particle is directly affected
by the vector potential A, even when the magnetic field H = ∇×A vanishes over the whole region in which the particle
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is confined. This is known as the Aharonov–Bohm effect. As shown below, it originates from quantum interference of
charged particle wave packets moving in a doubly connected region, even when the magnetic field vanishes over the
region where the particles can propagate.
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FIG 9.34 (a) Schematic of an Aharonov–Bohm interference experiment. (b)
A current carrying ring threaded by a magnetic field. No magnetic
field acts on the electrons in the ring, but the current through the
ring nevertheless depends on the magnetic flux, 8=

∫
dS ·H,

threading the ring.

The Aharonov–Bohm effect can be manifested
in many different physical systems. The first expe-
riment that confirmed the effect used electron
interferometry. Consider a charged particle source
and a double slit diffraction apparatus, as shown
in Fig. 9.34(a). A long (virtually infinite) solenoid
carrying a stationary current I is placed between
the two slits, perpendicular to the (x, y) plane of
the figure. A constant magnetic field Hẑ is con-
fined inside the solenoid. H = 0 outside the sole-
noid but obviously A 6= 0. The charged particles
(e.g., electrons) from the source cannot reach
the solenoid. When the current I is varied, the
strength of the magnetic field inside the solenoid
is changed. Experimentally, the Aharonov–Bohm
effect is manifested as it is found that the intensity
of electrons reaching the screen on the right oscil-
lates as function of the current. In other words, the

interference pattern that results at the screen depends on the magnetic flux through the cylinder, whereas the intensity of
the magnetic field outside the solenoid is zero.

In a second setup, the Aharonov–Bohm effect is manifested for electrons moving on a metallic ring of radius R and
circumference L = 2πR, as shown in Fig. 9.34(b). The ring is threaded by a solenoid of radius r0<R, so that a constant
magnetic field H results along the axis perpendicular to the plane of the ring. The magnetic flux is given by [23, 34]

8=

∫
dS ·H=

∮
dx · A, (9.190)

where dS is an element of an area bounded by the ring and dx is a line element along the ring. The last equality in
Eq. (9.190) is due to Stokes’ theorem. Because the magnetic field is zero on the ring, we can choose a gauge so that the
vector potential is constant on the ring,

A=
8

2πR
x̂, (9.191)

where 0≤x≤L ≡ 2πR is the coordinate and x̂ is a unit vector along the ring. It is easily verified that on the ring, where
A= (8/L)x̂, the magnetic field vanishes, H=∇ × A= 0. This simple system exhibits the Aharonov–Bohm effect. The
geometry of a ring enclosing a flux tube is topologically special in that the domain on which particles move (the ring) is
doubly connected in the sense that it is not possible to shrink the closed loop around the solenoid into a point. As shown
below, in this system, the Aharonov–Bohm effect is manifested through the oscillatory dependence of the magnetization
of the ring as function of the magnetic field produced by the solenoid.

Problem 9.26

Find a vector potential in all space for an infinite solenoid of radius r0 with a uniform magnetic field H generated by
a current in the solenoid.

Answer: Let 8=πr2
0H. A=


8

2πr x̂, (r> r0),

8r
2πr2

0
x̂, (r≤r0).
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Electrons on a Ring: Persistent Currents

The Aharonov–Bohm effect plays an important role in mesoscopic systems [131, 132] (see Sec. 13.2.1) where, at low
temperature, quantum coherence can be maintained throughout the entire system. Impressive progress in experimen-
tal techniques have enabled fabrication of micron-sized conducting rings. When such rings are subject to magnetic
fields, the main effect is due to the magnetic flux 8 threading the ring (the magnetic field acting on the particles in
the ring vanishes). Consequently, the spin of the electrons does not play a role. Therefore, electrons can be treated as
spinless fermions of charge −e and mass m. The time-independent Schrödinger equation for electrons moving on the
ring is

1

2m

(
p+

e

c

8

L

)2

ψ = Eψ , (9.192)

where p= − ih̄ d
dx is the momentum operator and [p, H] = 0 because 8 is independent of x. The periodic solutions

are plane waves, ψ(x)=L−1/2 eikx. Because the wave function must be single valued, the wavenumbers are quantized,
k = kn = 2nπ/L, with n = 0,±1,±2 . . .. Substituting in Eq. (9.192), one obtains the energy eigenvalues En,

En(8)=
1

2m

(
h̄kn +

e8

cL

)2

=
h̄2

2mR2

(
n+

8

80

)2

, (9.193)

where 80 is a unit of quantum flux called a “fluxon,”

80 ≡
hc

e
= 4.1414× 10−7 Gauss-cm2. (9.194)

Before analyzing the spectrum, it is useful to explore the gauge invariance that arises in this problem. Following the
discussion near Eq. (9.183), the physics encoded in the vector potential and wave function (A,ψ), is the same as that in

(A+∇χ(x), e
ie
h̄cχ(x)ψ), where χ(x) is a single-valued differentiable function of x. It is tempting to use this gauge freedom

by choosing

η(x) ≡ eiχ(x)
= e−

ie
h̄c

∫ x A·dx, (9.195)

x0

x1

+

FIG 9.35 Gauge transformations defined in
Eq. (9.195) are path dependent.
Performing the integral between x0 and
x counterclockwise (clockwise) yields
phase factors η+(x) (η−(x)).

to arrive at the false conclusion that the vector potential can be elimi-
nated. However, the gauge transformation ψ(x) → φ(x) = η(x)ψ(x)
is generically not a bona fide gauge transformation, because it is path
dependent (see Fig. 9.35). Arriving at the point x from an initial point
x0 in the clockwise direction results a phase factor η+(x), whereas for the
anticlockwise direction results a phase factor η−(x). It is easy to see that
η+(x)/η−(x)= e−2π i8/80 . Hence,

• If the magnetic flux 8 through the ring is not an integer multiple of the
quantum flux 80, the vector potential cannot be eliminated by a gauge
transformation. The quantity η(x) is then referred to as a nonintegrable
phase factor.

• On the other hand, if 8=m80 (m integer), the vector potential can be
eliminated, and the physics with m 6= 0 is the same as that for m = 0.

This manifestation of gauge invariance is a special case of a more general theorem, which states that no physical
experiment performed outside the solenoid can distinguish between the cases 8 and 8+ m80.
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Problem 9.27

(a) Write the Schrödinger equation for the gauge transformed wave function φ(x) = e
ie
h̄c
8
L xψ(x) = e−

ie
h̄c

∫ x A·dxψ(x)
is,

p2

2m
φ(x) = Eφ(x). (9.196)

(b) Find the solutions to Eq. (9.196) and calculate the energy eigenvalues.

Hint: The physical wave function ψ(x) (not φ(x)) must be single valued. The solution of Eq. (9.196) is

φ(x) = L−1/2 eikx and the energy is E = h̄2k2

2m . ψ(x) is single valued if and only if k = 2nπ
L +

8
80L .

-3 -2 -1

Φ/Φ0

E
n
( Φ

)

0-1-2-3 1 2 3

FIG 9.36 Energy eigenvalues En(8) versus magnetic flux 8/80. Level
crossing at 8=m80 and 8= (m+ 1/2)80 is a property of the
clean system. Any amount of disorder or imperfection leads to
avoided crossing. For any fixed value of the flux, the levels should
be ordered from low to high. The ground-state energy of a single
electron is shown as the thick line. With this ordering, the spectrum
is a periodic function of the flux with period 80.

Figure 9.36 displays the energy eigenvalues En(8)

versus flux 8 in units of 80 for a number of n
values. It is composed of shifted parabolas En(8)

with En(8 = n80) = 0. The dependence of the
energy spectrum on the magnetic flux is the man-
ifestation of the Aharonov–Bohm effect for elec-
trons on a ring. It is easily seen that the spectrum
is symmetric with respect to reflection about the
lines 8 = m80 and 8 = (m + 1/2)80. When
level crossing occurs at these points, the levels
should be continued as if this crossing is avoided
(e.g., the ground-state energy ε0(8) is indicated
by the thick curve). This procedure introduces the
physical energies ε0(8)≤ε1(8)≤ . . . . With this
convention, the spectrum has several remarkable
properties:

• The energy is a periodic function of the
flux with period 80 ≡ hc/e, i.e., εn(8 +

m80)= εn(8). Note that the bare energies,
Eq. (9.193), are not periodic in 8.

• The energy εn is a symmetric function of the
flux, εn(8)= εn(−8), as expected for spinless

particles. This symmetry remains also if there is scattering and electron–electron interaction in the ring. On the other
hand, the symmetry with respect to reflection through the lines (m + 1/2)80 is less robust; it is a result of a special
geometry and lack of scattering.

Let us now assume that the ring is coupled to an electron reservoir at Fermi energy EF . Then, at zero temperature, the
ground-state energy is given by the sum of single-particle energies of levels below EF ,

Egs=
∑
εn <EF

εn, (9.197)

which following our analysis of the spectrum, satisfies the conditions,

Egs(8)=Egs(−8)=Egs(8+ m80). (9.198)
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One of the important consequences of the Aharonov–Bohm effect in the ring geometry is that there can exist a non-
zero steady-state current in the ring [132]. As we shall see below, the existence of the current is related also to the fact
that in a magnetic field, time-reversal symmetry is violated and the Hamiltonian is complex. This current is not the usual
conduction current where electrons in a metal at the Fermi energy exchange energy with an external electric field. Rather,
all the electrons in the levels up to the Fermi energy contribute to the current, and the current is an equilibrium property of
the system. There is no dissipation associated with this current. The current operator can be written as (see Problem 9.28
below)

Î= − c
∂H

∂8
=
−e

L

[
1

m
(p+

e8

cL
)

]
=
−e

L
v̂, (9.199)

where v̂ is the velocity operator. The observable current is obtained by taking the expectation value of Î. In Problem 9.28,
you will show that the slope dEn/d8 in Fig. 9.36 determines the contribution of ψn to the total current.

Problem 9.28

Prove that the current of an electron in the nth level, In ≡ 〈ψn|Î|ψn〉 is given by In= − c dEn
d8 , and therefore,

In = −
eh

mL2 (n+
8
80
).

Hint: If ψn(x) is a normalized solution of Hψn=Enψn, then En=〈ψn|H|ψn〉. Hence, dEn
d8 = 〈

∂ψn
∂8
|H|ψn〉 +

〈ψn|
∂H
∂8
|ψn〉 + 〈ψn|H|

∂ψn
∂8
〉. Prove that only the second term on the RHS of the this equation is nonvanishing using

the fact that 〈ψn|ψn〉 = 1. See the proof of the Hellman–Feynman theorem in Sec. 11.3.3, which is in complete
analogy with the proof required here.

FIG 9.37 Energy eigenvalue En(8) of Eq. (9.193) versus n (plotted here as a continuous
variable) for magnetic fluxes 8= (0.0, 0.25, 0.5)80. The current at zero
temperature is contributed from discrete states (integer values of n) below the
Fermi energy and is proportional for each level to the slope dEn

dn . For 8 = 0
and 8 = 0.580, the slopes cancel each other and the total current vanishes.
For 8 = 0.2580, the slopes do not cancel and I 6= 0.

To analyze the total current con-
tributed by all levels below the Fermi
energy, it is useful to plot En, given by
Eq. 9.193, as a function of n for fixed
flux 8. Note that dEn

d8 =
1
80

dEn
dn . This is

shown in Fig. 9.37, where En is plotted
as a function of n for 8/80 = 0, 0.25,
and 0.5. The total current at zero temper-
ature is [see Eq. (9.197)]

I=
∑

En <EF

In= − c
dEgs

d8
. (9.200)

As a result of the properties of the
spectrum listed above, it is clear that the
current is a periodic function of 8 with
period 80 and is an antisymmetric func-
tion of the flux,

I(8) = −I(−8), I(8+ m80) = I(8). (9.201)

Let us check what happens if the ring is not “clean,” i.e., a disordered potential energy is present. In this case, the
electrons can be scattered from numerous fixed scattering centers. Such scattering centers are related to imperfections
and impurities. Experimentally they are often unavoidable. In many cases, the positions and strengths of these impurities
are random; this kind of potential is called quenched disorder. The main consequences of disorder in the ring are:
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1. Level crossings shown in Fig. 9.36 are avoided, and the dependence of energy levels on the flux is smooth.
2. The periodicity and symmetry relations of the energy and current, Eqs (9.198) and (9.201), remain unchanged. The

Fourier expansion of the current is

I=
∞∑

k=1

Ik sin(2πk8/80). (9.202)

In some experiments, the current is found to have an effective period of 80/2 because the dominant Fourier compo-
nents have k= 2N, where N is an integer.

3. We will see in Sec. 9.9 that in the presence of static disorder, the wave functions in one-dimension decay exponentially
at large distance with some characteristic length scale ξ , which depends on energy and strength of disorder. ξ is
referred to as the localization length, and the phenomenon is called Anderson localization. Thus, if L > ξ , we expect
the current to decay exponentially with ring size.

4. Surprisingly, for L<ξ , the current persists.

Despite its simplicity, this model of a 1D ring threaded by a magnetic flux reveals numerous fundamental concepts in
quantum mechanics, including the Aharonov–Bohm effect, quantum coherence, gauge invariance, persistent currents in
mesoscopic systems, disorder effects, Anderson localization, and topological effects.

Aharonov–Casher Effect

Another related effect occurs when a particle with non-zero magnetic moment µ= gµBS/h̄ moves in a doubly connected
region (e.g., a ring) threaded by a perpendicular line of charge density λ (note that we discuss this effect here despite the
fact that there need not be a magnetic field present because it is strongly related to the Aharonov–Bohm effect from the
point of view of gauge transformations). The particle need not even be charged; it can be a neutron or a neutral atom with
spin. The setup is similar to that in Fig. 9.34 except that the particle has spin, and instead of a solenoid with magnetic field
H=Hẑ threading the ring, here there is a line of charge. A comparison of the ring geometries of the Aharonov–Bohm
and Aharonov–Casher effects is shown in Fig. 9.38.

Φ λ
(a) (b)

FIG 9.38 An illustration of the Aharonov–Bohm and
Aharonov–Casher effects. (a) Electron moving on a
metallic ring threaded by a magnetic flux 8. When the
electron encircles the ring, its wave function gains a
phase e2π iφ , where φ = 8/80. The spin of the
electron does not play a role. (b) Electron with
magnetic moment µ moving on a metallic ring
threaded by a charged wire of longitudinal charge
density λ. This results in a radial electric field E = λ

L r̂
(black arrows), where R is the radius of the ring. When
the electron encircles the ring, its wave function (a
two-component spinor) is multiplied by a unitary

matrix e2π iγ σz , where γ = gµBλ
2hc .

In the two-slit experimental setup with a line of charge
instead of a magnetic field shown in Fig. 9.34, the intensity
of particles at a given point on the screen will oscillate as a
function of λ, even if the particles are not charged. This effect
is called the Aharonov–Casher effect [138], and it is due to
spin–orbit interaction. A heuristic explanation of the effect
ensues from the following argument: A particle subject to an
electric field E feels, in its rest frame, an effective magnetic
field Heff= (v/c) × E= 1

mc p × E, where v is the particle’s
velocity and p is its momentum. This results in an effective
Zeeman Hamiltonian, HZ ≡ − µ · Heff= g(µB/mc)(S/h̄) ·
p× E, where g ≈ 2. This operator must be properly put into
Hermitian form (see Sec. 2.2), i.e., HZ = g(µB/4mc)(σ · p×
E− σ · E× p). For an electron subject to an electric field E,
the spin–orbit term of the Hamiltonian is written as,

Hso=α(p · σ × E+ σ × E · p), (9.203)

where α = gµB
4mc specifies the spin-orbit interaction strength.

In contrast with the HamiltonianH defined in Eq. (9.182), the
Hamiltonian Hso is invariant under time reversal that reverses
the signs of both p and σ .
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The Hamiltonian Hso is a part of the Pauli Hamiltonian, which arises in the context of working out the nonrelativistic
limit of the Dirac equation by expanding it in the Foldy–Wouthuysen scheme [10]. The Hamiltonian Hso Eq. (9.203) is
responsible for a myriad of phenomena in solid-state physics. It is valid even when the orbital angular momentum L is
not a good quantum number.

Problem 9.29

Show that in the case of a central potential, V(r)=V(r), where the electric field is E= − 1
−e∇V = r

er
dV
dr and the

spin–orbit Hamiltonian can be written as Hso = f (r)L · S.

Hint: Use the identity L = r× p. Answer: Hso=
eh̄

4m2c2
1
r

dV
dr L · S.

The Aharonov–Casher effect can be understood by considering the ring geometry illustrated in Fig. 9.38(b). An elec-
tron moving on a ring of radius R experiences a static electric field E = λ

L r̂ produced by a charged wire with constant
charge per unit length λ, stretched along the z axis passing through the ring’s center (here, L= 2πR). It is convenient to
write the Hamiltonian as

H=
p2

2m
+ Hso=

1

2m

(
p+

gµB

2c
σ × E

)2
−
(gµBE)2

8mc2
. (9.204)

In the ring geometry, the magnitude of the electric field is constant and it points radially outward, E= (λ/L)r̂. The last

term on the RHS of Eq. (9.204) is constant, Ē = (gµBE)2

8mc2 . The Schrödinger equation on the ring involves only the angular
direction along the ring, and the angular component of σ × E results from the z component of σ :

1

2m

(
p+

e

c

8AC

L
σz

)2

ψ = (E + Ē)ψ , (9.205)

where the quantity 8AC ≡
gµBλ

2e has units of magnetic flux.
Let us consider the Aharonov–Bohm and Aharonov–Casher effects from the gauge invariance point of view. The

similarity of Eqs (9.192) and (9.205) is striking. In Eq. (9.192), 8/L is the vector potential on the ring responsible for
the Aharonov–Bohm effect, whereas in Eq. (9.205), 8ACσz/L can be interpreted as a 2 × 2 matrix vector potential on
the ring responsible for the Aharonov–Casher effect. This analogy is not perfect because in the latter case, the energy
eigenvalue is shifted by Ē(8AC), hence strictly speaking, E(8AC) is not periodic in 8AC. However, the ratio between

Ē =
[

e
c
8AC

L

]2
and the kinetic energy at pF can be shown to be extremely small; so, let us assume for the moment that

Ē can be safely neglected. Then, 8/L and 8ACσz/L appear on the same footing referred to as U(1) and SU(2) vector
potentials, respectively. The reason for this group theoretical nomenclature is that the phase factor η(x) [Eq. (9.195)] is
an element of the U(1) group represented here by complex numbers on the unit circle, whereas the matrix,

ηAC(x) = e−i e
h̄c

∫ x dx
8AC

L σz , (9.206)

is an element of the SU(2) group represented here by complex 2× 2 unitary matrices with determinant equal to unity. In
general, SU(2) gauge transformations involve different Pauli matrices, such as,

e−i e
h̄c

∫ x dx
8AC

L σi , (i = x, y, z),

and two matrices encoding SU(2) gauge transformations need not commute. In other words, the U(1) gauge group is
Abelian, whereas the SU(2) gauge group is not. Gauge theories play a central role in many fields of modern physics.
Non-Abelian gauge theories were introduced into physics in a seminal 1954 paper by Yang and Mills.
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The energy spectrum can be understood in analogy with Eqs (9.192) and (9.193); the wave functions for spin up
electrons (|+〉 ≡ |↑〉) and spin down electrons (|−〉 ≡ |↓〉) are ψ (±)n (x) = L−1eiknx

|±〉, where kn =
2πn

L with n =
0,±1,±2, . . ., and the energy eigenvalues are

E(±)n =
h̄2

2mR2
(n± γ )2 − Ē =

h̄2

2mR2
(n2
± 2nγ ), (9.207)

where γ =8AC/80=
gµBλ
2hc =

geλ
2πmc2 and Ē = (gµBE)2

8mc2 =
h̄2γ 2

2mR2 .

9.5.3 THE HALL EFFECT AND MAGNETORESISTANCE

Ex (applied)

Hz (applied)

jx

- - - - - - - - - - - - - - - - - - - - - - - - - 

+ + + + + + + + + + + + + + + + + +

Ey

FIG 9.39 A schematic illustration of the classical Hall effect.

In 1879, Edwin H. Hall studied the influence of a magnetic
field on a current carrying conductor. Consider the geome-
try illustrated in Fig. 9.39. Application of an electric field
Ex along the x-direction generates a current jx. Moreover, on
application of a perpendicular magnetic field Hz along the z
direction, a transverse field Ey develops along the y direction.
This phenomenon is called the Hall effect.

The two-dimensional sample geometry plays an impor-
tant role in the physics of the Hall effect. In an ideal two-
dimensional geometry, where the thickness of that Hall bar
in Fig. 9.39 shrinks to zero, Ohm’s law, R= ρL/A, relating

the resistance of a sample of length L and cross sectional area A to the resistivity ρ of the material, shows that R and ρ
have the same physical dimensions, because the “area” A has the dimension of length. This means that the resistance of
a square sample and the resistivity are numerically identical. Hence, one may speak of resistance and resistivity (conduc-
tance and conductivity) of a square sample interchangeably.

Classical Analysis of the Hall Effect

The analysis of the Hall effect based on classical electrodynamics requires that we take into account that the system
displayed in Fig. 9.39 is not isotropic. Ohm’s law J = σE, or, equivalently, E = ρJ, relating current density J = (Jx, Jy)

and the electric field E = (Ex, Ey) requires that the resistivity ρ and the conductivity σ be 2× 2 matrices,

ρ =

(
ρxx ρxy

ρyx ρyy

)
, σ = ρ−1

=

(
σxx σxy

σyx σyy

)
, (9.208)

which are called the resistivity tensor and conductivity tensor, respectively.
The longitudinal resistivity in the presence of a magnetic field, ρxx, is referred to as magnetoresistance, whereas the

transverse resistivity ρxy is called the Hall resistance. The Hall resistance is related to the Hall coefficient RH ,

RH =
ρxy

Hz
. (9.209)

Let us determine ρxx and ρxy using a classical analysis. An application of a constant field Ex leading to a stationary
longitudinal current density Jx implies that there is a dissipation. In other words, the total force affecting the rate of
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change of momentum p of the charge carrier includes a friction (or a damping) term characterized by a collision time τ ,

dp
dt
= q

(
E+

1

mc
p×H

)
−

p
τ

. (9.210)

Here, q= − e for electrons and q= e for holes. In steady state, dp/dt= 0, so the average momentum is expressible
in terms of the external fields, in a fashion similar to that in the Drude approximation of Sec. 9.2.1. Recalling that

J= qcncv= qcncp/m, where nc is the carrier density, and using the expression for the Drude conductivity, σ0 ≡
ncq2

cτ

m ,

and the expression ωc=
qcH
mc for the cyclotron frequency, Eq. (9.210) with dp/dt = 0 yields,

σ0Ex = ωcτJy + Jx, (9.211a)

σ0Ey = −ωcτJx + Jy. (9.211b)

These equations can be written in matrix form, E = ρJ or J = σE:(
Ex

Ey

)
=

1

σ0

(
1 ωcτ

−ωcτ 1

)(
Jx

Jy

)
≡

(
ρxx ρxy

ρyx ρyy

)(
Jx

Jy

)
, (9.212a)(

Jx

Jy

)
=

σ0

1+ (ωcτ)2

(
1 −ωcτ

ωcτ 1

)(
Ex

Ey

)
≡

(
σxx σxy

σyx σyy

)(
Ex

Ey

)
. (9.212b)

One then immediately finds the magnetoresistance ρxx, the Hall resistance ρxy, and the Hall coefficient RH as,

ρxx =
1

σ0
, RH =

ρxy

Hz
=

Hz
ncqcc

Hz
=

1

ncqcc
. (9.213)

According to Eq. (9.213), RH < 0 for electrons and RH > 0 for holes. Because RH is directly measurable, the ability to
identify the sign of the charge carriers through the Hall coefficient is a real godsend.

The above results are general. Further important information is obtained in the Hall bar geometry of Fig. 9.39 where no
transverse current is possible, Jy = 0. Using Jy = 0 in Eqs (9.211), the transverse field (also termed Hall field) is obtained
as Ey = −ωcτEx. Hence, the current J = Jxx̂ + Jyŷ = Jxx̂ is not parallel to the field E = Exx̂ + Eyŷ = Exx̂ − ωcτExŷ.
The angle θH between J and E,

cos θH =
J · E
|J||E|

= −
1√

1+ (ωcτ)2
, (9.214)

is referred to as the Hall angle. In the Hall bar geometry analyzed above, tan θH = −ωcτ . But the geometry where Jy = 0
is an idealization. To measure the Hall voltage, VH =Vy, one has to set up a voltmeter through which a current can pass,
so generically, Jy 6= 0. In bulk materials there is, in general, a non-zero Hall current perpendicular to the electric field.
This current is nondissipative, because the motion of the charge carriers is perpendicular to the applied force. In this more
general case, the expression for the Hall angle is less simple.

Equation (9.213) shows that the magnetoresistance ρxx does not change due to the presence of a magnetic field. How-
ever, this result is obtained within a simplified picture, where the electrons are treated classically. At low temperatures,
when quantum effects are important, the magnetoresistance (and the Hall resistance) depend on the magnetic field in a
fascinating way (see Sec. 9.5.8).

A glance at Eqs (9.212a) and (9.212b) reveals a pattern of symmetries obeyed by the Hall resistance ρxy and the
magnetoresistance ρxx:

ρxx(H) = ρxx(−H), ρxy(H) = −ρxy(−H), ρxy(H) = −ρyx(H). (9.215)

This is a particular case of an Onsager relation where reciprocal relations among transport coefficients are derived by
incorporating microscopic reversibility into a statistical mechanical treatment of irreversible linear processes [139].
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9.5.4 LANDAU QUANTIZATION

Now, let us consider the effect of a static uniform magnetic field on the energy levels of a free electron. The field is taken
to be along the z-axis, H=Hẑ=∇ × A, where A is a vector potential. We already stressed the freedom in the choice
of the vector potential due to gauge invariance. The two conventional choices of the vector potential A are the Landau
gauge and the symmetric gauge:

A= − Hx ŷ (Landau gauge), (9.216a)

A=
1

2
r×H=

1

2
(Hy x̂− Hx ŷ) (symmetric gauge). (9.216b)

Because, in either case, A lies in the (x, y) plane, the Schrödinger equation is[
1

2m

[(
p⊥ +

e

c
A
)2
+ p2

z

]
− µs ·H

]
9(r) = E9(r). (9.217)

Here, p⊥ = pxx̂ + pyŷ is the component of the momentum operator in the (x, y) plane, µs = geµBS/h̄ is the spin
magnetic moment operator of the electron, ge = −g ≈ −2, and S is the electron spin operator. The objective is to find
the two-component spinor eigenfunctions 9(r) and the eigenvalues E. The commutation relations of the HamiltonianH,

[pz,H] = [Sz,H] = 0, (9.218)

show that pz, Sz and H can be simultaneously diagonalized, hence the wave function and energy can be written as,

9(r) = eikzzψ(x, y)χms , (9.219a)

E = ε +
h̄2k2

z

2m
+ geµBmsH. (9.219b)

Here, kz is the wavenumber along the magnetic field (the eigenvalue of pz is h̄kz) and χms is a spin eigenfunction of Sz

with eigenvalue ms = ±1/2. The 2D Schrödinger equation for ψ(x, y) is

H2Dψ(x, y) =
1

2m

(
p⊥ +

e

c
A
)2
ψ(x, y)= ε ψ(x, y), (9.220)

whose detailed solution depends on the choice of gauge, as we shall see now.

Solution in the Landau gauge

Using the Landau gauge, Eq. (9.216a), the 2D Hamiltonian is

H2D=
1

2m

[
p2

x +

(
py +

eHx

c

)2
]

. (9.221)

Translation invariance exists along the y direction, because [ py,H2D] = 0. Hence, the solution takes the general form,

ψ(x, y) = Ceikyφ(x), (9.222)

where C is a normalization constant. Substituting Eq. (9.222) into the Schrödinger equation (9.220) with Hamiltonian
(9.221), we find [

p2
x

2m
+

1

2m

(
h̄k +

eHx

c

)2
]
φ(x)= ε φ(x). (9.223)
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Equation (9.223) can be rewritten as a 1D harmonic oscillator problem for φ(x),[
p2

x

2m
+

m

2
ω2

c (x− xk)
2
]
φ(x)= ε φ(x), (9.224)

where the cyclotron frequency ωc is ωc ≡
e|H|
mc and the guiding center parameter is xk= −

ch̄k
e|H| . The harmonic oscillator

length for this problem is called the magnetic length and is given by

lH ≡

√
h̄

mωc
=

√
h̄c

e|H|
, (9.225)

so the guiding center xk can be written in terms of lH as follows:

xk ≡ −
ch̄k

e|H|
= − kl2H . (9.226)

The Landau wave functions and the Landau energies are then given by,

ψnk(x, y) = Aeikyφn,k(x)=A
eiky√

2nn!π1/2lH
e
−
(x−xk)

2

2l2H Hn

(
x− xk

lH

)
, (9.227a)

εn = (n+ 1/2)h̄ωc, n = 0, 1, 2, . . . , (9.227b)

where Hn(z) is the Hermite polynomial and A is a normalization constant for the plane wave function [see below after
Eq. 9.229)]. The resulting energy levels En,ms,kz are given in Eq. 9.219b with εn given in Eq. (9.227b). The Landau
energies εn are plotted in Fig. 9.40 as a function of H. Note that for an electron, gµBH ≈ h̄ωc, so

Enmskz ≈ (n+ ms + 1/2)h̄ωc +
h̄2k2

z

2m
. (9.228)

FIG 9.40 The lowest four Landau levels εn = (n+ 1/2)h̄eH/(mc)
plotted as a function of H. In a system with fixed Fermi
energy EF , the line ε=EF crosses the nth Landau level at
the magnetic field Hn = mcEF/[h̄e(n+ 1/2)].

The definition of the magnetic length contains h̄;
hence, its interpretation must be quantum mechanical in
nature, just as the interpretation of the harmonic oscilla-
tor length. The classical motion of a particle with energy
ε in the plane perpendicular to the magnetic field cor-
responds to a circle of radius Rc=

√
2m ε/(e|H|), the

cyclotron radius. But quantum mechanically, particle
trajectories are not sharply defined; due to the uncer-
tainty relation, the standard deviation of the particle’s
position is proportional to lH , as you will show in Prob-
lem 9.30. However, regarding k as py/h̄, the guiding
center parameter xk =

pyc
eH does not contain h̄ and is,

therefore, expected to have a classical interpretation.
Inspection of the Landau wave function in Eq. (9.227a)
shows that the exponent of the Gaussian factor is maxi-
mal at x = xk. Hence, the guiding center xk is interpreted
as the center of the circular motion of the electron.

Problem 9.30

Calculate the standard deviation 1x ≡
√
〈x2〉 − 〈x〉2 in the lowest Landau level function ψ0, xk (x, y).
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Boundary Conditions, Degeneracy, and Quantized Wavenumbers

The Landau energy εn does not depend on k, therefore, if the system is infinite, and the wavenumbers kz and k are
continuous variables with−∞< kz, k<∞, then εn and En,ms,kz are infinitely degenerate. However, it is more realistic, to
confine the motion to a box, 0≤x≤Lx, 0≤y≤Ly, and 0≤z≤Lz, and to impose appropriate boundary conditions whenever
possible. We thereby obtain a discrete spectrum with finite degeneracy. As far as the motion along the magnetic field
direction and the y direction is concerned, periodic boundary conditions can be imposed, 9(x, y + Ly, z)=9(x, y, z +
Lz)=9(x, y, z), leading to quantization of the wavenumbers,

kz=
2πnz

Lz
, with nz = 0,±1,±2 . . . , (9.229)

ky= k=
2πny

Ly
, with ny= 0, 1, 2, . . . , NL. (9.230)

Accordingly, the normalization prefactor A in Eq. (9.227a) equals 1/
√

Ly. Thus, the degeneracy of εn is given by the
number NL, which will now be determined. In principle, no boundary conditions along x are required because the wave
function decays as x → ±∞. However, if the system is confined along x between x = 0 and x=Lx, it is necessary to
confine the guiding centers accordingly, i.e., 0≤xk = kl2H≤Lx. Employing Eq. (9.230), the maximum allowed value of xk

is xk(max) ≡ (2πNL)/Ly l2H =Lx. Thus, we arrive at the important result,

NL =
LxLy

2π l2H
=

HLxLy
hc
e

=
8

80
(Landau level degeneracy). (9.231)

FIG 9.41 The energies E(n, kz) = (n+ 1/2)h̄ωc +

2h̄2π2n2
z /(mL2

z ) versus n for fixed value of the
magnetic field H. The longer bottom line in each
column is the 2D Landau energy εn, and the
shorter lines above indicate the quantized
longitudinal energies h̄2k2

z /(2m) =

4π2h̄2n2
z /(2mL2

z ). The degeneracy of each level
is NL. The energy spacing between the energies
εn (the shorter lines) and the degeneracy NL
increases linearly with H.

Hence, the degeneracy NL of any Landau level εn (spin degener-
acy not included) is given by the ratio between the magnetic flux
through the planar area, 8 = BLxLy, and the quantum unit of
flux 80. The quantized energies E(n, kz) (not including Zeeman
splitting) are displayed as a function of n in Fig. 9.41.

The density of states at energy E can be calculated as follows:
For a given column n, and for E>εn(H) = (n + 1/2)h̄ωc, the
available energy for the 1D longitudinal motion along the z axis
is E − εn. Using Eq. 9.26 and recalling that each Landau level is
NL-fold degenerate, the corresponding 1D density of states is

Dn(E, H)=NL

√
2m

h
Lz

1
√

E − εn(H)
. (9.232)

When we sum up all the levels in the columns, i.e., sum over
εn<E, we find

D(E, H)=
∑
εn <E

Dn(E, H)=

√
2meHLxLyLz

h2c

∑
εn <E

1
√

E − εn(H)
.

(9.233)
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Problem 9.31

(a) Determine the number of Landau levels (longer lines in Fig. 9.41) below the Fermi energy EF .

Answer: NF(EF) =

[
EF−

1
2 h̄ωc

h̄ωc

]
, where the square brackets denotes integer value.

(b) Calculate the number Z(EF) of states with energies E(n, kz)≤EF .

Hint: Use the result of (a) and integrate the density of states (9.233).

Answer: Z(EF) =

√
2meHLxLyLz

h2c

∑NF−1
n=0

√
EF − εn.

9.5.5 2D ELECTRON GAS IN A PERPENDICULAR MAGNETIC FIELD

In a clean two-dimensional system subject to a perpendicular magnetic field, the energy of electrons is restricted to the
Landau levels. There are many phenomena related to the dependence of the Fermi energy and the ground-state energy on
the magnetic field, e.g., the de Haas van Alphen effect and the quantum Hall effect (see below). In a system where the
Fermi energy is fixed but the magnetic field varies, the number of particles cannot be conserved i.e., the system is not
closed, but rather is attached to a particle reservoir, which can exchange particles with the system. In statistical mechanics,
a collection of such systems is referred to as a grand canonical ensemble, wherein the number of particles is not fixed but
the average number of particles is well specified [119, 120]. On the other hand, if the system is closed and the particle
number is fixed, the Fermi energy depends on the external magnetic field. A collection of such systems is referred to as a
canonical ensemble. In both cases, the variation of physical quantities with the magnetic field is somewhat unexpected.
The discussion below will concentrate on the orbital effects of the magnetic field (the spin physics is encoded in the
Zeeman energy).

The density of states of free electrons in 2D in the presence of a perpendicular magnetic field is

D2D(E, H)=
∑

n

δ(E − εn), (9.234)

where the Landau energy εn is defined in Eq. (9.227b). It should be stressed that realistic systems are not perfectly clean.
In most cases, there is some potential scattering off imperfections or impurities. This kind of disorder leads to broadening
of the delta functions, and the density of states takes the form of a sum of broadened peaks centered at εn. For weak
enough disordered potential of strengths much less than h̄ωc, the peaks are well separated, and their distribution is close
to Gaussian.

System with Fixed Fermi Energy

It is instructive to compare the number NL of degenerate states in a given Landau level with the number of electron
states in an energy interval of width 1E= h̄ωc in two dimensions, in the absence of a magnetic field. Consider a planar
rectangle of area LxLy and employ Eq. (9.24) for the density of states in 2D to find that the latter equals

D2Dh̄ωc=
mωc

h̄

LxLy

π
=NL. (9.235)

If we divide the positive energy axis into segments of width h̄ωc centered at the Landau energies εn= (n+ 1/2)h̄ωc, it is
clear that in each such segment, the number of levels is NL, whether or not there is a magnetic field present. Consequently,
when the Fermi energy is an integer multiple, say m, of h̄ωc, the number of states below the Fermi energy is mNL with
and without the presence of a magnetic field. The difference is that, in the presence of magnetic field, every group of NL

states is restricted to the corresponding Landau level energy, whereas in the absence of magnetic field, they are distributed
uniformly within the energy interval. Because the 2D density of states D2D is independent of energy, the total energy of
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the filled states is the same, with and without magnetic field. The situation is different when EF is a half-integer multiple of
h̄ωc, i.e., if EF coincides with a Landau level, because in this case, the electrons subject to the magnetic field occupy this
upper Landau level. For fixed Fermi energy (i.e., in the grand canonical ensemble), this analysis is depicted in Fig. 9.42.

1/2 3/2 5/2 7/2 9/2 11/20 1 2 3 4 5 6

1/2 3/2 5/2 9/20 1 2 3 4 5

1/2 5/2 9/20 1 2 3 4 53/2 7/2

(a)
EF

H1

H2

H3

(b)

(c)

E/ ωc

FIG 9.42 Occupation of electron states in a two-dimensional sample in the
presence of a perpendicular magnetic field, given a fermi energy
EF . The grey line indicates the occupation of electron states in the
absence of the magnetic field. (a) The magnetic field, H1, is such
that 4h̄ωc = EF . Four Landau levels εn = (n+ 1/2)h̄ωc with
n = 0, 1, 2, and 3 are completely filled so that the number of
electrons is 4NL. In the absence of a magnetic field, the number of
filled electron states in each interval of width h̄ωc of the grey line is
also equal to NL, hence, the number of electrons below EF is also
equal to 4NL. In 2D, and in the absence of a magnetic field, the
electrons are equally distributed, (ρ(E) = constant). The
ground-state energy in both cases is the same. (b) The field H2
(H2 > H1) is such that the fourth Landau level ε3 =

7
2 h̄ωc

coincides with the Fermi energy. This upper Landau level is
half-filled (shorter vertical thick line) and the electron energy ε3 is
higher than the energies in the interval 3h̄ωc ≤ εk ≤ EF on the
grey line. The ground-state energy in the presence of the magnetic
field is higher than that in its absence. (c) H3 > H2 and
3h̄ωc = EF , and the situation is similar to that of (a).

The above analysis enables the calculation of
the ground-state energy as a function of magnetic
field strength. At zero temperature, all states below
EF are filled with electrons. We have already cal-

culated the number NF =

[
EF−h̄ωc/2

h̄ωc

]
of (filled)

Landau levels below EF in Problem 9.31. Suppose
we take NF electrons and put one in each level εn.
Their energies sum to

1

2
h̄ωc[1+ 3+ . . .+ (2NF − 1)]=

1

2
h̄ωcN2

F .

After multiplying by NL, the ground-state energy
is obtained,

Egs =
1

2
h̄ωcNLN2

F , (9.236)

which is plotted as a function of H and 1/H in
Fig. 9.43. In both cases, the energy undergoes
sharp oscillations associated with fields Hn, where
the Fermi energy coincides with the Landau level
energy εn. The reason for plotting Egs as a func-
tion of 1/H is that in this case, the period of oscil-
lations is almost constant. This remarkable finding
can be heuristically explained using semiclassical
analysis. In classical electrodynamics, an electron
restricted to the x–y plane and subject to a mag-
netic field H=Hẑ is affected by the Lorentz force
F = e

c v×H, where v is the electron velocity vec-
tor in the plane. Classically, the electron moves in
a circle with radius R = v/ωc. In the semiclassi-
cal approach, we first compare the kinetic energy

of the electron with the quantum mechanical Landau level energy, mv2
n/2= εn= (n + 1/2)h̄ eH

mc , and then define a 2D

wavenumber k⊥n through the relation vn =
h̄k⊥n

m . An electron with wavenumber k⊥n executes a circular motion in
k-space as well, encircling an area,

Sn(H)=πk2
⊥n=

2πe

h̄c
H (n+ 1/2). (9.237)

For fixed H, the area of orbits in k-space is quantized, and the area between successive orbits is

1S ≡ Sn − Sn−1 =
2πe

h̄c
H. (9.238)

Now, let us assume that for some value Hn, the Fermi energy EF coincides with the Landau energy εn= h̄ eHn
mc (n+ 1/2).

Accordingly, k⊥n= kF is just the Fermi wavenumber, which is independent of n for fixed EF . Therefore, if we change H
from Hn to Hn+1, the areas must satisfy

Sn(Hn)= Sn+1(Hn+1)= S=πk2
F , (9.239)
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gs

n n+1

gs

nn+1

FIG 9.43 Ground-state energy of a 2D closed system of free electrons
in a perpendicular magnetic field with fixed Fermi energy
(grand canonical ensemble), as given by Eq. (9.236). (a)
Ground-state energy, Egs, versus H and (b) Egs versus 1/H.

In the latter case, H−1
n − H−1

n+1=
2πe
h̄cS , where S is the area in

k-space of the 2D Fermi surface. Between successive jumps,
S is constant, as shown in Eq. (9.325). Strictly speaking, due
to a slowly varying envelope, Egs is not periodic in 1/H.
However, the period of oscillations is constant.

which, employing Eq. 9.237, implies a 1/H period of(
1

Hn
−

1

Hn+1

)
=

2πe

h̄cS
. (9.240)

Thus, in 2D, the period of oscillations of Egs plotted
versus 1/H is related to an area enclosed by the Fermi
“surface” (curve). The analysis leading to Eqs (9.237)–
(9.240) can be regarded as a special case of Onsager
analysis [140] (see below), which is valid for noncir-
cular orbits as well, with the replacement of the factor
1/2 by a number 0<γ < 1 depending on the details of
the system under study. The result of these calculations
will be useful in the analysis of the de Haas–van Alphen
effect later on.

System with Fixed Number of Particles

For the sake of completeness, we also carry out the anal-
ysis of a closed 2D system with fixed number N of elec-
trons (i.e., a canonical ensemble). The details of this
task are left as a problem. An important quantity in this
case is the ratio between the electron number N and the
degeneracy of the Landau level (spin included)

ν ≡
N

2NL
, (9.241)

which is referred to as the filling factor. Because, by
Eq. (9.231), NL ∝ H, one has ν ∝ H−1. The depen-
dence of such experimental quantities as the longitudi-
nal and Hall resistance on the filling factor constitute
one of the most fascinating effects in contemporary
solid-state physics, i.e., the quantum Hall effect.

Problem 9.32

For a closed 2D system with fixed number of electrons, N, find the dependence of the Fermi energy EF on the
magnetic field H.

Hint: First, show that the number of filled Landau levels is NF = [ N−1
NL(H)

]+ 1. Then show that
EF = (NF + 1/2)h̄ωc. The dependence of the Fermi energy on the magnetic field is displayed in Fig. 9.44.

Problem 9.33

Find the ground-state energy of the system studied in Problem 9.32 as a function of the magnetic field.

Hint: The energy of NF-filled Landau levels (you have calculated NF in Problem 9.32) is given in Eq. 9.236. The
number of electrons in the highest unfilled Landau level is N − NFNL. The energy of these extra electrons should be
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added to that of the NF filled levels. The result is Egs= (h̄ωc/2)[N(2NF + 1)− NFNL(NF + 1)]. The energy
behavior of Egs as a function of H and as function of 1/H is similar to that shown in Fig. 9.43. With some
modifications, the analysis detailed in connection with the previous case of fixed Fermi energy applies also here. In
particular, the constant period of oscillations of Egs as a function of 1/H reflects the fact that the number of particles

is fixed. More precisely, the periodicity condition (9.240) is the same, but the value of S is now given by S = 2π2N
LxLy

.

FIG 9.44 Fermi energy EF (zigzag curve) of a 2D electron gas at
zero temperature with fixed number of particles versus
magnetic field H. The dashed lines show the energies
εn(H) encountered in Fig. 9.40. For strong magnetic
fields (above H = 0.41 in the figure), all the electrons
occupy the lowest Landau level. As the magnetic field is
decreased, the height and the degeneracy NL of the
Landau levels decrease, and EF decreases until,
eventually, there are not enough states on the lowest
Landau level, and electrons have to occupy the second
Landau level, and so on.

Softening Boundary Conditions Along x

So far, the boundary conditions of the wave function
(9.219a) along x have not been specified. In Eq. (9.227a),
we were content to limiting the guiding centers xk to stay
within the range [0, Lx]. We asserted that the Landau wave
functions ψnk(x, y) of Eq. (9.227a) fall off as Gaussians
when |x− xk|� lH . The fact that there are periodic bound-
ary conditions along y and z and Gaussian falloff along x is
disturbing not only from an esthetic point of view but also
physically, because this results in an artificial edge effect.
Thus, for large values of k, xk ∼ Lx, and the wave function
that is not small near the edge, x = Lx is abruptly cut-
off. It is not possible to find a solution of the Schrödinger
equation that is periodic in both x and y. A possible way
to partially remove this flaw is taken from Bloch theory.
For convenience, we explain this procedure for the lowest
Landau level functions ψ0,k(x, y) = ψk(x, y). Consider the
wave function,

ψk(x, y)=
1√

Lyπ1/2lH

∞∑
m=−∞

e
i(k+mLx

l2H
)y

e
−
(x−xk−mLx)2

2l2H .

(9.242)
This function is defined on the whole (x, y) plane and satisfies the conditions,

ψk(x, y+ Ly)=ψk(x, y), ψk(x+ Lx, y)= eiLxy/l2Hψ(x, y). (9.243)

The function so defined is a solution of the Schrödinger equation belonging to the lowest Landau level that is periodic in
y and is “almost” periodic in x, because it gains a y-dependent phase factor after adding Lx to x.

Problem 9.34

Prove that ψk(x, y) defined by Eq. (9.242) satisfies the boundary conditions (9.243).

Answer: If we replace y→ y+ Ly, the first exponent is multiplied by a factor eikLy e
i

mLxLy

l2H . The first factor is unity
due to the quantization condition on k, Eq. (9.230). The second factor is unity following the definition (9.231) of the
Landau level degeneracy NL. If we replace x→ x+ Lx, the term inside the brackets in the second exponent on the
RHS of Eq. (9.242) becomes (x− xk − (m− 1)Lx). Changing the summation variable to m = n+ 1 induces an extra
factor eiLxy/l2H .



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 12-ch09-381-544-9780444537867 2012/12/7 19:48 Page 452 #72

452 CHAPTER 9 Electronic Properties of Solids

Solution in the Symmetric Gauge

Let us now return to Eq. (9.217) with A given in the symmetric gauge, Eq. (9.216b). Once again we concentrate on
Eq. (9.220), which now reads,

1

2m

(
p⊥ +

e

2c
r×H

)2
ψ(x, y) = Eψ(x, y). (9.244)

Problem 9.35

(a) For a static uniform magnetic field, H=Hẑ, prove that 1
2 (p · r×H+ r×H · p)= r× p ·H ≡ −HLz.

(b) Prove that [Lz, H2D] = 0, where Lz = −ih̄(x ∂
∂y − y ∂

∂x ).

By employing rotational invariance, we can work in cylindrical coordinates ρ, θ , and z, wherein the full 3D
Schrödinger equation (including spin variables) is{

−h̄2

2m

[
1

ρ

∂

∂ρ

(
ρ
∂

∂ρ

)
+
∂2

∂z2
+

1

ρ2

∂2

∂θ2

]
− (µl + µs) ·H+

e2H2

2mc2
ρ2

}
9(ρ, θ , z)=E9(ρ, θ , z), (9.245)

where µl=µBL/h̄ and µs=µBS/h̄. The planar part is a 2D harmonic oscillator Hamiltonian with force constant e2B2

mc2

[compare with Eq. (9.224)]. Separation of variables is possible in the form

9(ρ, θ , z) = R(ρ)
1
√

2π
eimlθeikzzχms , (9.246)

where χms is the spin function. Substituting into Eq. (9.245) yields{
−h̄2

2m

[
1

ρ

∂

∂ρ

(
ρ
∂

∂ρ

)
+ k2

z +
m2

ρ2

]
+ (ml + gms)µBH +

m

2
ω2

cρ
2

}
R(ρ) = E R(ρ), (9.247)

where ml = 0,±1, . . . is the integer eigenvalue of Lz and ms = ±1/2 is the spin projection quantum number (in the
presence of magnetic field, the quantization axis is chosen along the magnetic field direction). The solution to Eq. (9.247)
is given by the radial function,

R(ρ)=Ce
−

ρ2

4l2H ρ|ml|L|ml|+1
n

(
ρ2

2l2H

)
, (9.248)

where L|ml|+1
n (x) is a generalized Laguerre polynomial, C is a normalization constant, and the eigenenergies,

Enmlms = h̄ωc

[
n+

1

2
(|ml| − ml + 2ms + 1)

]
+

h̄2k2
z

2m
,

are the same as those derived within the Landau gauge, see Eq. (9.228). This is to be expected because energies (in
fact, any measurable quantity) should be independent of gauge. In the present analysis using the symmetric gauge, the
degeneracy pattern is as follows: for positive ml, the eigenenergies are independent of ml, whereas for negative ml, they
fall on levels with higher n.
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Complex Analysis

An elegant approach for studying the physics of electrons in two-dimensional systems subject to a strong perpendicular
magnetic field employs complex analysis within the symmetric gauge. It uses the powerful concept of analytic functions
and proves to be useful for treating an interacting electronic system in a strong magnetic field, which is at the origin of
the fractional quantum Hall effect (see below). Here, we introduce the basic definitions and some simple relations.

We begin by defining the covariant momentum operators, which are proportional to the velocity operators,

(
5x,5y

)
≡

(
px +

h̄y

2l2H
, py −

h̄x

2l2H

)
. (9.249)

They obey the commutation relation,

[5x,5y] =
ih̄

l2H
. (9.250)

The Hamiltonian can be written in terms of these operators as

H2D=
1

2m

[
(5x − i5y)(5x + i5y)−

h̄2

2l2H

]
. (9.251)

Next, we introduce the complex variables,

z = x+ iy, z∗ = x− iy, |z| =
√

x2 + y2 = ρ. (9.252)

According to Eq. (9.246), the lowest Landau level function with n = ml = 0 can be written as

R0(x, y) = Ce
−

zz∗

4l2H . (9.253)

We now define derivatives with respect to z and z∗,

∂

∂z
≡

1

2

(
∂

∂x
− i

∂

∂y

)
,

∂

∂z∗
≡

1

2

(
∂

∂x
+ i

∂

∂y

)
. (9.254)

The crucial point is that z and z∗ can be considered as independent variables, although one is the complex conjugate of the
other. Thus, for any analytic function f (z), one has ∂

∂z f (z∗)= ∂
∂z∗ f (z) = 0. Clearly, the following commutation relations

are satisfied: [
∂

∂z
, z

]
=

[
∂

∂z∗
, z∗
]
= 1. (9.255)

Now, we would like to write H2D Eq. (9.242) in terms of ∂
∂z and ∂

∂z∗ . For that purpose, we introduce two differential
operators,

D1 ≡ 2
∂

∂z∗
+

z

2l2H
, D2 ≡ 2

∂

∂z
−

z∗

2l2H
, (9.256)

which satisfy the following relations:

[D1, z] = 0, [D2, D1] =
2

l2H
. (9.257)

Employing expression (9.251) for H2D, it is not difficult to deduce that

H2D= −
h̄2

2m
D2D1 +

1

2
h̄ωc=

h̄ωc

2

(
−

4 ∂2

∂z∂z∗
− z

∂

∂z
+ z∗

∂

∂z∗
+

zz∗

4

)
. (9.258)
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Problem 9.36

(a) Prove the second equality in Eq. (9.258).
(b) Verify that [H2D, D2] = h̄ωcD2.

It is reassuring to note that D1R0(x, y) = 0 [see Eq. (9.221)], and hence, H2DR0(x, y)= h̄ωcR0(x, y)/2, so that R0(x, y)
belongs to the lowest Landau level as constructed. In fact, from Eq. (9.257), D1[z|ml|R0(x, y)] = 0 for any integer ml, so
that all these functions belong to the lowest Landau level, and according to Eq. (9.246), the integer ml is the orbital angular
momentum, because z|ml| = ρ|ml|eimlθ . Because any linear combination of such functions has the same eigenvalue, we
see that a general function in the lowest Landau level can be written as

φ0(x, y) = e
−

zz∗

4l2H

∞∑
ml=0

aml z
ml = e

−
zz∗

4l2H f (z), (9.259)

where the coefficients are such that the radius of convergence of the power series is infinite. f (z) is analytic in the whole
complex z plane, i.e., it is an entire function. Finally, from the second relation in Eq. (9.258), we see that D2 has the
following property:

H2Dψ(x, y) =

(
n+

1

2

)
h̄ωcψ(x, y)→ H2D[D2ψ(x, y)] =

(
n+ 1+

1

2

)
h̄ωc[D2ψ(x, y)], (9.260)

i.e., D2 is a raising operator similar to J+ familiar from angular momentum algebra. This immediately suggests that
higher Landau level eigenfunctions are obtained from the lower ones by repeated application of D2,

ψn,ml(x, y) = Dn
2[zml e

−
zz∗

4l2H ], En =

(
n+

1

2

)
h̄ωc. (9.261)

9.5.6 ELECTRON SUBJECT TO PERIODIC POTENTIAL AND MAGNETIC FIELD

Application of an external magnetic field to crystals leads to many fascinating effects. Both the orbital motion and the
spin of electrons are affected. As far as the orbital motion is concerned, there is a remarkable difference between the
action of a magnetic field on a free electron gas and on electrons in a crystal. In the first part of this section, we analyze
the semiclassical motion of crystal electrons in a uniform magnetic field. In the second part, we discuss other aspects
such as the Shubnikov–de Hass effect and de Haas–van Alphen effect.

Within the semiclassical framework, the semiclassical equations in the presence of a uniform and static magnetic field
(again assuming no band crossing) are as follows:

ṙ = vk=
1

h̄
∇Ek, (9.262a)

h̄k̇ = −
e

c
vk ×H. (9.262b)

Problem 9.37

(a) Prove that the component of k in the direction of the field is conserved.

Hint: Assume for convenience that H = Hẑ (not necessarily a symmetry axis of the crystal) and decompose
k = kzẑ+ k⊥. Then scalar multiply Eq. (9.262b) by kzẑ.

(b) Prove that the energy Ek is conserved.
Hint: Use the chain rule to show that Ėk = h̄vk · k̇ and use Eq. (9.262b) to show that this scalar product
vanishes.
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FIG 9.45 (a) Electron (upper) closed orbit and hole (lower) closed orbit
obtained through the intersection of a plane perpendicular to the
magnetic field with a surface of constant energy [see discussion in
the text following Eqs (9.262a) and (9.262b)]. (b) Orbit in k-space
of the vector [k(t)− k(0)] (left panel) and in k-space of the vector
[r⊥(t)− r⊥(0)] (right panel). See discussion in the text after
Eqs (9.263a) and (9.263b). Note that the prefactor in front of
[k(t)− k(0)] in Eq. (9.263b) is −l2H , where lH is the magnetic
length defined in Eq. (9.225).

The two conservation laws derived in Prob-
lem 9.37 imply that the electron trajectory in
k-space is obtained by an intersection of the surface
of constant energy and a plane perpendicular to the
magnetic field. The sense is opposite to the planar
component of the vector product ∇Ek × H. This
means that closed orbits in k-space surrounding val-
leys [electron orbits according to Fig. 9.33(a)] have
opposite sense than those surrounding hills [hole
orbits according to Fig. 9.33(b)]. This result is illus-
trated in Fig. 9.45(a).

For free electrons, the surface of constant
energy is a sphere (or ellipsoid), and the motion
in r- and k-spaces is along a circle perpendicu-
lar to the direction of the magnetic field. It should
be stressed that in realistic situations, where the
surfaces of constant energy are geometrically less
simple and when the magnetic field does not coin-
cide with a symmetry axis, the motion in k-space is
more complicated and the orbit need not be closed.
In that case, it is more transparent to display the
motion in a repeated Brillouin zone picture.

Although in k-space the motion is planar, in
configuration space, the curve r(t) is not nec-
essarily planar. However, its projection r⊥(t) on
a plane perpendicular to H can be easily traced
[122]. Taking the cross product of both sides of
Eq. (9.262b) with Ĥ= ẑ and using the vector iden-
tity, b̂ × a × b = a − b̂(b̂ · a) = a⊥, we obtain

Ĥ× h̄k̇= −
eH

c
r⊥(t), (9.263a)

r⊥(t)= r⊥(0)−
h̄c

eH
Ĥ× [k(t)− k(0)]. (9.263b)

Thus, the trajectory [r⊥(t) − r⊥(0)] in r-space is traced out by − eH
h̄c [k⊥(t) − k⊥(0)], and for an electron, this motion

corresponds to a clockwise rotation around Ĥ, as illustrated in Fig. 9.45(b).
In metals, the mobile electrons are those with energy near EF . Therefore, experiments designed to extract information

on closed orbits are useful for determining the properties of the Fermi surface. Such an experiment was carried out by
de Haas and van Alphen in 1930 (see below). Its analysis requires knowledge of some geometrical properties of closed
orbits in k-space. The time difference it takes the electron to move on the closed orbit between two points k1 and k2 is

t2 − t1 =

k2∫
k1

dk

|k̇|
=

h̄2c

eH

k2∫
k1

dk

|
∂E
∂k⊥
|
, (9.264)

using Eq. (9.166b) for k̇. Here, dk is a line element connecting k1 and k2 along an orbit in k-space. The denominator of
the integrand in the second expression on the RHS is the component of ∇kE on the plane perpendicular to H. In terms
of finite differences, | 1E

1k⊥
| is just the ratio between the energy difference of two closed orbits at Ek⊥ and Ek⊥ +1E and
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k

dk

Δk

S[E(k  ,kz),kz]

S[E(k + Δk  ,kz),kz)]

B

kz

FIG 9.46 Two closed orbits in k-space in a plane perpendicular to the
magnetic field, for fixed kz. The inner orbit corresponds to energy
E(k⊥, kz), and the outer orbit corresponds to energy
E(k⊥ +1k⊥, kz).

the corresponding increment |1k⊥| of k⊥. More-
over, k|1k⊥| is an area element of the annu-
lus between these two orbits. When integrated
between k1 and k2, it gives the area 1S12 of the
strip. Thus, if T = t2 − t1 is the period of the
orbital motion and S[E(k⊥, kz), kz) is the k-space
area encircled by an orbit perpendicular to H at
fixed kz, then (see Fig. 9.46),

T =
h̄2c

eH

∂S[E(k⊥, kz), kz)]

∂E
. (9.265)

The notation S[E(k⊥, kz), kz)] is somewhat awk-
ward, but it stresses the dependence of E on kz and
of the area S on kz due to the position in k-space of
the plane perpendicular to H. Whenever possible
we will simply use E instead of E(k⊥, kz).

Equation (9.265), when combined with the time–energy uncertainty relation, leads to an important result. A closed
orbit in 2D corresponds to a bound state at energy εn(k⊥, kz), so that for a fixed kz, the energies of the three dimensional

systems are quantized, En = εn(k⊥, kz) + ε(kz) (for free electrons, εn = (n + 1/2)h̄ωc and ε(kz) =
h̄2k2

z
2m ). The relevant

uncertainty relation reads,

1En= (En+1 − En) =
h

T
=

[
∂S(E, kz)

∂E

]−1 4π2eH

hc
, (9.266)

where the last equality is due to Eq. (9.265). Noting that

∂S(E, kz)

∂E
≈

S(En+1, kz)− S(En, kz)

En+1 − En
, (9.267)

we find

1Sn(En, kz) = S(En+1, kz)− S(En, kz)=
4π2eH

hc
= 4π2 H

80
. (9.268)

Equation 9.268 is the analog of Eq. 9.238, which was previously derived for a simpler case of free electrons in two
dimensions. Another way of looking at this result is to notice from Eq. (9.264) and the subsequent analysis that one can

write Endt = h̄2c
eH dSn. Integrating both sides and employing the Bohr–Sommerfeld quantization condition, we obtain

T∫
0

Endt= (n+ γ )h =
h̄2c

eH
Sn, (9.269)

where 0≤γ < 1 does not depend on n (it is related to a quantity called the Maslov index, which is well known in semi-
classical analysis but will not be elaborated upon here). Thus, we arrive at the expression

S(En, kz)= (n+ γ )1Sn(En, kz), (9.270)

which is originally due to Onsager. If 1Sn is substituted from Eq. (9.268), we obtain

S(En, kz)= (n+ γ )4π
2 H

80
, (9.271)

which is the analog of Eq. (9.237).
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Problem 9.38

Use the relation between closed orbits in r- and k-spaces (Fig. 9.45) to show that if the flux through an electron orbit
in r is quantized as n80, then an approximate form of Eq. (9.270) is obtained where γ = 0.

Hint: Let An denote the area in r-space, such that HAn = n80. Use the analysis leading to Fig. 9.45 to show that
An = Snl4H , where lH is the magnetic length defined in Eq. (9.225).

Semiclassical Motion in Electric and Magnetic Fields

Let us now inspect the semiclassical motion when, in addition, there is a static uniform electric field E. Taking the cross
product of Eq. (9.166b) with Ĥ as before, now results in a modification of Eq. (9.263b):

r⊥(t)= r⊥(0)−
h̄c

eH
Ĥ× [k(t)− k(0)]+ ut, (9.272a)

u ≡
cE

H
Ê× Ĥ. (9.272b)

In the special case, E ⊥ H, we can go a bit further by defining a modified “band” energy Ēk ≡ Ek − h̄k · u, such that
Eq. (9.262b) becomes

h̄k̇= −
e

h̄c
∇Ēk ×H. (9.273)

Consequently, the motion in k-space is executed along a curve obtained by an intersection of a plane perpendicular to H
with a surface of constant Ēk. Although Ēk is not periodic in k, it is a conserved quantity.

The above analysis of semiclassical dynamics in perpendicular electric and magnetic fields enables the investigation
of fundamental physical phenomena of electrons in a periodic potential when they are exposed to an external magnetic
field, to which we now turn.

Hall Effect in 3D Periodic Systems

The analysis of the Hall effect in terms of classical mechanics is too naı̈ve, because it completely ignores quan-
tum mechanical effects. Let us then briefly examine the Hall coefficient and magnetoresistance for electrons in peri-
odic crystals within the semiclassical picture developed above. The phenomena is mainly relevant at high mag-
netic fields (above 1 T = 104 gauss). Under this condition, it follows from Eq. (9.272b) that Ēk is very close
to Ek.

Problem 9.39

Estimate the energy h̄|k||u| for H = 1 T assuming an electric field E, such that eEa0 = 10−6 Ry, where a0 is the
Bohr radius.

Hint: Use the estimate k ≈ 1/a0.
Answer: ≈ 10−6 Ry, which justifies the approximation Ēk ≈ Ek.

The analysis itself is rather subtle and will not be detailed here (see Ref. [122]). The expression for the Hall coefficient
and the magnetoresistance depends crucially on whether all occupied (or all unoccupied) orbits are closed or whether
some of them are open. In the first case (all occupied or all unoccupied orbits are closed), it is reasonable to assume
that at high magnetic fields and for clean samples, the period T for completing an orbit is rather short (in the free-
electron language, it means ωcτ� 1, and experimentally, a value of 100 is indeed achievable). The component of the
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electron velocity on a plane perpendicular to the magnetic field can be deduced from the semiclassical equations (9.272a),
(9.272b), and (9.273),

v⊥ = −
h̄c

eH
Ĥ×

1

τ
[k(0)− k(−τ)]+ u, (9.274)

where u is defined in Eq. (9.272b). Note that the inverse square of the magnetic length lH =
√

h̄c
eH appears on the RHS of

Eq. (9.274). Because [k(0)− k(−τ)] is bounded for closed orbits, and,

lim
τ
T→∞

v⊥=u=
cE

H
Ê× Ĥ, (9.275)

the correction due to the first term in Eq. (9.274) is smaller than u by a factor (ωcτ)
−1. The contribution of this term

to the conductivity tensor, σ̄e,h (e for electrons and h for holes), decays as H−2 at a large magnetic field. The expression
for the perpendicular component of the current contributed from closed (electron or hole) orbits with densities ne or nh

then reads,

J⊥ = −
neec

H
E× Ĥ+ σ̄eE (closed electron orbits), (9.276a)

J⊥ =
nhec

H
E× Ĥ+ σ̄hE (closed hole orbits), (9.276b)

such that H2σ̄e and H2σ̄h saturate as H→∞. Therefore, the current at high magnetic field is dominated by the contribu-
tion of u, which is perpendicular to the electric field, and hence, it is nondissipative. Intuitively, the strong magnetic field
corroborates the possibility of electrons to absorb energy from the external electric field. The fact that there is a current
component perpendicular to the electric field is expressed in terms of a nonzero Hall coefficient RH = ρxy/H, which in
the high field limit reads,

RH(electrons)= −
1

neec
(closed electron orbits), (9.277a)

RH(holes) =
1

nhec
(closed hole orbits). (9.277b)

The situation is different if there are open orbits at energy E = EF (closed and open orbits are shown in Fig. 9.50 of
Sec. 9.5.7). In this case, the magnetic field, no matter how strong, cannot prevent the current from having a component
along the electric field. More precisely, if an open orbit at some point r in real space is directed along n̂(r), then whenever
n̂(r) · E 6= 0, there is a current component along n̂(r). Instead of Eqs (9.276a) and (9.276b), we now have (dropping the
r dependence),

J= σ1n̂(n̂ · E)+ σ 2 · E, (9.278)

such that σ 2 vanishes as H−2 in the high field limit as do σ̄e and σ̄h for closed orbits, see second terms on the RHS of
Eqs (9.276a) and (9.276b). Note that in expression (9.278), σ 2 is a tensor, hence the bold notation and the dot operation
denoting a conductivity matrix acting on a field vector. On the other hand, σ1 is a scalar satisfying σ1 → constant
as H → ∞. Expression (9.278) implies that (1) the expression for the Hall coefficient deviates from its simple form
specified in Eqs (9.277a) and (9.277b), and (2) the geometrical structure of the first term on the RHS of Eq. (9.278)
shows that the high field magnetoresistance is not bounded as H → ∞ [122]. To show this, consider again the Hall bar
geometry of Fig. 9.39, but assume now that the direction n̂ of an open orbit in coordinate space is not along the current.
In the high field limit, this can happen only if (n̂ · E)→ 0 as H → ∞. Therefore, we may decompose the electric field
as in Fig. 9.47,

E=E1n̂+ E2n̂× Ĥ. (9.279)
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FIG 9.47 Fields and current in the Hall bar geometry of
Fig. 9.39 [see Eqs (9.278) and (9.279)]. In the high
field limit, E1 → 0 and E ⊥ n̂.

In the high field limit, E1 vanishes and E2 saturates. The
magnetoresistance is, by definition,

ρxx=
E · Ĵ

J
→

E2

J
n̂× Ĥ · Ĵ. (9.280)

To find E2, we insert the expression for E from Eq. (9.279) into
the expression for J in Eq. (9.278) and get, in the high field limit,

J= σ1n̂E1 + σ 2 · n̂× ĤE2. (9.281)

Scalar multiplication by n̂× Ĥ yields,

n̂× Ĥ · J= n̂× Ĥ · σ 2 · n̂× ĤE2. (9.282)

Therefore, we have

E2

J
=

n̂× Ĥ · Ĵ

n̂× Ĥ · σ 2 · n̂× Ĥ
.

Inserting this expression for E2/J into expression (9.280) for ρxx finally yields,

ρxx=
(n̂× Ĥ · Ĵ)2

n̂× Ĥ · σ 2 · n̂× Ĥ
, (9.283)

which is not bounded as H→∞ because σ 2 → 0, as noted after Eq. (9.278).
Thus, unlike in free electron gas where the magnetoresistance ρxx is constant and field independent as indicated in

Eq. (9.213), in the open orbit scenario, ρxx is field dependent and divergent as H → ∞. This unbounded magnetoresis-
tance for strong magnetic fields is associated with the occurrence of Fermi surface with open orbits.

9.5.7 DE HAAS–VAN ALPHEN AND SHUBNIKOV–DE HAAS EFFECTS

We have seen above that Landau quantization of electron energies in an applied magnetic field leads to an oscillatory
behavior of numerous physical quantities versus magnetic field. Figure 9.43 showed that the ground-state energy of a
2D system of (free) electrons in a perpendicular magnetic field with fixed Fermi energy displays periodic oscillations
as a function of 1/H with period 2πe

h̄cS , where S is the area in k-space encircled by a closed planar electron orbit moving
on the Fermi surface. Following the Onsager analysis that results in Eq. (9.270), it becomes possible to relate numerous
experimental quantities to the structure of the Fermi surface. This is a godsend, because in metals, the geometry of the
Fermi surface is directly related to transport coefficients. Here, we discuss two important quantities whose oscillatory
dependence on magnetic field enables the study of the shape of the Fermi surface: the magnetic susceptibility χ and
the conductivity σ . The corresponding physical phenomena are known as the de Haas–van Alphen and the Shubnikov–
de Haas effects. In both experiments, the oscillations of χ(H) and σ(H) as a function of 1/H exhibit a remarkable
robustness.

de Haas–van Alphen Effect

A powerful technique for studying the geometry of the Fermi surface in metals is the de Haas–van Alphen effect, first
observed by W. J. de Haas and P. M. van Alphen in 1930 [142]. It involves the oscillatory variation of numerous physical
quantities as the magnetic field H varies. When plotted as a function of 1/H, the period of oscillations is nearly constant.
The de Haas–van Alphen effect can be observed at strong fields (perhaps exceeding several tesla) and at low temperatures,
especially in pure metals, where the quantization of the electron orbits is not ruined by collisions with impurities. The
de Haas–van Alphen effect was originally explained by Lev Landau in 1930 [143] as resulting from the quantization
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of closed electronic orbits in a magnetic field. The usefulness of the de Haas–van Alphen effect as a powerful tool for
studying the geometry of the Fermi surface for Bloch electrons was pointed out by Lars Onsager in 1952 [140], who
derived Eq. (9.270).

Consider for example the magnetization and magnetic susceptibility of a sample, defined as,

M(H) ≡ −n∇HEgs(H), χij(H) ≡
∂Mi(H)
∂Hj

, (9.284)

FIG 9.48 Graphical reproduction of the results of the original de Haas–van
Alphen experiment [142]. The absolute value of the magnetization
per gram divided by the magnetic field strength is plotted against
the field strength at temperature T = 14.2K for two orientations of
a bismuth crystal. The units on the ordinate are erg Gauss−2 gm−1

cm−3.

where Egs is the ground-state energy and n is
the density of the particles possessing a magnetic
moment (usually electron and holes). In the orig-
inal experiment, the magnitude of the magneti-
zation divided by the magnetic field was plotted
against the field strength. A graphical illustration
of the original experimental results is shown in
Fig. 9.48.

A simple and elegant experimental technique is
based on the torque method. A metallic crystal is
suspended by a stiff wire and the torque exerted on
the wire is measured as a function of the applied
external magnetic field. Figure 9.49 schematically
shows what is expected by measurement of the
torque that is due to an applied magnetic field on a
silver crystal.

For the simplified case of free electrons in two
dimensions, the explanation of the de Haas–van
Alphen effect is based on the analysis, which led to
Fig. 9.43(b), i.e., the ground-state energy oscillates
as a function of 1/H with period,

1

(
1

H

)
=

2πe

h̄cS
≡

1

F
, (9.285)

FIG 9.49 The torque τ on a suspended chunk of silver as a function of the
inverse magnetic field.

where F= h̄cS
2πe is the de Haas–van Alphen “fre-

quency.” Similar oscillatory behavior is expected
also for the magnetic susceptibility χ . It is necessary
to analyze the more realistic situation pertaining to
Bloch electrons in three space dimensions. We have
seen in Sec. 9.5.6 that in the presence of a uniform
magnetic field H=Hẑ, Bloch electrons move on
k-space orbits obtained through the intersection of
planes perpendicular to the magnetic field H with
surfaces of constant energy (actually the Fermi sur-
face, see Fig. 9.45). Once the energy is fixed at EF ,
the only parameter determines the orbit and its area
is kz (this is the case whether z is a crystal symmetry

axis). We have also shown in Eq. 9.271 that the corresponding areas S(EF , kz) are quantized, so that only those kzn for
which the quantization condition (9.271) (with En → EF) is satisfied are allowed. Each such permissible orbit with its
own encircled area produces its own pattern of periodic oscillations like that in Fig. 9.43. The corresponding periods are of
course different, and the combined effect can be smeared out. However, it can be shown that the main contribution comes
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I

FIG 9.50 An illustration of orbits on the Fermi surface of UPt3. Curve I is a
closed extremal orbit encircling a minimal area; curves II and III
are closed extremal orbits that extend over more than one Brillouin
zone; and curve IV is an open orbit. Reproduced with permission
from Ref. [144].

from the extremal orbits satisfying,

∂S(EF , kz)

∂kz
= 0. (9.286)

An example of closed extremal and open orbits on
the Fermi surface of UPt3 is given in Fig. 9.50.

The reason for the dominant contribution of
extremal orbits to the de Haas–van Alphen effect
is, first, that the density of the allowed points {kz}

is proportional to [∂S(EF , kz)/∂kz]−1, yielding a
large density of orbits with almost identical areas
near extremal kz points. Second, the density of
states D(EF , H), Eq. (9.233), is expected to display
a square root singularity at values of H, such that
the quantization condition,

S(EF , kz)= (n+ γ )4π
2 H

80
, (9.287)

is satisfied by an extremal orbit encircling an area
S(EF , kz) [122]. Thus, in a narrow sense, the de Haas–van Alphen effect reveals the structure of extremal (closed) orbits
on the Fermi surface.

The de Haas–van Alphen effect displays a high degree of robustness. Several factors, such as Landau level broad-
ening, field inhomogeneity, too large frequency, and electron–electron interaction, might combine to attenuate it. The
requirement for low enough frequency and high enough magnetic field is reasonable, because the phase of oscillations
2πF/H must not vary by much more than 2π for a closed orbit of a large area S since, otherwise, the interference will
mask the amplitude of oscillations. Fortunately, many metals have extremal orbits encircling small areas of the Fermi
surface (see Fig. 9.50 orbit I for example), so that according to Eq. (9.285), it implies a small frequency, F. As far as
electron–electron interaction is concerned, it was explicitly demonstrated that the de Haas–van Alphen effect is virtually
insensitive to electron–electron interaction [145].

Shubnikov–de Haas Effect

Another magnetic phenomenon, related to the de Haas–van Alphen effect, is the oscillatory behavior of the magneto-
conductivity with external magnetic field. This is called the Shubnikov–de Haas effect [146]. Whereas the de Haas–van
Alphen effect concerns the magnetic susceptibility, which is an equilibrium property [and hence, it gets contributions
from all energy levels below the Fermi energy, as evident from Eq. (9.284)], the Shubnikov–de Haas effect is intended
to probe a transport property, which occurs due to electrons at or near the Fermi surface. For a system with fixed Fermi
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FIG 9.51 Density of states of electrons in two
dimensions for fixed Fermi energy. The
Landau levels are assumed to be
broadened due to scattering by
impurities. (a) D2(EF , H), (b)
D2(EF , 1/H).
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energy EF , the magnetoconductivity displays maxima when the Landau level εn crosses the Fermi energy as the mag-
netic field is varied and displays minima when the Fermi energy is located between two Landau levels. According to the
definition of the filling factor ν (see Eq. (9.241), the maxima occur at integer ν and the minima occur at half-integer ν.

The explanation of the Shubnikov–de Haas effect is based on our previous analysis in Secs 9.5.4 and 9.5.6. From
Eq. (9.234), we see that the density of states has a maximum value when E= εn and minimum when E= (εn + εn+1)/2.
Following the discussion near Fig. 9.40, we concluded that EF crosses the Landau level εn at a magnetic field

Hn =
mcEF

h̄e(n+ 1/2)
. (9.288)

Because the conductivity is proportional to the density of states at the Fermi energy, it has a maximum at Hn. In three
dimensions with periodic potential, this simple expression should be replaced by

Hn=
80S(En, kz)

4π2(n+ γ )
, (9.289)

FIG 9.52 Longitudinal resistance Rxx= ρxx and Hall resistance RH =Rxy= ρxy
as function of the magnetic field between 0 and 20 T. For field below 2
T, the behavior of Rxx is characterized by the Shubnikov–de Haas
oscillations (see the lower H part of the upper panel in Fig. 9.51, while
RH follows the linear behavior (9.209). As H increases, the regions
H ∈ 1En for which Rxx= 0 and RH =

h
ne2 broaden and the plateaux of

RH displaying the IQHE for n = 2, 1 are clearly visible (for n = 1,
H= 4 T). For H> 5 T, one enters the FQHE domain, and numerous
plateaux at RH =

h
νe2 with ν = q/p with p odd are visible. Courtesy of

Dr. Wei Pan.

as a consequence of Eq. (9.271). Because Hn−

Hn+1 decays as 1/n2, the distance between
maxima is very small for weak magnetic fields
(see Fig. 9.40) and increases at higher mag-
netic fields. On the other hand, when plotted
as a function of 1/H, the magnetoconductiv-
ity display periodic oscillations with maxima
at 1/Hn and oscillation period,

1

(
1

H

)
=

h̄e

mcEF
. (9.290)

Thus, the Fermi energy can be extracted
either from the period (9.290) or by plotting
n= mcEF

h̄eHn
− 1/2 as a function of 1/Hn where

one obtains a straight line whose slope yields
EF .

9.5.8 THE QUANTUM
HALL EFFECT

The quantum Hall effect (QHE) is a remark-
able phenomenon observed in 2D electron
systems (usually quantum wells in semi-
conductors) that are subjected to a strong
perpendicular magnetic field at low temper-
atures. It is a spectacular demonstration of
the quantum nature of electron dynamics. Its
manifestation, as shown in Fig. 9.52, consists
of quantized values of the Hall conductance
σxy in units of e2/h, which has dimension of
inverse ohms and is the quantum unit of con-

ductance. Depending on whether these quantized values are integers or some rational numbers with odd denominator, the
phenomena are divided into the integer quantum Hall effect (IQHE) or the fractional Hall effect (FQHE). The IQHE was
first experimentally observed by von Klitzing et al. in 1980 [147]. The experimental setup requires a six-probe Hall bar, as
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FIG 9.53 Experimental setup for detecting the quantum Hall effect.

shown in Fig. 9.53. The quantization of σxy is found to
be extremely accurate (up to eight digits) that it serves
as an effective precise method for determining the value

of the fine-structure constant, α = e2

h̄c . In the IQHE, the
Hall conductance is found to be quantized and assumes
only integer values of e2/h (the quantum unit of con-
ductance), i.e., σxy = νe2/h, where ν = 1, 2, . . . is the
filling factor defined in Eq. (9.241). In very strong mag-
netic fields (usually above 10 Tesla), and in very clean
systems, the FQHE is observed, wherein the Hall con-

ductance goes through a series of rational multiples of e2/h, i.e., σxy= νe2/h with ν = 2/7, 1/3, 2/5, 3/5, etc. In both the
IQHE and the FQHE, the values of ν correspond to the filling fractions defined in Eq. (9.241).

The Integer Quantum Hall Effect and Landau Levels

The semiclassical theoretical analysis of the Hall effect discussed in Sec. 9.5.6 for 3D systems with a periodic potential
requires significant modification to treat the IQHE physics occurring in 2D systems, where the periodic potential does
not play a dominant role. In the bulk picture, we have in mind a very large two-dimensional system, where the spectrum
consists of a series of Landau levels with identical spacings, 1 = h̄ωc, between them. Because the IQHE is observed
in systems that are not perfectly clean, the Landau levels are broadened as explained after Eq. (9.234). The position of
the Fermi energy determines the value of both the longitudinal conductance σxx and the Hall conductance σxy. One of
the conclusions from Fig. 9.52 is that the magnetoresistance ρxx and Hall resistance ρxy of 2D (electron or hole) systems
at strong magnetic fields should be considered simultaneously. From Eq. (9.209), we see that when the Hall resistance
ρxy is plotted as a function of the magnetic field H, one obtains a straight line whose slope is the Hall coefficient RH .
Let us now consider Eq. (9.209) at a magnetic field H for which there are exactly n-filled Landau levels. If the system is
clean, and the density of states is given by Eq. (9.234), then the field H can be anywhere between (mcEF)/[h̄e(n+ 3/2)]
and (mcEF)/[h̄e(n+ 1/2))] [see also Fig. 9.40 and Eq. (9.288)]. However, because the Landau levels are broadened and
the density of states is as shown in Fig. 9.51, it is clear that this condition can be fulfilled only when the magnetic field
H is located at points where the density of states vanishes. In any case, we see from Fig. 9.51, that for a strong enough
magnetic field, there is an interval 1En, where H can vary without affecting the number n of filled Landau levels. For
example, in the notation of Fig. 9.51 (upper panel), 4<11 < 8.5 and 2.5<12< 3.

The total number of carriers (ignoring spin degeneracy for the moment) is then given by Nc = nNL, where NL is the
Landau level degeneracy defined in Eq. (9.231). If we substitute the value of NL from Eq. (9.231) in Eq. (9.209), we
immediately find the value of ρxy. When H ∈ 1En, the density of states vanishes, and there are no charge carriers at the
Fermi energy. Hence, the magnetoconductances σxx, σyy vanish. The conductance and resistance matrices, σ and ρ, are
the matrix inverse of each other. Hence, the magnetoresistances ρxx, ρyy vanish as well, while ρxy = 1/σxy. These results
that are valid only when H ∈ 1En mark the integer quantum Hall effect (IQHE), because they are valid when the filling
factor [see Eq. (9.241)], ν=Nc/NL= n is an integer. The IQHE is expressed in a compact form in the following set of
relations:

ρxy=
h

ne2
, σxy = n

e2

h
, ρxx= ρyy = 0, σxx = σyy= 0. (9.291)

When spin degeneracy is included, a factor 2 multiplies the conductivity and divides the resistivity. The above results are
remarkable for several reasons.

1. In two dimensions, the resistance and the resistivity are identical, both of them are measured in Ohms. The quan-
tity h/e2 then has the dimensions of Ohms and serves as the quantum unit of resistance (about 25 K�). Similarly,
conductance and conductivity have identical units, and the quantity e2/h is the quantum unit of conductance.
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2. The tensor structure of the conductivity and resistivity implies that when H ∈ 1En, the longitudinal components of
the resistivity and conductivity vanish together. This can occur only if the charge carriers are localized in this region.
Localization is a key point to interpret IQHE.

3. Whereas ρxx is determined by the properties of the charge carriers on the Fermi energy, hence, it is regarded as a
transport property, the Hall resistance is determined by the number of filled Landau levels below the Fermi energy.
In other words, it is an equilibrium property, like the magnetization or the specific heat.

The Integer Hall Effect: Hall Transition

So far we have focused on Eq. (9.291), where the longitudinal resistances vanish and the Hall resistance (or conductance)
is quantized. We now consider the deviation from this strict quantization within the IQHE (single-particle) formalism.
For clean systems, the conditions specified in Eq. (9.291) occur when

(mcEF)/[h̄e(n+ 3/2)]<H<(mcEF)/[h̄e(n+ 1/2))], (9.292)

whereas for impure systems, they occur for H ∈ 1En. Expressed in terms of Fermi energy, the relations (9.291) are
valid for En−1<εF <En. The obvious question is what happens when the Fermi energy is varied continuously between
two such intervals, for example, ε ≈ En. In this case, the Hall conductance σxy need not be quantized, and σxx does not
vanish. These features are clearly seen in Fig. 9.52. The Hall resistance between plateaux (top curve) is not quantized,
and the magnetoresistance between plateaux (bottom curve) is peaked. This scenario is referred to as the Hall transition.
For amorphous (impure) systems, the Hall transition occurs exactly when εF = En, because when εF 6= En, there is
either a gap in the density of states or no gap but the states are localized. In this case, the Hall transition is in fact an
Anderson transition between an Anderson insulator valid for εF 6= En and a conducting state for εF = En. The physics
of the Anderson transition is discussed in Sec. 9.9.

Integer Hall Effect: Bulk and Edge Pictures

For understanding the physics of the Hall effect, it is essential to distinguish between the notions of bulk systems and
systems with edges. A bulk system without edges is an idealization. Yet, it serves as an important tool for elucidating
the integer quantum Hall effect. In particular, for a disordered system, it is used to elucidate the Hall transition, and its
relation to the Anderson metal–insulator transition. Theoretically, a bulk system is analyzed by either assuming it to be
infinite or by adopting periodic boundary conditions in all directions [however, see discussion following Eq. (9.243)].
A beautiful example for the analysis of the Hall transition in a bulk system with random potential has been developed by
J. Chalker and P. Coddington based on percolation theory. Assuming the disordered potential to be smooth, the dynamics
of electrons can be characterized by skipping orbits: The guiding centers [see discussion after Eq. (9.230)] move on
equipotential surfaces in closed orbits around hills or inside valleys of the potential. Electron orbits at different energies
constitute a structure similar to equal height lines in a topographic map. At low Fermi energy, all orbits are closed, and
there is no orbit that crosses the entire system. The states are then localized, and the longitudinal conductance vanishes.
When the Fermi energy increases there are larger and larger orbits until there is at least one infinite orbit. This situation
corresponds to the Hall transition when the Fermi energy crosses the Landau level and entails σxx > 0. This intuitive
picture is then mapped on a network model of random (quantum) resistors that proves to be extremely useful in the study
of the integer Hall effect.

H

FIG 9.54 Classical electron orbits in a finite clean strip subject
to a perpendicular magnetic field.

Experimentally, however, every system has edges, and the
solution of the Schrödinger equation for a system with edges
reveals the occurrence of states that carry current along the
edges, i.e., edge states. Edge states also occur in classical
electromagnetism when the Newton equations are solved for
two-dimensional electron inside a finite strip (see Fig. 9.54).

Edge states in a Hall bar are schematically illustrated
in Fig. 9.55, where we see that the edge states are collected in
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FIG 9.55 Edge-state propagation in a Hall bar subject to a strong
perpendicular magnetic field. When a negative bias is applied in
contact 1, extra electrons are injected into edge states propagating
on the upper edge from left to right (see text for a detailed analysis).

FIG 9.56 Electron energies εn(k) (bent Landau levels) obtained by the
solution of Eq. (9.223) with hard wall boundary conditions at
x= ± a (= ±1 here) and periodic boundary conditions along y.
The dimensionless quantities εn(k)l2H are plotted versus kl2H . When

kl2H = ± a, the electron guiding center lies on the boundary of the

system, whereas states with |kl2H |� a lie well inside the sample

and consists of degenerate Landau levels εnl2H = 2n+ 1. States

with |kl2H | ' a are edge states whose energies lie within the gap

between two Landau levels. States with |kl2H |� a should be
discarded because the corresponding guiding centers lie outside the
boundaries.

the transverse ports 3–4 and 5–6. This suggests
that the Hall conductance σxy is intimately related
with the number of edge states. To substantiate
this scenario, let us inspect the electron spectrum
in a two-dimensional system subject to a perpen-
dicular magnetic field within the geometry of a
cylinder. The solution of the Schrödinger equation
is worked out in Sec. 12.9.4 [see Eq. (12.812a)].
Figure 9.56, a modified version of Fig. 9.56, shows
the electron energies εn(k) plotted versus kl2H . Due
to the existence of edges, the Landau levels bend
upward when the guiding centers located at kl2H
are close to the edge. Each time when the Landau
energy crosses the Fermi energy from below, the
Hall transition takes place and σxx peaks. When the
Fermi energy lies between the n and n+ 1 Landau
levels, it crosses n + 1 edge states on each side
(in the figure, the Fermi energy is between lev-
els n = 1 and n = 2). The direction of the cur-
rent on one edge is opposite to that on the other
edge, because it is proportional to the velocity
v = ∂εk

∂k . This picture derived for a clean system is
somewhat smeared by the presence of disorder, but
the edge-state physics remains valid because edge-
state electrons stick to their direction, as shown in
Fig. 9.54. For that reason, edge states are said to
be chiral. The only way to reverse the direction of
the motion of electrons in a given edge state is by
diverting them to the other side of the sample. This
requires a very strong scattering, which is usually
absent in materials such as Si or GaAs.

In summary, we briefly highlight the essentials
of the bulk and edge pictures:

• Bulk picture: (a) When En < εF < En+1, there
is a gap in the density of states (or the states are
localized). Then, σxy = ne2/h counts the num-
ber of Landau levels below εF and σxx = 0. (b)
When εF = En, (n− 1)e2/h<σxy < ne2/h and
σxx has a peak.

• Edge state picture: (a) When En < εF < En+1, there are n edge states on each edge of the system that close the gap
between two Landau levels. The Hall conductance is proportional to the number of edge states at the Fermi energy and
σxx = 0. (b) When εF = En, the number of edge states is not defined, and states on the Fermi energy can carry current.
Hence, σxx is peaked and σxy is not quantized.

Integer Hall Effect: Laughlin Description of Quantized σ xy

A beautiful analysis due to Robert Laughlin explains the quantization of the Hall conductance σxy and its relation to the
number of edge states [148]. Consider, as in Fig. 9.57, an electron on a cylinder of radius R, whose axis is along x̂, subject
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FIG 9.57 Laughlin derivation of the quantization of σxy. Upper panel:
Electrons on a cylinder with radial magnetic field and slowly
varying time-dependent flux that generates a tangential
(nonconserving) electric field. There are two (chiral) edge states,
one on each side moving in opposite directions. A slow variation of
the flux from 0 to 80 transfers one electron per edge state from one
side to the other. Lower panel: The electron spectrum on the lowest
Landau level as the flux changes 8 = 0→ 80/2→ 80.

to a radial magnetic field. In addition, a slowly
varying time-dependent magnetic flux 8(t) is
applied along the axis of the cylinder, gener-
ating an electromotive force E = − c−1d8/dt.
The Schrödinger equation (12.812a) derived in
Sec. 12.9.4 is slightly modified as follows: (1) The
Landau gauge is chosen as Ay = Hx, and the wave
function eikyψk(x) is periodic in y. The radius of
the cylinder R is used as a unit of length, so that
all quantities are dimensionless, x → x/R and
the energy ε= 2mER2/h̄2, where E is the physical
energy. Thus, we have the eigenvalue problem,− d2

dx2
+

(
k − φ(t)−

R2

`2
H

x

)2
ψk(x)= εkψk(x),

ψk(−a/2R)=ψk(a/2R)= 0, (9.293)

where φ(t)=8(t)/80. With this choice of units,
k = 0,±1,±2, . . .± K, such that 2K + 1 = NL =

4πaRH/80 is the number of states (not all of them
are degenerate) on the Landau level. Therefore, changing φ(t) adiabatically from 0 to 1 moves all the energies εk slowly
along the dispersion curve ε(k) as in Fig. 9.57, displaying a single-edge state per edge on the lowest Landau level. At
the end of this procedure, the eigenvalues must be identical to the original ones because changing φ by one unit does not
affect the spectrum. The net result is that a single electron is transferred from one edge to the other. The Hall current is
related to the Hall conductance as

dQ

dt
= −

1

c
σxy

d8

dt
⇒ σxy= − c

dQ

d8
. (9.294)

If there are n edge states, then dQ = −ne, and by construction, d8=80= hc/e, therefore, σxy = ne2/h.

The Fractional Quantum Hall Effect

When the external magnetic field becomes very strong (typically H > 10 Tesla), the degeneracy NL of the Landau levels
can exceed the total number of charge carriers. Consequently, the filling factor ν < 1. In 1982, experiments revealed the
quantization of the Hall conductance for a series of rational values of the filling factor, ν = q

p , where q and p are integers
and p is odd [149]. The occurrence of rational number quantized conductivity,

σxy= ν
e2

h
, ν=

q

p
, (9.295)

is referred to as the fractional quantum Hall effect (FQHE). Unlike the IQHE case, where localization is an essential
ingredient that causes ρxx and σxx to vanish when the Fermi energy is away from the Landau levels, the FQHE is observed
only in very clean samples where the effect of disorder is negligible. The “rational” quantization of σxy and the vanishing
of ρxx and σxx are solely due to the presence of a gap (and not due to localized states). Soon, it became clear that electron–
electron interaction plays a crucial role in the underlying physics. Thus, the FQHE is a many-body problem and the gap
occurs in the many-body sense.

Many-body theory will be studied in Chapter 14, but its application to the FQHE is limited because there is no small
parameter enabling an effective use of perturbation theory. Fortunately, in some cases, it is possible to use variational
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wave functions. This approach will be briefly outlined below. The many-electron Hamiltonian in the symmetric gauge
can be written as,

H=
1

2m

N∑
i=1

(
pi +

e

2c
H× ri

)2
+

N∑
i<j=1

e2

|ri − rj|
. (9.296)

If the field is very strong, then in the absence of the Coulomb interaction between electrons, the wave function is a Slater
determinant of single-particle states belonging to the lowest Landau level. When Coulomb interaction is switched on, it
is still reasonable to assume that for strong magnetic fields that prevent Landau level mixing, the wave function can be
written as a combination of Slater determinants built from single-particle states belonging to the lowest Landau level.
This construction is rather cumbersome because a Slater determinant basis is inefficient for diagonalizing the Coulomb
interaction. The question is how to construct an appropriate N-electron wave function on the lowest Landau level taking
into account the Pauli principle and the Coulomb interaction and avoid the Slater determinant formalism. It is evident
that the interaction cannot be treated as a perturbation. Because the many-body problem defined by the Hamiltonian in
Eq. (9.296) cannot be solved exactly, a possible way to approach a solution is by using variational wave functions. Using
the complex analysis that led to Eq. (9.259), Laughlin suggested a variational ground-state wave function for interacting
electrons projected on the lowest Landau level, for the case ν = 1/p [150], which has the form,

9(r1, r2, . . . rN)=9(z1, z2, . . . zN)=

N∏
i<j=1

(zi − zj)
p e−

∑N
k=1 |zk|

2/4l2H . (9.297)

Here, zi = xi + iyi, where (xi, yi) are the coordinates of the ith electron in the plane perpendicular to the magnetic field
(see Sec. 9.5.5). Numerical calculations carried out for few electrons systems indicate that the Laughlin wave function
has a substantial overlap with the exact wave function. Thus, the expectation value of the Hamiltonian (9.296) with the
Laughlin wave function yields an energy that is close to the true ground state E0. Because p is an odd integer, the wave
function is antisymmetric under particle exchange. It should be noted that for high magnetic fields, the system will be
spin polarized, and the antisymmetry properties must be manifested in the spatial part of the wave function. It can be
shown that the Landau level filling fraction for the Laughlin state is indeed given by 1/p [150]. Due to the Gaussian
factor on the RHS of Eq. (9.297), the wave function occupies a relatively small region in a 2N Euclidean space, so it is
sometimes referred to as a liquid drop. Moreover, the ground state is gapped, in the sense that the first excited state lies a
finite energy above the ground-state energy E0. In this sense, the “liquid” is incompressible. Thus, in both the IQHE and
the FQHE cases, the magnetic field is such that the ground state is gapped. In the IQHE, the gap is due to Landau level
splitting, and in the FQHE, it is due to many-body effects. Although electron–electron interactions play a key role (see
Sec. 13.7.4), the exact form of these interactions is not so important in the ground state.

Problem 9.40

Assume there are N electrons in the system described by the Laughlin wave function defined above. Denote by
H2D(i) the kinetic energy operator defined in Eq. (9.258), and let TN ≡

∑N
i=1H2D(i) be the kinetic energy operator

for the N electron system. Show that TN9(z1, z2, . . . zN) =
N
2 h̄ωc.

Answer: From Eqs (9.246) and (9.248), in the symmetric gauge, we know that zn
i e
−
|zi |

2

4`2H belongs to the lowest
Landau level for particle i, where n = 0, 1, 2, . . . . When the product appearing in the Laughlin wave function is
opened, every term is a certain product of the lowest Landau level single-electron states, that is an eigenstate of the
kinetic energy operator with eigenvalue N

2 h̄ωc.
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9.5.9 PARAMAGNETISM AND DIAMAGNETISM

In the first part of this section, we consider the magnetization resulting from bound electrons, assuming that the magnetic
interaction between the atoms is weak. The magnetization is then given by the product of the atomic magnetic moment
and the density of the atoms in the material. In the second part, we consider the response of a metal (basically, a free
electron gas) to a weak magnetic field. The treatment employed here is based on the independent electron approach
(although electron–electron interaction is not completely ignored). The response of these systems to a weak magnetic
field is referred to as paramagnetism if the induced moments are parallel to the magnetic field and as diamagnetism if the
induced moments are antiparallel to the magnetic field. In both cases, the magnetic moment vanishes in the absence of
an external magnetic field. There are materials that are magnetic even in the absence of an external magnetic field. These
spectacular magnetic properties are called ferromagnetism (occurring in Fe, Co, Ni, Gd, Dy, etc.) and antiferromagnetism
(occurring in FeO, MnO, NiO, CoO, etc.), and they cannot be explained without taking into account the interaction
between electrons. The theory of quantum magnetism for these and other related phenomena is briefly discussed below
in Sec. 9.5.10.

Magnetization and Magnetic Susceptibility

Consider an insulator composed of N identical atoms occupying a volume V , so the density of atoms is n = N/V . Our
aim is to analyze the response of such a system to a constant and uniform weak magnetic field H. Because the response is
contributed from the individual atoms, this requires the assumption that the external magnetic field H is the same as the
magnetic field that acts on the atoms inside the material. Strictly speaking, this is not always so, but for many substances,
it is an adequate assumption. The quantities that need to be calculated in this context is the magnetization vector M(H),
which can be defined as the average magnetic moment per unit volume, and the susceptibility tensor χij(H) ≡ ∂Mi/∂Hj.
Denoting the ground-state energy of the N atom system as E0(H), the magnetization vector and the susceptibility tensor
at zero temperature are defined as,

Mi(H)= −
1

V
∂E0(H)
∂Hi

, χij(H) =
∂Mi(H)
∂Hj

, (9.298)

where i and j are Cartesian indices. At finite temperature, the ground-state energy in Eq. (9.298) should be replaced by
the free energy, F(H, T), which is defined as,

e−βF(H,T)
=Z(H, T) ≡

∑
n

e−βEn(H), (9.299)

where β = 1/(kBT) and Z(H, T) is the partition function. To make the discussion simple, the system is assumed to be
isotropic and uniform, so that M is parallel to H = Hẑ. Then, M(H) = Mz(H) and χ(H) are scalars,

M(H) = −
1

V
∂E0(H)

∂H
, χ(H) =

∂M(H)

∂H
. (9.300)

The response is said to be paramagnetic if χ > 0, while for χ < 0, the response is said to be diamagnetic. Paramag-
netism and diamagnetism are equilibrium properties, and are generally rather weak (compared with ferromagnetism, see
Sec. 9.5.10).

Problem 9.41

Show that in the limit T → 0, F(H, T)→ E0(H).

The task of calculating the magnetization and susceptibility of insulators is facilitated by the fact that in many cases,
the magnetic interaction between different atoms can be neglected, and a reasonable approximation is then to compute
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the magnetic response of the entire solid by multiplying the response of a single atom by the atomic density n. This brings
us to the problem of calculating the response of a single atom. Denoting the magnetic field–dependent discrete energy
levels of a single atom by En(H), the magnetization and susceptibility at zero temperature are given by

M(H)= − n
∂E0(H)

∂H
, χ(H)= − n

∂2E0(H)

∂H2
. (9.301)

At finite temperature, the atomic ground-state energy Egs(H) should be replaced by the free energy F(H, T), defined by

e−βF(H,T)
=Z(H, T) ≡

∑
n

e−βEn(H), (9.302)

where Z(H, T) is the single-atom partition function. The problem of determining the magnetic response of the insulator at
zero temperature then reduces to that of finding the dependence of the atomic ground-state energy E0(H) on the magnetic
field.

Atomic Magnetization

Consider a single atom withN electrons in a static uniform magnetic field. In the absence of electron–electron interaction,
the Hamiltonian is

H=
N∑

i=1

[
1

2m

[
pi +

e

c
A(ri)

]2
+ V(ri)+ g0

µB

h̄
Si ·H

]
, (9.303)

where pi, ri, and Si are momentum, position, and spin operators, respectively, for electron i, (i = 1, 2, . . .N ), V(ri)

is the potential energy, A(r)= (1/2)(r × H) is the vector potential, g0 ≈ 2, and µB=
eh̄

2mc is the Bohr magneton. The
Schrödinger equation Hψ =Eψ for finite H cannot be solved analytically, even for the hydrogen atom (see Sec. 4.3.1).
However, if the magnetic field is sufficiently weak, one can use perturbation theory (see Sec. 7.3) to calculate the magnetic
field corrections 1En(H) to the low-lying atomic energies. To this end, the kinetic energy term in Eq. (9.303) combined
with the Zeeman energy is rewritten as,

N∑
i=1

[
1

2m

[
pi +

e

c
A(ri)

]2
+ g0

µB

h̄
Si ·H

]
=

N∑
i=1

[
p2

i +
e2B2

8mc2

(
x2

i + y2
i

)]
+
µB

h̄
[L+ g0S] ·H, (9.304)

where L ≡
∑N

i=1 ri × pi=
∑

Li is the total orbital angular momentum, S ≡
∑N

i=1 Si is the total spin, and J=L+ S is
total angular momentum.

Problem 9.42

Derive Eq. (9.304).

The magnetic field–dependent part of the Hamiltonian, to be considered as a perturbation, is

HI =
µB

h̄
(L+ g0S) ·H+

N∑
i=1

e2H2

8mc2
(x2

i + y2
i ). (9.305)

Noting that the magnetic susceptibility (9.301) involves second derivative with respect to H, the perturbation expansion is
formulated below up to order H2. Let us denote the N electron atomic state with energy En by the ket |n〉. In the absence
of the magnetic field, the unperturbed energies are εn, n = 0, 1, . . . , where ε0≤ε1≤ε2 . . .. The levels are perturbed on



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 12-ch09-381-544-9780444537867 2012/12/7 19:48 Page 470 #90

470 CHAPTER 9 Electronic Properties of Solids

application of an external uniform magnetic field H, εn → En(H)= εn+1En(H). If the levels εn are nondegenerate, the
perturbation correction 1En(H) is given by,

1En(H)=
µB

h̄
H · 〈n|L+ g0S|n〉 +

∑
m6=n

|
µB
h̄ H · 〈n|(L+ g0S)|m〉|2

εn − εm

+
e2H2

8mc2

〈
n

∣∣∣∣∣
N∑

i=1

(
x2

i + y2
i

)∣∣∣∣∣ n

〉
. (9.306)

To calculate the magnetization, we need to compute− ∂1En(H)
∂H and substitute it in Eq. (9.301). The result crucially depends

on the orbital and spin angular momentum dependence of the atomic wave functions. When the atomic excitation energies
are much larger than kBT , we can assume T = 0 and simply use Eq. (9.301) with the ground state |n = 0〉 in Eq. (9.306).
Several scenarios are now possible, which are briefly discussed below.

1. Closed Shell Atoms
The atomic ground state |0〉 for atoms with closed shells is characterized by the following properties:

J|0〉=L|0〉=S|0〉= 0. (9.307)

Generically, the ground state is nondegenerate; hence, Eq. (9.306) is applicable. Moreover, the first two terms on RHS of
Eq. (9.306) vanish as a consequence of Eqs (9.307), so one is left solely with the orbital contribution to the susceptibility,

χ = − n
e2

4mc2

〈
0

∣∣∣∣∣
N∑

i=1

(
x2

i + y2
i

)∣∣∣∣∣ 0

〉
= − n

e2

6mc2

〈
0

∣∣∣∣∣
N∑

i=1

r2
i

∣∣∣∣∣ 0

〉
< 0, (9.308)

where we have used the fact that electronic wave functions of atoms with closed shells are spherically symmetric, and this
implies 〈0|x2

i |0〉= 〈0|y
2
i |0〉=

1
3 〈0|r

2
i |0〉. The susceptibility is hence negative, and therefore, the response is diamagnetic.

This contribution of the orbital motion to the magnetic response is referred to as Larmor diamagnetism. Many, although
not most, elements are diamagnetic, including the noble atoms and solids composed of noble atoms. Quantitatively, the
resulting magnetization is extremely small compared with other types of magnetic response.

Problem 9.43

Compute the Larmor susceptibility of the He atom by taking the orbital part of the ground state wave function of He
as a symmetrized product of hydrogentic 1s wave functions with Z = 2, |0〉 = |φ0(r1)φ0(r2)〉 and calculating the
expectation value 〈0|r2

i |0〉.

2. Atoms with One Partially Filled Shell
In the absence of strong spin–orbit interaction, an atomic orbital is characterized by the single-electron quantum numbers
n and l and the energy εnl is 2(2l + 1) fold degenerate. This number, denoted as Nmax, is the maximum number of
electrons that can be accommodated in a given atomic shell. For example, transition metal atoms have an open d shell
(l = 2, Nmax = 10) and rare earth atoms have an open f shell (l = 3, Nmax = 14). For small spin–orbit coupling, the
Russel–Saunders Coupling scheme takes L and S to be good quantum numbers, and the atomic ground state |0〉 is then
an approximate eigenstate of S2, Sz, L2, Lz, J2, and Jz with respective eigenvalues S(S+ 1), MS, L(L+ 1), ML, J(J + 1),
and MJ . Therefore, the degeneracy of the ground state is 2J + 1. Hund’s rules determine the values of J, L, and S in a
ground-state atom with a partially filled atomic shell once the number of electrons N≤Nmax in this shell is given (see
Sec. 10.9).
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Problem 9.44

Show that if J|0〉 = 0, then 〈n|L+ g0S|n〉 = 0.

Hint: Use the Wigner–Eckhart theorem (which implies that the expectation value of a vector operator in an
eigenstate of J2 and Jz is proportional to the expectation value of J).

Let us now return to Eq. (9.306) and calculate the atomic susceptibility for cases of partially filled shells, starting with
the special case N = 2l and J = 0, where the ground state is not degenerate. Based on the solution of the above problem,
the first term on the RHS of Eq. (9.306) does not contribute to the susceptibility, and we then have

χ = n

2µ2
B

∑
m6=0

|〈n|(Lz + g0Sz)|m〉|2

εm − ε0
−

e2

4mc2
〈0|

N∑
i=1

(x2
i + y2

i )|0〉

 . (9.309)
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FIG 9.58 First and second energy levels in an atom with unfilled shell
in the absence and the presence of an external magnetic field.
(a) Nondegenerate ground state with J = 0 and an excited state
with J = 1. The magnetic response is calculated within
nondegenerate perturbation theory according to Eq. (9.309). (b)
Five fold degenerate ground state with J = 2 and an excited state
with J = 1. The free energy is calculated within degenerate
perturbation theory (pertaining to the five degenerate levels of the
ground state) according to Eq. (9.312) from which the
magnetization is calculated in Eq. (9.313).

Both terms within the square brackets are positive.
The response due to the first term is paramag-
netic. This Van Vleck paramagnetism competes
with the Larmor diamagnetism due to the second
term, which has already been discussed above.
The present analysis is valid when the energies
of the excited levels with J 6= 0 are much larger
than the Zeeman energy separating two levels in
an excited state with J 6= 0 as illustrated in
Fig. 9.58(a). This assumption can be satisfied for
a weak enough magnetic field. Note that in both
cases where J|0〉 = 0, the perturbation expansion
for the energy starts at order H2.

Finally, we discuss the situation J|0〉 6= 0 when
there is an open shell with N 6= 2l. In this case,
the ground-state N electron energy EJ is 2J + 1
fold degenerate (all states |LSJM〉 belonging to a
given J multiplet have the same energy EJ), and
perturbation theory as in Eq. (9.306) is inapplica-
ble. In principle, degenerate perturbation theory is

required, but here the perturbation (µB/h̄)H · 〈n|L+ g0S|n〉 does not couple different states but just removes the degen-
eracy by unequally shifting the original levels, as illustrated in Fig. 9.58(b).

Problem 9.45

(a) Use the results of the Wigner–Eckhart theorem to prove the following relation:

〈LSJM|L+ g0S|LSJM′〉 = g(LSJ)〈LSJM|J|LSJM′〉δMM′ . (9.310)

(b) Find the value of the Landé factor g(LSJ).

Hint: First prove that if the equality (9.310) holds, then 〈LSJM|(L+ g0S) · J|LSJM′〉= g(LSJ)J(J + 1)h̄2δMM′ .
Then, calculate 〈LSJM|L · J|LSJM′〉 and 〈LSJM|S · J|LSJM′〉 using the technique developed in Problem 4.23(a).

Taking the electron g-factor to be g0 ≈ 2, the result is g(LSJ)=
[

S(S+1)−L(L+1)
2J(J+1)

]
+

3
2 .
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As a consequence of Eq. (9.310), L+ g0S = g(LSJ)J. Hence, as far as a response to magnetic field is concerned, the
atom in its ground state can be considered as a point particle with magnetic moment,

µ= − g(LSJ)
µB

h̄
J. (9.311)

Note that within the present approach, the contribution of higher levels (above the ground state) is neglected. This is
justified only if the energy of the excited electronic states is much greater than kBT . The Zeeman energy splitting between
adjacent energy levels in the ground state is equal to γH ≡ g(LSJ)µBH. Denoting the excitation energy to the next J
multiplet by1EJ [see Fig. 9.58(b)], we assume that γH< kBT�1EJ , which generally can be satisfied for weak enough
magnetic fields. Then the magnetization M(H) and the susceptibility χ(H) are derived from the free energy,

F= − kBT ln

 J∑
MJ=−J

e−βγHMJ

 . (9.312)

Denoting x ≡ βγ JH, we find5

M(H)= − n
∂F

∂H
= − nγ

∑J
MJ=−J MJe−βγHMJ∑J

MJ=−J e−βγHMJ
= nγ JBJ(x), (9.313)

where

BJ(x) ≡
2J + 1

2J
coth

2J + 1

2J
x−

1

2J
coth

1

2J
x (9.314)

FIG 9.59 Magnetization M(H) versus γH/kBT for J = 1/2, 1,
and 3/2. The dashed curves show the Brillouin
functions BJ(x).

is the Brillouin function. In the limit γH� kBT , which is
often easily satisfied, the magnetic susceptibility is approx-
imately given by

χ(H)=
∂M

∂H
≈ n

(gµB)
2

3

J(J + 1)

kBT
, (γH� kBT).

(9.315)

This result is the Curie law of paramagnetism. Although,
strictly speaking, it is not a law but an approximation (it
retains only the first term of a power series in H), it is valid
in a myriad of physical systems. Figure 9.59 plots M(H) of
Eq. (9.313) versus x for J= 1/2, 1, and 3/2, and the dashed
curves plot the Brillouin functions (B1 falls right on M for
J= 1).

Problem 9.46

(a) Use the method described in the footnote to calculate the sum S(−J, J) ≡
∑J

i=−J zi.
(b) Derive Eq. (9.313) by letting z = ex and using the result obtained in (a).

5 The sum in Eq. (9.312) is easy to analytically evaluate by noting that the sum, S(1, J) ≡
∑J

i=1 zi
= z+ · · · + zJ and

zS(1, J)= z
∑J

i=1 zi
= z2
+ · · · + zJ+1. Subtracting these two equations yields S(1, J)=

∑J
i=1 zi

= (1− zJ+1)/(1− z). You will evaluate the sum
defined as S(−J, J) in Problem 9.46 to obtain an analytic formula for Eq. (9.312).
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It is worth noting that the basic assumption of uncorrelated atoms on which Eqs (9.301) are based is not always
justified. The main source of deviation is due to the reduction of the atom’s symmetry due to the crystal field, which an
atom residing within the solid feels. This results in a crystal field splitting, which tends to reduce the symmetry of the
single atom from a spherical to a lower symmetry. Once spherical symmetry is lost, the orbital angular momentum is not
a good quantum number anymore. This is referred to as angular momentum quenching. The Curie law (9.315) can still
be used, albeit with S instead of J (as if L = 0).

Pauli Paramagnetism and Landau Diamagnetism

In metals, we are mainly concerned with the contribution of conduction electrons (not bound electrons) to the magneti-
zation of the metal. Within the single-particle picture, the magnetic response can be calculated rather straightforwardly.
It is composed of two contributions, one due to the electron spin and the other due to the orbital degrees of freedom.

Electron Spin Contribution: Pauli Paramagnetism

The contribution of the electron spin to the susceptibility of a metal is referred to as Pauli paramagnetism. Let n denote
the density of conduction electrons and n± denote the density of conduction electrons with spin parallel (+) or antiparallel
(−) to the magnetic field. Clearly,

n = n+ + n− =
∫

dE g(E)f (E), (9.316)

where g(E) = D(E)/V denotes the density of states per unit energy [see Eqs (9.13) and (9.15), where these quantities
are defined for the free electron gas], and f (E) is the Fermi distribution [Eq. (9.27)]. When n+ 6= n−, there is a nonzero
magnetization given by,

M(H)= − µB(n+ − n−). (9.317)

To relate the densities n± to the applied magnetic field, we consider the system at zero temperature. We already noted that
for metals, kBT�EF , so that, to a good approximation, calculations involving density of electrons near the Fermi energy
can be carried out at T = 0. In the absence of a magnetic field at zero temperature, the states are filled up to the Fermi
energy EF . In the presence of a magnetic field, the magnetic energy of the electrons with ms= 1/2 (spin aligned with the
magnetic field H and therefore, the magnetic moment aligned against the field) is µBH and those with ms= − 1/2 is
−µBH. Therefore, the electrons redistribute themselves in a manner shown in Fig. 9.60. If g±(E) denotes the densities
of states (number of states per unit energy per unit volume), then clearly

n± =
∫

dE g±(E)f (E). (9.318)

A glance at Fig. 9.60 indicates that the magnetic field shifts the energies of spin-up (spin-down) electrons by ±µBH, so
that g±(E)= g(E∓µBH). Because µBH�EF , we can expand these densities near E to first order and obtain the density
difference,

n+ − n−=
∫

dE [g(E − µBH)− g(E + µBH)] f (E) ≈ −µBH
∫

dE g′(E)f (E)

=− µBH
∫

dE g(E)[−f ′(E)] ≈ −g(EF)µBH, (9.319)

where we used integration by parts and for kBT�EF , −f ′(E) ≈ δ(E − EF). Using (9.317), we find the magnetization
and the Pauli susceptibility,

M(H) = −µBH(n+ − n−) = µ
2
BHg(EF), χPauli =

∂M

∂H
=µ2

Bg(EF)> 0. (9.320)
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a) No Magnetic field

Ef

total energy

spin upspin down

density of spin- 
down states

density of spin- 
up states

b) Magnetic field H

Ef

total energy

density of spin- 
up states

spin parallel 
to field

spin opposite 
to field

density of spin- 
down states

2 BH

2 BH

FIG 9.60 Electron density of states g(E) (horizontal axis) is plotted as a function of energy (vertical axis) for the two spin orientations. (a) At

zero magnetic field, g(E) = g+(E)= g−(E)=
1

2π2

(
2m
h̄2

)3/2
E1/2. (b) At finite magnetic field, the curves are shifted ±µBH,

leading to Pauli paramagnetism in a metal as explained in the text.

Landau Diamagnetism

The discussion above focused on the paramagnetic response of a free electron gas resulting from the interaction of the
electron spin with the magnetic field. Let us now consider the interaction of the orbital motion of the electrons with the
magnetic field. We show that it leads to a diamagnetic response. For realistic systems, such calculations should be carried
out with Bloch electronic wave functions but this turns out to be complicated; nevertheless, the calculation presented
here, based on Ref. [151] for the free electron gas, is quite instructive. For an electron in a three-dimensional volume
V = LxLyLz subject to a constant magnetic field Hẑ, the energies Enkz and their degeneracy NL (see Eq. (9.231)) are as
follows:

Enkz =

(
n+

1

2

)
h̄ωc +

h̄2k2
z

2m
≡ εn +

h̄2k2
z

2m
, NL=

mωc

h̄

LxLy

π
, (9.321)

where we recall that ωc=
eH
mc is the cyclotron frequency and εn= (n+ 1/2)h̄ωc are the Landau energies. The first task is

to calculate the number of states N (E) below a given energy E. For a given Landau energy εn, the energy available for
the 1D motion along the magnetic field direction is Ez ≡ E − εn (see Fig. 9.41). The corresponding 1D density of states
is given in Eq. (9.26). When integrated to give the total number of states, we see that each level εn with degeneracy NL

contributes Lz
√

2m
π h̄

√
E − εn states below E due to the longitudinal motion along z. Therefore,

N (E)=
Lz
√

2m

π h̄
NL

∑
εn<E

√
E − εn=

2
√

2mVeH

h2c

∑
εn<E

√
E − (2n+ 1)µBH. (9.322)

With this expression in hand, we can now calculate the free energy at finite temperature T and chemical potential µ.
Assuming there are N electrons in the system, the following statistical mechanics expression is obtained,

F=Nµ− 2kBT

∞∫
ε0

dE
dN (E)

dE
ln(1+ e

µ−E
kBT )=Nµ− 2kBT

∞∫
ε0

dEN (E)f (E), (9.323)

where f (E) is the Fermi distribution, and the second expression is obtained via integration by parts, using N (ε0) = 0.
Because f (E) decays exponentially for E � µ the integrals converge. Precise evaluation of the integral requires power
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expansion of f (E) and the use of Poisson’s summation formula. This technical part will not be detailed here. The result,
assuming the constraint that the chemical potential µ� kBT and µBH is

F=F0 +
m

3
2 (µBH)2V√µ

3π2h̄3
√

2
, (9.324)

where F0 is the free energy in the absence of magnetic field. Accordingly, the susceptibility for Landau diamagnetism is

χLandau= −
1

V
∂2F

∂H2
= −

e2

12π2h̄c2

√
2µ

m
−−−→
T→0

−
e2kF

12π2mc2
= −

1

3
χPauli. (9.325)

As T → 0, µ→ EF =
h̄2k2

F
2m .

9.5.10 MAGNETIC ORDER

A regular pattern in alignment of the atomic magnetic moments in a material is called magnetic order. The most familiar
example is that of a permanent magnet, wherein the magnetic moments are aligned. (They may have been aligned under
the application of an external magnetic field, but they remain aligned even after the external field is switched off.)
These materials are either ferromagnetic or ferrimagnetic. Roughly speaking, in ferromagnets, the magnetic moments are
aligned in a parallel orientation, whereas in ferrimagnets, more than one type of atomic magnetic moment is present and
the magnetic moments of the atoms on different sublattices are generally aligned in opposite directions. The magnetization
of ferromagnetic and ferrimagnetic materials is much larger than in paramagnetic or diamagnetic materials. Magnetic
order also exists in materials that do not form permanent magnets and are referred to as antiferromagnets. Heuristically,
the magnetic moments in these materials are aligned in a regular pattern with neighboring spins pointing in opposite
directions. See Fig. 9.61 for examples of ferromagnetic, antiferromagnetic, and ferrimagnetic structures. Magnetically
ordered materials lose their magnetic order above a certain material-dependent critical temperature Tc. Above the critical
temperature, the magnetic moments are randomly ordered and the materials are usually paramagnetic.

(a () c)(b)

FIG 9.61 Ferromagnetic, antiferrromagnetic, and ferrimagnetic structures.
(a) The magnetic moments of ions on the sites of a simple cubic
lattice pointing in the same direction. (b) Antiferromagnetic
arrangement of magnetic moments of identical ions on the sites of
two interpenetrating simple cubic lattices that point in opposite
directions. (c) Ferrimagnetic arrangement of the magnetic moments
of different ions on the sites of two interpenetrating simple cubic
lattices that point in opposite directions but their magnitudes are
not equal.

The origin of the magnetic interactions that
cause magnetic order is not fully understood,
despite the enormous effort that has been invested.
Qualitatively, the picture is that magnetism in
solids is a many-body phenomenon that requires
the existence of localized ions and itinerant elec-
trons. The analysis of the energy levels of the
hydrogen molecule (two ions and two electrons)
given below shows that the magnetic interac-
tions are due to the familiar Coulomb interaction
between electrons combined with the Pauli exclu-
sion principle. We will encounter spin-dependent
exchange interactions in the discussion of Hund’s
rules, applicable for partially filled atomic shells
(see Sec. 10.9), and we will encounter it again in
the discussion of the energy difference between the
ground state singlet and triplet levels of the hydro-
gen molecule (see Sec. 10.10.2). This type of inter-

action is much stronger (three to five orders of magnitude) than dipole–dipole interactions or spin–orbit interactions,
which are too weak to account for ferromagnetism, ferrimagnetism, or antiferromagnetism. In the next subsection, we
discuss a toy model showing how the spin-dependent interaction arises in a structure similar to the hydrogen molecule.
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This system contains only two electrons (and two protons), compared with an Avogadro number of electrons in a typ-
ical bar magnet. Nevertheless, it sheds some light on the origin of and mechanism for the magnetic interactions in
solids.

Problem 9.47

Consider the dipolar interaction between two electrons having magnetic moments µi= − g(µB/2)σ i, located at
points ri with i = 1, 2, and separated a distance |r| = |r1 − r2|, U = 1

r3 [µ1 · µ2 − 3(µ1 · r̂)(µ2 · r̂)]. Estimate the
magnitude of this interaction in eV for a distance r ≈ 2 Å.

Answer:
(

eh̄
mc

)2
r−3
=

(
4.8×10−10

·1.06×10−27

9.11×10−28·3.0×1010

)2
(2.0× 10−8)−3 erg · 6.24× 1011 eV/erg = 2.7× 10−5 eV.

Exchange Interactions: Heisenberg Spin Hamiltonian

Before considering a macroscopic solid-state metallic system, let us first consider a simple system where magnetic inter-
action might arise and study the energy levels of a two-electron system, focusing on both the space and spin degrees
of freedom of the electrons. A more detailed study of the hydrogen molecule will be presented in Sec. 10.10.2. A good
approximation for the ground states of the hydrogen molecule for the singlet and triplet states is given by the Valence
Bond (or Heitler–London) approximation [see Eqs (10.94), (10.102), and (10.104)],

9s(x1, x2) =
1
√

2
[φa(r1)φb(r2)+ φb(r1)φa(r2)]

1
√

2
[|↑↓〉 − |↓↑〉] ,

9t,m(x1, x2) =
1
√

2
[φa(r1)φb(r2)− φb(r1)φa(r2)] |t, m〉, (9.326)

where φa and φb are atomic orbitals centered on atoms a and b, respectively, m = −1, 0, 1, and

|t, 1〉= |↑↑〉, |t, 0〉=
1
√

2
[|↑↓〉 − |↓↑〉] , |t,−1〉= |↓↓〉. (9.327)

Writing the two-electron wave functions as a product of space and spin parts, 9(x1, x2)=ψ(r1, r2)|χ〉, it is clear
that the spatial parts have the following symmetry under electron exchange: ψs(r2, r1)=ψs(r1, r2) and ψt,m(r2, r1) =

−ψt,m(r1, r2), i.e., the spatial parts of the singlet and triplet are symmetric and antisymmetric, respectively, under elec-
tron interchange. Restricting ourselves to the four-dimensional subspace spanned by |9s〉 and |9t,m〉 and carrying out
the calculation of the eigenvalues of the molecular Hamiltonian as detailed in Sec. 10.10.2, we find that the singlet-state
eigenvalue is lower in energy than the triplet-state eigenvalues (which are triply degenerate) over the whole range of
internuclear distances, R, but converge asymptotically as R→∞, as shown in Fig. 10.7. For fixed R,

H|9s〉=Es|9s〉, H|9t,m〉=Et|9t,m〉, (9.328)

and using the projection operators onto the singlet and triplet states given in Sec. 8.5, we write the 4×4 Hamiltonian as

H=
1

4
(Es + Et) 1−

Es − Et

h̄2
S1 · S2. (9.329)

The Hamiltonian in Eq. (9.329) is composed of a constant term (Es(R) + Et(R))/4 and a spin-dependent part,
H= − J(R)S1 · S2 of the form specified in Eq. (4.90), that is the basic ingredient of the Heisenberg spin Hamiltonian.
Here, the coefficient J(R), called the exchange coupling or exchange integral, is given by J(R)= [Es(R)−Et(R)]/h̄2. The
ground-state singlet and excited triplet potential curves, Es(R) and Et(R), are plotted versus R in Fig. 10.7, and, as is clear
from the figure, the energy difference h̄2J is four to five orders of magnitude larger than the estimate of the spin-dipolar
coupling energy that you calculated in Problem 9.47.
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The above model considers only two atoms, whereas magnetically ordered materials contain a huge number of atoms.
The generalization to a system of N� 1 atoms is based on intuitive reasoning. For atoms located on a Bravais lattice at
points {Ri}, an exchange interaction J(Ri−Rj) exists between spins Si and Sj. In the presence of an external magnetic
field H = Hẑ, the Heisenberg spin Hamiltonian is [see Eq. (4.88)]

H= −
1

2

∑
i,j 6=i

J(Rij)Si · Sj − gµB

∑
i

H · Si. (9.330)

For a single type of magnetic atom, only one exchange interaction is present. In the simplest version of the Heisenberg
Hamiltonian, exchange interaction is taken only between nearest neighbors, i.e.,

J(Rij)=

{
J (if i and j are nearest neighbor sites).

0 (otherwise).
(9.331)

When J > 0 (J < 0), neighboring spins prefer to align parallel (antiparallel) to each other and the coupling is said to
be ferromagnetic (antiferromagnetic). Because exchange interactions decay exponentially with Rij, the assumption of
nearest neighbor exchange is reasonable. Variations of the Heinseberg Hamiltonian include the anisotropic Heisenberg
model with exchange interaction JxSixSjx + JySiySjy + JzSizSjz between nearest neighbor sites, e.g., the XXZ model has
Jx = Jy 6= Jz. The Heisenberg model is used to study systems of arbitrary spins, not just spin 1/2 electrons, i.e., localized
magnetic ions with total angular momentum S ≥ 1/2. The physics resulting from the Heisenberg spin Hamiltonian is
very rich, although it is not adequate for describing all phenomena of quantum magnetism. The Hamiltonian (9.330)
appears to be deceptively simple, but its analysis requires the full machinery of the many-body problem. Even when
the ground state and the lowest lying states are known, it is still difficult to extract measurable magnetic properties as
a function of temperature and external magnetic field. A systematic approach to determine the magnetization and the
spin–spin correlations is not yet in hand. In Sec. 9.8.3, we shall discuss the approach for a one-dimensional arrangement
of spins.

When the exchange coupling is ferromagnetic (J > 0), the low-energy spectrum is known in all three dimensions
(d = 1, 2, 3) and the corresponding eigenstates are referred to as spin waves. Knowing the spin wave spectrum enables
an approximate evaluation of the magnetization M(T) as T → 0, with the result [122],

M(T) ≈ M(0)

[
1−

V(kBT)
3
2

NS

∫
dq
(2π)d

1

e(SJ/2)
∑

R(q·R)
2
− 1

]
. (9.332)

Written as M(T) ≈ M(0)[1− (T/T0)
3/2], this is known as the Bloch T3/2 law.

Examples of Magnetically Ordered Structures

In nonmagnetically ordered materials, and in the absence of an external magnetic field, the atomic magnetic moments
point in random directions and the magnetization vanishes identically at any temperature. However, materials with
strongly interacting magnetic moments become magnetically ordered below a critical temperature, TC. This tempera-
ture is referred to as the Curie temperature TC for ferromagnets and ferrimagnets, and the Néel temperature TN for
antiferromagnets. Below TC, the magnetization of ferromagnets and ferrimagnets does not vanish even in the absence of
an external magnetic field; this is referred to as spontaneous magnetization. The ground state of a perfect ferromagnet
has all magnetic moments pointing along the same direction, and the magnetization equals Ms(T = 0) ≡ ngµBS/h̄, where
S is the angular momentum quantum number of the magnetic atom. In the ground state of ferrimagnet, the directions
of neighboring magnetic moments point in opposite directions, but they are not equal in magnitude, as in MnO·Fe2O3

and Y3Fe5O12, for example. The relatively new rare earth magnets have exceptionally large magnetizations (e.g., the
neodymium magnet Nd2Fe14B, which is sometimes denoted NdFeB). They contain lanthanide elements that have large
magnetic moments due to well-localized f -orbitals.
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Table 9.2 Table of some ferromagnets and antiferromagnets.

Material TC (K) Ms(T=0) (Gauss) Material TN (K)

Fe 1043 1752 MnO 122

Co 1388 1446 FeO 198

Ni 627 510 CoO 291

Gd 293 1980 NiO 600

Dy 85 3000 VS 1040

NdFeB 580 16000

In antiferromagnets, magnetic order prevails below TN , but the magnetization vanishes. Intuitively, we can think of the
ground state of an antiferromagnet as an ordered arrangement of magnetic moments, such that the directions of neighbor-
ing moments are equal in magnitude but point in opposite directions. However, this description is too naı̈ve; the structure
of the antiferromagnetic ground state is more involved. Antiferromagnetism plays a role in giant magnetoresistance (see
Sec. 9.7).

A quantitative measure of magnetic order that applies for all three classes of materials is the spin–spin correlation
function,

C(Ri − Rj) ≡ 〈S(Ri) · S(Rj)〉 − 〈S(Ri)〉 · 〈S(Rj)〉, (9.333)

where the brackets refer to quantum thermodynamic averaging. If C(R) tends to a constant as R → ∞, we say that the
system displays long range magnetic order. Sometimes C(R) ∼ R−α decays as a power in 2D magnetic materials (see
below). A representative functional behavior in isotropic media is given by,

C(R) =
A

Rd−2+η
e−

R
ξ(T) , (9.334)

where ξ(T) is the correlation length that diverges as a power, ξ(T) ∼ (T−Tc)
−ν . Here ν and η are two critical exponents

characterizing the transition and d is the space dimension. Above the critical temperature, the correlation function (9.333)
decays exponentially.

Examples of ferromagnetic, antiferromagnetic, and ferrimagnetic structures are shown in Fig. 9.61(a–c). Representa-
tive ferromagnetic and antiferromagnetic materials are tabulated in Table 9.2.

Thermodynamic Behavior Near TC and TN

Determining the magnetic properties of magnetically ordered materials near their critical temperature is very hard. Here,
we simply mention some magnetic properties of three-dimensional (infinite) systems, including the temperature depen-
dence of the magnetization near Tc, which we relate to the concept of phase transitions.

In ferromagnets, the magnitude of the magnetization M(T) tends to 0 as a power law when T approaches TC from
below, while the susceptibility χ(T) and the specific heat diverge as a power law when T approaches TC from above,

M(T) ∼ (TC − T)β , χ(T) ∼ (T − TC)
−γ , c(T) ∼ (T − TC)

−α . (9.335)

The critical exponents β, γ , and α are universal; their numerical values, β ≈ 0.35, γ ≈ 1.35, and α ≈ 0.1 are material
independent. The material dependence enters through the Curie temperature TC and the appropriate prefactors.

Considered as function of T , the magnetization is continuous but its derivative is singular at TC. Indeed, something
unusual happens at TC; the material is not magnetically ordered for T > TC and goes through a phase transition at TC;
so, magnetic order exists for T < TC. We are familiar with singular behavior of materials as the temperature crosses a
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FIG 9.62 (a) Magnetization M(T) (arbitrary
units) of a ferromagnetic material
versus temperature for a Curie
temperature, TC = 250 K
(schematic). (b) Susceptibility
χ(T)= ∂M/∂H (arbitrary units)
versus temperature of an
antiferromagnetic material for a
Néel temperature of TN = 110 K
(schematic).

critical value, e.g., the melting or the boiling temperature. In these cases, some quantities (e.g., density and specific heat)
are discontinuous functions of temperature. The material changes its phase from solid to liquid or from liquid to vapor.
In this case, we say that there is a first-order phase transition.

In contrast, magnetic materials remain solids at TC or TN , but some quantities, such as the magnetization (or the
inverse susceptibility), vanish as a power law (T − TC)

p, with universal critical exponents. This is a signature of a
second-order thermodynamic phase transition. The system’s magnetization above TC vanishes at zero external magnetic
field, because the system is isotropic and no direction is preferred. Below TC, the system starts to be ordered and the
magnetization is finite. Because the value of M(T) reflects the degree of order for ferromagnets, it is referred to as an order
parameter. Figure 9.62(a) displays a typical behavior of the magnetization M(T) for a ferromagnet with TC = 250 K. In
antiferromagnets, the magnetization vanishes identically, but the magnetic susceptibility can be measured by a low-energy
neutron scattering. Low-energy neutrons are an appropriate probe because their magnetic moments are coupled to the
electronic spins. This results in peaks in the intensity of scattered neutrons that can be resolved from the ubiquitous Bragg
peaks because they are extremely sensitive to temperature and an external magnetic field. Above TN , the susceptibility
follows a Curie–Weiss law (9.336),

χ(T)=
C

T +2
, (9.336)

where C and 2 are parameters that can be determined from experiment. As TN is crossed from above, χ(T) has a
kink and then it decreases, as depicted in Fig. 9.62(b), which displays typical behavior of the susceptibility χ(T) for an
antiferromagnet.

From this analysis, we surmise that what happens at TC or TN is not a structural change, such as melting or boiling,
but rather a loss of isotropy. An isotropic system above TC is no longer isotropic below TC as ferromagnetic order
develops, because its magnetic moments are aligned along a preferred direction. In other words, rotational invariance,
which prevails above TC, is broken below TC. Breaking a continuous symmetry, such as a rotational symmetry, at a
critical temperature is a signature of a thermodynamic (temperature driven) second-order phase transition, as occurs in
magnetic materials in 3D.

In lower dimensions, d = 1, 2, the situation is different. An important result known as the Mermin–Wagner theorem
[122] states that continuous symmetries (e.g., rotational symmetry) cannot be spontaneously broken at a finite temperature
in systems with dimension d≤2. This theorem is relevant for understanding the result obtained in Problem 9.48. In d = 2,
the magnetization vanishes at any finite temperature (also below TC), but the spin–spin correlation function (9.333)
decays as a power (compared with exponential decay for T >TC). This type of phase transition, where the correlation
C(R) decays as a power but there is no breaking of a continuous symmetry, is referred to as a Kosterlitz–Thouless–
Berezinsky transition [131]. For d = 1, there is no phase transition whatsoever. The ground state of the ferromagnetic
Heisenberg Hamiltonian (J > 0) is perfectly magnetized, so that at T = 0, M(T) is finite, but magnetic order is absent
at a finite temperature, M(T) = 0. The ground state of the antiferromagnetic (J< 0) Heisenberg Hamiltonian at zero
magnetic field is known, and C(R) indeed tends to a constant as R→∞, but once T > 0, C(R) decays exponentially.
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Problem 9.48

By expanding the exponent appearing on the RHS of Eq. (9.332) for small q, show that for d = 1, 2, the q
integration diverges at small q.

Domains and Hysteresis: Dipolar Interactions

According to the analysis developed so far, a ferromagnetic material well below TC should have all its moments
aligned along the same direction. However, an iron bar at room temperature is not magnetized, although TC for iron
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FIG 9.63 (a) A bar magnet with all magnetic moments aligned and
pointing from south to north. (b) The magnet is cut into
two adjacent narrower parallel bar magnets. Parallel spins
have negative exchange energy (since J> 0) and positive
dipolar energy (see Problem 4.26). When the latter is
dominant (occurring for large enough separation), the
configuration is unstable. (c) A more stable configuration
than in (a) or (b) is achieved when one of the magnets is
reversed. The spin configuration has two oppositely
oriented domains. (d) Further stability is achieved when
the spin configuration form kind of vortex with four
domains.
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FIG 9.64 Hysteresis in the magnetization M versus magnetic field
H of a ferromagnet.

is about 1000 K. It can be magnetized by subjecting it to
an external magnetic field. The reason for this discrepancy
is related to the magnetic dipolar interactions between
spins, which were so far neglected because they are much
weaker than the exchange interaction (see Problem 9.47).
The expression of the exchange constant J(R) derived in
Sec. 10.10.2 shows that it decays exponentially with R
because it is proportional to the overlap between atomic
orbitals on different sites separated by R. Hence, dipolar
interactions are expected to be relevant if the atoms are
well separated, because they fall off as R−3.

To illustrate this argument for a ferromagnetic mate-
rial, let us consider a bar magnet with all moments point-
ing from south to north [see Fig. 9.63(a)]. Cutting it in
the middle, from south to north [see Fig. 9.63(a)], we
obtain a pair of two identical and parallel bar magnets,
which are in contact with each other along the cut. Expe-
rience teaches us that this configuration is unstable, and
a configuration consisting of two magnets with antiparal-
lel configuration has lower energy. Thus, a construction of
ferromagnetic domains with magnetic moments pointing
in different directions can form. In our example, a lower
energy state can be achieved if the magnetic moments of
the domains are arranged in a head-to-tail configuration.
This is schematically illustrated in Fig. 9.63. An important
element in this construction is the structure of the boundary
between two domains (referred to as domain wall or Bloch
wall). The physics of formation of domains is not well
understood. It is possible to show that an abrupt change
of orientation between two domains is energy-costly, and
a smooth change is preferred.

Domain formation affects the behavior of the magne-
tization M(H, T) as a function of the external field H at
T < TC. The curve of M(H, T) versus H for T < TC

shown in Fig. 9.64 is referred to as the hysteresis curve.
The magnetization saturates at points s and s′ at the satu-

ration magnetization, Ms= ngµBS/h̄, where S is the angular momentum quantum number of the magnetic atom, when all
the magnetic moments are aligned. The magnetization at the point r (and r′) in the figure, at which the external magnetic
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field vanishes, is called the remnant magnetization Mr, and the magnetic field at points c and c′ at which the magnetization
vanishes is called the coercive field Hc.

Clearly, the magnetization depends on the history of the ferromagnetic material. Ferromagnetic hysteresis occurs
because ferromagnets are composed of small ferromagnetic domains. Within each domain, the local magnetization is
saturated at Ms(T) for temperature T , but, in general, the direction of magnetization in different domains are not parallel.
The increase in the magnetization on applying or increasing the strength of an external magnetic field occurs by (a) mod-
ification of the volume of the domains, so that the volume of favorably oriented domains grows and that of unfavorably
oriented domains decreases, and (b) in somewhat stronger magnetic fields, the direction of magnetization of domains
reorient with increasing magnetic field. Hence, magnetization of ferromagnetic materials below the Curie temperature
involves the orientation of macroscopic domains by external magnetic fields.

9.6 SEMICONDUCTORS

A semiconductor is a solid, which, from the band structure point of view, could be classified as an insulator, but its
conductivity, when measured at finite temperature, is nonzero and sometimes reaches that of poor metals. Recall that a
simple metal is characterized by a partially filled (valence conduction) band, whereas band insulators are characterized
by a filled valence band and an empty conduction band. The central quantity that distinguishes semiconductors from
band insulators is the size of the band gap, Eg, between the top of the valence band and the bottom of the conduction
band. At zero temperature, a material with a finite gap cannot carry direct current. But, if Eg ∼ kBT , there is a finite
probability, proportional to the Boltzmann factor exp[−Eg/(kBT)], that electrons will be excited and occupy the lowest
levels in the conduction band, leaving unoccupied states (holes) near the top of the valence band. The thermally excited
electrons occupy the conduction band and, therefore, can move in response to an electric field, so the material has a
nonzero conductivity. Similarly, hole conductivity can be realized in the valence band. Such a material is referred to as
an intrinsic semiconductor. There are other mechanisms for partially populating the conduction band and/or partially
vacating the valence band, thereby leading to nonzero conductivity. The most commonly used method in this context
is doping, i.e., inserting a small concentration of foreign atoms which either release electrons into the conduction band
(donor atoms) or attract and bind electrons from the valence band (acceptor atoms), thereby generating holes. A doped
semiconductor is called an extrinsic semiconductor. Because the energy required to excite an electron from the donor
level to the conduction band is much smaller than the band gap, the conductivity of an extrinsic semiconductor is non-
negligible even if kBT <Eg. Another method of exciting electrons from the valence to the conduction band is realized
by excitations with light of an appropriate wavelength. The conductivity of an extrinsic semiconductor can be raised by
increasing the temperature, by doping the material with impurity atoms, or by illuminating it with light (photoconductiv-
ity). Because the thermal excitation probability is proportional to exp[−1E/(kBT)], where 1E is the required excitation
energy, the sensitivity of conductivity to variation of temperature in semiconductors is rather dramatic compared with
that of metals with conductivity σ = ne2τ/m, where the dependence of the carrier lifetime τ on temperature is, in gen-
eral, governed by a weak power law. Moreover, although τ decreases with increasing temperature, the conductivity of
semiconductors increases with temperature. Semiconductors are characterized by very large thermopower, about two
orders of magnitude larger than that of metals (see below). Unlike metals, the current in semiconductors can be carried
by holes and electrons. Measurement of the Hall coefficient can determine the dependence on the density of carriers and
their charge (electrons or holes). These (and numerous other) phenomena are consistent with the band theory developed
in Sec. 9.3.

Semiconductors are the source of a myriad of electronic devices. Commonly used semiconductor materials in elec-
tronic devices are silicon (Si), germanium (Ge), gallium arsenide (GaAs), gallium aluminum arsenide (Ga1−xAlxAs),
cuprous oxide (Cu2O), selenium (Se), indium antimonide (InSb), and silicon carbide (SiC). Electronic devices based
on semiconductors include transistors, rectifiers, modulators, detectors, and photocells. GaAs and Ga1−xAlxAs are often
used in photonic devices, including light-emitting diodes (LEDs) and semiconductor lasers. The first transistors and inte-
grated electronic circuits were not made from Si but from Ge. The reasons are that Ge is easier to purify and it has a higher
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Table 9.3 Band gap energy, Eg, between valence and conduction bands for semi-
conductors and insulators (from Kittel, Introduction to Solid State
Physics, 7th Ed. (1996), Table 1, p. 201 [125]).

Material (type of gap) Eg (eV) (300 K) (λg (µµµm)) Eg (eV) (0 K)

Si (i) 1.14 (1.08) 1.17

Ge (i) 0.67 (1.85) 0.67

InAs (d) 0.35 (3.54) 0.43

InSb (d) 0.18 (6.89) 0.24

InP (d) 1.25 (0.99) 1.25

GaAs (d) 1.43 (0.87) 1.52

GaP (i) 2.26 (0.55) 2.32

GaSb (d) 0.78 (1.59) 0.81

Te (d) 0.35 (0.71) 0.33

PbS (d) 0.34–0.37 (3.64–3.35) 0.286

PbSe (d) 0.27 (4.6) 0.165

ZnO (d) 3.2 (0.39) 3.436

ZnS (d) 3.6 (0.34) 3.91

Diamond (i) 5.33 (0.23) 5.33

(i) = indirect gap, (d) = direct gap. (Direct and indirect gaps are defined in the next section.)

mobility than Si for both electrons and holes. However, the bandgap in Ge is only 0.67 eV, compared with 1.1 eV for Si.
Therefore, the performance of Ge transistors degrades more quickly with temperature. In 1950s, methods of preparing
high-purity Si were developed. Combined with the development of a method for producing a glassy oxide layer on the
silicon surface during growth, which prevents impurity contamination, silicon quickly became the material of choice for
the semiconductor industry.

Table 9.3 gives the values of the band gap between valence and conduction bands for a number of semiconductors
and insulators at 300 K and 0 K. The slight dependence of Eg on temperature is due to the thermal expansion of the
crystal, which changes the periodicity of the crystal, and the nonadiabatic effects that lattice vibrations have on the band
structure.

9.6.1 SEMICONDUCTOR BAND STRUCTURE

Materials for which the conduction band minimum and the valence band maximum occur at the same wavevector
k are called direct gap semiconductors; otherwise, the extremum points are shifted by a vector q and the material
is called an indirect gap semiconductor. A schematic illustration of direct and indirect gap structures is shown in
Fig. 9.65.

A transition involving the excitation of an electron from the top of the valence band to the bottom of the conduction
band in an indirect gap semiconductor requires change of the electron momentum by q. This shift may result from
absorption (or emission) of a phonon, i.e., a sound wave excitation, so as to conserve momentum. However, such an
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FIG 9.65 Schematic illustration of band structure for (a) direct and (b) indirect gap
semiconductors.

excitation is typically much less efficient
than in a direct gap material, which does
not require phonon absorption or emis-
sion for an electron transition. Therefore,
transitions involving photoexcitation of an
electron or photoemission by electron–
hole recombination are much more likely
in a direct bandgap material, such as GaAs,
InP, and InGaAs, than an indirect bandgap
material, such as Si or Ge.

The electronic properties of semicon-
ductors are largely determined by the
excited electrons in the conduction bands

and the holes left behind in the valence band. Consider the situation depicted in Fig. 9.33. Following our discussion of
the effective mass in Sec. 9.4.6 and adapting the principal axes coordinate system [see Eq. (9.144)], we write the electron
and hole energies as,

Ee(k)=Ec +

3∑
i=1

h̄2k2
i

2m(e)i

(for electrons), (9.337a)

Eh(k)=Ev −

3∑
i=1

h̄2(ki − q)2

2m(h)i

(for holes), (9.337b)

FIG 9.66 Energy bands versus wavevector k in silicon. The points in
reciprocal lattice space are labeled as in Fig. 9.16(b).

where Ec is the bottom of the conduction band, Ev

is the top of the valence band, and the electron mass
(m(e)i ) and hole mass (m(h)i ) might be different. In this
quadratic dispersion relation approximation, the con-
stant energy surfaces near k = 0 are ellipsoids in k-
space centered at the extrema (the k-space coordinates
of the top and bottom of the bands). For example, sil-
icon has a diamond structure; hence, its reciprocal lat-
tice is face centered, and its Brillouin zone is a trun-
cated octahedron. The conduction band has six minima
in the (1, 0, 0), (1̄, 0, 0), . . . , (0, 0, 1), (0, 0, 1̄) directions
(see discussion on Miller indices in Sec. 9.3.2). By sym-
metry, all six ellipsoids are generated by revolution.

Figure 9.66 shows the band structure for silicon (see
Fig. 9.16(b) for the corresponding Brillouin zone and
important points in k-space). Note that the top of the
valence band, at the point labeled 0, is not directly
below the bottom of the conduction band, labeled X, i.e.,
silicon is an indirect gap material.

Germanium has the same lattice structure the con-
duction band minima occur at the Brillouin zone bound-
aries (so they are half ellipsoids). The minima are

located at the eight points (1, 1, 1), (1̄, 1, 1), . . . , (1̄, 1̄, 1̄). Every two opposite half ellipsoids can be thought of as a full
ellipsoid by translating one by a reciprocal lattice vector toward the other. The symmetry of the lattice implies that all
four are ellipsoids of revolution.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 12-ch09-381-544-9780444537867 2012/12/7 19:48 Page 484 #104

484 CHAPTER 9 Electronic Properties of Solids

9.6.2 CHARGE CARRIER DENSITY

Conduction in semiconductors is due to transport of both electrons and holes. We can calculate the transport properties
of a semiconductor in thermal equilibrium as a function of the density of electrons and holes. The chemical potential µ
is located within the band gap, and for an extrinsic semiconductor, its value depends on the degree of doping. It should
be determined self-consistently, in the sense that fixing µ yields the densities, which in turn determine µ, and so on. For
temperatures T�Eg/kB, we will assume the following inequalities,

Ec − µ ' µ− Ev� kBT , (9.338)

and check for self-consistency. These relations are easily satisfied at room temperature, T = 300 K ≈ 1/40 eV, and for
typical gap energies of order Eg ' 0.2 eV ≈ 2400 K, thereby enabling a reasonable range of values for µ. Recall that the
electron density of states ge(E) is Eq. (9.15), so the density of electrons at energies E > Ec is given by,

ne=

∞∫
Ec

dE ge(E)f (E, T)=

∞∫
Ec

dE
ge(E)

e
E−µ
kBT + 1

. (9.339)

Similarly, the density of holes at energies E < Ev is given by,

nh=

Ev∫
−∞

dE gh(E)[1− f (E, T)]=

Ev∫
−∞

dE
gh(E)

e
µ−E
kBT + 1

. (9.340)

With the approximation (9.338), we obtain the following estimates:

f (E, T) ≈ e
−

E−µ
kBT , 1− f (E, T) ≈ e

−
µ−E
kBT . (9.341)

Substituting in Eqs (9.339) and (9.340), we find

ne =

 ∞∫
Ec

dE ge(E)e
−

E−Ec
kBT

 e
−

Ec−µ
kBT ≡ Nee

−
Ec−µ
kBT ,

nh =

 Ev∫
−∞

dE gh(E)e
−

Ev−E
kBT

 e
−
µ−Ev
kBT ≡ Nhe

−
µ−Ev
kBT .

(9.342)

(9.343)

Due to the exponentially decaying factors in the integrand for ne and nh, the range of integration is a few kBT from the
band extrema. In this range, the quadratic approximations (9.337) are adequate, and therefore,

ge(E) =
(m∗e)

3
2

h̄3π2

√
2(E − Ec), gh(E) =

(m∗h)
3
2

h̄3π2

√
2(Ev − E), (9.344)

where (m∗)3 = m1m2m3 is an effective mass expressing the geometric mean of the masses in Eqs (9.337). The integrals
in the formulas for Ne and Nh can now be calculated analytically to obtain [122],

Ne =

(
m∗e
m

) 3
2
(

T(K)

300

) 3
2

× 2.5× 1019 cm−3, (9.345)
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Nh =

(
m∗h
m

) 3
2
(

T(K)

300

) 3
2

× 2.5× 1019 cm−3. (9.346)

Note that although both ne and nh depend on the chemical potential µ (which is not known a priori), their product is
independent of µ, i.e.,

nenh=NeNh e
−

Ev−Ec
kBT =NeNh e

−
Eg

kBT . (9.347)

This is referred to as the law of mass action. Note that this result holds for both intrinsic and doped semiconductors. For
an intrinsic semiconductor, ne= nh, and

ne= nh=
√

NeNhe
−

Eg
2kBT =

(
m∗e m∗h

m2

) 3
4
(

T(K)

300

) 3
2

e
−

Eg
2kBT × 2.5× 1019 cm−3. (9.348)

Defining the chemical potential µi for the intrinsic case, such that in Eqs (9.342) and (9.343), ni ≡ ne(µi)= nh(µi), as
given in Eq. (9.348), we obtain

µi=Ev +
Eg

2
+

3kBT

4
ln(m∗h/m

∗
e). (9.349)

Hence, the intrinsic carrier concentration of electrons and holes, ni, decreases exponentially with Eg/2kBT . If m∗h =m∗e
(or if T → 0), µi=Eg/2, and in general, the chemical potential depends on the mass ratio m∗h/m

∗
e . In the extrinsic case,

it also depends on the degree of doping. Typical intrinsic concentrations for Si, GaAs, and Ge are ni = 1.38 × 1010,
9.00× 108, and 2.33× 1013 respectively.

In semiconductors, the current is carried by both electrons and holes. The mobility of the electrons µ̃e and holes µ̃h

(the tilde is to distinguish the mobility from the chemical potential) is given by

µ̃e=
eτe

m∗e
, µ̃h=

eτh

m∗h
, (9.350)

and the conductivity is

σ = (nee µ̃e + nhe µ̃h)= (nee2τe/m
∗
e + nhe2τh/m

∗

h). (9.351)

Experimentally measured room temperature mobilities and electron and hole masses are shown in Table 9.4.

Problem 9.49

The gap energy for Si is 1.206 eV. Calculate the concentrations of free carriers in intrinsic silicon at T = 350 K and
the relative change 1n/n if the temperature changes by 0.2%.

Answer: For an intrinsic semiconductor, ni = ne = nh. Hence, we can use Eq. (9.348) and Table 9.4 for the

effective masses to get ni = 4.86× 1011 cm−3. Taking logarithm of Eq. (9.348), we find dni
ni
=

(
3
2 +

Eg
2kBT

)
dT
T .

In GaAs (and similar materials), the value taken for the hole mass m∗h includes the contribution from two valence bands,
one of which has a heavy hole mass m∗hh and another one has a light hole mass m∗lh, and (m∗h)

3/2
≡ (m∗hh)

3/2
+ (m∗lh)

3/2.
For example, in GaAs, m∗hh = 0.68me, m∗lh= 0.12me, and hence m∗h = 0.47me.
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Table 9.4 Electron and hole masses and experimentally measured room temperature
mobilities.

Material m∗e/me m∗lh/me µe(cm2/Vs) µh (cm2/Vs)

Si 0.92 (‖) 0.54 (‖) 1300 430
0.19 (⊥) 0.15 (⊥)

Ge 1.59 (‖) 0.33 (‖) 4500 3500
0.08 (⊥) 0.043 (⊥)

InAs 0.026 0.025 77,000 750

InSb 0.015 0.021 33,000 460

InP 0.073 0.078 4600 150

GaAs 0.07 0.12 8800 400

GaSb 0.047 0.06 4000 1400

PbS 0.25 0.25 550 600

Diamond 0.2 0.25 1800 1200

Problem 9.50

(a) Carry out the algebra leading to Eqs (9.345), (9.346), and (9.347).
(b) Develop the kinetic argument proving that the product nenh is constant at a given temperature by developing

rate equations for dne/dt and dnh/dt due to e+ h recombination and generation by blackbody radiation. Equate
the rates to zero at equilibrium to show that this yields nenh = const(T).

(c) Show that for an intrinsic semiconductor, ne= nieβ(µ−µi) and nh= nie−β(µ−µi).

Answer: (b) In steady state, dne/dt=A(T)− B(T)nenh= 0 and dnh/dt=A(T)− B(T)nenh= 0, where A(T) is the
rate at which photons generate electron–hole pairs and B(T) is the recombination rate coefficient. Hence,
nenh=A(T)/B(T).

9.6.3 EXTRINSIC SEMICONDUCTORS

In this section, we concentrate on extrinsic semiconductors, which can conduct current even in the presence of large
gap. The probability for thermal excitations is proportional to the Boltzmann factor exp[−Eg/(kBT), so when Eg� kBT ,
the material cannot carry direct current and remains an insulator. However, for numerous materials, it is possible to
replace a certain fraction of the original atoms by foreign atoms with different number of valence electrons. This proce-
dure is referred to as doping, and the foreign atoms are termed impurities. An insulating material that has been doped
is referred to as an extrinsic semiconductor. If the impurity atom provides one or more additional electrons than the
replaced atom, the impurity is called a donor, whereas if it provides fewer electrons than the atom it replaced, it is
called an acceptor. For example, if an As atom replaces a Ge atom in a germanium crystal, it acts as a donor; simi-
larly, a Si atom replacing a Ga atom in a GaAs crystal is a donor (see the ionization energies and electron affinities in
Fig. 10.3).
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If the impurity atom does not occupy a lattice site but is lodged in an interstitial position, its outer electrons can
participate in conduction, so the interstitial atom is a donor. An atom that is missing from a lattice site robs the crystal of
electrons that can participate in conduction, and therefore, the vacancy is an acceptor.

Donor and Acceptor Impurities

Figure 9.67 shows the energy levels of a donor and an acceptor atom in a semiconductor. The donor or n-type impurity
[n-type because it contributes negatively charged particles (electrons) to the conduction band] is neutral at T = 0, but at
finite temperature, the electrons that were bound to it at T = 0 can escape and enter the conduction band, while the donor
remains positively ionized. Similarly, an electron from the valence band can bind to an impurity that is an acceptor atom,
leaving a hole in the valence band. An acceptor atom is called a p-type impurity. The acceptor atom is then negatively
ionized.

Ec

Ev 

Eg  

Ed

Ea

Ec-µ

µ-Ev

Conduction band

Valence band

µ

FIG 9.67 Energy levels of a donor impurity, Ed , and an
acceptor impurity, Ea, in an extrinsic
semiconductor for which Eg� kBT . The
chemical potential µ is close to the middle of the

gap µ ≈ Ev +
Eg
2 , so that Ec − µ� kBT and

µ− Ev� kBT .

The effects of impurities on conduction in an otherwise insu-
lating material with Eg� kBT depends on the energy levels of the
impurities. Specifically, let us consider an As impurity (valence
5) in a group IV material such as Ge (valence 4). The As impu-
rity will then be a donor. After releasing one electron, it becomes
very similar to its Ge neighbors except that it now becomes an
ion with charge +e, which tends to attract electrons. In the ideal
case, the released electron is nearly free to move around the entire
crystal, and thus it can contribute to the current. A crucial ques-
tion is whether the ionization energy Ei is much smaller than Eg.
The ionization energy of an As atom is 9.81 eV, which is larger
than a typical gap energy (0.5–2.0 eV). However, it modifies the
ionization energy in a dramatic way. First, the electric field of the
As+ ion is reduced by a factor of the inverse of the Ge dielec-
tric constant, ε ≈ 16. (A classical electrostatic argument in a
quantum mechanical system can be justified since the extent of
the electron wave function in the As atom is about two orders of
magnitude larger than the lattice constant.) Second, the electron
wave function is a superposition of low-energy conduction band
states modified by the presence of the As+ ion. It has an effec-
tive mass m∗, which is about 0.1m, where m is the free electron
mass.

Problem 9.51

An electron of mass m∗ is moving in the central field produced by a positive point charge +e. The static dielectric
constant is ε. Express its Bohr radius r0 in terms of the hydrogen atom Bohr radius a0 and its ionization energy Ei in
terms of the Rydberg constant, Ry = 13.6 eV.

Answers: r0= ε
m
m∗ a0, Ei=

m∗

mε2 Ry.

By using the results of Problem 9.51 with m∗/m= 0.1 and ε = 20, we get r0= 200a0 and Ei= 0.0034 eV, which is
indeed much smaller than Eg. Consequently, the effect of donor doping is to introduce electronic levels at energies Ed
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just below the conduction band such that 0 < Ec − Ed�Eg, as indicated in Fig. 9.67. Similarly, the effect of acceptor
doping is to introduce hole levels at energies Ea just above the valence band such that 0 < Ea − Ev�Eg.

Impurities also contribute to the carrier densities, and the density of electrons in the conduction band need not be equal
to that of holes in the valence band, i.e., ne − nh ≡ 1n 6= 0 in general. Recall, however, that the law of mass action,
Eq. (9.347), holds also for extrinsic semiconductors, hence nenh= n2

i , where ni is the common value of ne and nh for the
intrinsic semiconductor. From the two relations, ne − nh ≡ 1n and nenh= n2

i , we find

ne=
1

2

(√
(1n)2 + 4n2

i +1n

)
, nh=

1

2

(√
(1n)2 + 4n2

i −1n

)
. (9.352)

The donor impurity contribution is significant (1n= ne− nh� ni) when ne� ni, with nh= n2
i /ne� ni, and the acceptor

contribution is significant (nh− ne� ni) when ne� ni, with ne= n2
i /nh� ni. From the solution of Problem 9.50(c), we

obtain

1n

ni
= 2 sinhβ(µ− µi), (9.353)

which highlights the importance of doping (adding impurity levels) in modifying the concentration of charge carriers. In
deriving these results, we have assumed inequalities (9.338), which must hold for both µi and µ.

n = 0 n = 1 spin up n = 1 spin down n = 2 (forbidden)

FIG 9.68 Possible occupation of a donor level used in Eq. (9.354). The level
can accommodate no electrons and single electron with either spin
projection. Although the Pauli principle allows two electron
occupation with opposite spin projections, this is excluded here due
to high energy cost.

To estimate 1n and µ, we need the average
number 〈n〉 of electrons occupying a given impu-
rity level whose energy is Ed at temperature T
and chemical potential µ. Let us assume ther-
mal equilibrium and use the partition function in
Eq. (9.299). Because the concentration of impu-
rities is low, each impurity can be treated sepa-
rately. A single donor impurity can be considered
as an open system attached to the rest of the lat-
tice, which serves as a particle bath at the equi-
librium temperature T . Assuming the level has a
single orbital and that putting two electrons on the

same level costs too much (Coulomb) energy, the number of electrons (spin projection indicated) in that level can take
values n= 0, 1 ↑, or 1 ↓ (see Fig. 9.68). The Boltzmann weight for having n electrons in the level is wn = e−β(Ed−µn),
independent of spin; hence,

〈n〉=

∑
n=0,1,1 nwn∑
n=0,1,1 wn

=
2e−β(Ed−µ)

1+ 2e−β(Ed−µ)
. (9.354)

Finally, if the total number of donor impurities per unit volume is Nd, then the average number of electrons per unit
volume occupying all the donor levels is

nd =
Nd

1+ 1
2 eβ(Ed−µ)

. (9.355)

Similar considerations lead to the analogous formula for hole concentration in the acceptor levels,

na=
Na

1+ 1
2 eβ(µ−Ea)

. (9.356)
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The density of ionized donor and acceptor impurities at energies Ed and Ea just above the top of the valence band is,

n+d =Nd − nd =
Nd

1+ 1
2 eβ(µ−Ed)

, (9.357)

n−a =Na − na=
Na

1+ 1
2 eβ(Ea−µ)

. (9.358)

In the limit, Ed − µ, µ− Ea� kBT , to be discussed later, nd, na → 0 and n+d , n−a → Nd, Na.

Extrinsic Semiconductor Carrier Densities at Thermal Equilibrium

Recall that the density of electrons in the conduction band of an intrinsic semiconductor is equal to the density of holes
in the valence band, ne= nh. Now, we consider the doping of a semiconductor with Nd and Na donor and acceptor
impurities per unit volume. How do the electrons and holes redistribute at temperature T 6= 0? The densities of electrons
in the conduction band and in the donor levels are denoted as ne and nd, while those of holes in the valence band and
the acceptor levels are denoted as nh and na. At T = 0, electrons populate the lowest levels, consistent with the Pauli
principle; the valence band and all acceptor levels are filled, Nd − Na donor levels are filled, and the conduction band
is empty. Suppose Nd >Na and T > 0, the electron density nc in the conduction band is nonzero and the donor electron
density nd is modified from its T = 0 value Nd −Na. This gain ne + nd − (Nd −Na) > 0 is obtained by forming holes in
the acceptor levels and in the valence band with densities na and nh. Thus,

ne + nd =Nd − Na + nh + na. (9.359)

The temperature dependence of ne and nh is given in Eqs (9.342) and (9.343) and in Problem 9.50, and the temperature
dependence of nd and na are given in Eqs (9.355) and (9.356). This lets us estimate the chemical potential µ and hence
the carrier densities. Following the assumptions in the caption of Fig. 9.67 [Ed (Ea) just slightly below (above) Ec (Ev)]
and generalizing them for donor and acceptor impurities,

Ed − µ� kBT , µ− Ea� kBT . (9.360)

Hence, the exponents in the denominators in Eqs (9.355) and (9.356) are very large as well as nd�Nd and na�Na. The
ionization of the donor and acceptor levels is then virtually complete. Thus,

ne − nh ≡ 1n=Nd − Na. (9.361)

By using Eqs (9.352) and (9.353), we obtain,

ne=
1

2

(√
(Nd − Na)2 + 4n2

i +
1

2
(Nd − Na)

)
, (9.362)

nh=
1

2

(√
(Nd − Na)2 + 4n2

i −
1

2
(Nd − Na)

)
, (9.363)

Nd − Na= 2ni sinhβ(µ− µi). (9.364)

As long as the inequalities (9.360) are satisfied, which is the case if µ is not very far from µi [defined in Eq. (9.349)],
Eqs (9.362), (9.363), and (9.364) are valid. This covers a large range of concentrations, from the intrinsic regime |Na −

Nd|� ni to deep into the extrinsic regime |Na − Nd|� ni. In the intrinsic regime, an expansion of the square root in
Eqs (9.363) yields

ne ≈ ni +
1

2
(Nd − Na), nh ≈ ni −

1

2
(Nd − Na). (9.365)
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In the extrinsic regime, ni�|Nd − Na|,

ne=Nd − Na, nh=
n2

i

Nd − Na
, (Nd >Na),

ne=
n2

i

Na − Nd
, nh=Na − Nd, (Na>Nd). (9.366)

Hence, in the extrinsic semiconductor case, most of the charge carriers occupy one of the corresponding bands (electrons
in the conduction band if Nd�Na, or holes in the valence band if Na�Nd), whereas the carrier density in the other band
is very low.

If donors are present with density nd and no acceptors are present, then the concentration of electrons at finite
T increases with increasing nd by virtue of donor ionization. However, the product nenh remains as determined in
Eq. (9.347), so the density of holes decreases below its intrinsic value. The charge density must be equal to the den-
sity of ionized donors, n+d , because each conduction electron results from the ionization of a donor atom, ne= n+d , and the
intrinsic hole and electron densities are suppressed. In Problem 9.52, you are asked to calculate the equilibrium electron
density in the conduction band.

Problem 9.52

Donors are doped into silicon at a concentration of Nd = 5× 1015/cm3. Calculate the concentration of electrons and
holes at T = 300 K, and the relative change of concentrations following a temperature rise by 1 K.

Answer: At 300 K, the impurities are fully ionized and the concentration is much higher than ni = 4.86× 1011 (as
calculated in Problem 9.49). Therefore, the majority (electron) concentration coincides with that of the impurities,
ne = ND = 5× 1015/cm3. From the law of mass action, nenh = n2

i , and we have nh = n2
i /ne = 4.72× 107/cm3. The

relative changes of the law of mass action yields dnh
nh
= 2 dni

ni
−

dne
ne
≈ 2 dni

ni
=

(
3+ EG

kBT

)
dT
T = 0.166. This

approximation is justified because the excess electron concentration due to thermal electron-hole excitations is much
smaller than the concentration itself. The second equality is proved in Problem 9.49. Because the changes are
caused by thermal electron-hole excitations, charge neutrality implies dne = dnh.

9.6.4 INHOMOGENEOUS SEMICONDUCTORS: p-n JUNCTIONS

Our discussion so far has been focused on homogeneous semiconductors in which the concentration of impurities is
uniform. Most of the important applications and technological achievements of semiconductor physics, and the myriad
of semiconductor devices, involve inhomogeneous semiconductors wherein the concentrations of donor and acceptor
impurities vary in space and are meticulously tuned as a function of position. The principles governing the dynamics of
electrons and holes are generally based on the semiclassical model introduced in Sec. 9.5.6. The basic challenge in this
context is to find out how the densities of charge carriers and the corresponding currents are distributed within the material
and how they respond to an external field. One of the simplest structures involving inhomogeneous semiconductors is
a quasi-one dimensional crystal (e.g., in a narrow slab) with longitudinal coordinate −∞< x<∞, where the densities
of donors and acceptors vary oppositely and monotonically between zero on one side and some saturation values on the
other side as x varies between−∞ and+∞. A structure with majority of donors on one side and majority of acceptors on
the other side is called a p-n junction. Thus, p-type and n-type doped semiconductors in contact form a p-n junction. It has
numerous important device applications, including rectifiers, photovoltaic detectors, voltage regulators (Zener diodes),
tuners, light-emitting diodes (LEDs), laser diodes, photodetectors, and solar cells. Figure 9.69(a) shows a schematic
diagram of a p-n junction. An example of a smooth profile is

Nd(x) =
Nd

2

(
1+ tanh

x

a

)
, Na(x) =

Na

2

(
1− tanh

x

b

)
,
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where Nd and Na are the donor and acceptor saturation values and a and b are tunable length scales. However, modeling
the inhomogeneity by an abrupt junction,

Nd(x)=Nd2(x), Na(x)=Na2(−x), (9.367)

simplifies the calculations.
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FIG 9.69 (a) Schematic diagram of a p-n junction, (b) the density of
holes and electrons and the positively and negatively
charged layers, and (c) the potential across the bilayer.
Source: Band, Light and Matter, Fig. 6.38, p. 402

Qualitative description of a p-n junction
Let us briefly explain the electrostatics and electrodynam-
ics of a p-n junction. On the left side of the junction, most
of the acceptor atoms (p-type impurities) become nega-
tively charged ions; free holes of the same concentration
are present so that electrical neutrality is maintained. On
the right side, most of the n-type donor atoms become
positively charged ions; free electrons in the conduction
band of the same concentration are present. There is a
small amount of minority carriers in both p-type and n-type
doped materials. The holes on the p side near the interface
diffuse into the n side and the electrons on the n side dif-
fuse into the p side. Hence, an excess of negatively charged
ionized acceptor atoms are left behind on the p side, and an
excess of positively charged ionized donor atoms are left
behind on the n side. The region near the interface con-
tains only fixed charges: positive ions on the n-side and
negative ions on the p-side. As a result, a narrow region on
both sides of the junction is depleted of mobile charge car-
riers. This region is called the depletion layer. The double
layer of charge shown in Fig. 9.69(b) gives rise to an elec-
tric field E(r) pointing from p to n, which inhibits further

diffusion. The electrostatic potential ϕ(r) varies across the bilayer as shown on the bottom of Fig. 9.69(c) [recall that the
hole (electron) potential energy is eϕ(r) (−eϕ(r))]. Thus, there is a barrier in the potential energy for electrons to cross
the junction from right to left (from n-type to p-type material) and a barrier for the holes to cross the junction from left to
right (from p-type to n-type). The density of electrons and holes in thermal equilibrium are given in terms of ϕ(r) by

ne(r)=Ceeβeϕ(r), nh(r)=Che−βeϕ(r), (9.368)

where Ce and Ch are constants. Recombination of electrons and holes occurs within the junction, and the current Ir

resulting from the flow of electrons and holes into the junction to feed the recombination is balanced by a small current
flow, Ig, of generated electrons and holes, which diffuse across the junction, i.e., Ir = − Ig.

When an external voltage is applied to the junction, the flow of majority carriers is altered. For a forward-biased
junction, the voltage V applied to the p-region is positive, so that an electric field is produced in a direction opposite to
that of the built-in field. The presence of the external bias voltage causes a departure from equilibrium and misalignment
of the Fermi levels in the p- and n-regions, as well as in the depletion layer. When a positive voltage is applied to the
p-type region and a negative voltage to the n-type region, a large current flows, but if the voltage is reversed (this situation
is called reversed bias), a very small current flows. The net effect of the forward bias is a reduction in the height of the
potential energy barrier by an amount eV. For forward-biased voltage, the current increases because the barrier is lowered
for both electrons and holes. The majority carrier current increases exponentially with the voltage as exp(eV/kBT), so the
net current also increases exponentially with V . The forward-biased current is given by I(V)= Ig[exp(−eV/kBT) − 1]
for forward bias. For reversed voltage, the electrons cannot surmount the barrier, since the reversed voltage augments
the potential barrier between the p and n regions. The reverse-biased current is given by I(V)= Ig[exp(−eV/kBT) − 1]
for backward (reversed) bias. Figure 9.70 shows the current–voltage characteristics of a p-n junction. If an alternating
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FIG 9.70 Current versus voltage in a p-n junction [see Eq. (9.382)].
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FIG 9.71 (a) Schematic diagram of a p-i-n junction, (b) the density of
holes and electrons and the positively and negatively charged
layers, and (c) the potential across the bilayer. Source: Band,
Light and Matter, Fig. 6.40, p. 404

voltage is applied, then the current will flow mostly
in one direction, so the current is rectified. Later we
present a quantitative analysis of the p-n junction and
analyze the origin of the current Ig. We will show that
Ig has contributions from both electrons and holes.
Photovoltaic effect
Consider irradiation of an unbiased p-n junction with
light of frequency sufficient to create electron-hole
pairs (photon energy ≥ gap energy). The additional
charge carriers generated by this process diffuse into
the junction and an electric field gradient develops
across the junction. The separation of the charge carri-
ers produces a forward voltage across the barrier (the
electric field of the photo-induced carriers is opposite
to the field of the junction). Thus, the light drives a
current that delivers electrical power to an external cir-
cuit. This effect is called the photovoltaic effect. It can
be used to detect light or to produce energy as in solar
cells.
p-i-n junction
Another type of junction that finds applications is a
p-i-n junction, which is made by inserting a layer of
intrinsic semiconductor material between the p-type
and n-type materials. The region over which the elec-
tric field now varies includes the whole width of the i
region. Figure 9.71 shows a diagram of a p-i-n junc-
tion, the density of holes and electrons, the positively
and negatively charged layers, and the potential across
the bilayer. This kind of junction has small capaci-
tance due to the large width of the junction, and conse-
quently, the response of the junction is fast. The p-i-n
junction is often used in semiconductor photodiodes.

Analysis of p-n Junctions in Equilibrium

In this section, a more quantitative analysis of the principles governing the physics of p-n junctions is discussed. For
simplicity, we will continue to assume the abrupt junction profile as in Eq. (9.367). When there is neither an applied
external field nor current, the junction is in equilibrium and all quantities assume their equilibrium values at the given
temperature T . The fact that Na(x) and Nd(x) vary in space implies that the carrier densities ne(x) and nh(x) depend on
space as well. This generates an electrostatic potential profile ϕ(x) as shown in Fig. 9.69(c). ne(x) and nh(x) are nearly
uniform except within the depletion layer (whose thickness is about 10-1000 nm). Within the depletion layer, the charge
density is much smaller than away from it.

The semiclassical formalism in Sec. 9.5.6 is applicable when the variation of the potential ϕ(x) is small: the electro-
static energy change over a lattice constant should be smaller than the band gap Eg. This condition is satisfied in most
cases of interest, except perhaps within the depletion layer.

Our task is to deduce the profile of carrier densities ne(x) and nh(x) and the potential profile ϕ(x) given the doping
profiles Nd(x) and Na(x). In a semiclassical picture, the dynamics of electrons in a given band n with energy dispersion
En(k) subject to an electrostatic potential ϕ(x) can be described classically using the Hamiltonian Hclass = En(k)−eϕ(x).
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We can generalize Eqs (9.342) and (9.343) for the equilibrium carrier densities,

ne(x)=Ne(T) e−β[Ec−µ−eϕ(x)], nh(x)=Nh(T) e−β[µ−Ev+eϕ(x)], (9.369)

where the pre-factors Ne(T) and Nh(T) are defined in Eqs (9.345) and (9.346).

Problem 9.53

(a) Assume that for x→∞, all the donor impurities are ionized, and for x→−∞, all the acceptor impurities are
anti-ionized (this follows from the analysis leading to expressions (9.366). Use Eq. (9.369) to obtain the
relations,

Nd = Nee−β(Ec−eϕ(∞)−µ), Na = Nhe−β(µ−Ev+eϕ(−∞). (9.370)

(b) Show that the electrostatic energy difference across the junction is,

e[ϕ(∞)− ϕ(−∞)] ≡ e1ϕ=Eg + kBT ln
NdNa

NeNh
, (9.371)

where Eg = Ec − Ev is the gap energy.
(c) Use the results of (a) and (b) and the fact that e[ϕ(∞)− ϕ(−∞)] ≈ Eg� kBT to show that

ne(x)=Nde−βe[ϕ(∞)−ϕ(x)], nh(x)=Nae−βe[ϕ(x)−ϕ(−∞)]. (9.372)
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FIG 9.72 Energy parameters of a p-n junction versus position. The function
µ(x)=µ+ eϕ(x) serves as a local chemical potential such that
relations (9.369) for the densities in the inhomogeneous case are
obtained from Eqs (9.342) and (9.343) (valid for the equilibrium
carrier densities in the homogeneous case) by simply replacing µ
by µ(x).

Note that the potential ϕ(x) is not yet known,
since it is related to the charge densities ne(x) and
nh(x) through the Poisson equation. Therefore, it
must be determined self-consistently. The poten-
tial ϕ(x) is monotonic and varies appreciably only
within the depletion layer, as shown in Fig. 9.69.
Figure 9.72 schematically illustrates the energy
parameters as a function of position of a p-n junc-
tion. Following Eq. (9.369), it is reasonable to con-
sider the quantityµ(x)≡µ+eϕ(x) as a local effec-
tive chemical potential. Of course, once the system
is in thermal equilibrium, its chemical potential µ
is constant.

To use the Poisson equation,

d2ϕ(x)

dx2
= −

4πρ(x)

ε
, (9.373)

to determine ϕ(x), we need to know the charge
density ρ(x), which has contributions from ionized
impurities and carriers in the band. The impurities
are fully effective in the sense that donor impuri-
ties are ionized and left as negatively charged ions,
whereas acceptor impurities are positively charged

ions. This is accurate far away from the depletion layer where on the left Na−Nd� ni and on the right Nd−Na� ni, and
the analysis leading to Eq. (9.366) applies. This remains true over the entire sample. Inspecting Eqs (9.355) and (9.356),
we see that when the chemical potential is such that µ − Ea � kBT (Ed − µ� kBT), and the impurity densities na (nd)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 12-ch09-381-544-9780444537867 2012/12/7 19:48 Page 494 #114

494 CHAPTER 9 Electronic Properties of Solids

decrease (or, equivalently, the ionization degree increases) as shown in Fig. 9.72. At the far left, where the acceptor
impurities are ionized, the inequality µ − Ea� kBT is sharpened. Similarly, at the far right, where the donor impurities
are already ionized, the inequality Ed − µ� kBT is sharpened. Collecting these results, we obtain the charge density,

ρ(x)= e[Nd(x)− Na(x)− ne(x)+ nh(x)], (9.374)

where Nd(x) and Na(x) are given by Eq. (9.367) with prefactors Nd and Na as in Eqs (9.345) and (9.346). Combining
this result with Eq. (9.372) and noting from Fig. 9.72 that in the depletion layer e|ϕ(x)− ϕ(±∞)|� kBT , the following
pattern emerges: outside the depletion layer, ne=Nd on the n side and nh = Na on the p side, and hence, the charge
density ρ(x) virtually vanishes. Inside the depletion layer, ne,h(x) fall quickly beyond xn,p and Nd,a(x)=Nd,a as indicated
in Eq. (9.367). To complete the picture, we need to take into account thermal excitations of electrons from the valence
band in the n region and possible excitation of electrons into the conduction band in the p region. In both cases, these
events are rare but of importance. In the first case, there are a few holes generated on the n side, where the majority of
charge carriers are electrons. In the second case, there are a few electrons generated on the p side, where the majority of
charge carriers are holes. On each side of the depletion layer, we then have majority and minority charge carriers. These
results are illustrated in Fig. 9.73.

xn xn-xp -xp

ne(x)

nh(x)

eNd

-eNa

ρ(x)n-type n-type

p-type

p-type

(a) (b)

ne(x) nh(x)

n(x)

xx

FIG 9.73 (a) Carrier densities of electrons (ne(x)) and holes (nh(x)) across a
p-n junction in equilibrium. The dashed line indicate a very small
amount of minority charge carriers. (b) Charge density ρ(x) across
a p-n junction in equilibrium, as given by Eq. (9.374).

When the expression (9.374) for ρ(x) is inser-
ted into the LHS of the Poisson equation (9.373)
and expressions (9.370) are used for the carrier
densities, we obtain a nonlinear differential equa-
tion for ϕ(x). To gain more insight about the vari-
ation of densities across a junction, let us adopt a
crude approximation inspired by the potential pro-
file in Fig. 9.72. (A physical justification for this
approximation is detailed in Ref. [122].) The lim-
iting points xn> 0> − xp of the depletion layer
are defined by the property that ϕ(x> xn)=ϕ(∞)

and ϕ(x< − xp)=ϕ(−∞). Following the result
of Eq. (9.372) derived in Problem 9.53, one
has ne(x> xn)=Nd and nh(x< − xp)=Na. On
the other hand, deep inside the depletion layer,

−xp< x< xn, |ϕ(x) − ϕ(±∞)|� kBT , so according to Eq. (9.372), ne�Nd and nh�Na, implying ρ(x) ≈ e[Nd(x) −
Na(x)]. The shape of the potential curve µ(x) in Fig. 9.72 for x ≥ −xp is parabolic to lowest order in (x+ xp). Similarly,
for x≤xn, µ(x) is an upside-down parabola to lowest order in (x − xn). Combined with the Poisson equation, we then
obtain the following approximation for ϕ(x):

ϕ(x)=ϕ(−∞)2[−(x+ xp)]+

{
ϕ(−∞)+

[
2πeNa

ε

]
(x+ xp)

2
}
2(−x)2(x+ xp)

+

{
ϕ(∞)−

[
2πeNd

ε

]
(x− xn)

2
}
2(x)2(xn − x)+ ϕ(∞)2(x− xn). (9.375)

Problem 9.54

(a) Show that ϕ(x) and ϕ′(x) are continuous at x = −xp and x = xn.
(b) Check that continuity of ϕ′(x) at x = 0 implies Ndxn = Naxp.

(c) Check that continuity of ϕ(x) at x = 0 implies
[

2πe
ε

]
(Nax2

p + Ndx2
n) = 1ϕ = ϕ(∞)− ϕ(−∞).

(d) Calculate the electric field Ex = −
dϕ(x)

dx and plot it against x.

Answer: Draw straight segments joining the points Ex(−xp) = 0, Ex(0) = −
4πeNa
ε

, Ex(xn) = 0.
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From the solution of Problem 9.54, estimates of the positions of the edges of the depletion layer are

xn=

√
qNa

Nd(Na + Nd)
, xp=

√
qNd

Na(Na + Nd)
, q ≡

ε1ϕ

2πe
, (9.376)

where q has dimensions of inverse length. Typical numerical values are ε1ϕ= 1 V, Nd,a= 1016cm−3, and xn,p = 103Å.
The field in the depletion layer is about 1ϕ/(xn + xp), which is of the order of 106 V/m.

p-n Junction in a Static Field: Rectification

Let us now consider an external uniform and static electric field applied along the x-axis. Recall that in the absence
of an applied field, the thickness of the depletion layer is of the order of 103Å. In this layer, following Fig. 9.73, the
carrier densities ne(x) and nh(x) drop to zero. Consequently, the electric resistance of the depletion layer is very high (the
conductance must be proportional to the density of carriers as is noted from the Drude formula). Applying a potential
difference V across the semiconductor (e.g., by using the junction as an element within a circuit), the main part of
the potential drop will occur over the depletion layer, and therefore, the modified potential drop across the layer is
approximately

1φ=1ϕ − V . (9.377)

Inserting this potential drop into Eq. (9.376) leads to a modified value of q → q̄= ε(1ϕ−V)
2πe , and xn,p becomes smaller

(larger) than their value at V = 0 for V > 0 (V < 0). Between −xp and xn, the local potential is ϕ(x) − V(x), where
V(x) is the linear potential due to the externally applied constant field. The effect of applying a potential drop is shown
in Fig. 9.74.

One can view the conduction and valence bands as effectively bending due to the internal potential profile ϕ(x) and
the externally applied bias V(x). The effective conduction and valence bands for electrons bend with x according to

Ec(x)=Ec − e(ϕ(x)+ V(x)), Ev(x)=Ev − e(ϕ(x)+ V(x)), (for electrons). (9.378)

xn

-xp
xn

-xp
xn

-xp

V<0V=0 V>0

+ -
p n

+-
p n

++ +
-- - xx x

ρ(x)

ϕ(x)-V(x) ϕ(x) 

ρ(x) ρ(x)

ϕ(x)-V(x) 

(a) (b) (c)

FIG 9.74 A p-n junction in equilibrium which is subject to a static potential
drop V . (a) V = 0. (b) For V < 0, the depletion layer is extended,
and the potential drop across the junction, 1ϕ − V is increased
compared to the potential drop 1ϕ when V = 0. (c) For V > 0, the
depletion layer is contracted, and the potential drop across the
junction, 1ϕ − V is reduced compared to the potential drop 1ϕ
when V = 0. The charge density ρ(x) is modified accordingly.

Ec(x) is the energy of an electron wave packet
formed from levels near the conduction band
and localized at x, and similarly Ev(x) for the
valence band. For holes, replace −e by +e in
Eqs 9.378 and the energy curves have opposite
derivatives. Band bending is schematically depic-
ted in Fig. 9.75.

Now consider the current in a p-n junction that
is subject to a potential bias V , as depicted in
Fig. 9.74(b) and (c) or, equivalently, Fig. 9.75(b)
and (c). There are two types of electron cur-
rent and two types of hole current. As shown in
Fig. 9.76(a), there are very few electrons (full cir-
cles) that are generated on the p side; these elec-
trons are referred to as minority electron carriers.
Once a minority electron is generated, it imme-
diately starts to move, as indicated by the black
arrow numbered 2, toward the n side, where it
“belongs.” This process yields an electron genera-
tion current, Jg

e , of magnitude independent of the
bias V . Second, an electron on the n side, where
electrons are majority electron carriers, can be
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Ec Ec Ec

Ev Ev Ev

(a) (b) (c)

Δϕ
Δϕ+V

Δϕ−V

FIG 9.75 Schematic electron energy band diagram. The cases (a), (b), and
(c) correspond to (a), (b), and (c), respectively, in Fig. 9.74.

thermally excited above the potential barrier 1φ
[see Eq. (9.377)] and pass to the p side of the
depletion layer (black arrow number 1). Once on
the p side, this electron could combine with a hole,
a process called pair annihilation, but in any case,
it contributes to the current through the depletion
layer. The resulting electron diffusion current, Jd

h ,
also called a recombination current, is very sensi-
tive to V , because the probability for thermal acti-
vation above the potential barrier is exponentially
small,

Jd
e (V) ∝ e−βe1φ

= e−βe(1ϕ−V). (9.379)

For V = 0, the two currents must be equal in magnitude because Jg
e is independent of V , and there can be no electron

current for V = 0. Thus,

Jd
e (0)= Jg

e ∝ e−βe1ϕ . (9.380)

Combining Eqs (9.379) and (9.380), we get the total electron current

Je= Jd
e − Jg

e = Jg
e (e

βeV
− 1). (9.381)

+ + + + +

- - - - -
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n-type

conduction band

conduction band
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+ + + + +
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valence band
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Δϕ
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FIG 9.76 Current generation in a p-n junction. (a) Electron currents: Arrow 1
is the electron diffusion current, arrow 2 is the electron generation
current, (b) Hole currents: Arrow 3 is the hole diffusion current,
and arrow 4 is the hole generation current.

An analogous analysis is valid for holes, and
the reader can analyze the hole currents using
Fig. 9.76(b) as a guide. Although the matter cur-
rents of electrons and holes have opposite signs,
the charge currents have the same directions. The
total charge current due to both electron and hole
contributions is then given by

J= (Jg
e + Jg

h)(e
βeV
− 1). (9.382)

It is highly asymmetric as a function of V , growing
exponentially for V > 0 and approaching a small
negative constant at V < 0 (see Fig. 9.70). Thus,
the p-n junction can function as a rectifier, effec-
tively transmitting charge in one direction.

p-n Junction Out of Equilibrium

The above analysis does not account for the
nonequilibrium situation which prevails once
V 6= 0. In particular, the carrier densities ne(x) and
nh(x) are no longer given by the Maxwellian distri-
bution (9.369). Let us set up equations for the elec-
tron and hole currents and concentrations, which

are applicable for V 6= 0. The fact that there is a concentration gradient [ne(x) and nh(x) depend on x] leads to a current.
Denoting the electron and hole current densities along the x direction by Je and Jh, we have

Je= eneµeEx + eDe
dne

dx
, Jh= enhµhEx − eDh

dnh

dx
, (9.383)
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where the electron and hole mobilities are defined in Eq. (9.350). The first terms on the RHSs (proportional to the electric
field) are called drift currents. The constants De, Dh > 0 are the electron and hole diffusion constants.

Problem 9.55

Show that to have vanishing current at equilibrium (V = 0), the mobilities and the diffusion constants must be
related by

µe=βeDe, µh = βeDh. (9.384)

Guidance: Use Eqs (9.369) for the concentrations and Ex = −
dϕ(x)

dx . Equations (9.384) are referred to as the
Einstein relations.

Equations (9.383) are useful in determining the ratio between minority and majority carriers on both sides of the
depletion layer, e.g., ne(−xp)/ne(xn) and nh(xn)/nh(−xp). Consider first the case of no bias, V = 0, so the current
vanishes, Je= Jh= 0 in Eqs (9.383). Using the Einstein relations (9.384) and relating the field to the potential gradient,
Ex= − dϕ(x)/dx, one immediately finds

1

ne

dne

dx
− βe

dϕ(x)

dx
= 0,

1

nh

dnh

dx
+ βe

dϕ(x)

dx
= 0. (9.385)

The first equation is now integrated between −xp and xn while the second equation is integrated between xn and −xp,
leading to,

ne(−xp)

ne(xn)
=

nh(xn)

nh(−xp)
= e−βe1ϕ . (9.386)

Problem 9.56

Use the law of mass action and the fact that the impurities are fully ionized for x ≥ xn or x≤− xp, to show that
nh(xn)= n2

i /Nd and ne(−xp)= n2
i /Na.

It is reasonable to adopt an approximation implying that this relation holds also out of equilibrium with the total
potential 1φ=1ϕ − V replacing the potential difference in equilibrium 1ϕ. Then, the inverse of the relations (9.386)
read

ne(xn)

ne(−xp)
=

nh(−xp)

nh(xn)
= eβe(1ϕ−V). (9.387)

Next, assuming that the densities of majority carriers at the interfaces are almost equal to their equilibrium values, we
get,

ne(xn) ' n(0)e , nh(−xp) ' n(0)h . (9.388)

By using Eqs (9.386), we arrive at the relations for the minority carrier densities at the edge points out of equilibrium in
terms of their values at equilibrium,

ne(−xp)= n(0)e (−xp) eβeV , nh(xn)= n(0)h (xn) eβeV . (9.389)

Continuity Equations: The electron and hole currents satisfy separate continuity equations. When the semiconductor
is out of equilibrium, there are sources of charge that affect these continuity equations. If the number of charge carriers
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were conserved, the standard continuity equations would apply,

∂Je

∂x
+ (−e)

∂ne

∂t
= 0,

∂Jh

∂x
+ e

∂nh

∂t
= 0, (9.390)

However, out of equilibrium, the densities of charge carriers are not conserved, and the equations must be general-
ized. Denoting by n(0)e , n(0)h the carrier concentrations at equilibrium, given by Eqs (9.369), the excess densities are

ne(x, t)− n(0)e and nh(x, t)− n(0)h . They are caused either by generation (e.g., an electron in the valence band is thermally
excited, thereby adding an electron and a hole) or by recombination [where an electron from the conduction band dives
into an empty location (a hole) in the valence band, thereby removing one particle of each kind]. These processes restore
equilibrium; when ne > n(0)e and nh > n(0)h recombination is favored, while when ne < n(0)e and nh < n(0)h generation
is more dominant. These observations suggest a simple model according to which the rate of change of carrier densities
due to generation and recombination is proportional (with a negative coefficient) to the excess density,[

dne

dt

]
g−d
= −

1

τe
(ne − n(0)e ),

[
dnh

dt

]
g−d
= −

1

τh
(nh − n(0)h ), (9.391)

where g–d is a shorthand notation for generation-diffusion and τe, τh are referred to as the electron and hole lifetimes. They
quantify the decay rate of the excess densities toward zero if equilibrium is restored. The lifetimes are typically of order,
τe, τh ≈ 10−3s, which is much longer than collision times determining mobility and conductivity (τ (coll)

' 10−12 s).
Collecting these results, we can now write the continuity equations as,

∂Je

∂x
− e

∂ne

∂t
=

e

τe
(ne − n(0)e ),

∂Jh

∂x
+ e

∂nh

∂t
= −

e

τh
(nh − n(0)h ). (9.392)

To complete the analysis, recall that the electric field Ex appearing in Eq. (9.383) is related to the charge density ρ(x, t),
Eq. (9.374) through the Maxwell equation,

∂Ex

∂x
=

4π

ε
ρ, (9.393)

where ε is the dielectric constant of the medium. Equations (9.383), (9.392), and (9.393) are sufficient for determining
the currents and carrier densities in a biased (out of equilibrium) p-n junction.

The Schockley Equation

To proceed, we make two simplifying assumptions. (1) The junction is abrupt at x = 0 with depletion layer between
−xp on the p side and xn on the n side, as shown in Figs 9.74 and 9.76. The (homogeneous and neutral) p and n regions
are located at −∞< x≤ − xp and xn≤x<∞, respectively. In these neutral regions, the potential is constant and hence
Ex ' 0. (2) The minority carrier densities (see Fig. 9.76) are small compared with the majority carrier densities. This
allows neglect of the drift currents [the terms proportional to Ex in Eqs (9.383)] in the neutral regions near the junction.
As a result,

Je= eDe
∂ne

∂x
, Jh= − eDh

∂nh

∂x
. (9.394)

Substituting these expressions into the continuity equations (9.392), we find,

∂ne

∂t
=De

∂2ne

∂x2
−

1

τe
(ne − n(0)e ),

∂nh

∂t
=Dh

∂2nh

∂x2
−

1

τh
(nh − n(0)h ). (9.395)

Equations (9.395) are particularly useful in the corresponding minority regions [x< − xp for ne(x, t) and x > xn for
nh(x, t)]. Although the p-n junction biased by a static potential V is out of equilibrium, still it is in a steady state in the
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sense that the minority carrier densities are constant in time,[
∂ne(x, t)

∂t

]
x<−xp

=

[
∂nh(x, t)

∂t

]
x>xn

= 0. (9.396)

Equations (9.395) then reduce to

∂2ne

∂x2
=

1

Deτe
[ne − n(0)e (−xp)],

∂2nh

∂x2
=

1

Dhτh
[nh − n(0)h (xn)]. (9.397)

The solutions,

ne(x < −xp)=Aee
x

Le + n(0)e (−xp), nh(x > xn)=Ahe
−

x
Lh + n(0)h (xn), (9.398)

contain two constants of integration, Ae and Ah, as well as the electron and hole diffusion lengths,

Le=
√

Deτe, Lh=
√

Dhτh, (9.399)

which measure the distances required for the densities to attain their equilibrium value.

Problem 9.57

Find the constants Ae and Ah in terms of the values of the solutions at the borders of the depletion layers, ne(−xp)

and nh(xn).

Answer: Ae= [ne(−xp)− n(0)e (−xp)]e
−

xp
Le and Ah= [nh(xn)− n(0)h (xn)]e

xn
Lh .

In the next step, we use Eq. (9.394) for the minority diffusion currents and express the densities on the LHS in terms
of their edge values ne(−xp) and nh(xn) [substitute Ae and Ah from the solution of Problem 9.57 in Eq. (9.398)]. The
result is

Je(−xp)= e
De

Le
[ne(−xp)− n(0)e (−xp)], Jh(xn)= e

Dh

Lh
[nh(xn)− n(0)h (xn)]. (9.400)

Substitute Eqs (9.389) to obtain closed-form expressions for the electron and hole currents in their respective minority
sides,

Je(−xp)= e
De

Le
n(0)e (−xp)[e

βeV
− 1], Jh(xn)= e

Dh

Lh
n(0)e (xn)[e

βeV
− 1]. (9.401)

Both hole and electron currents are constant in the depletion layer between −xp and xn, i.e., Je(−xp)= Je(xn). We now
sum the electron and hole currents at xn to get the total current through the p-n junction,

J= Je(xn)+ Jh(xn)= e

(
De

Le
n(0)e (−xp)+

Dh

Lh
n(0)h (xn)

)
[eβeV

− 1]. (9.402)

Equation (9.402) is the Schockley diode formula for the current through an ideal p-n junction in terms of the applied bias
and the junction parameters.

p-n Junction: Summary

The p-n junction is one of the most important semiconductor structures and is a spectacular example of quantum mechan-
ics at work in a macroscopic system at room temperature. p-n junctions can be easily fabricated in semiconductors
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(such as Si) in which one can produce both p and n regions. The p-n junction opens the door for a myriad of applied
semiconductor devices. In our discussion of the p-n junction, we addressed the following points:

1. The existence of both electrons and holes in a semiconductor leads to the generation of drift and diffusion currents
for electron and hole currents.

2. Analysis of the energy levels in the p-n junction shows that there is a potential difference between the two sides of the
depletion layer, which affects the spacial profiles of the carrier densities. This potential difference can be modulated
by adding an external bias, thereby affecting the diffusion currents.

3. There is a small minority density of carriers, electrons on the p side, and holes on the n side of the junction, leading
to small drift currents (processes 2 and 4 in Fig. 9.76), which are independent of the applied bias.

4. The effects of the applied potential on the drift and diffusion currents results in highly asymmetric current–voltage
characteristic for positive and negative bias. This asymmetry is the hallmark of the p-n junction, and it is this property
that makes it so useful.

9.6.5 EXCITONS

When an electron in a semiconductor or an insulator is excited (e.g., by light) from the valence band to the conduction
band, it leaves a hole in the valence band. As we have seen, the hole behaves in many respects as a positively charge
particle. An electron and a hole attract each other, and this can lead to a bound state, referred to as an exciton. In other
words, an exciton is a Coulomb-correlated electron-hole pair that exists within a solid. As a zeroth order approximation,
excitons may be regarded as a variant of the hydrogen atom, but the presence of the crystal environment modifies this
simple picture. Excitons can be regarded as elementary excitations of a condensed matter system that can transport energy
but does not transport net electric charge.

The interaction between the electron and the hole, which is responsible for exciton binding, is different from the
interaction between two charges of opposite sign in free space. However, in a crude approximation, one may regard the
exciton as a two-body problem where the two oppositely charged particles interact via an attractive Coulomb potential.

(a) Frenkel exciton (b) Wannier-Mott exciton

FIG 9.77 Schematic illustration of the spatial extent of excitons in a crystal.
(a) Frenkel excitons occur in molecular crystals, where the
Coulomb interaction is not effectively screened. Electrons (filled
black circles) and holes (empty circles) form a Coulomb correlated
pair whose extent is of the order of a lattice cell. Frenkel excitons
can move in the crystal and also correlate with each other.
(b) Wannier–Mott excitons occur in semiconductors, where the
Coulomb interaction is effectively screened. Wannier–Mott
excitons extend over many lattice cells.

The spatial extent of the exciton wave function
depends on the strength of the attractive Coulomb
interaction, which, in turn, depends on the degree
of screening within the crystal. If the Coulomb
interaction is not effectively screened and its
energy exceeds (in magnitude) the kinetic energy
of the electrons, then the exciton is formed within a
single-crystal cell. This is the case in alkali-halide
crystals and in many aromatic molecule crystals.
This kind of bound electron-hole pair is not com-
pletely localized, since it can move from cell to
cell and also correlates with pairs in other cells.
Such a system is referred to as a Frenkel exciton.
The binding energy of a Frenkel exciton, defined
as the energy of its ionization leading to a non-
correlated electron-hole pair, is of order 100-300
meV, and its spatial extent is of the order of the
lattice constant. On the other hand, in many semi-
conductors, the Coulomb interaction is effectively
screened. Then, the extent of the exciton wave

function is a few tens of lattice constants and its binding energy is small (a few millielectron volt). This is referred
to as a Wannier–Mott exciton. Figure 9.77 qualitatively illustrates Frenkel and Wannier–Mott excitons.

We again stress that considering an exciton as a two-body problem is a crude approximation; an exciton is a many-
body phenomenon that involves other electrons and crystal atoms. Excitons can be viewed as fictitious particles, referred
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to as quasi-particles, which result from low energy many-body elementary excitations. This topic will be introduced in
Sec. 9.8. Other types of excitons such as charge transfer excitons will not be discussed.

Wannier–Mott Excitons

Consider a direct bandgap semiconductor where the valence and conduction band dispersions are parabolic, with mini-
mum and maximum at k = 0. The electron and hole energies are written as

Ec(k)=
h̄2k2

2m∗e
, Ev(k)= − Eg −

h̄2k2

2m∗h
. (9.403)

where m∗e and m∗h are the electron and hole effective masses and the reference energy is the bottom of the conduction
band, Ec(0)= 0.

Problem 9.58

(a) Calculate the energy for one electron excitation from the valence band at momentum K− k to the conduction
band at momentum k.

Answer: E(k, K) ≡ Ec(k)− Ev(K− k)= ε(K)+ h̄2q2

2m∗ with

ε(K) ≡ Eg +
h̄2K2

2M
, M = m∗e + m∗h, m∗ =

m∗e m∗h
M

, q ≡ k−
m∗e
M

K.

(b) Show that q is the relative momentum of the electron-hole pair.

Although this problem explicitly involves only an electron and a hole, the many-body aspects, such as Coulomb
potentials from all the nuclei and the other electrons, are implicitly incorporated into the periodic potential and in the
self-consistent calculation of the energy bands. If the electron-hole system is regarded as an exciton moving in a medium
of dielectric constant ε, the energy levels can be calculated using the Coulomb potential, −e2/(εr), where r= |re − rh|.
The Schrödinger equation in the center of mass frame is that of a hydrogenic atom, for which the discrete energies are,

εnlm= −
m∗e4

2ε2h̄2

1

n2
, (n = 1, 2, . . . ).

k

E

-Eg

0

ε100

1s

2s

FIG 9.78 Spectrum of an electron-hole pair in an insulator as
a function of the center of mass momentum K.

In addition, a continuum part of the spectrum is composed of

energies above the bound states, εqlm≈
h̄2q2

2m∗ . Denoting the inter-
nal energy of the electron-hole pair by εeh (either εnlm or εqlm),
the excitation energy without interaction E(k, K) is calculated
in Problem 9.58. The total energy including interaction for the
bound exciton states becomes

EKnlm= ε(K)+ εnlm. (9.404)

The exciton spectrum is schematically illustrated in
Fig. 9.78. It can be observed in optical absorption experiments
(see discussion later in Sec. 9.6.9). The wavevector of the pho-
tons is small compared with the reciprocal lattice vector, and
therefore, the excited states near K = 0 give the dominant con-
tribution to the absorption process. The assumptions used in the
above analysis are the effective mass approximation and the
constant dielectric model of Coulomb screening. The physical



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 12-ch09-381-544-9780444537867 2012/12/7 19:48 Page 502 #122

502 CHAPTER 9 Electronic Properties of Solids

Table 9.5 Several materials which accommodate Wannier–Mott Excitons and their rele-
vant physical parameters.

Semiconductor Eg(eV) m∗/me EB(eV) aB (Å)

PbTe 0.17 0.024 0.01 17,000

InSb 0.237 0.014 0.5 860

Ge 0.89 0.038 1.4 360

GaAs 1.52 0.066 4.1 150

InP 1.42 0.078 5.0 140

CdTe 1.61 0.089 10.6 80

ZnSe 2.82 0.13 20.4 60

origin of screening is the accumulation of opposite charges in the vicinity of the point charge. The quantitative analysis
of screening, which is a many-body effect, will not be discussed here; the reader is referred to Chapter 16 in Ashcroft
and Mermin [122]. The Wannier–Mott limit is justified, if

aB ≡
εh̄2

m∗e2
� a0, (9.405)

i.e., if the exciton Bohr radius is much larger than the Bohr radius. It is well satisfied in narrow-gap semiconductors,
where ε� 1 and m∗�me. In GaAs, ε= 12.85, m∗= 0.067me, so a0,eff ≈ 100 Å, and En=1 ≈ −5.5 meV. A short list of
semiconductors for which Wannier–Mott excitons that have been experimentally established is given in Table 9.5.

Frenkel Excitons

The approximations made in the analysis of the Wannier–Mott exciton are not justified in crystals with small dielectric
constant and large effective masses m∗e and m∗h, such as molecular crystals, where the exciton radii are smaller than the
lattice spacing. Then, the Coulomb interaction is not effectively screened and aB ' a0. The low n, l= 0 wave functions
for the relative electron-hole motion is well localized, and the electron–hole pair effectively belong to a single lattice
cell. This kind of exciton is called a Frenkel exciton. However, this notion of localized object is misleading, because any
ion can be excited and the excitation energy can be transferred due to the strong coupling between the outer shells of the
ions. In other words, a Frenkel exciton can propagate through the crystal while the ions themselves do not propagate. In
addition to the relative motion, there is also translational motion of the center of mass, R= (m∗e re + m∗hrh)/(m∗e + m∗h),
of the electron-hole pair with wavevector K. Thus, one can think of the Frenkel exciton as a well-localized molecular
excitation, which is a superposition of states in which a single atom is excited while all other atoms stay in their ground
state, and which propagates with wavevector K (with factor eiK·Rn ), as shown in Fig. 9.79.

eiK1 R1Φ1 eiK2 R2Φ2 eiK3 R3Φ3

FIG 9.79 Illustration of a Frenkel exciton in a molecular “lattice” composed
of N = 3 hydrogen-like molecules located at lattice points
R1, R2, R3. A state 8n is such that N − 1 = 2 molecules are in a 1s
state and one molecule at Rn is in a 2p state. The Frenkel exciton is
a quantum mechanical superposition of N such states with
coefficients eiK·Rn .

We now derive an expression for the unper-
turbed Frenkel exciton wave function. We first
neglect the Coulomb interaction between electrons
on different molecules and then add it as a per-
turbation. Let 8n denote a many-body state corre-
sponding to the configuration in which the excited
electron belongs to molecule located at Rn. In
molecular crystals, electrons are strongly local-
ized about the molecules and are best described in
terms of Wannier functions (see Sec. 9.4.8). Let
us follow the description in Fig. 9.79, assuming a

https://sites.google.com/site/thequantumbook/
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single electron for each molecule and neglecting the spin degrees of freedom. Although the molecular energy levels are
affected by the crystal field, they will be labeled using the atomic nomenclature 1s, 2p, . . . . We denote by wα(ri − Ri),
the Wannier function for an electron in level α (α = 1s, 2p) localized near molecule i (i = 1, 2, . . . , N). As an example,
referring to the left configuration of Fig. 9.79 (corresponding to 81), the Wannier function of the electron on the excited
molecule 1 (on the left) is w2p(r1 − R1), while on molecules 2,3, the Wannier functions are w1s(ri − Ri) (i = 2, 3).
The function 81(r1, r2, r3) must be antisymmetric in the coordinates of all three electrons. After constructing the N
antisymmetric functions8n (N is the number of lattice points), we obtain the unperturbed Frenkel exciton wave function,

9K=
1
√

N

∑
n

eiK·Rn8n, (9.406)

which is antisymmetric.

Problem 9.59

Use the three Wannier functions constructed for the system in Fig. 9.79 to construct a function 81(r1, r2, r3) of the
three-electron system which is antisymmetric under the exchange of any two position vectors ri ↔ rj.

Answer:

81 =
1
√

6

∣∣∣∣∣∣
w2p(r1 − R1) w1s(r1 − R2) w1s(r1 − R3)

w2p(r2 − R1) w1s(r2 − R2) w1s(r2 − R3)

w2p(r3 − R1) w1s(r3 − R2) w1s(r3 − R3)

∣∣∣∣∣∣ .

Subscript 1 in 81 indicates that the excited electron belongs to site 1. Now write a Slater determinant function 8n

for an arbitrary number N of atoms, with an excited electron on molecule n.

Next, we calculate the exciton energy. The unperturbed excitation energy ε=E2p−E1s is assumed to be known. Thus,
when the molecules (or atoms) are far apart, 9K is an exact wave function describing exciton propagation at energy ε.
The contribution to the exciton energy of the electron–electron interaction and the kinetic energy transfer from site to site
can be calculated to first order using standard perturbation theory,

1C ≡

〈
9K

∣∣∣∣∣∣12
∑
m6=n

e2

|rm − rn|

∣∣∣∣∣∣9K

〉
. (9.407)

This expression can be decomposed into a double sum depending on Rn and Rm, using the orthogonality of the Wannier
functions. For example, the contributions to energy transfer are given by the following matrix elements:

Umn(Rn, Rm) ≡

∫
drmdrn w∗α(rn − Rn)w

∗
β(rm − Rm)

e2

|rm − rn|
× wβ(rn − Rn)wα(rm − Rm), (9.408)

where α= 1p and β = 1s. The fact that matrix elements of the sum of two-body potentials of N-body wave functions
[as in Eq. (9.407)] can be written in terms of four single-particle wave functions [as in Eq. (9.408)], because the Slater
determinant is a sum of products of single-particle wave functions. For large separation distance |Rnm| ≡ |Rn −Rm|, the
denominator |rn − rm| is treated by multipole expansion,

Umn(Rn, Rm) ≈ D(Rnm)=
1

R3
nm

[
d2
− 3

(d · Rnm)
2

R2
nm

]
, (9.409)
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where d is the intra-atomic (or molecular) electric dipole matrix element,

d= − e
∫

dr w∗α(r) r wβ(r). (9.410)

Performing the sum over n and m, the first order in e2 exciton energy is

EK= ε +
∑
n 6=0

e−iK·Rn D(Rn)= ε + D(K), (9.411)

where D(K) is the Fourier transform of D(R). When Ka0� 1, the sum can be approximated by an integral, with the
result (up to an additive constant)

D(K)= −
4πn

3

(
d2
− 3

(d ·K)2

K2

)
, (9.412)

where n is the density of atoms or molecules. The case K ‖ d (K ⊥ d) is referred to as a longitudinal (transverse) Frenkel
exciton.

Problem 9.60

Show that if the atom is not excited, its electric dipole matrix element is zero.

Hint: Start from Eq. (9.410) with α = β and use the fact that the ground state of the atom is invariant under the
parity operation r→−r.

9.6.6 SPIN–ORBIT COUPLING IN SOLIDS

We already discussed spin–orbit coupling in Sec. 4.5, where we considered the fine structure of atoms. The spin–orbit
coupling was derived by Lorentz by transforming the electric field of the atomic nucleus into the rest frame of the electron
and accounting for the interaction of the magnetic field with the magnetic moment of the electron. Spin–orbit coupling
is manifested in the splitting of atomic spectral lines from the radiative decay of excited states that are not s-states. We
also encountered the spin–orbit potential in the Aharonov–Casher effect in Sec. 9.5.2. The analysis in the present section
closely follows that of Ref. [152].

Spin–orbit coupling is important in many semiconductors. Consider an electron with effective mass m∗ in a solid,
subject to a potential V(r). The potential induces an electric field E = ∇V/e, which, in turn, generates spin–orbit
coupling. The spin–orbit Hamiltonian is [see Eq. (9.203)]

Hso= λ[∇V · (p×σ )+ (p×σ ) ·∇V], (9.413)

where p = −ih̄∇ is the momentum operator, S= h̄σ/2 is the spin operator, and

λ= −
h̄

8(m∗)2c2
(9.414)

is the spin-orbit strength (for m∗=me, h̄λ ≈ −1.85× 10−6Å2). The magnitude of the spin-orbit coupling depends on the
speed of the electrons and the strength of the electric field acting on it, as well as on its effective mass, m∗. Large spin-
orbit interaction is obtained when the Bloch electrons move close to the nuclei with velocities that are close to relativistic,
and where the effective mass of the electrons is small.

The potential experienced by an electron in a crystal includes the periodic crystal part Vc(r) and an “external” potential
Vext(r) due to imperfections and any other external fields, V(r) = Vc(r) + Vext(r). Both parts of the potential affect the
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spin-orbit coupling, since the electric field in Hso is the gradient of the full potential. The full single-particle Hamiltonian,
including spin-orbit, is

H= −
h̄2

2m∗
∇

2
+ V(r)+ Hso. (9.415)

It is useful to absorb all the terms having the symmetry of the crystal into one term, which includes the intrinsic (crystal-
field related) spin-orbit potential,

Hc ≡ −
h̄2

2m∗
∇

2
+ Vc(r)+ λ[∇Vc(r) · (p×σ )+ (p×σ ) ·∇Vc(r)]. (9.416)

This intrinsic Hamiltonian has band energies En(k).
Spin-orbit coupling is invariant under time reversal. For electrons and holes, the Kramers theorem holds, i.e., for an

odd number of electrons, each energy level is at least two-fold degenerate.
Let us consider electrons in a cubic direct gap semiconductor, where the energy has a minimum at the center of

the Brillouin zone, k= 0. Because the spin-orbit interaction is even under time reversal, each level is at least two-fold
degenerate (Kramers theorem). At k= 0, this is the only degeneracy. The two states corresponding to this degenerate
level are referred to as a Kramers doublet. We can write an effective Hamiltonian for the system as,

Heff = En(k)+ Hint + λ[∇Vext(r) · (p×σ )+ (p×σ ) · ∇Vext(r)], (9.417)

where the spin-orbit energy due to the periodic potential is

Hint ≡ µBh(k) · σ , (9.418)

with h(k) being the intrinsic spin-orbit field that depends on the details of the crystal structure, h(k) has units of magnetic
field sinceµB has units of energy/magnetic-field, and is k-dependent. Note that the time-reversal operation takes σ →−σ
and k→ −k. Hence h(k)→ −h(−k), so that the intrinsic Hamiltonian Hint is time-reversal invariant. In crystals with
inversion symmetry, where h(k)=h(−k), the intrinsic spin-orbit field must vanish. Some examples will be given later
after the effect of spin-orbit on the band energies En(k) is clarified.

Problem 9.61

Determine the energies and wave functions for an electron moving in the x–y plane subject to a constant electric
field E = E ẑ.

Guidance: Start from the Schrödinger equation with H given by Eq. (9.415) and check that [H, p] = 0. The
Hamiltonian is translation invariant, so ψ(x, y) = Cei(kx+qy)v(k, q), where C is a normalization constant and v(k, q)
is a two-component spinor. After substituting in the Schrödinger equation, you should get a 2 × 2 eigenvalue
problem, A(k, q)v(k, q) = Ev(k, q). The solution yields the eigenvalues E1(k, q) and E2(k, q) and the eigenvectors.

Let us estimate the strength of spin-orbit effects on the structure of the energy bands En(k) of the semiconductor GaAs,
whose crystal structure is zinc-blende, see Fig. 9.14(b). In the tight-binding picture, electrons near the band extrema are
described by Wannier functions that are similar to molecular wave functions but are affected also by other molecules in the
crystal. The electron wave functions at the top of the valence band are p-orbitals, because the corresponding molecular
Wannier function is in a state of angular momentum l = 1. In the absence of spin-orbit coupling, there are 2(2l + 1)
degenerate levels, but on including spin-orbit, then at the 0 point (the top of the valence band at k = 0), the degeneracy
is partially lifted and states with total angular momentum j = 3/2 have higher energy than states with j = 1/2. The
energy difference is referred to as spin-orbit gap or split-off gap 10. We shall see later that for k 6= 0, there is further
splitting. States with j = 3/2 and jz = ±3/2 have larger effective mass than states with j = 3/2 and jz = ±1/2, and
hence, we may refer to the quasi-particles in these two groups as heavy and light holes, respectively. The energy of the



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 12-ch09-381-544-9780444537867 2012/12/7 19:48 Page 506 #126

506 CHAPTER 9 Electronic Properties of Solids

lowest (spin-orbit) band with j = jz = 1/2 is 10 below the light- and heavy-hole bands. Finally, the conduction band
states are s-wave orbitals, which are unaffected by spin-orbit coupling. At the 0 point (k = 0), each group of states form
a basis of an irreducible representation of the point group of zinc-blende structures, which is denoted by

06=

∣∣∣ 1
2 , 1

2

〉
,
∣∣∣ 1

2 ,− 1
2

〉
, 07=

∣∣∣ 1
2 , 1

2

〉
,
∣∣∣ 1

2 ,− 1
2

〉
, 08=

∣∣∣ 3
2 , 1

2

〉
,

∣∣∣ 3
2 −

1
2

〉
,

∣∣∣ 3
2 , 3

2

〉
,

∣∣∣ 3
2 ,− 3

2

〉
. (9.419)

06 refers to the conduction band while 07 and 08 refer to the valence band.

FIG 9.80 Schematic drawing of the energy bands in zinc-blende
semiconductors near the 0 point. The conduction band originates
from a doubly degenerate s orbital, whereas the valence band
originates from a p orbital, and consists of three doubly
degenerate bands, the heavy hole (hh) band with
(j, jz) = (3/2,±3/2), the light hole (lh) band with
(j, jz) = (3/2,±1/2), and the spin-orbit split-off (so) band with
(j, jz) = (1/2,±1/2), sometimes called the lower heavy hole
band. The 0 symbols designate the angular momentum states |jjz〉
of the electrons in the bands.

In Fig. 9.80, the band energies En(k) are plotted
as a function of the Bloch momentum k near the 0
point (along the direction to the K point). The 08

valence band is four-fold degenerate at k = 0 but
split off into two doubly degenerate (heavy and light
hole) bands for k 6= 0 due to reduced symmetry.

9.6.7 k · p PERTURBATION THEORY

The behavior of the eigenvalues and eigenfunctions
of the electronic Hamiltonian near the band extrema
(the 0 points) in reciprocal lattice space is important
for electronic conduction in semiconductors. One
technique for calculating this behavior is k · p per-
turbation theory. The essence of the formalism is to
treat the k · p term in the Hamiltonian as a small
perturbation. The idea is to compute the Bloch wave
functions unk(r) and energies En(k) at small k, start-
ing from un,k=0(r) and En(k = 0). Problem 9.21
showed that for a spinless particle in the periodic
potential V(r), where the wave function is written
in the Bloch form, ψnk(r)= eik·ruk(r), the equation
for the Bloch function uk(r) is[

−
h̄2

2m∗
∇

2
+

h̄

m∗
k · p+

h̄2k2

2m∗
+ V(r)

]
unk(r)=En(k)unk(r). (9.420)

Problem 9.62

In the Schrödinger equation Hψ(r)= εψ(r) with the Hamiltonian (9.415), substitute ψνk(r)= eik·rvνk(r), where
ψ(r) and vνk(r) are two component spinors. Show that the equation for the spinor vνk(r) is[

−
h̄2

2m∗
∇

2
+

h̄

m∗
k · π +

h̄2k2

2m∗
+ V(r)+ Hso

]
vνk(r)= εν(k)uνk(r), (9.421)

where π ≡ p+ 2m∗λ σ ×∇V .
Verify that the second term has the dimension of momentum.

Answer: [λ] = L2/h̄ [see after Eq. (9.414)]. ∇V =Energy/L. (m∗L2E)/(h̄L) = m∗L/T = m∗v = p.

In the following, we use bra-ket notation: unk(r)=〈r|nk〉 and vνk(r)=〈r|νk〉. For any k, the kets |nk〉 form a complete
set of states. This is true in particular, for k = 0, where we set |n〉 ≡ |nk = 0〉. The spinors |nσ 〉 ≡ |n〉 ⊗ |σ 〉
form a complete set in spinor space. In the perturbation theory, we use these states as an unperturbed basis, and Hso
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is treated as a perturbation. Note that while |nσ 〉 are eigenfunctions of σz, the kets |νk〉 are not, since spin rotation
invariance is violated in the presence of spin-orbit coupling. Therefore, the kets |νk〉 are expanded as

|νk〉 =
∑
nσ

cνnσ (k)|nσ 〉. (9.422)

Substituting Eqs (9.422) into (9.421) and operating on the left by the bra 〈mσ ′|, we obtain,

∑
nσ

[(
En(0)+

h̄2k2

2m∗

)
δmnδσ ′σ +

h̄

m∗
k · Pmσ ′;nσ + Dmσ ′;nσ

]
cνnσ (k)= εm(k)cνmσ ′(k), (9.423)

where

Pmσ ′;nσ =〈mσ
′
|π |nσ 〉, Dmσ ′;nσ = λ 〈mσ

′
|p · σ × (∇V)|nσ 〉. (9.424)

The nondiagonal terms that couple different basis states |nσ 〉 are the k · P term h̄
m∗ k · Pmσ ′;nσ and the spin-orbit term

Dmσ ′;nσ . The latter is responsible for band splitting even at k = 0 where the k · P term vanishes.
The band structure near k = 0 for the zinc-blende structure, shown in Fig. 9.80, is due to the k · P and the spin-orbit

terms. The calculations of the SO splitting must take into account the symmetry of the wave functions at the 0 point.
The k · p perturbation theory results in a matrix eigenvalue problem, Eq. (9.423), and yields the band energies εν(k) and
the wave function coefficients cνmσ ′(k) for the representations 06, 07, and 08. We are interested only in a few adjacent
bands, ν = 1, 2, . . . , N, and in their energies εν(k) near k = 0 (the 0 point). In this case, the system of equations (9.423)
is cut off at N and the other states |nσ 〉 with n > N can be included as an additional perturbation containing higher order
terms in k. This requires the Schrieffer–Wolff transformation [153, 154], which eliminates the high energy levels and
renormalizes the low energy levels on which interest is focused.

The eigenvalue problem is then written as H9 =E9, where the effective Hamiltonian H is an N × N matrix acting
in the N dimensional space of the bands, which have the point symmetry of the crystal. Focusing on Fig. 9.80, the total
number of levels, Kramers degeneracy included, is 8. If all of them are kept, the 8×8 Hamiltonian matrix is known as the
Kane model. Inclusion of more levels has also been considered, e.g., the 14×14 Kane model. However, in many cases, it
is possible to restrict the discussion to fewer levels using the Schrieffer–Wolff technique. Consider the four-dimensional
space (N = 4) spanned by the light and heavy hole bands of the zinc-blende crystals (the space 08 in Fig. 9.80). In terms
of the angular momentum operator J with j = 3/2, the effective 4 × 4 Hamiltonian is

H = −
h̄2

2m∗

[(
γ1 +

5

2
γ2

)
k2
− 2γ3 (J · k)2 + 2 (γ3 − γ2)

(
J2

x k2
x + J2

y k2
y + J2

z k2
z

)]
. (9.425)

This is known as the Luttinger (or Luttinger–Kohn) Hamiltonian. The real and dimensionless Luttinger parameters,
γ1, γ2, γ3, have been determined for many specific semiconductor materials from experiment or ab initio calculations.
The eigenvalues ofH are still pairwise degenerate, as indicated by the two (instead of four) energy 08 bands in Fig. 9.80.
Setting the zero of energy at the top of the valence band, we find, after diagonalization,

Ev(k)= −
h̄2

2m∗

[
γ1k2
∓

√
4γ 2

2 k4 + 144
(
γ 2

3 − γ
2
2

)2 [(
kxky

)2
+ (kxkz)

2
+
(
kykz

)2]] . (9.426)

The heavy-hole band (light-hole band) corresponds to the minus (plus) sign in the square brackets on the RHS of
Eq. (9.426). The wave functions away from the 0 point can be identified with the |jjz〉 basis functions introduced in
Eq. (9.419) only if k · ẑ= 0.

Intrinsic Spin-Orbit Coupling: Dresselhaus and Rashba Potentials

Now consider the field h(k) in Eq. (9.418). Just as the Luttinger Hamiltonian (9.425) is derived from the general equation
(9.423) for the analysis of the four levels at the top of the valence band, one can derive an effective Hamiltonian for the
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two Kramers degenerate levels at the bottom of the conduction band, starting from the same equation (9.423). Inversion
symmetry exists for n-doped 3D semiconductors with III–V and II–V groups, thereby simplifying matters. For the zinc
blend materials such as GaAs and InAs, the 3D Dresselhaus term is, VD(3D)=hD(k) · σ , with

hD(k) = αD[kx(k
2
y − k2

z ), ky(k
2
z − k2

x ), kz(k
2
x − k2

y )] (in 3D), (9.427)

where the value of αD can be estimated from experimental data (≈20 eV Å3). In two-dimensional systems confined along
the [001] direction, the average 〈hD(k)〉z should be taken, with 〈kz〉≈ 0 and 〈k2

z 〉≈ (π/d)
2. The value of π/d depends on

the confinement potential V(z), and for strong confinement π/d� kF . For the 2D Dresselhaus term, V(2D)
D = hD(k) · σ ,

where the two-component vector hD(k) is,

hD(k) = αD[(k2
y kx,−k2

x ky)−
(π

d

)2
(kx,−ky)] (in 2D). (9.428)

In 2D systems, the occurrence of an asymmetric confining potential V(z) leads to another kind of spin-orbit coupling
term which, for the conduction band, is directly obtained from Eq. (9.417) after averaging the third term on its RHS. The
resulting Rashba term is, V(2D)

R =hR(k) · σ , with

hR(k) = αR(ky,−kx) = αRẑ× k (in 2D), (9.429)

and approximately, αR ≈ 0.1 eV Å, as estimated from experimental data.
Now consider the effect of confinement on 2D p-doped semiconductors. In the scheme shown in Fig. 9.80, confinement

lifts the two Kramers degenerate heavy-hole levels with (J, Jz) = (3/2,±3/2) above the two Kramers degenerate light-
hole levels with (J, Jz) = (3/2,±1/2). Keeping only the heavy-hole levels and applying the same perturbation procedure
for eliminating the light-hole levels from the Luttinger Hamiltonian, we arrive at the Rashba term for holes,

VR−h(2D) = iαh(k
3
−σ+ − k3

+σ−) (in 2D), (9.430)

where k± = kx ± iky, σ± = σx ± iσy, and σ is the pseudospin operator in the two-level heavy hole system (while the
real spin of the holes is J = 3/2). Note that, unlike for electrons, Eq. (9.429), the Rashba Hamiltonian for heavy holes is
cubic in k.

Problem 9.63

Assume that the Rashba and Dresselhaus spin-orbit couplings in 2D systems are given by,

V(2D)
R =α(kxσy − kyσx), V(2D)

D =β(kyσy − kxσx). (9.431)

Solve the Schrödinger equation Hψ(x, y)=Eψ(x, y) with the Hamiltonian,

H =
h̄2k2

2m
+ V(2D)

R + V(2D)
D , (k = −i∇). (9.432)

Guidelines: Assume ψ(x, y) = ei(qxx+qyy)u(qx, qy), where u is a two-component spinor. This leads to an algebraic

eigenvalue problem with 2× 2 matrix. The solution is, u± =
1
√

2

(
1
±e−iθ

)
, tan θ = αqx+βqy

αqy+βqx
.

E±(q)=
h̄2q2

2m ±

√
(αqy + βqx)2 + (αqx + βqy)2.
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The Extrinsic Spin-Orbit Potential

The origin of the extrinsic spin-orbit potential is the electric fields due to impurities and to externally applied electric
fields. Its effect on the Kramers degenerate conduction level is calculated by starting from the 8× 8 Kane Hamiltonian of
the electron and hole levels appearing in Fig. 9.80 and by using the elimination procedure discussed earlier, which leaves
only two conduction band levels. The result is given by Eq. (9.413), with h̄λ ≈ 5.3 Å2 for GaAs, and 120 Å2 for InAs,
which is about six orders of magnitude stronger than in vacuum. In some cases, it may even have the opposite sign. This
enhancement is important for manipulating electron spins by external fields.

It is also possible to explain the effect of extrinsic fields on the hole bands. For example, for a 2D system, the extrinsic
contribution to the J = ±3/2 valence band yields an additional term,

Vext−holes = λh Jz(p×∇Vext)z, (9.433)

which should be added to the Luttinger Hamiltonian (9.425), where Vext is the external potential due to imprefections and
any other external fields and h̄λh ≈ 22 Å2 for GaAs.

Spin-Orbit Coupling and Spin Transport Mechanisms

Spin-orbit coupling plays a crucial role in spintronics, which we discussed in Sec. 9.7. It focuses on spin transport and
spin accumulation. Here, we briefly mention the role of spin orbit in spin transport mechanisms. Examples of intrinsic
and extrinsic mechanisms are given.

Intrinsic Spin-Orbit Coupling and Spin Precession. The intrinsic spin-orbit coupling h(k) defined through Eq. (9.418)
is equivalent to a local magnetic field related to the band structure. h(k) depends strongly on crystal symmetry and is
different for electrons and holes. It also depends on space dimension d = 2 or d = 3. In a static situation, the particle
magnetic moment tends to align along h(k). When an electric field E = Ex̂ is applied, the vector k evolves in time
according to the semiclassical equations k̇ = eE/h̄, and consequently, the effective field h(k) evolves according to
ḣ(k) = ∇kh(k) ·eE/h̄. For weak electric fields, the adiabatic approximation is justified. Then, the effective magnetic field
h(k) varies slowly with time, and the electron has enough time to adjust its spin to lie along h(k), thereby undergoing spin
precession.

E x

y

FIG 9.81 Skew-scattering and side-jump spin-orbit mechanisms of electron
scattering from an attractive impurity potential of the form
Vso= λ σ · (k×∇V). An electric field −Ex̂ drives electrons along
x̂, where they encounter an attractive impurity. The classical
trajectories are shown here. Skew scattering is manifested by
different scattering angles for spin-up and spin-down electrons,
whereas the side jump is manifested by a shift of the trajectories,
which is radially inward for the down spin and outward for the up
spin, as indicated by the dashed curves.

Extrinsic Spin Transport: Skew Scattering and
Side Jump. The presence of extrinsic spin-orbit
coupling leads to several spin transport mecha-
nisms. They are manifested when an electron scat-
ters from an impurity, whose potential V(r) gener-
ates a spin-orbit force whose direction depends on
the spin direction. For example, if the potential is
central, V(r) = V(r), the spin-orbit potential has
the standard form λ

r
dV
dr L ·S familiar from atomic

physics. The cross-section for scattering from the
impurity depends on spin orientation, a property
known as Mott skew scattering. Skew scattering
appears only for cubic orders of the potential or
higher. Finally, there is another extrinsic mecha-
nism known as the side jump, where the center of
mass of a wave packet undergoes a discontinuous
and finite sideways displacement due to scattering
by a central potential in the presence of spin-orbit

interaction. The direction of displacement with respect to the original trajectory depends on the spin direction. The skew
scattering and the side jump mechanisms are schematically illustrated in Fig. 9.81.
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9.6.8 SPIN HALL EFFECT

A remarkable phenomenon in semiconductors with strong spin-orbit coupling is the spin Hall effect (SHE), which was
predicted by Dyakonov and Perel in 1971, but was observed experimentally only quite recently. In the SHE, a current
flowing through a sample can lead to spin transport in a perpendicular direction, which leads to accumulation of spin
polarization on the edges of a Hall-bar, in analogy with charge accumulation in the Hall effect. In contrast with the Hall
effect, there is no magnetic field involved in the SHE. A schematic illustration stressing the difference between QHE and
SHE is shown in Fig. 9.82.

(b)

FIG 9.82 (a) The Hall effect. An in-plane electric field drives a current
along the sample, and a perpendicular magnetic field leads to
charge accumulation on the edges and to a transverse Hall
voltage. (b) The spin Hall effect. An in-plane electric field drives
a current along the sample, and the presence of strong spin-orbit
coupling in the sample leads to accumulation of different spin
polarizations on the edges. No Hall voltage is generated.

Depending on the origin of the spin-orbit poten-
tial, one distinguishes between extrinsic and intrinsic
SHE. The extrinsic SHE is due to spin-orbit effects
influencing spin-dependent scattering by static impu-
rities. As discussed earlier, extrinsic spin-orbit cou-
pling leads to spin transport mechanisms of skew
scattering and side jump. The intrinsic SHE is due
to bulk inversion asymmetry or structure asymmetry
(strain) resulting from spin-orbit coupling terms in
the single-particle carrier Hamiltonian, and it occurs
even in the absence of scattering. This kind of spin
transport mechanism is related to spin precession.

Definition of Spin Current

The definition of spin current is not as simple as that
of charge current. The reasons are as follows: (1)
the spin current cannot be easily observed experi-
mentally and (2) unlike charge, spin is not conserved

when the interactions depend on spin, as in the case with spin-orbit interaction. Consider a particle (e.g., an electron)
whose spin operator is S= h̄σ/2 and whose wave function ψ(r) is a two-component spinor. The local charge density
ρ(r) = eψ†(r)ψ(r) and the charge current density J(r)= eRe[ψ†(r)vψ(r)], where v is the velocity operator, are related
by the continuity equation that results from charge conservation,

∇ · J+
∂ρ

∂t
= 0. (9.434)

In analogy with the charge density and the charge current density, the local spin density and the local spin current can be
defined as

s(r)=ψ†(r)Sψ(r), J(r) =
1

2
Re[ψ†(r){v, σ }ψ(r)]. (9.435)

Note that we use lower case s(r) for spin density and upper case S= h̄σ/2 for the spin operator. The spin density is
a vector, whereas the spin current is a tensor having two Cartesian components, one for the direction of motion of the
particles and one for polarization direction. The spin current operator is given by the anticommutator Ĵ(r)={v, σ }. Note
that the velocity operator v depends on spin (see Problem 9.64).

Problem 9.64

(a) Calculate the operator vx for the 2D Rashba Hamiltonian, HR =
h̄2k2

2m + αR(kyσx − kxσy), [see also Eq. (9.429)].
(b) Calculate the components of the spin current operator along x.

Answer: (a) vx =
dx
dt =

1
ih̄ [x, HR] = −i h̄kx

m −
αR
ih̄ [x, kxσy] = −i h̄kx

m +
αR
h̄ σy.

(b) 1
2 {vx, σx} = −i h̄kx

m σx + iαR
h̄ σz, 1

2 {vx, σy} = i h̄kx
m σy, 1

2 {vx, σz} = i h̄kx
m σz − iαR

h̄ σx.
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Equation (9.435) shows that spin is not conserved. The analog of the continuity equation for spin current and density is

∇ · J+
∂s(r)
∂t
= ψ†(r)

∂S
∂t
ψ(r) = ψ†(r)

1

ih̄
[S, H]ψ(r) ≡ T(r), (9.436)

where T(r) is referred to as the spin torque. Thus, when [S, H] 6= 0, the local spin current density J(r) is not conserved.
In many realistic 3D systems, where inversion symmetry is present, the volume average of the torque vanishes, i.e.,
1
V
∫

dVT(r) = 0. This means that T(r) can be written as a divergence of a (tensor) function denoted as P(r) (a dipole
torque density). Explicitly,

T(r) = −∇ · P(r). (9.437)

The quantity J(r)+P(r) then satisfies a continuity equation. Expressions for the spin Hall conductance for two important
systems are presented later.

Spin Hall Conductance of Band Electrons in 2D

The relation of the spin Hall conductance to the electric field that drives the spin current is similar to that of the electric
conductance with the electric field that drives the charge current. In the presence of spin-orbit interaction, an electric field
along x̂ may lead to electrons moving along ŷ whose spin is polarized along ẑ (see Fig. 9.82). The current Jz

y is related
to the field Ex by a component of the spin Hall conductance tensor, which has three components, two subscripts for the
space directions and one superscript for the polarization direction,

σ z
xy ≡ −Jz

y/Ex. (9.438)

Once an expression for the spin current is established, and the eigenstates of the Hamiltonian are known, linear
response theory relates the current to the electric field and yields an expression for the spin conductance. For exam-
ple, consider a 2D system of electrons subject to Hamiltonian (9.432) in Problem 9.64. The energy eigenvalues are

E±(q) =
h̄2q2

2m ±

√
(αqy + βqx)2 + (αqx + βqy)2 and eigenfunctions are 〈x, y|qµ = ±〉 = ei(qxx+qyy)u±(qx, qy), where

u± =
1
√

2

(
1
±e−iθ

)
, and tan θ = αqx+βqy

αqy+βqx
. The linear response (Kubo) expression for the spin Hall conductance at finite

frequency is,

σ z
xy(ω)=

e

V(ω + iη)

∞∫
0

dtei(ω+iη)t
∑
qµ

f [Eµ(q)]〈qµ|[Ĵx
z(t), vy(0)]|qµ〉, (9.439)

where V is the volume of the sample, f (E) is the Fermi distribution, µ = ±, and the spin current and the velocity
operators are taken in the Heisenberg representation. The DC conductance is obtained in the limit ω→ 0, but this limiting
procedure is far from simple. Equation (9.439) can be difficult to evaluate, but some simple cases can be easily calculated.

For example, the Rashba spin-orbit Hamiltonian in 2D, H = h̄2k2

2m + α(kxσy − kyσx), the spin Hall conductance is,

σ z
xy(0) = −σ

z
yx(0) =

e

8π
(independent of α). (9.440)

This result is somewhat useless because it does not take disorder, which is usually unavoidable, into account. Once it is
included, the spin-orbit strength enters the spin conductance together with other energy scales such as the Fermi energy
and the disorder strength. The latter is usually expressed as a ratio h̄/τ , where τ is the scattering rate,

σ z
xy(0)=

e

8π
−

eh̄

32πτεR
arctan

[
4εRτ

h̄

(
1+

8εRεFτ
2

h̄2

)−1]
, (9.441)

where the quantity εR ≡ mα2
R/h̄

2 is called the Rashba energy.
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Spin Hall Conductance of Holes in 3D

An important result concerns the spin Hall conductance of a 3D-hole system described by the Luttinger Hamiltonian
equation (9.425). Application of the Kubo formula and inclusion of disorder of strength h̄/τ , the expression for the spin
Hall conductance is determined by the Luttinger parameters γ1, γ2 and the wavenumbers of the heavy and light holes

kh/l =
kF

√
γ1 ∓ 2γ2

, (9.442)

where k2
F =

2mEF

h̄2 is the Fermi momentum,

σ z
xy(0) =

e

4π2

γ1 + 2γ2

γ2

kh − kl −

kh∫
kl

dk

1+
(

2h̄τ
m γ2k2

)2

 . (9.443)

Note that Eq. (9.441) gives the conductivity of a two-dimensional system, whereas Eq. (9.443) describes conductivity of
three-dimensional bulk, hence the different physical dimensions.

Anomalous Hall Effect

We discussed the Hall effect in metals (not to be confused with the quantum Hall effect occurring in semiconductors)
in Sec. 9.5.3. The metal was assumed to be nonmagnetic, and the Hall effect is solely due to the magnetic induction
B that is determined by the external magnetic field H. The Hall resistance ρH is given by ρH = R0B, where R0 is
the Hall coefficient defined in Eq. (9.277a). In Sec. 9.5.10, we discussed ferromagnetic materials, such as Fe, Co, Ni,
Gd, and Dy, which posses a permanent magnetic moment M. In ferromagnetic materials, where spin-orbit coupling is
intrinsic and strong, a non-zero anomalous Hall conductivity is observed. This is referred to as the Anomalous Hall effect.
The anomalous Hall effect combines equilibrium polarization of a ferromagnet with spin-orbit interaction. This leads to
electrical (charge) Hall currents transverse to an applied field.

The contribution to the Hall resistivity ρH due to the spontaneous magnetization can be calculated as follows. Assum-
ing the external field H, the magnetic induction B and the magnetization M are parallel, we may express the Hall resis-
tance in terms of their magnitudes. Then, ρH can usually be fitted by

ρH =R0B+ 4πRsM, (9.444)

The first term, R0B, represents the ordinary Hall contribution, which is inversely proportional to the density of carriers and
has the same sign as their charge. It is a linear function of H, and in the Hall measurement geometry, B = H. The second
term, RsM, is referred to as the anomalous Hall term and is usually associated with the spin polarization of the conduction
carriers and the spin-orbit interaction. The anomalous Hall term in Eq. (9.444) for ρH is proportional to the magnetization
of the material. The mechanism leading to the anomalous Hall term (encoded in Rs) is still not completely understood.
It is often assumed to have extrinsic origins involving processes such as skew scattering and side-jump processes (see
discussion in connection with Fig. 9.81). Its magnitude depends on the concentration and scattering strength of impurities.

9.6.9 PHOTON INDUCED PROCESSES IN SEMICONDUCTORS

At the beginning of Sec. 9.6, we mentioned that excitation of electrons in semiconductors can be realized by excitation
with light of an appropriate frequency. Let us consider such phenomena in more detail. Photoexcitation and photoe-
mission cannot occur for photon energies well within the band gap in undoped semiconductors, except for excitonic
states that exist near the bandgap edge (see later). As the photon energy approaches the bandgap energy, exciton absorp-
tion or exciton emission can become important (see Sec. 9.6.9). On increasing the photon energy even further beyond
the bandgap energy, photoabsorption or photoemission is still possible, but the photoabsorption coefficient α(ν) and
the photoemission cross-section decrease in magnitude. Figure 9.83 depicts the photoabsorption and photoemission
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FIG 9.83 Photoemission in a direct bandgap semiconductor. The
conduction band is populated due to thermal activation or
electrical excitation. The photon energy h̄ω in the
absorption or emission process equals E2 − E1.

processes in a direct bandgap semiconductor. In direct
bandgap materials, photoabsorption is time-reversed
photoemission, but in an indirect bandgap material, pho-
toabsorption and photoemission are very different, as
illustrated in Fig. 9.84. In a photoabsorption event, an
electron is created with momentum of the hole state that
is created, but the electron quickly thermally relaxes back
down to the electron states populated at finite tempera-
ture as a result of activation, as shown in Fig. 9.84(a).
Table 9.6 presents wavelength ranges of strong absorp-
tion in a number of semiconductor materials.

Absorption and Emission Spectra

Transition rates for absorption and emission in semi-
conductors can be calculated using time-dependent first-

order perturbation theory. In direct band gap semiconductors, the absorption and emission coefficients are given in terms
of the electronic transition matrix elements from the valence band states to the conduction band states,

〈ψk,c|Hint|ψk,v〉, (9.445)

FIG 9.84 (a) Photo-absorption and (b) photo-emission in an indirect bandgap semiconductor. Electron thermalization occurs following
photo-absorption to an energy E2 >Ec. Phonon emission and photon emission occur simultaneously in the photo-emission process
to conserve both energy and momentum. Source: Band, Light and Matter, Fig. 6.36, p. 399

Table 9.6 Strong absorption wavelength ranges of various semi-
conductor materials. These materials can be used as
photon detectors in these wavelength ranges.

Detector material Wavelength (µm)

Si 0.2–1.1

Ge 0.4–1.8

InAs 1.0–3.5

InGaAs 0.8–2.6

InSb (77 K) [0 K] 1.0–5.6 [1.0–5.2]

HgCdTe (77 K) 1.0–25.0
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where Hint= − E · d is the electric dipole interaction Hamiltonian, ψk,c and ψk,v are the wave functions for an electron
of wavevector k in the conduction and valence bands. The absorption and emission coefficients at frequency ω and
temperature T are

αcv(ω, T)≈
∫

dk k2
|〈ψk,c|Hint|ψk,v〉|

2f

(
−

h̄2k2

2mv
− EvF , T

)
×

[
1− f

(
Eg +

h̄2k2

2m∗e
− EF , T

)]

× δ

(
Eg +

h̄2k2

2mc
−

(
h̄ω −

h̄2k2

2mv

))
(9.446)

and

εvc(ω, T)≈
∫

dk k2
|〈ψk,c|Hint|ψk,v〉|

2f

(
Eg +

h̄2k2

2m∗e
− EF , T

)
×

[
1− f (−

h̄2k2

2mv
− EF , T)

]

× δ

(
Eg +

h̄2k2

2mc
+ h̄ω +

h̄2k2

2mv

)
, (9.447)

respectively. The Fermi distribution f (−h̄2k2/2mv − EvF , T) appearing on the RHS of the expression for the absorption
coefficient gives the probability that the valence state with momentum h̄k is initially filled, and the function [1− f (Eg +

k2/2m∗e − EF , T)] gives the probability that the conduction state with momentum h̄k is initially vacant. In the expression
for the emission coefficient, which is proportional to the emission cross-section σem(ω, T), the Fermi distribution f (Eg +

h̄2k2/2m∗e−EF , T) gives the probability that the valence state with momentum h̄k is filled and [1−f (−h̄2k2/2mv−EF , T)]
gives the probability that the valence state with momentum h̄k is empty.

FIG 9.85 GaAs absorption coefficient versus frequency at room temperature.
(Reproduced from Figure 3.10 in Pankove [58].) Reproduced
with permission from J. I. Pankove, Optical Processes in
Semiconductors, (Dover, NY, 1971).

The photon absorption coefficient α(ω) in
semiconductor materials becomes vanishingly
small for frequencies smaller than the absorption
edge frequency. Figure 9.85 shows the measured
absorption coefficient of GaAs as a function of
photon energy. Below approximately 1.3 eV, there
is no measurable absorption because there are
no states between the conduction band and the
valence band, and therefore, the absorption from
the valence band for frequencies less than 1.3 eV
photon energy cannot proceed. Once the photon
frequency is larger than the band gap frequency,
absorption ensues.

Exciton Absorption and Emission

The hydrogen-like energy level diagram of exci-
tonic states is schematically shown in Fig. 9.86.
The Rydberg series converges to the bottom of
the conduction band. Excited excitons can decay
to lower energy ones, thereby giving up energy
via emission of a low frequency photon of energy

hν=Eni − Enf or the electrons and the holes of an exciton can recombine, and then their emission is to the red
of the band emission. The inverse process of photoabsorption to excitonic states can also occur. In these exci-
tonic emission or absorption processes, the frequencies are to the red of the band emission and absorption. At
high temperature, exciton absorption is often experimentally indistinguishable from temperature-smeared band-to-
band absorption and is swamped by the tail of the absorption band. Only at very low temperature can these discrete



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 12-ch09-381-544-9780444537867 2012/12/7 19:48 Page 515 #135

9.7 Spintronics 515

Eg

n = 1

valence band

conduction band

n = 2
Ec

Ev

FIG 9.86 Energy levels of excitonic states (bound
electron-hole pairs). Source: Band, Light
and Matter, Fig. 6.43, p. 406

lines be observed. Biexciton levels, i.e., states composed of two bound
excitons (two electrons and two holes) can sometimes also be observed
at ultra-low temperatures.

If one applies an external electric field to a semiconductor, the
absorption edge is shifted to lower frequency, and the field strongly
influences exciton energy levels. The interaction of an electric field
with an exciton is similar to the interaction of an electric field with
a hydrogen atom. The reduction of the symmetry due to the electric
field leads to splitting of degenerate levels and to field-dependent level
shifts, i.e., there is a Stark shift of the energy levels. For strong enough
fields, the exciton can dissociate (ionize) by a tunneling process.

For more detailed treatments of the spectroscopy and electronic
properties of semiconductors, the reader is invited to consult, e.g.,
Ashcroft and Mermin, Solid State Physics [122], or Kittel, Introduc-
tion to Solid State Physics [125].

9.7 SPINTRONICS

Conventional electronic devices rely on transport and manipulation of electrical charge carriers – electrons in metals, and
electrons and holes in semiconductors. Spintronics aims to manipulate the spin of charge carriers in solid-state materials
(semiconductors, semiconductor heterostructures). Spintronics deals with the electric, magnetic, and optical properties
of solids arising from the spin populations of charge carriers and their dynamics in and out of equilibrium. Important
subtopics include spin injection, spin interactions, spin-orbit, hyperfine, and spin exchange couplings, spin relaxation and
decoherence, magnetic long-range order in semiconductors, and spin-polarized current flow in low-dimensional semi-
conductor systems.

In metals, the use of electron spin in devices is already an important ingredient in computer hardware. In particular,
giant magnetoresistance systems are used as hard disk read heads. In these devices, the phase associated with the spin
wave function does not play a significant role.

To date, semiconductor spintronics devices are scarce, but the potential is large. Spintronics can play a role even in
the absence of a magnetic field in nonmagnetic semiconductors, due to spin-orbit coupling (see Sec. 9.6.6). The fact
that spin-orbit coupling in crystals is strongly enhanced by crystal field gradients and high electron velocities near the
atomic nuclei is noteworthy. The dimensionless parameter of spin-orbit coupling in vacuum is of order 10−6 [the ratio
of the electron kinetic energy E(k) ≈ 1 eV and its rest energy m0c2

≈ 0.5 MeV]. In semiconductors, the dimensionless
parameter is 1so/Egap, where 1so is the spin-orbit splitting of valence bands and Egap is the semiconductor gap, both of
order 1 eV.

In addition to the new physics revealed by semiconductor spintronics, there is a reason to believe that spintronic
devices will be small, versatile, and robust. There may be promising applications for quantum information science for
the following two reasons: (1) spin orientation of conduction electrons survives for a relatively long time (nanoseconds),
while momentum states decohere after a few tens of femtoseconds, (2) information can be easily stored in spins. This
information is carried by electrons and is read out at a terminal.

The three main requirements for spintronic devices are as follows: (1) efficient spin injection, (2) slow spin relaxation,
and (3) accurate and reliable spin detection. Spintronics devices are highly energy efficient and generate less heat in
operation than semiconductor devices. This property holds out the hope of higher integration levels in smaller devices,
with low heat generation.

In this section, we discuss a few central concepts used in spintronics. We start by listing the main tools for manipulating
spins, such as spin injection, F/N contacts and F/N/F junctions, magnetic tunneling junctions, using the concepts of spin
relaxation and spin dephasing. Finally, a few spintronic devices will be considered, such as giant magnetoresistance
devices, magnetic tunnel junctions, spin torque effect devices, and Datta–Das spin transistors. The discussion below is
based on Refs. [156] and [157].
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9.7.1 TOOLS FOR MANIPULATING SPINS

There are basically two ways to manipulate spins of electrons (and holes): magnetic and electric fields. The magnetic
field acts through the Zeeman effect and is advantageous in materials where the effective mass is small and the Zeeman
energy is high. The electric field controls the spin-orbit strength. In quantum wells with asymmetric confining potential
restricting the charge carriers to move on the x–y plane, the spin–orbit part of the Hamiltonian is described by the
Rashba term, defined in Eq. (9.431). The eigenvalues and eigenfunctions of the Rashba Hamiltonian in 2D are found in
Problem 9.63. It is convenient to represent the Rashba term as a spin precession Hamiltonian in an effective magnetic
field,

V(2D)
R =

1

2
gµB[H(k)× σ ], H(k)=

2α

gµB
(k× ẑ), (9.448)

where µB is the Bohr magneton (which is canceled out in V(2D)
R ). From this point of view, V(2D)

R describes spin precession
in the effective field H(k).

Spin Injection

A key process in spintronics is injection of spin-polarized electrons from a ferromagnetic metal into a nonmagnetic
conductor, usually a metal or a semiconductor. The devices are composed of interfaces (contacts) between ferromagnetic
and nonmagnetic materials, denoted as F/N contacts. Spin-polarized electrons driven across an F/N contact result in a
nonequilibrium spin accumulation in the nonmagnetic conductor, as is illustrated in Fig. 9.87.

V

Ferromagnetic Non-magneticx = 0

FIG 9.87 Spin injection in a ferromagnetic-nonmagnetic junction. Spin
diffuses from the ferromagnetic into the nonmagnetic material, and
the value of the magnetization M(x, t) inside the nonmagnetic
material is determined by the solution of the diffusion equations.

The microscopic theory of spin injection is
rather involved. Injection into a metal and into
a semiconductors are rather distinct. The physics
describing transport across a ferromagnetic-
semiconductor interface is not yet completely
understood. It is useful to consider first a formal-
ism based on a Boltzmann approach to charge and
spin drift, which is common to both cases, and to
discuss the more involved issues of spin injection
into semiconductor material later. Spin drift and
diffusion is, by itself, a very broad topic, and only
its basics are discussed here.

An electron with a given spin orientation can undergo collisions with impurities, phonons, and other electrons, which
make the spin decohere. A microscopic theory of spin relaxation should account for the physics at the F/N interface.
As in the Drude model for transport of charge, spin relaxation inside a solid material is described in terms of a central
quantity, τ , the average time between collisions. In Sec. 9.6.4, the diffusion of charge carriers (electrons and holes) in
semiconductors is discussed. Similar considerations lead to analogous diffusion equations for particles with different
spin orientations. In an environment characterized by spin-dependent interactions, the diffusion equations couple the
densities n↑ and n↓ of spin-up and spin-down electrons. To obtain these diffusion equations, we assume that electrons
carry out a random walk along the longitudinal direction x, subject to a small longitudinal electric field E = −∂V/∂x.
The probability p+ of walking rightward is larger than the probability p− of walking leftward (see Fig. 9.7). The new
ingredient, as compared with the analysis of the Drude model, is that in each collision, there is a small probability w
for electrons to flip their spin (if w ' 10−3 to 10−6, it requires a thousand to a million collisions to flip the spin of the
electron, on average). The derivation of the diffusion equations for n↑(x, t) and n↓(x, t),

∂nσ
∂t
=D

∂2nσ
∂x2
− vd

∂nσ
∂x
−

w

τ
(nσ − nσ̄ ), (9.449)

is elementary and will not be worked out here. Here, D is the diffusion constant, and vd = −µE is the drift velocity given
in terms of the mobility µ= eτ/m [see discussion following Eq. (9.43)]. Subtracting one equation from the other results
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in an equation for the spin density s(x, t) ≡ n↑(x, t)− n↓(x, t),

∂s

∂t
−
∂

∂x

(
µEs+ D

∂s

∂x

)
= −

2ws

τ
. (9.450)

Problem 9.65

By adding the two equations (9.449), show that the diffusion equation for the charge density n(x, t) = n↑ + n↓ is,

∂n

∂t
−
∂

∂x

(
µEn+ D

∂n

∂x

)
= 0. (9.451)

The expression within the brackets on the RHS of Eq. (9.450) is the spin particle current,

Js= −

(
µEs+ D

∂s

∂x

)
. (9.452)

The spin charge current and the spin conductivity are

js= − eJs ≡ σsE + eD
∂s

∂x
, σs = eµs. (9.453)

The density spin polarization, the current spin polarization, and the conductivity spin polarization are

Pn=
n↑ − n↓
n↑ + n↓

=
s

n
, Pj=

j↑ − j↓
j↑ + j↓

, Pσ =
σs

σ
. (9.454)

Solution for E = 0
Equation (9.450) can be solved in the absence of an electric field E = 0. Assuming the contact between the ferromagnet
and the nonmagnetic material is formed at t = 0, the initial condition is s(x, 0) = s0δ(x). Equation (9.450) has the
solution,

s(x, t)=
s0

√
4πDt

e−(
x2
4Dt+

2wt
τ
). (9.455)

Thus, in the absence of electric field, the spin density decays in space as a Gaussian (the first term in the exponent) and
relaxes in time through the second term. The width of the Gaussian σ =

√
Dτ/w ≡

√
2Ls at time t = τ/2w defines the

spin diffusion length

Ls =
√

Dτ/2w, (9.456)

which is the length of spin diffusion until relaxation. In metals, Ls ' 0.1 mm, whereas in semiconductors, Ls ' 0.1µ.

Problem 9.66

Show that steady state solutions of the diffusion equation, (9.450), for E = 0 and ∂s/∂t = 0 are given by
s(x) = s0e−x/Ls .

The F/N Contact
Given an F/N contact integrated within a circuit, as shown in Fig. 9.87, the quantity of interest for spin injection is the
current spin polarization Pj(0) defined in Eq. (9.454). To determine it separately for the ferromagnetic and nonmagnetic
regions, we need to specify the spin diffusion length Ls (9.456) and the conductivity spin polarization Pσ (9.454). These
parameters will then carry a subscript F or N.
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Following the values of Ls specified after Eq. (9.456), we see that the lengths of the ferromagnetic and nonmagnetic
samples in Fig. 9.87 are much larger than the spin diffusion lengths, LF�LsF , LN�LsN . Denoting by RF and RN , the
resistances of the ferromagnetic and nonmagnetic regions, the spin-current polarization was calculated to be [156],

Pj(0)=
I↑ − I↓
I↑ + I↓

=
RFPσF

RF + RN
. (9.457)

This expression assumes that the contact has no resistance at all. Otherwise, the resistance of the contact should be taken
into account. If the nonmagnetic material is a metal, then RN ≈ RF . On the other hand, if the nonmagnetic material is
semiconductor, RN�RF and Pj(0) ≈

RF
RN

PσF .

Semiconductor Spintronics

Although the use of spintronics in metals has found applications (such as giant magnetoresistance, see later), this is not
the case for semiconductors. The hope behind the study of semiconductor spintronics is, first, to augment and improve
existing electronic devices in semiconductor technology and, second, to exploit the semiconductor physics to introduce
new directions of pure and applied research. By this, we mean the dominant role of spin-orbit coupling and the importance
of heavy holes, as discussed in Sec. 9.6.6. Thus far, this goal has been elusive, but semiconductor spintronics has recently
progressed significantly.

Semiconductor spintronics brings us into the fascinating field of ferromagnetic semiconductors. It requires the control
of both the magnetic and the electric properties within the same material. The magnetic properties are expected to be
sensitive to a bias voltage and an applied current, whereas the resistance is sensitive to the application of a magnetic field.
If present at room temperature, it would be useful in numerous applications. Ferromagnetic semiconductors exist, albeit
with low Curie temperatures (below 200 K), e.g., Ga1−xMnxAs, MnxGe1−x.

Spin Injection into Semiconductors

Because nearly all electronic components and devices rely on semiconductors, it is necessary to design an F/SC interface
to incorporate spintronics technology in semiconductor devices. Unfortunately, maintaining spin polarization in semicon-
ductors is quite difficult. The main reason is the lack of a good quality atomic interfaces between a ferromagnetic metal
and a semiconductor. Poor interfaces can cause the electron spins to be randomized in the direction perpendicular to the
interface. We just mentioned ferromagnetic semiconductors that are good candidates for solving the interface problem.
However, magnetic semiconductors often work only at or below room temperature, and they are not strongly magnetic.
In most experimental attempts to construct an F/SC contact, there is a large difference in conductance between the ferro-
magnetic metal and the semiconductor. Typical values are RFM ' 150µ� and RSC ' 20�. This is called conductance
mismatch. One way to alleviate this problem is to insert a spin-dependent interface resistance that separates the ferro-
magnetic metal and the semiconductor. The current through the tunnel barrier depends on the density of states on the left
and right of the tunnel barrier. Since the density of states in the ferromagnetic metal differs for spin-up and spin-down
electrons, a tunnel barrier can provide a spin-dependent resistance. The tunnel barrier resistance must be matched with the
semiconductor channel resistance to maximize magnetoresistance. Spin injection into silicon has recently been realized
using this method.

Spin Dynamics

Our analysis of spin drift and spin injection based on the random walk picture and the diffusion equation was carried
out in the absence of a magnetic field. Now suppose that the electrons undergoing the random walk are subjected to a
uniform and constant magnetic field H0. Then, the RHS of Eq. (9.450) should be modified to include a precession term
at frequency ω0 = gµBH, where g ≈ 2 is the electron Landé g-factor. The analysis carried out in Sec. 6.1.3 shows that
there are two relaxation times, τ1 and τ2. The longitudinal time T1 for the spin parallel to the magnetic field is defined
as 1/T1 =

2w
τ1

, and a second spin relaxation time T2, for the spin perpendicular to the magnetic field, is defined as
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1/T2 =
2w
τ2

. At relatively weak magnetic fields, H≤1 Tesla, and in most conducting solids, the two times are roughly
equal T1 ≈ T2 ≡ τr. Therefore, the spin diffusion equation (9.450) takes the form

∂s
∂t
= s× ω0 + D∇2s+ µE∇s−

s− s0

τr
, (9.458)

where s0 is an equilibrium spin configuration that is reached due to spin relaxation (it can be shown to be very small in
metals – and henceforth neglected here – but this is not the case in semiconductors, see later). The four terms on the RHS
describe spin precession, spin diffusion, spin drift, and spin relaxation. Assuming charge neutrality, so that E = constant,
Eq. (9.459) can be written as a continuity equation,

∂s
∂t
−∇ [µEs− D∇s] = s× ω0 −

s
τr

, (9.459)

combining the generalized spin current (the expression in the square brackets) and the rate of change of spin density.
Equation (9.458) is the starting point for elucidating the dependence of the spin accumulation on the magnetic field

applied perpendicular to the injected spin in the non-magnetic material, a phenomenon referred to as the spintronic Hanle
effect.6 The spin dynamics results from a combination of spin precession and drift motion in a diffusive media. As a
consequence, the spin accumulation decreases with the field at weak magnetic fields and displays coherent decaying
oscillations at strong fields. When the spin density is probed away from the spin injection points, it yields an averaged
quantity, because different electrons have different transit times, and their spin precession angles differ from each other. At
large transverse magnetic fields, the detected spin vanishes because this angle difference is comparable with the Larmor
period.

Ferromagnetic Non-magnetic
x

y

z
H

FIG 9.88 Geometry of the Hanle effect: In a ferromagnetic-nonmagnetic
junction, a magnetic field is applied to the nonmagnetic component
along the z direction. Following spin injection at initial spin density
sy(0), the spin precesses around the magnetic field lines and the
size of the spin density components at steady state, sx(x), sy(x),
decay at large x.

To quantify this, consider the geometry of
Fig. 9.88, where the propagation is along x and
the polarization in the ferromagnetic material is
along y. Imagine now that a magnetic field H =
Hẑ is applied at time t = 0 as in Fig. 9.88.
The density of a spin injected at x = 0 at t =
0 is s(0, 0) = (0, sy(0), 0). The question to be
addressed is, what is the steady state spin density
sx(x) at x> 0 that is reached after some transient
time? Qualitatively, the spin precesses around the
magnetic field direction z (sz is conserved) with
relaxation taking place along the positive x direc-
tion, so limx→∞ s(x) = 0. To analyze this picture

quantitatively, put Eq. (9.458) into steady state with the constraint, sz ≡ 0. Recalling the drift velocity vd = − µE , the
steady-state limit of Eq. (9.458) is

0 = ṡx = ω0sy + Ds
′′

x − vds′x −
sx

τr
, (9.460)

0= ṡy = −ω0sx + Ds
′′

y − vds′y −
sy

τr
, (9.461)

The asymptotic conditions (9.462) and the fact that the component sz is not coupled to sx and sy suggest the simple
solution sz = 0, so we need only to determine the dynamics of sx and sy. The decay of spin at large distance from the

6 The original Hanle effect, discovered in 1924, involves the radiation scattered resonantly by atoms in the presence of a weak magnetic field. The
radiation undergoes changes in both its intensity and the direction of its polarization on changing the magnetic field strength. The essence of the effect
involves the low frequency coherences between Zeeman magnetic sublevels of an atomic state and their destruction by the lifting of the sublevel
degeneracy by the magnetic field.
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junction and the relations between spin densities and spin currents, Eq. (9.453), together with the requirement of current
conservation at the contact x = 0, imply the boundary conditions,

s(∞)= 0, jsx = e(D− vd)s
′
x(0) = 0, jsy= e(D− vd)s

′
y(0)= js0. (9.462)

The solution of Eqs (9.460) and (9.461) with the boundary conditions (9.462) is straightforward [156] albeit lengthy. It is
expressed in terms of the diffusion and drift lengths as well as a dimensionless parameter indicating the strength of drift
over diffusion,

LD =
√

Dτr, Ld = vdτr, κ =
Ld

2LD
, (9.463)

In terms of these quantities, we define the following dimensionless parameters,

α1=
1
√

2

√
1+ κ2 +

√
(1+ κ2)2 + (ω0τr)2 − κ , (9.464)

α2=
1
√

2

√√
(1+ κ2)2 + (ω0τr)2 − (1+ κ2). (9.465)

The stationary spin densities are given in terms of these parameters by

sx(x)= −
js0LDe−α1x/LD

eD[2(κ + α1)2 + α
2
2]

[
(2κ + α1) sin

α2x

LD
+ α2 cos

α2x

LD

]
, (9.466)

sy(x) = −
js0LDe−α1x/LD

eD[2(κ + α1)2 + α
2
2]

[
(2κ + α1) sin

α2x

LD
− α2 cos

α2x

LD

]
. (9.467)

The occurrence of α1 in the exponent indicates its role in the effective spin relaxation. The occurrence of α2 in the
oscillating function specifies its role in spin precession.

9.7.2 TUNNELING MAGNETORESISTANCE

When the electrical resistance of a material is affected by a magnetic filed, the measured quantity is referred to as mag-
netoresistance. The magnetic field acts on both the orbital and spin degrees of freedom. In an electrical circuit containing
ferromagnetic materials, the role of spin degrees of freedom is dominant. Basic elements of such circuit are ferromagnetic-
semiconductor-ferromagnetic or ferromagnetic-insulator-ferromagnetic junctions, collectively denoted as magnetic tun-
nel junctions (MTJs). Because the conductance of the material between the leads is poor, the relevant physical quantity
is referred to as tunneling magnetoresistance (TMR). The TMR of a Fe/Ge/Co junction was first measured in 1975 and
was shown to display sensitivity to the orientation of the mean magnetization in the Fe and Co leads. In particular, the
magnetoresistance for antiparallel orientation is higher than with parallel orientations. This is schematically illustrated in
Fig. 9.89.

Let us consider the density of states on the left and right ferromagnetic leads for spin-up and spin-down electrons
and compare the parallel configuration with the antiparallel one, as illustrated in Fig. 9.90. Denoting by RP and RAP, the
resistance of the junction for parallel and antiparallel orientations, respectively, the physical situation is characterized by
the inequality RAP > RP. A dimensionless quantity expressing this is

ρ =
RAP − RP

RP
. (9.468)
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FM FM FM FMI I

Rp Rap

(a) (b)

VV

FIG 9.89 Illustration of TMR in an FM-I-FM magnetic tunnel junction stressing
the occurrence of low magnetoresistance RP when the magnetization
vectors in the two leads are parallel (a) and higher magnetoresistance
RAP when the magnetization vectors in the two leads are antiparallel
(b). A modified version of Fig. II.32 (upper part) in Ref. [157].

k

gL

k

FML

(a) (b)

I
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gL

FMR

gRgR

k
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gL

FMR

gRgRV V

FIG 9.90 Density of state profiles of spin-up and spin-down electrons in an
FM-I-FM magnetic tunnel junction under a potential bias V , for (a)
parallel orientations and (b) antiparallel orientations corresponding,
respectively, to panels (a) and (b) in Fig. 9.89. A small potential
difference is maintained across the junction between the left (L) and
right (R) ferromagnets, and the chemical potential is marked by the

dashed line. The densities of states g↑,↓
L,R match in the parallel case and

mismatch in the antiparallel case. This leads to the higher resistance in
the latter case.

To calculate ρ, consider a microscopic model
Hamiltonian for the system consisting of the left
(L) and right (R) ferromagnets and the tunneling
(T) between them. Such tunneling Hamiltonian
is formally written as

H=HL + HR + HT ≡ H0 + HT , (9.469)

where HL and HR are the Hamiltonians of the
left and right electrodes (ferromagnets) and
govern the physics of the ferromagnetic mate-
rials, and HT describes the tunneling pro-
cess. Such a Hamiltonian is usually expressed
in the formalism of second quantization (see
Sec. 18.1.7 for details). In the absence of
electron–electron interactions, HL and HR can
be diagonalized. The corresponding basis states
(kets) are written as |Lkσ 〉, |Rkσ 〉, where k is a
crystal (Bloch) wavenumber of an electron and
σ =↑,↓ is its spin projection. Thus, we have

HL|Lkσ 〉 = εLkσ |Lkσ 〉,

HR|Rkσ 〉 = εRkσ |Lkσ 〉, (9.470)

where εLkσ and εRkσ are the single-particle
energies. The tunneling rate due to HT obtained
using tunneling amplitudes

tkq ≡ 〈Lk|HT |Rq〉, (9.471)

which is the matrix element of the potential HT

responsible for tunneling between wave func-
tions on the left and on the right sides, is usually

small, since the wave functions decay exponentially beyond the interface, and their overlap is small. Thus, HT is treated
as a perturbation. The tunneling is assumed to be spin independent.

Now, assume that the junction is biased by a potential V . Within this framework, the tunneling rate at which electrons
with spin σ are transferred from the left to the right electrode can be estimated by the Fermi golden rule,

WL→R,σ (V)=
2π

h̄

∑
kq

|tkq|
2f (εLkσ )[1− f (εRqσ )]δ(εLkσ − εRqσ + eV). (9.472)

By using a series of approximations, including the assumption that the tunneling amplitudes tkq = t are momentum
independent and replacing summation over k, q by integration over energy

WL→R,σ (V)=
2π |t|2

h̄

∞∫
−∞

dεgσL (ε)g
σ
R(ε)f (ε)[1− f (ε − eV)], (9.473)

where gσL (ε) and gσR(ε) are the electron density of states in the leads defined in Fig. 9.90. The tunneling current is

Iσ (V)= e[WL→R,σ (V)−WR→L,σ (V)] =
2πe|t|2

h̄

∞∫
−∞

dεgσL (ε − eV)gσR(ε)[f (ε − eV)− f (ε)]. (9.474)

https://sites.google.com/site/thequantumbook/
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At low temperatures, f (ε) ≈ 2(εF − ε), and for small voltage difference, an expansion in V to first order yields the
conductance for polarized electrons,

Gσ ≈ 2π
e2

h̄
|t|2gσL (εF)g

σ
R(εF). (9.475)

The difference between parallel and antiparallel orientations enters through the density of states,

GP=GP↑ + GP↓ = 2π
e2

h̄
|t|2

[
g↑L(εF)g

↑

R(εF)+ g↓L(εF)g
↓

R(εF)
]

, (9.476)

GAP = GAP↑ + GAP↓= 2π
e2

h̄
|t|2

[
g↑L(εF)g

↓

R(εF)+ g↓L(εF)g
↑

R(εF)
]

. (9.477)

Finally, the quantity ρ defined in Eq. (9.468) is evaluated as,

ρ =
RAP − RP

RP
=

GP − GAP

GAP
. (9.478)

Extension of this formulation to arbitrary orientation between the polarization directions in L and R is possible but is
technically involved.

Spin Relaxation

Spin relaxation in spintronics can be determined using the analysis carried out in Sec. 6.1.3 by applying it to an ensemble
of electrons (rather than a single electron). There are two relaxation processes: (1) relaxation of the spin component sz

along a constant magnetic field H0ẑ toward its equilibrium value and (2) a loss of coherence of sx and sy in a time-
dependent magnetic field in the x–y plane.

Before considering relaxation processes, let us recall the pure state case, starting from the equation of motion for the
spin S of a particle of charge q in a magnetic field H and an electric field E,

∂S
∂t
=

q

mc
S×

[
g

2
H−

(
g− 1

2

)
v
c
× E+ O

(v

c

)2
]

. (9.479)

We consider the case where E = 0 and a time-dependent magnetic field,

H(t) = (H1 cosωt,−H1 sinωt, H0). (9.480)

is present. There are three frequencies involved, ωi = gµBHi, (i = 0, 1) and the planar field oscillation frequency ω. The
Bloch equations for a single-particle spin are,

∂S
∂t
= gµBS×H. (9.481)

If we consider a spin 1/2 particle with initial state | ↑〉, then the probability for the spin to be flipped at time t is given by

P↑→↓(t)= |〈↓ (t)| ↑ (0)〉|
2
=
ω2

1

2�2
(1− cos�t), (9.482)

where � =
√
(ω − ω0)2 + ω

2
1. P↑→↓(t) displays a resonance at ω = ω0. On resonance, P↑→↓(t = π/ω1) = 1 and the

spin flips with certainty.
Let us now use the Bloch equations to analyze the spin dynamics of an ensemble of electrons. In addition to the

magnetic field term, relaxation and decoherence (dephasing) terms are present. These two processes involve two different
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time scales T1 and T2, respectively,

∂Sx

∂t
= [S× ω0]x −

Sx

T2
,
∂Sy

∂t
= [S× ω0]y −

Sy

T2
,
∂Sz

∂t
= [S× ω0]z −

Sz − S̄z

T1
. (9.483)

Here, S̄z is the equilibrium value of Sz. From the analysis of Sec. 6.1.3, we recall that T1 is the spin relaxation time and
T2 is the spin dephasing time. Physically, T1 describes the relaxation of a nonequilibrium spin population, the diagonal
elements of the spin density matrix, toward equilibrium. Thus, 1/T1 is the decay rate of Sz along the static field direction
toward its equilibrium value S̄z. This decay is possible since, for H0 6= 0, the electrons exchange energy during the spin
relaxation process, due to the magnetic energy difference between the initial and final equilibrium states. The time T2

is the dephasing time of the spin component transverse to the static field H0ẑ. Equivalently, 1/T2 is the decay rate of
coherent spin oscillations or off-diagonal elements of the spin-density matrix (see Fig. 9.91).

FIG 9.91 Qualitative interpretation of the Bloch equations (9.483). The
initial state is S(0)= (0, 0, Sz(0)). (a) Relaxation of Sz(t) toward
equilibrium S̄z controlled by time T1. (b) The fuzzy region
indicates loss of coherence of Sx and Sy after time T2.

In the Bloch equations (9.483), the relaxation
and decoherence times T1 and T2 enter as
phenomenological parameters. Calculating them
within a microscopic theory requires, first, the
identification of the relaxation and dephasing
mechanisms. There are four main mechanisms
that lead to spin relaxation of conduction elec-
trons in semiconductors. First, the electron scat-
ters from impurities or phonons. An electric field
near impurities generates spin-orbit coupling. To
take account of spin-orbit coupling, electron states
are represented by spinors where, generically,
both components are nonzero. Following scatter-

ing events, there is a finite probability to flip the spin. The spin flip resulting from electron-impurity spin-orbit coupling
and its contribution to spin relaxation is referred to as the Elliot–Yafet mechanism, which is active in semiconductors with
and without a center of inversion symmetry. The rate is small: an electron has to undergo about 105 scattering events
before a spin flip occurs. Second, we have seen in Sec. 9.6.6 that in semiconductors without a center of symmetry, such
as in the Zinc-blende group, the spin-orbit interaction manifests itself as an effective, momentum-dependent magnetic
field. As an electron scatters by an impurity or a phonon, its momentum is altered, and hence, it feels a different spin-
orbit induced effective magnetic field. Thus, the axis and frequency of precession vary randomly. Although, on average,
the spin direction remains unchanged, its fluctuations increase as if the spin performs a random walk. This relaxation
mechanism is referred to as the Dyakonov–Perel mechanism. Third, recall that if a semiconductor is doped with acceptors
(that is, the semiconductor is p-doped), it has excess holes and there will be an exchange interaction between electrons
and holes. An electron with a spin-up will exchange its spin with a hole with spin-down. This interaction preserves the
total spin, but holes tend to relax their spins much faster than electrons, since the valence bands are susceptible to strong
spin-orbit coupling. Thus, the Dyakonov–Perel mechanism relaxes the spin of the holes, and the result is an electron
spin-flip, as in Fig. 9.92. This is the Bir–Aronov–Pikus mechanism. Fourth, in many semiconductors, such as GaAs, the
atomic nuclei in their ground state have nonzero spin, and the hyperfine interaction leads to spin flips. The hyperfine
interaction is most active when electrons are confined on impurities or in quantum dots (see Chapter 13). The extent of
the electron wave function encompasses a region containing about 105 nuclear spins, and the hyperfine interaction leads
to a spin-flip and, more significantly, spin dephasing (loss of phase coherence). Discussion of microscopic models that
quantify these four mechanisms goes beyond the scope of this book.

9.7.3 SPINTRONIC DEVICES

The essence of spintronics is control and manipulation of electron spin. The hope is to construct new devices that are
based on the magnetic nature of electrons. Instead of relying solely on the electrons charge to manipulate electron motion
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(a)

(b)

(c)(c)

(d)

Beff = λp E

FIG 9.92 Four mechanisms of electron spin relaxation in semiconductors
resulting from spin-flip processes. (a) The Elliot–Yafet mechanism:
An electron undergoes many collisions with impurities and phonons,
and after about 105 such scattering events, it has a finite probability
to undergo a spin-flip. (b) Dyakonov–Perel mechanism: In
semiconductors without center of symmetry, the spin-orbit coupling
is equivalent to a momentum-dependent effective magnetic field.
Following scattering by an impurity, the momentum is altered and
the effective field changes with it. Precession axis and precession
frequency change randomly. (c) Bir–Aronov–Pikus mechanism:
Viewed from left to right, an electron exchanges spin with holes, and
the hole’s spin then relaxes very fast. (d) Spin can also be flipped
due to hyperfine interaction with the atomic nuclei.

or to store information, spintronic devices also use electron spin. This is achieved by applying external magnetic fields and
making use of spin-orbit coupling in the semiconductor. The advantage of spin-based devices is that they are nonvolatile,
compared with charge-based devices. Small magnetic structures for applications in nonvolatile memory devices (i.e.,
memory that can retain stored information even when not powered) and magnetosensors have been developed, and many
more are proposed. In the next sections, we briefly discuss a few spintronic devices.

Giant Magnetoresistance Devices

Giant magnetoresistance (GMR) is based on the physics of the magnetic tunnel junction discussed in relation to Figs 9.89
and 9.90, but the region between the two ferromagnetic leads is a good conductor that is a few nanometers thick. The
idea is to use magnetization changes to increase the sensitivity of the electrical current in the electronic device. A fer-
romagnetic region acts as a spin valve in the sense that it enables the passage of electrons whose spin is parallel to the
polarization vector of the ferromagnetic region while it blocks the transmission of electrons with opposite spin. Thus, in
the configuration of Fig. 9.89, by applying an external magnetic field on the right electrode, it is possible to switch it from
the parallel orientation as in Fig. 9.89(a) into the antiparallel orientation as in Fig. 9.89(b), and the resistance thereby
increases significantly. This is the phenomenon of giant magnetoresistance (GMR) discovered in 1988. The quantity ρ
defined in Eq. (9.478) that reaches up to 50% quantifies the system performance. GMR enabled an increase in the density
of information stored in hard disks by about two orders of magnitude.

Magnetic Tunnel Junction (MTJ)

The same physics as discussed in connection with Figs 9.89 and 9.90 results in a better mechanism for a sensitive magnetic
field sensor, based on transmission tunneling magnetoresistance (TMR). Like GMR, TMR in a multilayer junction filters
one spin polarization over another, depending on the orientation of the left and right electrodes, which can be controlled
by an external magnetic field. The two technologies differ in their filtering mechanism. As we have seen in Fig. 9.89,
in an MTJ, the two magnetic layers are separated by a thin insulating layer. If a bias is maintained across the junction,
the electron tunneling depends on the relative orientation of the two ferromagnetic plates. Recall from the discussion
pertaining to Fig. 9.90 that the density of states differs for up and down spins, causing an intrinsic magnetization of the
material. Electrons tunnel across the device depending on the availability of free states for the “right” spin direction.
If the two magnetic layers are parallel, a majority of electrons in one will find enough states of similar orientation in
the other, thereby reducing the resistance of the device. However, if the electrodes are antiparallel, electrons with both
spin directions will encounter a closed valve in either of the two plates, resulting in a higher total resistance. The TMR
effect is larger than the GMR effect by about one order of magnitude, making it a good candidate for magnetic sensors.
Nowadays, they are used in hard drives.

Magnetic Spin Transistor

An ordinary transistor is based on an n-p-n junction, where a gate controls the voltage across the p-type semiconductor.
Depending on the direction of the applied voltage, free electrons are either attracted toward the gate or repelled away
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FIG 9.93 Magnetic spin transistor (schematic). An F1/F2/F1 junction
is integrated in an electric circuit. A magnetic field controls
the direction of the magnetization vector in F2 and thereby
determines the resistance of the device.

from it. The voltage controls the flow of current between
the two n-type semiconductors, allowing the transis-
tor to occupy both “on” and “off” states. The problem
with this transistor is its volatility. When power is shut
off, the electrons in the p-type semiconductor diffuse
throughout, destroying their previous “on” or “off” con-
figuration. This is the reason why computers cannot be
instantly turned on and off. In a magnetic transistor,
shown in Fig. 9.93, magnetized ferromagnetic layers
replace the role of n and p-type semiconductors. Much
like in a spin-valve, substantial current can flow through

parallel magnetized ferromagnetic layers. However, if in a three-layer structure, the middle layer is antiparallel to the two
outside layers, the current flow would be quite restricted, resulting in a high overall resistance. If the two outside layers
are pinned, and the middle layer is allowed to be switched by an external magnetic field, a magnetic transistor could be
made, with on and off configurations depending on the orientation of the middle magnetized layer.

Spin Torque

Spintronic devices often require a contact F1/F2 between two ferromagnetic materials with different magnetization vec-
tors M1 6=M2. This is a domain wall configuration, as discussed in Sec. 9.5.10. In GMR or TMR structures, the relative
orientation of magnetization affects the flow of the spin-polarized current. Therefore, controlling the relative orienta-
tions of M1 and M2 is crucial for the efficiency of the device. Suppose electrons flow from F1 to F2. After leaving F1

they change their spin direction in F2. In the absence of an external magnetic field, angular momentum conservation
requires that M2 undergoes a small change as well. Therefore, we encounter a reverse effect wherein the flow of spin-
polarized current between F1 and F2 transfers angular momentum from the carriers into the ferromagnet F2 and alters
the orientation of the magnetization M2. Changing M2 is equivalent to application of a torque on F2. This phenomenon,
spin-transfer torque, has been studied theoretically and experimentally. It can be used to switch magnetization direction
without applying external magnetic fields (generating such magnetic fields using conventional electric currents is not
always easy). Therefore, the possibility of switching the magnetization configuration in a multilayer system by directly
using an electric current, rather than a magnetic field, is quite appealing.

V

M1 M2
Non-magnetic

Torque

FIG 9.94 Spin torque effect (schematic). A current of spin polarized electrons
can modify the direction of the moment of a ferromagnetic plate.

As an illustration, in Fig. 9.94, the junction
(domain wall) F1/F2/N is arranged such that
the magnetization vectors are M1=M1x̂, M2=

−M2x̂. Now, we consider sending a strongly polar-
ized current in F1 across the domain wall into
the magnetic layer F2 whose magnetization vector
points in an opposite direction. At the F2/N con-
tact, the electrons propagate into N with their spin
reversed, oriented along −x̂. Because the layer F2

absorbed angular momentum, this process is fol-
lowed by exerting a torque on the F2 layer, that, in
turn, affects the direction of M2. Thus, it is possi-

ble to change the direction of the moment by sending a spin-polarized electrical current through the magnet, instead of
by applying a magnetic field.

Datta–Das Spin Transistor

In an electronic field effect transistor, electric charge is emitted from a source electrode and arrives at a drain electrode
after being subjected to a gate potential that generates an electric field that controls the size of the channel through which
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the current flows. In this way, a small electric field can control large currents. The Datta–Das spin transistor is a device
that can be regarded as the spin analog of the field effect transistor. It is a structure made from indium–aluminum–arsenide
and indium–gallium–arsenide that enables 2D electron transport between the two ferromagnetic electrodes. The device,
illustrated in Fig. 9.95, employes Bychkov-Rashba type spin-orbit coupling for its operation.

x

y

PS PD

0 L

P(0) P(L)Ε

FIG 9.95 Datta–Das spin transistor. A two-dimensional semiconductor
material (middle) is sandwiched between source and drain
ferromagnetic leads with polarization vectors PS =↑ and PD =↓,
respectively. The electrodes are held at small potential difference
allowing charge current from source to drain. The spin-orbit
interaction in the semiconductor is controlled by a gate inducing an
in-plane electric field. Electrons moving from source to drain feel
an effective in-plane magnetic field h(k)=αRẑ× k. Electrons
injected from the source lead are initially polarized as P(0) = PS.
For weak spin-orbit coupling (upper channel), the precession is
slow and the spin completes half cycle ending with polarization
P(L) = PD, and the conductance is maximal. For strong spin-orbit
coupling (lower channel), the precession is faster and the spin
completes full cycle ending with polarization P(L) = −PD and the
resistance is maximal.

Suppose that the source and drain electrodes
are polarized along polarization vectors PS and
PD. Electrons injected from the source (left ferro-
magnetic electrode) are polarized along P(0)=PS.
They reach the drain electrode with polarization
P(L). If P(L) 6=PD, the electron needs to align
its magnetic moment along PD and that costs
an energy that is not available at very low tem-
perature KBT < gµB|PD|. Hence, the electron is
reflected back and the resistance of the device
is enhanced. This kind of spin valve scenario is
shown in Fig. 9.95. As in a field effect transistor,
the top gate induces a perpendicular electric field
E = Eẑ. According to Eq. (9.448), this induces a
momentum-dependent effective magnetic field in
the x–y plane, h(k) = αRẑ × k [see Eq. (9.429)].
This effective field forces the electron spins to pre-
cess in the x–y plane.

Assuming ballistic transport (without scattering
by impurities), the spins of the electrons precess
with a fixed precession frequency proportional
to the Rashba spin-orbit strength parameter αR.

Depending on the precession speed, the spin may precess at different angular speeds. In the configuration depicted in
the upper part of Fig. 9.95, the electrons complete half a turn and smoothly enter the drain electrode, because they have
their spin parallel to PD. The resistance of the device is then small. If the electrons precess faster and complete a full turn
as in the lower part of Fig. 9.95, the electrons reach the drain, encounter an opposite polarization, and bounce back. This
spin-valve scenario leads to enhanced resistance.

9.8 LOW-ENERGY EXCITATIONS

The topic of low energy excitations in solids has been very extensively studied (see Refs. [159, 160]). Here we briefly
introduce it and give a few examples. We already pointed out in Sec. 9.6.5 that an exciton is an excited state of a many-
electron system in a semiconductor or an insulator. This is an example of a low energy excitation that belongs to a
collection of phenomena known as elementary excitations in solids. A closely related class of low energy excitations
is known as low energy collective excitations. The difference between these two concepts is a bit blurry. In the 1960s,
Nozières and Pines developed the theory for the elementary excitations of quasi-particles which transform into real
particles for noninteracting Fermi systems, e.g., electrons and holes (and elecron-hole pairs). Collective excitations exist
only due to interaction. These are modes describing the motion of a Fermi system as a whole: zero and first sound,
plasmons, polaritons, etc. In Bose systems, the difference between elementary excitations and collective excitations is less
obvious, because there are no phonons without elastic interaction, there are no magnons without exchange interaction,
there is no second sound without bosonoic-particle interaction, and so on. Well defined Bose quasi-particles exist in
cold-atom gases with atoms with integer angular momentum.

Collective excitations are distinct from single-particle excitations. As an example of the latter, consider a metal with
a partially filled band at zero temperature. All states below the Fermi energy EF are occupied, whereas all states above
EF are empty. An external field can excite an electron from its original state below EF into a new energy state above EF ,
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and the empty level left below EF is a hole. These electron-hole excitations are not collective excitations; they involve
only a very few number of particles. Collective excitations can also be quantized and, as a result, behave like particles,
in a fashion similar to photons, which are obtained by quantization of the electromagnetic field. Similar to photons,
collective excitations have energy, momentum and a definite statistics (either bosonic or fermionic). For this reason,
collective excitations are often referred to as quasi-particles.

As an example, consider electrons and ions in a solid, with the many-body Hamiltonian,

H=He + Hi + Hei, (9.484)

where He is the electronic part, Hi is the ionic (vibrational excitation) part, and Hei is the interaction Hamiltonian between
electrons and ions. A full solution of the many-body problem described by the Hamiltonian (9.484) is out of reach. Con-
sider the first two terms separately and then take into account the interaction between them. The low-energy collective
excitations of He and Hi can sometimes be treated within the theory of small oscillations familiar from classical mechan-
ics, and therefore, they can be regarded as a system of coupled quantum oscillators. After setting up the normal modes,
the low-energy excited states are encoded by specifying the integer numbers nj of quanta of mode j with frequency
ωj. These are the elementary excitations of the uncoupled systems. Examples are as follows: (1) The collective oscil-
lations of Hi (the lattice vibrations of the ions in the solid), whose quantized modes are the phonons. Thesewill be
discussed in Sec. 9.8.1. (2) Collective excitations of a system consisting of electrons in the background of the static
ions in metals or charge density waves, whose quanta are called plasmons. These will be discussed in Sec. 9.8.2. (3) In
a magnetic material, the deviation of spin direction from its ordered ground state configuration, which propagate from
site to site, are spin waves. Their quanta are called magnons. These will be discussed in Sec. 9.8.3. The three examples

+ + + -  -  - + + + -  -  - + + +

(a) (b) (c)

FIG 9.96 Examples of collective excitations of many-particle systems
(schematic): (a) Lattice vibrations (phonons), (b) Charge
oscillations (plasmons), and (c) Spin waves (magnons).

of collective excitations mentioned above are
schematically illustrated in Fig. 9.96. Moreover,
in Sec. 9.8.4 we discuss the polaron, an exci-
tation emerging when the electron and phonon
systems are coupled, and in Sec. 9.8.5 we dis-
cuss the polariton, an excitation that arises due
to strong coupling of electromagnetic waves with
electric (or magnetic) dipole excitations of a
crystal lattice.

9.8.1 PHONONS

In this section, we discuss the excitations of the crystal lattice; we denoted the crystal lattice Hamiltonian as Hi (the ionic
Hamiltonian) in Eq. (9.484). Since our focus in this chapter is on electronic properties of solids and Hi does not involve
electrons, the discussion of lattice vibrations will be brief. However, it should be stressed that the interaction between
electrons and lattice vibrations is of utmost importance in solid state physics. For example, electron–phonon interaction
plays a crucial role in the physics of superconductivity (see Sec. 18.9), and the interaction between electrons and phonons
gives rise to the polaron, discussed later in Sec. 9.8.4.

Quantization of Lattice Vibrations

The Hamiltonian Hi contains the kinetic energy of the atoms (ions) and their mutual two-body interactions, and the theory
of small oscillations is used to analyze the dynamics. In Sec. 9.8.4, we shall study the 1D case. Here, we list the main
results for three dimensions. The basic assumption of the theory of small oscillations is that an atom located at a Bravais
lattice point Ri can vibrate and therefore can be located at a nearby position, ri = Ri+ui, where |ui|� |Ri−Rj|. One can
expand the two-atom interaction V(ri−rj) around Ri−Rj, keeping terms up to quadratic in ui. This leads to a description
of lattice vibrations as a classical coupled oscillators, which can be written in terms of decoupled normal modes. The
classical description can be quantized following the treatment of the harmonic oscillator in Sec. 2.7.2. Quantization is

https://sites.google.com/site/thequantumbook/
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achieved by imposing the quantum commutation relation between position and momentum. The normal modes and their
occupation are specified by the quantum numbers n, k, s where n is the oscillator level number, k is a wavenumber in
reciprocal space, and s = 1, 2, . . . , S specifies the branch in each mode (see explanation below). The excitation energies
of Hi are then given by

εnks= (n+ 1/2)h̄ωs(k). (9.485)

Similar to Bloch energies, the frequencies ωs(k) are periodic functions of k with period G (a reciprocal lattice vec-
tor). These excitations of the lattice are referred to as phonons. Phonons behave as quantum mechanical particles with
momentum h̄k and energy h̄ωs(k). In analogy with the quantum harmonic oscillator in Sec. 2.7.2, we infer that phonons
are bosons and obey Bose statistics.

k

ω
s(

k)

Acoustic

Optic

0

FIG 9.97 Examples of dispersion curves for 3D ionic crystal with two
ions in the unit cell along a certain direction in reciprocal lattice
space. There are three acoustic branches that are linear in small
k and three optical branches that are flat at small k.

A few words about the branch quantum number
s are in order. In monoatomic crystals, S = d (the
space dimension) and the dispersion branches ωs(k)
are linear at small k, withωs(0) = 0. The correspond-
ing excitations are referred to as acoustic phonons.
In solids with more than one type of atom per unit
cell, there are three additional branches for each addi-
tional atom. The dispersion laws for these additional
branches satisfy ωs(k → 0) ' cs> 0. These exci-
tations are called optical phonons because in ionic
crystals, such as sodium chloride, they can be excited
by electromagnetic (usually infrared) radiation. An
example of dispersion curves for a crystal with two
atoms per unit cell is shown in Fig. 9.97.

Deviation from this somewhat ideal description of lattice vibrations as uncoupled oscillators arises when higher than
quadratic terms are included in the expansion of the ion–ion potential energy, as required for highly excited states,
leading to interaction between phonons. The derivation of the phonon Hamiltonian and the analysis of the electron–
phonon interaction is carried out in Sec. 9.8.4 within the formalism of first quantization. It will be discussed further in
Sec. 14.1.8 within the formalism of second quantization.

Phonon Contribution to the Specific Heat of Solids

In our study of the heat conductance of electrons in a solid and the Wiedemann–Franz law in Sec. 9.2.3, we calculated the
electron contribution to the specific heat. Lattice vibrations also contribute to the specific heat of a solid. The calculation
of this contribution requires knowledge of the free energy F(T). It is obtained by averaging of the energy at finite
temperature in terms of the partition function. A similar technique is used in the calculation of magnetization in Sec. 9.5.9
[see Eq. (9.299)] and in the electron population of impurities in semiconductors, as in Eq. (9.354). To be specific, we
assume a gas of phonons at equilibrium temperature within a volume V and write down the partition function, and the
averaged energy per unit volume,

Z=
∑
nks

e−βεnks , F = −kBT ln Z, u = −
1

V
∂F

∂β
. (9.486)

Substitution of εnks from Eq. (9.485) into the sum over n yields,

u=
1

V

∑
ks

[
ns(k)+

1

2

]
h̄ωs(k), (9.487)

with bosonic occupation number,

ns(k)=
1

eβh̄ωs(k) − 1
. (9.488)
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Problem 9.67

(a) Show that in the product,
∏

ks

(∑
∞

n=0 e−β(2n+1)h̄ωks
)
, each energy εnks appears only once.

(b) Evaluate the sum in the brackets and show that Z =
∏

ks ns(k).
(c) Using these results, prove expression (9.487).

The 1/2 term on the RHS of Eq. (9.487) is present even at zero temperature; it is referred to as the zero point energy.
The ns(k) term vanishes at zero temperature and determines the contribution of lattice vibrations to the specific heat per
unit volume, cv= (∂u/∂T)V , whose evaluation requires knowledge of the frequencies ωs(k). The classical temperature-
independent expression ccl

v = 3(N/V)kB due to Dulong and Petit is obtained in the high temperature limit.
We now develop rough estimates of cv for high and low temperatures. As β → 0 (high T), the exponent βh̄ωs(k)� 1,

and a Taylor expansion is justified. The lowest order leads to ccl
v , whereas higher order terms yield quantum corrections.

When ccl
v is subtracted and the expansion is terminated at the quadratic term, we find

cv − ccl
v = −

h̄2β

12V

∑
ks

ω2
s (k), (βh̄ωs(k)� 1). (9.489)

As β → ∞ (low T), the exponent βh̄ωs(k) depends on the behavior of ωs(k), and the contributions come only from
vanishingly small frequencies. For lattices with a single atom per unit cell, lim|k|→0 ωs(k) = 0, and these acoustic
phonons contribute to the specific heat at low temperatures. For lattices with more than one atom per unit cell, there
are also optical phonons for which lim|k|→0 ωs(k) > 0. Hence, optical phonons do not contribute to cv at very low
temperatures. Keeping only the contribution of the acoustic phonons, a reasonable approximation is the linear spectrum
of the form ωs(k)= a(k̂)k, which yields the approximate relation,

cv ≈
2π2

5
kB

(
1

βh̄〈a〉

)3

, (T → 0), (9.490)

where 〈a〉 represents angular averaging of a(k̂).
To calculate the phonon contribution to the lattice specific heat at intermediate temperatures, we need to know the

dispersion ωs(k). Instead of specifying it for each given crystal structure, the main features can be elucidated using a
crude approximation for ωs(k). Two simple and useful dispersion formulations are due to Debye and to Einstein.

The Debye Model: In the Debye model, the dispersion is assumed to be linear in k and identical for all branches s, and
the frequency is independent of the direction of the wavenumber:

ωs(k)= ck (Debye model). (9.491)

The constant c has the dimension of speed and is of the order of the speed of sound in solids, i.e., a few thousand
meters per second. To calculate the specific heat, the summation over k in the second term on the RHS of Eq. (9.487) is
approximated by an integral over volume in k-space within a sphere of radius kD, the Debye wavenumber, which contains
N k vectors. Because a point in k-space occupies a volume (2π)3/V ,

(2π)3N

V
=

4π

3
k3

D, ⇒ n =
N

V
=

k3
D

6π2
(phonon density). (9.492)

Hence, the expression for cv becomes

cv =
3h̄c

2π2

∂

∂T

 kD∫
0

k3dk

eβh̄ck − 1

 . (9.493)
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The result can be written using the Debye frequency ωD and the Debye temperature 2D,

ωD ≡ ckD, kB2D ≡ h̄ωD. (9.494)

The Debye temperature in solids is of the order of a few hundred Kelvin, e.g.,2D= 321K in NaCl. With these definitions,
the Debye approximation for the specific heat yields

cv =
12π4

5
nkB

(
T

2D

)3

(Debye expression for the specific heat). (9.495)

Although the Debye approximation takes ωs(0) = 0, the contribution of optical phonons to the specific heat is tacitly
included, because at k ' kD, the acoustic phonon frequency flattens, as shown in Fig. 9.97. The linear approximation
ω = ck for k > kD then adds to the contribution above that of the acoustic phonons. This extra contribution is attributed
to the optical phonons.

The Einstein Model: In the Einstein model, the contribution of the acoustic phonons is identical to that of the Debye
model, but the contribution of optical phonons is considered separately. Thus, in determining the contribution of the
acoustic branches, the number of modes N used in determining the phonon density n as in Eq. (9.492) is not only equal
to the total number of phonon modes but only to the number of acoustic modes. Because the acoustic modes are obtained
from crystals with a single atom in the unit cell, N should be equal to the number of unit cells in the crystal. All the optical
phonons are assumed to have the same frequency ωE, independent of k, as becomes reasonable following Fig. 9.97. In
this approximation, the contribution of the optical branches to the specific heat, denoted as coptical

v , is simply evaluated.
Each branch contributes nh̄ωE/(eβh̄ωE − 1) to the thermal energy. Assuming there are p optical branches, we obtain, after
differentiating with respect to temperature,

coptical
v = pnkB

(βh̄ωE)
2 eβh̄ωE

(eβh̄ωE − 1)2
. (9.496)

Comparing Electron and Phonon Contributions

We have written the contribution of the electrons to the specific heat using the Sommerfeld theory for electrons in metals
in Eq. (9.72). The ratio between the electron contribution and the low temperature phonon contribution to the specific
heat, Eq. (9.490),

celectrons
v

cphonons
v

≈
5

24π2
Z
23

D

T2TF
, (9.497)

where Z is the atom valence number (number of itinerant electrons that leave the atom and wander through the solid),
and TF = EF/kB is the Fermi temperature. Thus, the electron contribution is dominant at low temperature, whereas the
phonon contribution is dominant at high temperature. The two contributions are equal at

T̄ =

√
5

24π2
Z
23

D

TF
. (9.498)

Since TF ≈ 102D, T̄ is of the order of several Kelvin. When T < T̄ , the specific heat of metals is linear in T , but for
T > T̄ a cubic dependence is obtained.

Phonon Density of States: van Hove Singularities

The occurrence of van Hove singularities discussed in Sec. 9.4.5 [see Eq. (9.140)] is also relevant here, this time in
connection with the phonon spectrum. In calculating the contributions of phonons to the specific heat, we have replaced
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summation over k by integration. For a single mode and a single branch with dispersion ω(k), the prescription is

A ≡
1

V

∑
k

f [ω(k)]→
1

(2π)3

∫
dk f [ω(k)]. (9.499)

Because the value of k determines the frequency ω(k), it is useful to proceed further and integrate over frequency,

A =
∫

dω g(ω)f (ω), g(ω)=
1

(2π)3

∫
dk δ[ω − ω(k)]. (9.500)

Here, g(ω) is the density of phonon states, i.e., the number of phonon states between ω and ω + dω per unit volume is
g(ω)dω. After imposing the delta function constraint, the density of states is expressed in terms of integral of the inverse
velocity over a constant frequency surface S(ω) in k-space, determined by the constraint ω(k) = ω, similar to expression
(9.140),

g(ω)=
1

(2π)3

∫
S(ω)

dS

|∇kω(k)|
. (9.501)

FIG 9.98 van Hove singularities appear in phonon density of states gs(ω)

(s=1,2,3) for the three acoustic branches obtained by neutron
scattering on aluminum [Adapted from R. Stedman, L. Almquist
and G. Nillson, Phys. Rev. 162, 549 (1967)]. Permission obtained
from The American Physical Society.

Because ω(k) is periodic in k [see remark after
Eq. (9.485)], we expect g(ω) to exhibit van
Hove singularities [as was pointed out regarding
Eq. (9.140) for the density of states of Bloch elec-
trons]. An illustration of van Hove singularities
obtained by neutron scattering on aluminum is
shown in Fig. 9.98.

9.8.2 PLASMONS

Plasmons are low energy collective excitations of
an electron gas. Consider the electron gas in a
metal, keeping in mind that the metal is electri-

cally neutral. An external electric field acting on these electrons causes them to move and readjust. When the electrons
are displaced, the positive charge left behind exerts an attractive force on the electrons, pulling them back to their original
positions (see Fig 9.99). Once the external field is switched off, the restoring Coulomb interaction leads to charge density
oscillations. These oscillations are collective, involving the entire electron gas. Since the physics of electrons in metals is
governed by quantum mechanics, the charge oscillations are quantized. These quanta are called plasmons. The oscillation
frequency, ωp ≡ (4πe2ne/m∗e)

1/2, where ne is the electron density and m∗e is its effective mass, is the plasma frequency.
Typical plasmon frequencies are comparable with the frequencies of visible (or higher frequency) light. Plasmons have a
finite lifetime and eventually decay by exciting single electrons.
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FIG 9.99 Plasmon excitation in a
metallic slab. (a) Without
plasma oscillation, no net
charge density is present. (b)
A plasma oscillation creates
surface charge densities and
an oscillating electric field
(indicated by the thick arrow)
results. Source: Band, Light
and Matter, Fig. 4.16, p. 278
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Plasmons can be excited by passing a high-energy electron through a metal or by reflecting an electron or a photon off
a metal surface. The reflected or transmitted electron then shows an energy loss equal to integer multiples of the plasmon
energy h̄ωp. Plasmons play an important role in the optical properties of metals. Light of frequency ω<ωp is reflected
because the electrons in the metal screen the optical electromagnetic field. Light of frequency ω>ωp is transmitted
because electrons cannot respond fast enough to screen it. In many metals, the plasma frequency is in the ultraviolet
region; hence, metals are often shiny (reflective) for light in the visible range.

To get a quantitative understanding of plasmons, suppose that the ions have a net positive charge ze and local density
ni(r, t). The electron density can be written as

ne(r, t)= zni(r, t)+ δne(r, t), (9.502)

where |δne|� ni, because the local deviation from electrical neutrality is expected to be small. For simplicity, we assume
that ni is spatially uniform and time independent. The electric field that arises in a plasma is proportional to δne(r, t), and
this field gives rise to a slow motion of electrons at speed ve(r, t). The continuity condition (which results from charge
conservation), the equation of motion for an electron, and the Coulomb law Maxwell equation, take the following forms:

∂δne(r, t)

∂t
+∇ · [znive(r, t)]= 0, (9.503a)

m∗e
∂ve(r, t)

∂t
= − eE, (9.503b)

∇ · E(r, t)= − 4πeδne(r, t). (9.503c)

In Eq. (9.503a), we approximated ne(r, t)ve(r, t) by znive(r, t). Taking the time derivative of Eq. (9.503a), and the diver-
gence of Eq. (9.503b), as well as using (9.503c),

∂2δne(r, t)

∂t2
+

4πe2zni

m∗e
δne(r, t)= 0. (9.504)

This is a harmonic oscillator equation, with the plasma frequency, ωp (defined above), approximated here as,

ωp ≡

(
4πe2ne

m∗e

)1/2

≈

(
4πe2zni

m∗e

)1/2

. (9.505)

Thus, the electron density δne(r, t) oscillates harmonically with frequency ωp. Since there is no spatial dependence in
this equation, this density displacement is uniform; the electron gas oscillates as a whole with respect to the positive
background.

The behavior of the electric field propagating in the plasma can be deduced from the analysis before Eq. (9.55). Thus,
the solution of Eq. (9.54) is

E(r,ω)=E0eiκn̂·r, (9.506)

where n̂ is the direction of propagation and

κ =
ω

c

√
ε(ω). (9.507)

From Eq. (9.55), we see that the dielectric constant ε(ω) is complex and the electric field decays as it propagates if
ω<ωp.

The above analysis shows that, in bulk metal, the electron gas can have collective longitudinal excitations at the plasma
frequency ωp. The electromagnetic field at frequency ω will decay if ω<ωp or propagate without decay if ω>ωp.

Surface Plasmons: Coherent electron oscillations may exist also at the interface between two materials (e.g., a surface
of a metal and air). They appear as charge density waves near the surface of the metal. Again, these oscillations are
quantized, and the quanta are called surface plasmons.
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Surface plasmons have played a significant role in a variety of areas of fundamental and applied research, including
(1) surface dynamics and surface-plasmon microscopy, (2) surface-plasmon resonance technology, (3) a wide range of
photonic applications, and (4) surface-enhanced Raman Spectroscopy. Moreover, surface plasmons can be converted to
an electrical signal via a photodetector in the metal plane or can be decoupled into freely propagating light by a defect or
grating structure, thereby scattering the surface wave into free space.

The frequency of surface plasmons ω(k) depends on the wavevector of the exciting electromagnetic field (see later)
but appears to be smaller than the plasma frequency in the bulk, ωp. This means that the field emerging from these charge
oscillations cannot penetrate deeply into the metal, but can develop outside the surface, as illustrated in Fig. 9.100. Surface

FIG 9.100 Electric field and charge distribution of a surface plasmon.

plasmons can also form on nanoparticles or
nanostructures, such as a small nanosphere
or a hole drilled into a thin sheet of metal.

Instead of studying electron oscillations
on the surface of a bulk metal, one may also
consider electrons trapped in a thin metal-
lic film on top of an insulator, as shown in
Fig. 9.101.

Surface plasmons can be excited by the
electromagnetic field of incident light, or
by the passage of a pulsed charged particle
beam. Strictly speaking, the quantum nature
of plasmons requires that the exciting elec-
tromagnetic field be quantized to describe a
beam of photons incident on the metal-air
interface. The excited surface plasmons can

decay back into photons, as evidenced by the increased intensity of light radiated from the interface as the reflected inten-
sity decreases. Analysis of the quantization of the electromagnetic field requires second quantization (see Chapter 14).
Here, we briefly discuss the physics on the classical level.

+ + + +
+ + +

negatively charged region positively charged region

uncharged metallic film

insulator 
substrate

+ + + +
+ + +

+ + + +
+ + +

+ + + +
+ + +

FIG 9.101 Surface plasmon in a thin-metal film on an insulator substrate.

z

Medium 1, ε1>0

x

E = [E0,0,Ez(1)]

Medium 2, ε2 real 

E = [E0,0,Ez(2)]

FIG 9.102 Interface between two dielectric media and the components of the
electric field above and below the interface.

Consider an interface between two media, 1
(dielectric), and 2 (metal), as shown schematically
in Fig. 9.102. In the present discussion, it will
be assumed that the dielectric constants are real.
Assuming nonmagnetic materials (µ = 1), writing
Maxwell’s equations for the electric field in each
medium, and choosing a solution with Ey = 0 =
Hx, the general solution for the electric field is

E(z > 0) = E0ei(kx−ωt)−κ1(k,ω)z
(

1, 0, i
k

κ1(k,ω)

)
,

(9.508)

E(z < 0) = E0ei(kx−ωt)+κ2(k,ω)z
(

1, 0, i
k

κ2(k,ω)

)
,

(9.509)

where

κ1,2(k,ω)=

(
k2
− ε1,2

ω2

c2

)1/2

. (9.510)
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The analogous expression for the magnetic field H can be obtained from Maxwell’s equations. There are three constraints
that the solutions must satisfy. The tangential component of the electric field, Ex, and the perpendicular component of
the magnetic field, Hz, should be continuous on traversing the interface, and the fields should vanish as z → ±∞. The
condition Ex(z = 0+) = Ex(z = 0−) is automatically satisfied in the solutions (9.508) and (9.509). The continuity of Hz

and the decay of the fields as z→±∞ are satisfied if

ε1κ2(k,ω)= − ε2κ1(k,ω), (9.511)

κ1,2(k,ω) > 0. (9.512)

The expression for ω derived from these equations is

ω2
= c2k2

(
1

ε1
+

1

ε2

)
. (9.513)

Note, however, that Eqs (9.511) and (9.512) can be satisfied only if ε2< 0 and Re ε1 > 0. Moreover, to get a real-valued
frequency, Eq. (9.513) can be satisfied only if −ε2 > ε1.

To obtain the dependence of ω on k, we need to know the dependence of ε2 on ω. Assuming, for concreteness, that
ε1 = 1 (for air), and ε2 = 1− ω2

p/ω
2 for the metal, we obtain the dispersion relation for the surface plasmons,

ω2(k)=
1

2
ω2

p + c2k2
−

[
1

4
ω4

p + c4k4
]1/2

. (9.514)

Thus, ω(k) → ωp/
√

2 as k → ∞. It is readily verified that ω(k)< ck. Therefore, the dispersion curves for the surface
plasmons and the incident light do not intersect. Hence, it is not possible to match the frequency and wavevector of the
surface plasmons to those of light in air. To circumvent this mismatch, the incident light is directed through a glass before
reaching the metallic surface, thereby increasing the wavevector by the refractive index of the dielectric, n(dielectric)
(see below in the discussion of resonance). These considerations are summarized in Fig. 9.103.

FIG 9.103 Dispersion curves for light in air, ω = ck, light in a dielectric,
ω = ck/n (dielectric) and for the surface plasmon ω(k) derived
from Eq. (9.514). The surface plasmon dispersion curve intersects
that for light in the dielectric at finite k. Note that ω(k) saturates at
ωp/
√

2.

Surface Plasmon Resonance (SPR): When the
frequencies of the electromagnetic field inside the
dielectric and the surface plasmons on the met-
al surface match each other, the system exhibits
a surface plasmon resonance (SPR). This
occurs when the dispersion curves intersect (see
Fig. 9.103). The interaction of the light and the
electron charge distribution is resonant at a light
frequency (wavelength) that depends strongly on
the size, shape, composition, and environment of
the surface structure. The fields associated with
these modes are significantly enhanced.

Let us assume that we have an interface bet-
ween two transparent dielectric media, such as
glass and water. Light coming from the side of
higher refractive index (glass) is partly reflected
and partly refracted. Above the critical angle, there
is no refraction, only total internal reflection. At
the same time, the electromagnetic field component penetrates a short distance into the medium with the lower refractive
index (water), thereby creating evanescent waves. Now, we assume that the interface between the media is coated with a
thin layer of metal (e.g., gold) and that the light is monochromatic and p-polarized (electric field polarized in the plane
of incident k-vector and the surface normal). At a specific incident angle, the intensity of the reflected light is reduced,
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as there is a resonant energy transfer between evanescent waves and surface plasmons. The resonance conditions are
influenced by the material adsorbed onto the thin metal film. An experimental setup taking into account the dependence
of frequency of the incident wave on the glass refractive index and the incident angle (known as Kretschmann method)
is shown in Fig. 9.104.

Plasmons in Nanoparticles: Plasma oscillations can be excited in metallic nanostructures as well. In this case, they are
called nanoparticle plasmons. Nanoparticle plasmons are used as sensors in the sense that the characteristics of a given
molecule or molecular cluster can be related to its plasmonic oscillations. The spatial dimension of the particles is such
that light can penetrate the whole object and affect all the conduction electrons (see Fig. 9.105).

glass

metal film

dielectric ε1

ε2

ε0

incident 
light beam

reflected 
beam

θ

(a) (b)

Incident light frequency, ω

I re
fl

ec
te

d
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FIG 9.104 (a) Schematic illustration of Kretschmann’s experimental setup for
excitation of surface plasmons through a resonance. A thin metallic film
is evaporated on glass. A light beam passing through the glass generates
evanescent modes propagating inside the metal film. When the
resonance condition is satisfied, surface plasmons (wavy curve) can be
excited at the metal-dielectric interface. (b) Reflected intensity versus
incident light frequency (schematic). The reflected intensity is normally
high, except near the resonance frequency, ωr , where the light energy is
strongly absorbed by the surface plasmons.

FIG 9.105 Light wave excites a plasmon resonance in a metallic nanoparticle.

The cloud of conduction electrons is dis-
placed with respect to the positive ions, and
the generated electric dipole exhibits a restor-
ing force. Thus, we have a system that resem-
bles an harmonic oscillator driven by light
and damped by ohmic losses (generation of
heat) or by decay of plasmons followed by
an emission of photons. An important differ-
ence between surface plasmon resonance and
nanoparticle plasmon resonance is that in the
first case, sophisticated experimental tech-
niques are required to match the wavevectors
of light and the traveling electrons, whereas
in the latter case, the light wavelength and
the size of the nanoparticle are similar and
the plasmons are effectively localized. Thus,
nanoparticle plasmons can be localized irre-
spective of the light direction. The only con-
dition that must be met is matching the
wavevectors to achieve resonance with the
nanoparticle plasmon oscillations. For appli-
cations, this is a significant advantage as
compared with surface plasmons.

Plasmons are promising candidates for a
number of devices. For example, they may
propagate a long distance along the surface
of a metal and, hence, may be used for infor-
mation transfer on computer chips. They can
generate high local electric fields at metal
surfaces, and because the position and inten-

sity of plasmon absorption and emission peaks are affected by molecular adsorption, plasmons can be used in molecular
sensors. Furthermore, surface plasmons can confine light to very small dimensions, which might lead to optical trapping
applications.

9.8.3 MAGNONS

When the atoms in a crystal have nonvanishing spins, their magnetic moments interact with each other. In Sec. 9.5.10,
we stressed the magnetic exchange interactions involving itinerant electrons. The physics of localized spins interacting
with each other is governed by a Heisenberg spin Hamiltonian, defined in Eq. (9.330). In this section, we discuss the
Heisenberg spin Hamiltonian in 1D.
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For ferromagnetic exchange, J > 0, the low lying (elementary) excitations are referred to as magnons. Consider
a simple model with identical spin-1/2 atoms arranged in a 1D lattice and situated at points xn= na, where a is the
lattice constant (we shall take a = 1). The magnetic interaction between atoms is assumed to be nonzero only for
nearest neighbor atoms. Denoting the spin operator of an atom located at xn by S(n), interactions occur between S(n) and
S(n± 1). In the Heisenberg model, the interaction between S(n) and S(n+ 1) has the form JS(n) · S(n+ 1). With these
simplifications, the Heisenberg spin Hamiltonian [see Eq. (9.330)] takes the form

H= − J
N∑

n=1

S(n) · S(n+ 1). (9.515)

For convenience, we can take the periodic boundary condition, S(N + 1)=S(1). The sign of the exchange constant J
determines the physical nature of the system. For J > 0, any two adjacent spins tend to align parallel to each other, while
for J < 0, any two adjacent spins tend to align antiparallel to each other.7 The Hamiltonian H acts on the 2N dimensional
product space of the spins. The evolution of the spin system by the unitary transformation U= e−iHt/h̄ is an example of
a quantum gate.

The Heisenberg spin Hamiltonian describes an interacting many-body problem. We will discuss the spin physics of
this many-body system in Chapter 14. Here we concentrate on the low energy spectrum for the case of ferromagnetic
exchange J> 0, whose low energy excitations are spin waves or magnons [see Fig. 9.96(c)]. Before studying the low
energy excitations, however, we need to identify the ground state of H for J> 0. We expect the ground state to be such
that all spins are parallel,

|90〉 = | ↑1〉 ⊗ | ↑2〉 ⊗ . . .⊗ | ↑N〉 ≡ | ↑1↑2 . . . ↑N〉. (9.516)

This is indeed the case, as will be shown below. Note that

Sz(n)|90〉 =
h̄

2
|90〉, ∀n. (9.517)

In the absence of an external magnetic field, the Hamiltonian (9.516) has rotational symmetry, and the choice of quan-
tization axis is arbitrary. Once this axis is chosen, any eigenstate with a given spin configuration is degenerate with
the state obtained from it by reversing all spin directions. To prove that |90〉 is the ground state, use the definition
S± =

1
√

2
(Sx ± iSy) and write the Hamiltonian as,

H= − J
N∑

n=1

[S+(n)S−(n+ 1)+ S−(n)S+(n+ 1)+ Sz(n)Sz(n+ 1)]. (9.518)

From the theory of angular momentum, recall that |m〉 is an eigenstate of S2 and Sz, with eigenvalues h̄2s(s+ 1) and h̄m,
respectively, and

S±|m〉 = h̄
√
(s∓ m)(s± m+ 1)|m± 1〉. (9.519)

Since we are considering the fully stretched state and S+| ↑〉= 0, the first two terms on the RHS of Eq. (9.518) do not
contribute. Consequently, we can consider only the last term Sz(n)Sz(n+ 1) acting on |90〉 and

H|90〉= − J
N∑

n=0

Sz(n)Sz(n+ 1)|90〉= − JN
h̄2

4
|90〉 ≡ E0|90〉. (9.520)

7 Spin models are relevant for quantum information. A system of N spins is equivalent to the system of N qubits discussed in Chapter 5.
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Problem 9.68

Show that E0 is doubly degenerate and find the state orthogonal to |90〉 [defined in Eq. (9.516)] with energy E0.

Answer: |9̄0〉= | ↓1〉 ⊗ | ↓2〉 ⊗ . . .⊗ | ↓N〉 ≡ | ↓1↓2 . . . ↓N〉. Compared with Eq. (9.517), the eigenvalue of Sz(n)
is Sz(n)|9̄0〉= −

h̄
2 |9̄0〉 ∀n.

It is left to show that E0 is indeed the ground state energy. Let us assume that there is another state |80〉 with energy
Ē0. Then, we use the fact that for Hermitian matrices the largest diagonal element is bounded by the largest eigenvalue
and that the expectation value of S(n) · S(n+ 1) is smaller than S2, to get

Ē0=〈80|H|80〉 ≥ −J
N∑

n=1

Max9 [〈9|S(n) · S(n+ 1)|9〉] ≥ −JNs2
=E0. (9.521)

Having found the ground-state wave function and energy the next task is to find the low energy excited states. A low-
energy excited state can be constructed as a linear combination of states obtained from the ground state |90〉 by reversing
the direction of one of the spins. Consider the state |n〉 obtained from |90〉 by reversing a spin located on site n,

|n〉 ≡
1

h̄
S−(n)|90〉 = | ↑1↑2 . . . ↑n−1↓n↑n+1 . . . ↑N〉. (9.522)

|n〉 is not an eigenstate of H, but direct calculations show that the required combinations of states |n〉 yielding eigenstates
of H are the one-magnon states or spin waves,

|k〉 =
1
√

N

N∑
n=1

eikn
|n〉, (9.523)

where periodic boundary conditions require the relation k= 2π
N nk, with nk = 1, 2, . . . , N. The energy of these one-magnon

states is

Ek=E0 +
2Js

h̄
sin2(k/2), (9.524)

which is quadratic for small k. Problem 9.69 considers the eigenvalues and eigenstates of the Heisenberg spin Hamiltonian
with a constant magnetic field.

Problem 9.69

Consider the Hamiltonian H(H) = H(0)− gµBH
h̄

∑N
n=1 Sz(n), where H(0) is the zero-field Heisenberg Hamiltonian

defined in Eq. (9.515).

(a) Show that |90〉 defined in Eq. (9.516) is the unique ground state and that the ground-state energy is
E0(H)=E0(0)− NgµBH/h̄.

(b) Show that the one-magnon states |k〉 in Eq. (9.523) are eigenstates of H, with energies
Ek(H)=Ek(0)+ gµBH/h̄.

Note that: (1) The system with ferromagnetic exchange J > 0 does not have a gap. When N → ∞, the one-magnon
spectrum starts at E0. (2) The total spin of state |k〉 is〈

k

∣∣∣∣∣
N∑

n=1

Sz(n)

∣∣∣∣∣ k

〉
=Nsh̄−

h̄

2
= (N − 1)

h̄

2
. (9.525)
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(3) The probability for the reversed spin to be found at location n is |〈n|k〉|2= 1/N. (4) In analogy with the discussion of
phonons (because magnons are bosons), the mean number of magnons of wavenumber k at temperature T is

n(k) =
1

eβEk − 1
. (9.526)

Now let us consider the two-magnon states composed of two spins with reversed directions relative to the other spins
in the ground state,

|k1k2〉 =
1

√
N(N − 1)

∑
n1 < n2

eik1n1+k2n2 S−(n1)S−(n2)|90〉. (9.527)

The analysis of two (and higher) magnon states is more complicated than for the one-magnon states. The constraint
n1 6= n2 appears to be a serious obstacle and requires the construction of a set of relations from which the allowed values
of k1 and k2 are derived together with the corresponding energies Ek1k2 . These are known as Bethe ansatz equations.
The elucidation of the ground state energy and wave function, as well as one-magnon states in the antiferromagnetic
case J < 0 is far more complicated than the ferromagnetic case. The ground state configuration for J< 0 is not equal
to the classical one of alternating spin directions. We will not discuss the consequence of these results for the magnetic
properties of the spin system. The interested reader is referred to Ref. [161].

9.8.4 POLARONS

The interaction between electrons and phonons, which has been discussed in Sec. 9.8.1, is responsible for numer-
ous phenomena, including low-temperature superconductivity.8 In this section, we discuss another important facet of
electron–phonon interaction: the collective excitation called the polaron. For this purpose, we derive the electron–phonon
interaction for a 1D system within the formalism of first quantization.

Heuristically, the electron–phonon interaction that gives rise to polarons can be described as follows: a local change
in the electronic state in a crystal modifies the interaction between the atoms composing the crystal, and thereby affects
the phonon spectrum. Self-consistently, a local change in the state of the lattice ions locally modifies the electronic states,
and so on. This electron–phonon interaction is effective even at zero temperature. Another way to look at it is to start with
an electron moving in an ionic crystal and polarizing the atoms surrounding it, causing them to oscillate. Figure 9.106
describes this qualitatively. The oscillating ions affect the motion of the electron. As we have seen, oscillating atoms
in a crystal are described by phonons. The quantum state composed of an electron and a polarized phonon cloud is
a collective excitation, i.e., a quasi-particle the polaron. It has its own peculiar characteristics, including effective mass,

FIG 9.106 Schematic illustration of a polaron: An electron in an
ionic crystal polarizes the atoms in its neighborhood and
the deformed atomic configuration affects the electron
state. The degree of polarization is indicated by the
degree of shading, and the amplitude of oscillations is
reflected by the thickness of the arrows. This many-body
excitation consisting of a single electron surrounded by
a cloud of phonons is a quasi-particle, with its own
effective mass and momentum.

8 A more thorough treatment of the electron–phonon interaction and of superconductivity requires second quantization, as discussed in Chapter 14.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 12-ch09-381-544-9780444537867 2012/12/7 19:48 Page 539 #159

9.8 Low-Energy Excitations 539

total momentum, spin, and energy. Other quantum numbers might be required to describe its internal state and its response
to external fields. Polaron formation is a consequence of dynamic electron-lattice interaction, which is also responsible
for scattering of charge carriers, phonon frequency renormalization, and screening of interaction between charge carriers
in solids.

The polaron problem plays an important role in statistical mechanics and quantum field theory because it is one of
the simplest examples of a nonrelativistic quantum particle interacting with a quantum field. It serves as a theoretical
test bed for various tools to treat quantum field theories. The Feynman path integral formalism was originally applied to
the polaron problem. Subsequently, it has become one of the important tools of statistical mechanics and quantum field
theory.

The Polaron Hamiltonian

The derivation of electron interaction with lattice vibrations is based on the fact (used in Sec. 9.8.1) that the position of
the ith atom (or ion) in the crystal is not fixed at lattice point Ri. Rather, the atom undergoes small oscillations around Ri.
Its position is given by the vector Ri + ui, where |ui|� a (a is the lattice constant). The interaction potential between an
electron located at space-point r and an ion located at Ri + ui is V(r−Ri − ui). For example, in an ionic crystal with an
unscreened Coulomb interaction between an electron and an ion of excess charge Ze, V(x) = −Ze2/|x|. Expanding the
interaction around r− Ri to first order in ui is

V(r− Ri − ui) ≈ V(r− Ri)−∇V(r− Ri) · ui. (9.528)

When this interaction is summed over all lattice points we get two terms. The first
∑

i V(r−Ri) is the periodic potential
between the electron and the atoms when they are fixed at the lattice points Ri. This term is treated within the familiar
Bloch theory. The second term, −

∑
i∇V(r − Ri) · ui, is the interaction of the electron with lattice vibrations. When

the atoms in the lattice undergo small oscillations, the interaction energy of the electron and the lattice is modified. But
what causes the oscillations of the atoms around the lattice points Ri? These oscillations require energy, and at very low
temperatures, the energy comes from the interaction with electrons. Therefore, an interaction of electrons with atoms
leads to oscillations in the position of the atoms, which then affects the interaction, and so on. Having identified the term
responsible for the electron–phonon interaction, we can now write the electron–phonon Hamiltonian within the general
structure of the Hamiltonian in Eq. (9.484).

To simplify the derivation, we consider an electron moving in a 1D atomic crystal composed of N identical ions of
mass M oscillating near lattice points xn with small amplitudes, |un|� a, where a = xn+1 − xn is the lattice constant.
The wave function of a single electron and the N ions is 9(x, {un}). We write the three terms on the RHS of Eq. (9.484)
appropriate for the present system. First, the pure lattice phonon Hamiltonian consists of a collection of coupled Harmonic
oscillators,

Hph= −
h̄2

2M

∑
n

d2

du2
n
+

1

2

∑
nm

D(xn − xm)unum, (9.529)

where

D(xn − xm) =

[
d2U(x)

dx2

]
x=xn−xm

(9.530)

can be viewed as a real symmetric matrix obtained by expanding the atom–atom potential energy U(xn + un − xm − um)

to second order in the amplitudes (recall the theory of small oscillations). Second, the potential seen by the electron [the
second term on the RHS of (9.528)] in this 1D model is

He−ph= − λ
∑

n

d

dx
V(x− xn)un, (9.531)
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where λ is a dimensionless constant controlling the strength of the interaction. Finally, the electron Bloch Hamiltonian

He= −
h̄2

2m

d2

dx2
+

∑
n

V(x− xn) (9.532)

is responsible for the band structure of the electron spectrum. To proceed further, let us assume that the N atoms are
arranged in a circular chain. The matrix D can be diagonalized, and its eigenvectors and eigenvalues are denoted as vq

and ωq, respectively, where q = 2π
N nq, nq = 0,±1, . . .. By using the Fourier transform relation

un=
1
√

N

∑
q

vqeiqxn , (9.533)

the phonon Hamiltonian (9.529) can be written as a sum of oscillators,

Hph= −
h̄2

2M

∑
q

d2

dv2
q
+

1

2

∑
q

Mω2
qv2

q. (9.534)

Next, we expand V(x− xn),

V(x− xn) =
1
√

N

∑
q

V(q)eiq(x−xn), V ′(x− xn) =
i
√

N

∑
q

qV(q)eiq(x−xn). (9.535)

Inserting this expansion of V ′ and the expansion (9.533) of un into expression (9.531) for the electron–phonon Hamilto-
nian and using the orthogonality of the plane wave functions, we find

He−ph= − λ
i
√

N

∑
q

qV(q)eiqxvq. (9.536)

The Schrödinger equation for the electron phonon problem is then[
He + Hph + He−ph

]
9(x, {vq})=E9(x, {vq}), (9.537)

where now 9(x, {vq}) depends on the electron coordinate x and on the normal mode amplitudes vq.

The Free Phonon Wave Function

In the absence of coupling between the electron and the atoms, we have

9(x, {vq})=ψα(x)8β({vq}), (9.538)

i.e., a product of an electronic and atomic wave functions. The phonon wave function 8β({vq}) describes the small
oscillations of atoms near their lattice points {xn}. Because the phonon Hamiltonian (9.534) is represented as a sum of
independent oscillators, the free phonon wave function is written as a product,

8β({vq}) =
∏

q

ηmq(vq), (9.539)

where ηmq(vq) is a harmonic oscillator wave function of order mq in the variable vq with energy (mq +
1
2 )h̄ωq, so

that β = {mq}. The free phonon wave function (9.539) is compactly represented by a ket |mq1 mq2 . . .〉. The ket |0〉 ≡
|0, 0, . . .〉 is said to be a zero phonon state, whereas the ket |q〉 ≡ |0, 0, . . . , 1q, 0, . . .〉 is a one-phonon state of energy h̄ωq,
and so on.
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Problem 9.70

Calculate the matrix element 〈nq1 nq2 . . . |vp|mq1 mq2 . . .〉.

Answer:
√

h̄
2Mωp

[
√

mpδnp,mp−1 +
√

mp + 1δnp,mp+1].

Correction to the Electron Energy

Consider the case of weak coupling, λ� 1, where perturbation theory is justified. Let us consider a product state |k〉⊗|0〉
of an electron in a Bloch state ψk(x) with energy εk, and a zero phonon state with zero point energy E0. We are interested
in the perturbed energy εk +1k due to the electron–phonon coupling. From the solution of Problem 9.70, it is clear that
the first-order perturbation correction vanishes, and second-order perturbation theory couples the zero phonon state |0〉
to the single phonon states |1q〉. The factor eiqx in He−ph on the RHS of Eq. (9.536) requires that the electronic wave
function ψk(x) have nonzero matrix element with the wave function ψk−q(x) having energy εk−q. The fact that He−ph
connects the initial state |k〉 ⊗ |0〉 and the final state |k− q〉 ⊗ |1q〉 means that momentum is conserved. Combining these
results, we find

1k= −
λ2

N

∑
q

h̄

2Mωq

[qV(q)]2

εk − εk−q − h̄ωq
. (9.540)

Problem 9.71

Use the result of Problem 9.70 and the formalism of second-order perturbation theory to prove Eq. (9.540).

If the electron energies are approximated by those of free electrons, εk ≈
h̄2k2

2m , we see that for k < q
2 +

mωq
h̄q , the

contribution to 1k is negative. In particular, for k = 0, εk = 0, the electron acquires a negative energy due to interaction
with phonons; the polaron becomes weakly trapped.

9.8.5 POLARITONS

A polariton is a quasi-particle that arises due to strong coupling of electromagnetic waves with electric (or magnetic)
dipole excitations of a crystal lattice, i.e., with any vibrational excitation that can couple to light. There are different
types of polaritons, including phonon–polaritons, resulting from coupling of an infrared photon with an optic phonon,
exciton–polaritons, resulting from coupling of visible light with an exciton, inter-subband-polaritons, resulting from
coupling of an infrared photon with an inter-band vibrational excitation, and surface plasmon-polaritons, resulting from
coupling of surface plasmons with photons. The dispersion relation for these excitations typically involves level repulsion
(anticrossing) between the vibrational and optical mode frequencies involved. The phonons involved can be longitudinal
acoustic or transverse acoustic phonons or longitudinal optical or transverse optical phonons (transverse modes oscillate
with the atomic displacement perpendicular to the wavevector, whereas longitudinal modes have atomic displacement
along the wavevector). For more on polaritons, see Refs. [18, 125, 251].

9.9 INSULATORS

An insulator is a material with vanishingly small DC electrical conductivity. This definition is valid assuming: (1) the
applied electric field is weak and static, (2) the temperature is low, and (3) the volume of the system is large. Charge
transport in solids involves moving electrons and holes, which are subject to Coulomb interaction among themselves.
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Hence, conductivity of insulators is a many-body problem. Nevertheless, in numerous cases, the interaction between
electrons can be treated within Landau–Fermi liquid theory, which results in an effective theory of noninteracting
(quasi-) particles, see Sec. 18.5. On the other hand, there are several cases where the Landau–Fermi Liquid descrip-
tion is inadequate, and the many-body aspects resulting from the electron–electron and the electron-phonon interaction
are manifest. When such a system cannot be described in terms of weakly interacting quasi-particles, it is then referred
to as a strongly correlated electron system.

When electron correlations are insignificant, the occurrence of an insulating phase can be due to a finite gap in the
spectrum of single-electron extended states. In metals, there is a band of single-particle states with wave functions that
are spread over the whole sample, as described by Bloch theory, and the Fermi energy is within the band. In insulators,
either the density of states vanishes at the Fermi energy or the density of states is still finite, but the wave functions of
the single-particle states decay exponentially at large distance. This kind of band of localized states applies to amorphous
materials in which the Bloch theory does not apply. When electron correlations are significant, the distinction between a
conductor and an insulator is more subtle. In ordered (nonamorphous) systems, an insulator is characterized by a gap for
charge excitations in the many-body spectrum. The physics of the insulating phase in strongly correlated systems with
disorder is not yet fully understood.

Insulators are classified according to the mechanisms that cause the gap and the nature of this gap. It is useful to
first classify insulators into two main groups and then divide each group into classes. The first group includes those
materials for which the mechanism responsible for the insulating phase can be explained within the single-particle picture;
this group includes band insulators, Peierls insulators, and Anderson insulators. Recently, it was noticed that in some
band insulators, the Bloch wave functions uk(r) in a filled band have interesting properties related to their topology in
reciprocal space. One manifestation of these properties is that when the system has edges, there are current-carrying states
along these edges, despite the fact that when the system does not have edges (is infinite) it is an insulator. Thus, band
insulators are subdivided into ordinary band insulators and topological insulators. The second group includes materials
whose insulating behavior is due to electron correlations; their nature can be understood in terms of cooperative many-
electron phenomena. The main class in this group is Mott insulators, which can be further subdivided into Mott–Hubbard
insulators and Mott–Heisenberg insulators.

9.9.1 DEFINING INSULATORS

At the beginning of Sec. 9.2, we discussed the Drude theory of electrical conductivity, which is a classical linear response
treatment appropriate for weak external fields. We obtained Ohm’s law, whose simplest form for a static uniform field and
isotropic material is J= σE. However, many materials are not isotropic. In addition, the applied electric field E(r, t) need
not be constant and/or uniform. Within the linear response framework, we can concentrate on a single Fourier component
for the electric field E(r, t) and the current density J(r, t) at a space-time point (r, t),

E(r, t)=E(q,ω) ei(q·r−ωt), J(r, t)= J(q,ω) ei(q·r−ωt). (9.541)

In Sec. 7.9, we obtained a linear response expression relating the Cartesian components of the current and the electric
field, which defines the conductivity tensor, σαβ(q,ω),

Jα(q,ω)=
∑
β

σαβ(q,ω)Eβ(q,ω). (9.542)

The limit q→ 0 and ω→ 0 corresponds to a uniform and static field. The conductivity tensor σαβ is generally complex
and both its real and imaginary parts have physical significance. The calculation of σαβ starting from a microscopic
Hamiltonian is an important problem in solid-state physics. As shown in Sec. 7.9.2, σαβ(q,ω) can be obtained using
the Kubo formula [see Eq. (7.262)]. One of the subtle points in applying the Kubo formula is that, in Eq. (9.542), the
electric field includes both the externally applied field and a field due to the presence of other charges in the solid. We
are interested in determining the response of the system to the external field. The Kubo formula is often applied under

https://sites.google.com/site/thequantumbook/
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the assumption that the system is infinite. Hence, the relation between σαβ and the resistance measured in a finite system
subject to a voltage difference should be carefully examined.

A solid is said to be a metal or an insulator depending on whether or not the conductivity tensor σαβ(q,ω) vanishes in
the limit q → 0, ω → 0 and T → 0. The T → 0 restriction ensures that the system remains coherent on macroscopic
length scales. With these points in mind, restricting ourselves to weak external fields and zero temperature, the definition
of an insulator is obtained by requiring that the static electrical conductivity vanishes within the following limiting scheme
[164],

lim
T→0

lim
q→0

lim
ω→0

Re[σij(q,ω)]= 0. (9.543)

The three limiting procedures do not always commute and the order as expressed in Eq. (9.543) is important.
A central question is whether it is possible to drive a metal-insulator transition at zero temperature by tuning external

parameters such as pressure, magnetic field, or chemical potential. Transitions that are not driven by temperature are
referred to as quantum phase transitions [162]. Quantum phase transitions are sharp in the sense that the conductivity (as
a function of the driving parameter) vanishes either as a step or as a power smaller than unity. When T 6= 0, the sharp
picture of quantum phase transitions is blurred.

9.9.2 CLASSIFICATION OF INSULATORS

Insulators are classified according to the mechanisms responsible for the occurrence of an insulating phase. As already
mentioned, insulators are divided into two groups. The first group includes insulators for which the occurrence of the
gap is due to electron–ion interactions, whereas the second contains insulators for which the occurrence of the gap is due
to electron–electron interactions (or, more generally, electron correlations). The most notable representatives of the first
group are

1. Band insulators. The insulating phase emerges due to the interaction of electrons with the periodic array of atoms in
the crystal. The gap is understood using the Bloch theory.

2. Topological insulators. These are electronic band insulators in 2D or 3D systems with the following two properties:
(1) The occurrence of edge states. Systems having boundaries (edges in 2D or surfaces in 3D systems) can have states
that are localized at the boundaries. In a topological insulator that has definite geometrical boundaries, there is a finite
number of conducting states with energies inside the gap that propagate along the boundaries of the sample. These
edge states are protected against disorder and interactions. Depending on the symmetries of the physical system under
time reversal, these states may also conduct spin, in addition to charge.
(2) Existence of a topological quantum number. This property is more subtle and concerns bulk (infinite) systems
without edges. The eigenfunctions in a filled band depend on a set of continuous quantum numbers [like the Bloch
functions ψk = eik·ruk(r) that depend on k in the periodic reciprocal lattice]. By changing these quantum numbers
adiabatically, as with Berry phases (see Sec. 7.8.4), a set of nontrivial integer quantum numbers arise, which are inde-
pendent of the details of the potential and are immune to small perturbations. Relations exist between the topological
quantum numbers that occur in bulk systems (without boundaries) and the number of edge states that occur when the
systems have boundaries [see property (1)].

As an example of a topological insulator, consider a 2D electronic system with periodic potential V(x, y) of period
a subject to a perpendicular magnetic field H such that Ha2

=
p
q80 [163]. Here, p and q are integers with no common

divisors and 80 = hc/e is the quantum flux unit. In the Landau gauge, Eq. (9.221) becomes

H2D=
1

2m

[
p2

x +

(
py +

hpx

a2q

)2
]

. (9.544)

The corresponding eigenfunctionsψk(r) = eik·ruk(r) are still Bloch wave functions provided kx, ky are defined within
a magnetic Brillouin zone, with unit vectors ( 2π

aq x̂, 2π
a ŷ). The spectrum has the pattern of bands separated by gaps,

and when bands are either filled or empty, we have a band insulator. What is more subtle is that, in a sense described
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later, this is not a trivial band insulator, but, rather, a topological insulator. As was shown in Ref. [163], when the
Fermi energy is in a gap, the quantity

n =
i

2π

∑ ∫
MBZ

dk
[〈
∂uk

∂kx

∣∣∣ ∂uk

∂ky

〉
−

〈
∂uk

∂ky

∣∣∣ ∂uk

∂kx

〉]
, (9.545)

is an integer. Here, the integration is carried out on the magnetic Brillouin zone and the sum is taken over the fully
occupied bands below the Fermi energy. The above expression, after being multiplied by the quantum unit of con-
ductance e2/h can be reduced to the Kubo formula for the calculation of the Hall conductance σxy. From Laughlin’s
arguments (see Figs. 9.56 and 9.56), the Hall conductance in units of e2/h is equal to the number n of edge states
crossed by the Fermi energy in a system with boundaries. Thus, when the Fermi energy is in the gap between two
Landau levels, the integer quantum Hall system is a topological insulator, and the value of the topological number
in the bulk system is equal to the number of edge states in the system that has boundaries. The term “topological”
is justified, because this is a global property of the Bloch wave functions, independent of the details of the periodic
potential. The integer n is referred as the first Chern number. Due to the presence of the magnetic field, time-reversal
symmetry is broken, and the edge state carries charge, but not spin. In Chapter 13, we will encounter topological insu-
lators in which time-reversal symmetry is conserved, and the edge state are capable of carrying spin. These systems,
predicted in 2005, are referred to as quantum spin Hall systems.

3. Peierls insulators. The insulating phase is due to electron interaction with static lattice deformations.
4. Anderson insulators. The insulating phase is due to the presence of disorder. In these insulators, electron interaction

with nonmagnetic impurities and other lattice imperfections lead to localized states.

In the second group of insulators, the formation of a gap is due to electron correlations, and is a bona fide many-
electron problem. A representative of this class is the Mott insulator. Within a finer classification, one may further
distinguish between Mott–Heisenberg and Mott–Hubbard insulators, depending on whether or not there is long range
order of the local magnetic moments that are formed as a result of electron correlations.

Often, more than one mechanism can be present, complicating the problem of identifying the mechanism responsible
for a metal-insulator transition.

A more detailed discussion of insulators can be found on the web page (see below), associated with this book.
https://sites.google.com/site/thequantumbook/Insulators

https://sites.google.com/site/thequantumbook/Insulators
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10Electronic Structure
of Multielectron Systems

The electronic many-body problem in the presence of nuclear point charges is central to much of physics, chemistry, and
nanotechnology. We start this chapter by introducing the full nonrelativistic time-independent Schördinger equation for
such problems in Sec. 10.1. We shall assume that the positions of nuclei are fixed and try to determine the wave function
of the electrons, which is antisymmetric under exchange of electrons (as we have seen in Chapter 8, the Pauli exclusion
principle requires that many-electron wave functions should be antisymmetric with respect to the interchange of any two
electrons). Electronic structure of atoms, molecules, and solids is usually calculated in this fixed nuclei approximation,
since the nuclei move so much slower than electrons (but corrections beyond the Born-Oppenheimer approximation are
sometimes important and will be discussed in Sec. 11.3). In Sec. 10.2, we introduce Slater and Gaussian type orbitals, the
two commonly used basis functions for calculating electronic structure. Section 10.3 discusses term symbols for atoms.
A further simplifying approximation for calculating electronic structure is the Hartree–Fock approximation, which is
a mean-field treatment, wherein each electron feels the mean field due to all the other electrons. First, we treat two-
electron systems in Sec. 10.4 before considering multielectron systems in Secs 10.5 and 10.6, starting with the Hartree
approximation and then antisymmetrizing to obtain the Hartree–Fock approximation. Koopmans’ theorem is discussed
in Sec. 10.7, trends in the atomic radii of atoms depending on their position in the periodic table are considered in
Sec. 10.8, and the fine and hyperfine structures of multielectron atomic systems are then treated as perturbations in
Sec. 10.9. Hund’s rules for determining which term symbol has the lowest atomic energy are also treated in this section.
Electronic structure of molecules is considered in Sec. 10.10. The Hückel Approximation is introduced in Sec. 10.10.3,
and Sec. 10.11 briefly considers electronic structure of metals using this approximation. Section 10.12 considers more
accurate (but more complicated) approaches to calculating electronic structure, e.g., adding additional Slater determinants
to the wave function in a procedure called configuration interaction, concludes this chapter. Textbooks that extensively
treat the electronic structure of atoms and molecules include Refs [165–168]. Additional topics related to molecular
structure will be introduced in the next chapter. The electron many-body problem is considered further in Chapter 14 on
many-body theory, and the most popular method today for calculating ground electronic state structure, density functional
theory, is treated in Chapter 15.

10.1 THE MULTIELECTRON SYSTEM HAMILTONIAN

Let us begin by writing the Hamiltonian for N charged particles with mass Mi and charge Zie interacting via Coulomb
potentials,

H = −
N∑

i=1

h̄2

2Mi
∇

2
i +

N−1∑
i=1

∑
j>i

ZiZje2

[4πε0]rij
. (10.1)

The Coulomb potentials have been written in a form that is also appropriate in SI units by inserting the factor 1/[4πε0];
this factor should be set to unity in Gaussian units. In this chapter, we shall use atomic units, so not only is this factor
set to unity, but me = h̄ = e = 1. In atomic units, the expression for the potential energy of N electrons interacting via
Coulomb potentials is

N−1∑
i=1

∑
j>i

1

rij
=

1

r12
+

1

r13
+ · · · +

1

r23
+

1

r24
+ · · · +

1

r34
+

1

r35
+ · · · +

1

rN−1 N
, (10.2)
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and the full Hamiltonian of N electrons and Nn nuclei is

H = −
Nn∑
α

∇
2
Rα

2mα
−

1

2

N∑
i=1

∇
2
i +

Nn−1∑
α

Nn∑
β>α

ZαZβ
Rαβ

−

N∑
i=1

Nn∑
α

Zα
riα
+

N−1∑
i

N∑
j>i

1

rij
, (10.3)

where mα = Mα/me. We used Rα to denote the coordinate of the αth nucleus, Rαβ ≡ Rβ−Rα for the relative coordinate
vector between nuclei β and α, and riα ≡ ri − Rα for the coordinate vector between an electron i and a nucleus α. The
full nonrelativistic time-independent Schördinger equation for this system is

H9(r1, . . . , rN , R1, . . . , RNn) = E9(r1, . . . , rN , R1, . . . , RNn). (10.4)

We begin our consideration of this equation by assuming that the nuclei are pinned at specific positions, {Rα}, and this
reduces our interest to the wave function 9(r1, . . . , rN ; R1, . . . , RNn) where the nuclear coordinates are taken to be fixed
parameters.

10.2 SLATER AND GAUSSIAN TYPE ATOMIC ORBITALS

In performing quantum mechanical calculations on multielectron atoms, molecules and condensed-phase systems, one
assumes that each electron is in an atomic or molecular orbital. Molecular orbitals are formed from atomic orbitals, i.e.,
molecular orbitals are taken as a coherent superposition of orbitals having centers on several nuclei. Atomic orbitals can
be taken in the form of Slater Type Orbitals (STOs), which are hydrogen-like orbitals. A 1s STO is given by

ξ(r− R) =
(
ζ 3

π

)1/2

e−ζ |r−R|, (10.5)

where R is the center of the orbital (e.g., R = 0 for an atom centered at the origin), the factor in front of the exponential on
the RHS of Eq. (10.5) is the normalization coefficient, and the coefficient ζ can be optimized (or chosen to be hydrogen-
like in the simplest calculations). The STO with quantum numbers nlm take the form

ξnilimi(ρ) = Nnilimi gnili(ρ) e−ζnilimi |ρ| Ylimi(θ ,φ), (10.6)

where ρ = r − R, the angles θ and φ are the polar and azimuthal angles of ρ, and gnili(ρ) is a polynomial of order
n − l − 1. The simplest optimization procedure for the STOs is to take ζnlm =

Zeff
na0

instead of the hydrogen-like value

ζnlm =
Z

na0
, and minimize the energy with respect to Zeff. Better approximations for atomic and molecular orbitals are

obtained using a coherent superposition of STOs, φj =
∑

k cjkξk, where the coefficients cjk can be optimized.
The atomic or molecular or condensed phase wave function is given by an antisymmetrized product of orbitals. The

goal of quantum chemistry calculations is to find the values of the coefficients ci (and the coefficients ζnilimi , if they are
allowed to vary), which minimize the energy of the system, e.g., via the variational method.

In molecules, STOs are difficult to calculate with because they are not easily orthogonalized to orbitals centered on
other atoms. Therefore, calculations are often done with Gaussian type orbitals (GTOs) instead of STOs. A Gaussian 1s
orbital is of the form

ξi(r− R) =
(

2αi

π

)3/4

e−αi|r−R|2 , (10.7)
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where αi is the square inverse width of the ith orbital. Higher order Cartesian Gaussians take the form

ξi;jkl(r− R) = Ni;jkl(x− Rx)
j(y− Ry)

k(z− Rz)
l e−αi|r−R|2 , (10.8)

where Ni;jkl is the normalization factor. The Gaussian orbitals are taken to be normalized, but if they are centered on
different atoms, they will not be orthogonal. The overlap integrals

S12;ij =

∫
drξ∗i (r− R1)ξj(r− R2), (10.9)

depend on R1 − R2, and are relatively simple to calculate. One problem with the Gaussian orbitals is that they do not
have the cusp-like structure of the wave functions right near the atomic nuclei, and therefore many Gaussian orbitals with
many different coefficients αi are required to reasonably approximate the cusp.

10.3 TERM SYMBOLS FOR ATOMS

Multielectron atomic states can be labeled by the values of the total orbital, total spin, and total angular momentum for
all the electrons together, L, S, and J. The states are labeled as follows: 2S+1LJ . Here, the J quantum number is necessary
when one includes spin-orbit coupling, and 2S+ 1 is the spin degeneracy; 2S+ 1 = 1 is called a singlet state, 2S+ 1 = 2
is called a doublet state, 2S + 1 = 3 is called a triplet state, etc. For example, the excited states of helium corresponding
to one electron in 1s and one electron in 2p can be written as 1s 2p 3P2, 1s 2p 3P0, and 1s 2p 1P1. For a two-electron
atom with one electron in a 2p state and the other in a 3p state, we can have 2p 3p 1D2, 2p 3p 1P1, 2p 3p 1S0 singlet states
and 2p 3p 3D3, 2p 3p 3D2, 2p 3p 3D1, 2p 3p 3P2, 2p 3p 3P1, 2p 3p 3P0, 2p 3p 3S1 triplet states. In Sec. 10.9, we present the
Hund’s rules for determining which term symbol has the lowest energy. For example, the electronic configuration of the
ground state of silicon and its term symbol is given by 1s2 2s2 2p6 3s2 3p2 3P0. Sometimes, only the open shell electrons
are specified; then this state would be designated by . . . 3p2 3P0.

In building term symbols for atoms, if two or more electrons are in the same orbital, not all possible term symbols
can be formed because of the necessity to antisymmetrize the atomic wave function, and restrictions arise due to the
Pauli exclusion principle. For example, let us consider, a configuration of three equivalent p electrons, for the time being
without taking spin-orbit into account. The projection of the orbital angular momentum for each electron, ml, can take
the values ml = 1, 0,−1, and the projection of the spin takes the values ms = 1/2,−1/2, so there are six possible levels
|ml, ms〉 for each of the three electrons. The three electrons can be in any three of these levels, but no two electrons can
be in the same level (i.e., spin-orbital). It is easy to explicitly list the resulting three-electron states |ML, MS〉, which take
the following values: |ML, MS〉 = |2, 1/2〉, |1, 1/2〉, |0, 3/2〉, |0, 1/2〉 (as well as those with negative ML and MS, which
we do not write out explicitly). Counting the possible 2S+1L terms that result for the three equivalent p electrons, we find
that the only possibilities are one term of each of the types: 2D, 2P, 4S. Thus, many of the possible terms that could be
obtained without imposing exchange symmetry are absent.

Problem 10.1

Write the normalized Slater determinant of the (1s0)2(2p0)(2p1) 3D3, MJ = 2 excited state of beryllium, where
(1s0), (2p1) and (2p0) mean the following: (1s0) ≡ ψn=1,l=0,ml=0(r) and (2p1) ≡ ψn=2,l=1,ml=1(r),
(2p0) ≡ ψn=2,l=1,ml=0(r).

Answer: We must have MS = 1 and ML = 1, so the two unpaired spins both have spin-up.

10.4 TWO-ELECTRON SYSTEMS

Let us first consider the two-electron systems. The helium atom is such a system, as is the hydrogen molecule, but other
two-electron systems could also be considered, e.g., the lithium ion, Li+, doubly ionized beryllium, etc. For simplicity,
we begin with an atomic system, specifically helium, so only one nuclear center need be considered.
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10.4.1 THE HELIUM ATOM

The electronic helium Hamiltonian is

H = −
1

2
∇

2
r1
−

1

2
∇

2
r2
−

2

r1
−

2

r2
+

1

r12
. (10.10)

We can write this Hamiltonian as

H = h(r1)+ h(r2)+
1

r12
, (10.11)

where h(ri) ≡ −
1
2∇

2
ri
−

2
ri

is the Hamiltonian of electron i, and 1/r12 is the Coulomb electron–electron potential.
We could try to treat helium using one of the approximation methods of Chapter 7. For example, if we treat the

electron–electron term as the first-order perturbation, H(1)
= r−1

12 , the first-order contribution to the energy is (see
Sec. 7.3.1)

1E = E(1) =
∫

dr1dr2 ψ
(0)∗H(1)ψ (0), (10.12)

and the zeroth-order spatial part of the two-electron wave function ψ (0) is the product function,

ψ (0) = φ1(r1)φ2(r2) =

(
Z3/2

√
π

)2

e−Zr1 e−Zr2 =
Z3

π
e−Z(r1+r2), (10.13)

with Z = 2. The antisymmetry of the total two-electron wave function then requires the spin function to be the singlet
state. Since the Coulomb interaction does not depend on spin, the spin function is not explicitly written here. However,
given the strength of the Coulomb interaction, the perturbation theory approach for treating the electron–electron interac-
tion is a poor approximation. Below, we develop a more elaborate and more accurate approach using the self-consistent
mean-field (SCF) approach.

Alternatively, a variational approach (see Sec. 7.6) starts with an expression for the expectation value of the
Hamiltonian

〈E〉 ≈ Etrial =
〈φt|H |φt〉

〈φt|φt〉
> E0, (10.14)

with some trial wave function containing parameters that can be determined by minimizing the expectation value with
respect to the parameters. We shall use a variational approach within the SCF approach developed below.

A mean-field approach for treating interacting electrons in atoms and molecules is outlined in what follows. The
parameters that appear in the mean-field wave function will be variationally varied to obtain the lowest energy.

10.4.2 THE HARTREE METHOD: HELIUM

Douglas Hartree first developed the mean-field theory for electron systems in the 1920s, but did not consider that electron
wave functions must be antisymmetric with respect to exchange. Vladimir Fock then extended the theory to include
antisymmetrization of the wave function, thereby developing the Hartree-Fock method. Let us first present Hartree’s
method, wherein we “guess” initial values for the individual atomic orbitals, perhaps in the form of an initial set of
coefficients in a linear combination of STOs, and then self-consistently determine the atomic orbitals.

The mean-field iterative procedure is designed whereby the electron orbitals φi(ri) in the wave function (10.13) for
helium are improved in a series of steps. We first consider electron 1 and assume that its interaction with the second
electron (or with electrons number 2, 3, 4, . . . in multielectron systems) is with the averaged electron density of the
second electron. The interaction potential with the second electron is taken to be

Veff
1 (r1) =

∫ ∣∣φinit
2 (r2)

∣∣2
r12

dr2 =

〈
φinit

2 (2)
∣∣∣ 1

r12

∣∣∣φinit
2 (2)

〉
, (10.15)
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where the subscript in φ2(2) refers to the quantum numbers of the state and the argument (2) = (r2) refers to the
coordinate, and the effective Hamiltonian is

Heff
1 = −

1

2
∇

2
1 −

2

r1
+ Veff

1 . (10.16)

so the effective Hamiltonian acting on the wave function of electron 1 is given by sum, Heff
1 ≡ h(r1) + Veff

1 (r1). The
effective Schrödinger equation for electron 1, Heff

1 φ1 = ε1φ1, must be solved to get a new estimate for the function φnew
1

and the new effective orbital energy εnew
1 . Similarly, for electron 2: Heff

2 φ2 = ε2φ2, where

Heff
2 = −

1

2
∇

2
2 −

2

r2
+ Veff

2 , (10.17)

with

Veff
2 (r2) =

〈
φinit

1 (1)
∣∣∣ 1

r12

∣∣∣φinit
1 (1)

〉
. (10.18)

The effective Schrödinger equation for electron 2 must also be solved to get a new estimate for the function, φnew
2 and

the new effective orbital energy εnew
2 .

Note that we have used the initial guessed wave functions to compute effective Hamiltonians and then the resulting
equations are solved to get new orbitals. These new orbitals are then used to compute new effective Hamiltonians, and
then the new resulting equations are solved to get new orbitals, etc. This procedure is carried out again and again, until
the new orbitals and energies predicted by solving the equations get closer and closer to the orbitals and energies used in
the previous step. In the n+ 1 step (n = 1, 2, 3, . . .), the effective potential

V(n+1)
i (ri) ≡

∫
drj

∣∣∣φ(n)j (rj)

∣∣∣2
|ri − rj|

=

〈
φ
(n)
j

∣∣∣∣ 1

|ri − rj|

∣∣∣∣φ(n)j

〉
rj

, (10.19)

is substituted into the effective Schrödinger equation[
−

1

2
∇

2
i −

2

ri
+ V(n+1)

i (ri)

]
φ
(n+1)
i = ε

(n+1)
i φ

(n+1)
i , (10.20)

and one solves for φ(n+1)
i and ε(n+1)

i . A criterion for determining when to stop needs to be developed; the criterion typi-
cally chosen involves the calculated energy. When the energy continues to decrease and finally saturates (stops changing),
the calculation is deemed to have converged. The resulting output orbitals yield a self-consistent field (SCF), i.e., the
effective potentials, in which each of the electrons moves.

The Hartree energy is obtained as an expectation of the exact Hamiltonian (10.11) using the converged orbitals,

EH =

∫
dr1dr2 ψ

∗Hψ = 〈φ1(1)φ2(2)| h(r1)+ h(r2)+
1

r12
|φ1(1)φ2(2)〉, (10.21)

where we assume that the orbitals φ1(1) and φ2(2) are the converged normalized orbitals obtained from the SCF
calculation.

This expression can be written in terms of the converged eigenvalues εi of the self-consistent equations (10.20). Since
Heff

1 φ1 = ε1φ1 where

Heff
1 = −

1

2
∇

2
1 −

2

r1
+ Veff

1 = −
1

2
∇

2
1 −

2

r1
+ 〈φ2(2)|

1

r12
|φ2(2)〉, (10.22)

we find that

ε1 = 〈φ1|H
eff
1 |φ1〉 = 〈φ1(1)| −

1

2
∇

2
1 −

2

r1
|φ1(1)〉 + 〈φ1(1)φ2(2)|

1

r12
|φ1(1)φ2(2)〉.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 13-ch10-545-578-9780444537867 2012/12/4 16:23 Page 550 #6

550 CHAPTER 10 Electronic Structure of Multielectron Systems

Hence,

ε1 = 〈φ1(1)| h(1) |φ1(1)〉 + 〈φ1(1)φ2(2)|
1

r12
|φ1(1)φ2(2)〉 ≡ I1 + J12, (10.23)

where I1 ≡ 〈φ1(1)| h(1) |φ1(1)〉 is the expectation value of the kinetic energy plus the Coulomb potential energy of the
electron and nucleus, and the Coulomb repulsion integral is

J12 ≡ 〈φ1(1)φ2(2)|
1

r12
|φ1(1)φ2(2)〉 =

∫ ∫
dr1dr2

[
φ∗1φ1

] [
φ∗2φ2

]
r12

. (10.24)

Similarly for the second electron, Heff
2 φ2 = ε2φ2, where

Heff
2 = −

1

2
∇

2
2 −

2

r2
+ Veff

2 = −
1

2
∇

2
2 −

2

r2
+ 〈φ1(1)|

1

r12
|φ1(1)〉, (10.25)

and

ε2 = 〈φ2(2)| h(2) |φ2(2)〉 + 〈φ1(1)φ2(2)|
1

r12
|φ1(1)φ2(2)〉 ≡ I2 + J12. (10.26)

Using the notation ε1 = I1 + J12 and ε2 = I2 + J12, we see that

ε1 + ε2 = I1 + I2 + 2J12, (10.27)

and 〈H〉 = E = I1 + I2 + J12. The Hartree energy can be rewritten as

EH = (I1 + J12)+ (I2 + J12)− J12, (10.28)

so

EH = ε1 + ε2 − J12, (10.29)

where ε1 + ε2 = (I1 + J12)+ (I2 + J12). Note that the Coulomb repulsion integral is always positive. It accounts for the
repulsion of two electron charge densities, ρ(1) = −e|φ1(1)|2 and ρ(2) = −e|φ2(2)|2, that are separated by a distance,
r12, and integrated over the coordinates of the two electrons.

The (one-center) Coulomb integrals can be evaluated using the multipole expansion (3.197). For example, taking a 1s2

orbital configuration with STO (10.5), the integral is particularly simple because the wave functions are independent of
angles. More generally, for orbitals of arbitrary angular momentum, the integration over angles yields zero except when
the integrand is independent of angles. The radial integration should be divided into two parts, one with r1 > r2 and the
other with r2 > r1 (see Problem 10.2).

Problem 10.2

(a) Calculate the Coulomb integral for helium with an STO.
(b) Calculate the kinetic plus Coulomb potential energy for helium.

Answers: (a) J =
∫ ∫

dr1dr2
[φ∗1φ1][φ∗2φ2]

r12
. Expanding r−1

12 using (3.197),

J =

(
ζ 3

π

)2

(4π)2
∞∫

0

dr2r2
2e−2ζ r2

 r2∫
0

dr1
r2

1e−2ζ r1

r2
+

∞∫
r2

dr1
r2

1e−2ζ r1

r1
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=

(
ζ 3

π

)2

(4π)2 ×
5

27ζ 5 =
5

8
ζ [e2/a0].

(b) I1 + I2 = (ζ
2
− 2Zζ ) [e2/a0].

Problem 10.3

(a) With STO trial function (10.5) for the helium atom, find the best ground state energy using the variational
theorem.

(b) Interpret ζ in terms of a shielding or screening constant, σ , where, in general, ζnlm =
Zeff
na0
≡

Z−σnlm
na0

.

Answer: (a) 〈H〉 = (ζ 2
− 2Zζ + 5ζ/8) [e2/a0], therefore d

dζ 〈H〉 = 2ζ − 2Z + 5/8 = 0, which yields
ζ = Z − 5/16 = 27/16.

10.5 HARTREE APPROXIMATION FOR MULTIELECTRON SYSTEMS

It is easy to generalize the Hartree formalism detailed above for helium to multielectron atoms. The Hamiltonian
Eq. (10.11) generalizes to

H =
N∑

i=1

h(ri)+
∑
i<j

1

rij
≡ H(0)

+ H(1), h(r) = −
1

2
∇

2(r)−
Z

r
(10.30)

where Z is the nuclear charge (the system may be an ion so Z need not be equal to N), and the spatial part of the N-electron
wave function is taken to be a product of single-particle orbitals,

ψ(r1, r2, . . . , rN) =

N∏
i=1

φi(ri) = φ1(r1) φ2(r2) . . . φN(rN). (10.31)

As in the two-electron case, the Hartree method is an iterative procedure for constructing an approximation for the
electron orbitals φi(ri) as limits of sequences φ(0)i (ri),φ

(1)
i (ri), . . .Within iteration step n+ 1, the orbital φ(n+1)

i (ri) is the

solution of a Schrödinger equation that contains an effective potential V(n)i (ri) [see Eq. (10.15)] calculated as,

V(n)i (ri) =
∑
j 6=i

∫
drj

∣∣∣φ(n)j (rj)

∣∣∣2
|ri − rj|

=

∑
j 6=i

〈
φ
(n)
j

∣∣∣∣ 1

|ri − rj|

∣∣∣∣φ(n)j

〉
. (10.32)

In analogy with Eq. (10.16), we construct the mean-field Hamiltonian H(n+1)
i that determines the n + 1 step orbital

φ
(n+1)
i (ri) and the corresponding energy ε(n+1)

i through the Schrödinger equation,

H(n+1)
i φ

(n+1)
i (ri) = [h(ri)+ V(n)i (ri)]φ

(n+1)
i (ri) = ε

(n+1)
i φ

(n+1)
i (ri). (10.33)

After convergence, the effective Hamiltonian for particle 1 is Heff
1 φ1 = ε1φ1 where Heff

1 = −
1
2∇

2
1 −

Z
r1
+ Veff

1 , and

Veff
1 =

N∑
j=2

〈
φj( j)

∣∣ 1

r1j

∣∣φj(j)
〉
= 〈φ2|

1

r12
|φ2〉 + · · · + 〈φN |

1

r1N
|φN〉. (10.34)
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For particle i,

Heff
i φi = εiφi, (10.35a)

Heff
i = −

1

2
∇

2
i −

Z

ri
+ Veff

i , (10.35b)

Veff
i =

∑
j 6=i

〈
φj
∣∣ 1

rij

∣∣φj
〉
=

∑
j 6=i

∫
drj

∣∣φj(rj)
∣∣2

rij
. (10.35c)

The Hartree approximation to the energy is

EH =

N∑
i=1

εi −

N−1∑
i=1

∑
j>i

Jij, (10.36)

that is, EH = ε1 + ε2 + · · · − J12 − J13 − J14 − · · · − J23 − J24 − · · · , where

Jij =
〈
φiφj

∣∣ 1

r12

∣∣φiφj
〉
=

∫
dr1

∫
dr2
|φi(r1)|

2
∣∣φj(r2)

∣∣2
r12

, (10.37)

and

εi = 〈φi|H
eff
i |φi〉 = 〈φi| h(ri) |φi〉 +

∑
j 6=i

〈
φi(1)φj(2)

∣∣ 1

r12

∣∣φi(1)φj(2)
〉
≡ Ii +

∑
j6=i

Jij, (10.38)

For N = 2, Eq. (10.36) reduces to E = ε1 + ε2 − J12 [see (10.29)].

10.6 THE HARTREE–FOCK METHOD

In the previous chapter, we saw that the wave function of identical fermionic particles can be obtained from a product
wave function by applying the antisymmetrization operator, A = 1

N!

∑
P (−1)PP. More specifically, the normalized

wave function for multielectron systems with N electrons in well-specified spin-orbitals are antisymmetrized by applying
√

N!A to the product of the orbitals [see Eq. (8.19)]:

9(x1, x2, . . . , xN) =
1
√

N!

∑
P

(−1)PPuα(x1)uβ(x2) . . . uν(xN). (10.39)

In the Hartree formalism of the previous section, antisymmetrization of the wave function was not implemented, the wave
function was taken to be a product, and the Hartree energy was given in Eq. (10.36). As we shall see below, properly
antisymmetrizing the wave function, we obtain the Hartree–Fock energy expression

EHF =

N∑
i=1

Ii +

N∑
i=1

∑
j>i

(
Jij − Kij

)
, (10.40)

for singlet states (where all the electrons are spin-paired), where Ii is the expectation value of the kinetic energy plus the
electron–nucleus Coulomb potential energy of the ith orbital,

Ii = 〈φi| −
1

2
∇

2
i −

Z

ri
|φi〉, (10.41)
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the direct Coulomb repulsion integral is

Jij =
〈
φiφj

∣∣ 1

r12

∣∣φiφj
〉
=

∫ ∫
dr1dr2

[
φ∗i (r1)φi(r1)

] [
φ∗j (r2)φj(r2)

]
r12

, (10.42)

and the new ingredient that emerges due to antisymmetrization is the Coulomb exchange integral is1

Kij =
〈
φiφj

∣∣ 1

r12

∣∣φjφi
〉
=

∫ ∫
dr1dr2

[
φ∗i (r1)φj(r1)

] [
φ∗j (r2)φi(r2)

]
r12

. (10.43)

The Coulomb exchange integral arises from the antisymmetry of the electron wave function with respect to electron
exchange. It has no classical analog, just as the Pauli principle of antisymmetrization has no classical analog. Although
the Coulomb integrals are always positive, the exchange integrals are generally positive (but can be negative). Therefore,
the exchange integrals generally serve to lower the energy of an electronic system relative to the Hartree approximation.
Moreover, the exchange integrals are responsible for molecular binding that allows molecules to be stable.

For closed shell spin-singlet states, Eq. (10.40) can be written as

E =
norb∑
i=1

2Ii +

norb∑
i=1

norb∑
j=1

(
2Jij − Kij

)
, (10.44)

where norb is the number of orbitals that are populated in the closed shell state.
The numerical calculation of the direct and exchange Coulomb integrals, as well as the kinetic energy and overlap

integrals between orbitals centered on different atoms in a molecule is easier to carry out when using Gaussian basis sets
rather than STOs. There are a number of different techniques for carrying out such integrals. One method is called the fast
multipole method, which is based upon multipole expansion of r−1

12 [see Eq. (3.197) and Problem 10.2 for l = 0 orbitals].
The reader interested in learning about the calculation of the direct and exchange Coulomb integrals for other than l = 0
orbitals can refer to Refs [166, 167].

We now derive the Hartree–Fock energy by properly antisymmetrizing the electronic wave function. To begin with,
recall the decomposition (10.30) of the Hamiltonian into the sum of the single-particle Hamiltonians, H(0), and the sum of
the electron–electron interaction terms, H(1). Note that both H(0) and H(1) commute with the antisymmetrization operator,
[H(0),A] = [H(1),A] = 0. The energy is given by the expectation value of the sum of these Hamiltonians:

EHF [9] = 〈9|H |9〉 = 〈9|H(0)
|9〉 + 〈9|H(1)

|9〉 . (10.45)

Now, use the properly antisymmetrized wave function |9〉, Eq. (10.39), written as |9〉 =
√

N!A|9H〉, where the Hartree
wave function |9H〉 is simply a product of spin-orbitals. With this notation,

〈9|H(0)
|9〉 = N! 〈9H |AH(0)A |9H〉 = N! 〈9H |H

(0)A2
|9H〉 = N! 〈9H |H

(0)A |9H〉

=

N∑
i=1

∑
P

(−1)P 〈9H | hiP |9H〉 =

N∑
i=1

〈9H | hi |9H〉 =
∑
λ

〈uλ(xi)| hi |uλ(xi)〉 .

We have used the fact that A commutes with H(0), A2
= A, and that only one of the terms in 〈9H | hiP |9H〉 is nonzero

(the one where P = 1). Defining Iλ ≡ 〈uλ(xi)| hi |uλ(xi)〉, we find

〈9|H(0)
|9〉 =

∑
λ

Iλ. (10.46)

1 Sometimes the notation [ii| jj] is used to denote the direct Coulomb repulsion integral Jij, and [ij| ji] for the Coulomb exchange integral Kij.
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Furthermore, A commutes with H(1), hence

〈9|H(1)
|9〉 = N! 〈9H |AH(1)A |9H〉 = N! 〈9H |H

(1)A2
|9H〉 = N! 〈9H |H

(1)A |9H〉

=

N∑
i>j

N∑
j=1

∑
P

(−1)P 〈9H |
1

rij
P |9H〉 =

N∑
i>j

N∑
j=1

〈9H |
1

rij

(
1− Pij

)
|9H〉

=

∑
(λ,µ)

[〈
uλ(xi)uµ(xj)

∣∣ 1

rij

∣∣uλ(xi)uµ(xj)
〉
−
〈
uλ(xi)uµ(xj)

∣∣ 1

rij

∣∣uµ(xi)uλ(xj)
〉]

=
1

2

∑
λ 6=µ

∑
µ

[〈
uλ(xi)uµ(xj)

∣∣ 1

rij

∣∣uλ(xi)uµ(xj)
〉
−
〈
uλ(xi)uµ(xj)

∣∣ 1

rij

∣∣uµ(xi)uλ(xj)
〉]

,

where λ,µ = α,β, . . . , ν. Thus,

〈9|H(1)
|9〉 =

1

2

∑
λ 6=µ

∑
µ

[
Jλµ − Kλµ

]
. (10.47)

We can conclude that the expectation value of the Hamiltonian is

EHF [9] = 〈9|H1 |9〉 + 〈9|H2 |9〉 =
∑
λ

Iλ +
1

2

∑
λ

∑
µ

[
Jλµ − Kλµ

]
, (10.48)

where Kλµ = 0 unless the spin-orbitals uλ and uµ have the same spin state, i.e., Kλµ is proportional to δmλs ,mµs . Note that
each pair of occupied spin-orbitals appears twice in the sum in the last term on the RHS of (10.48), hence the factor 1/2
in this term.

We now consider the iterative algorithm for calculating the spin-orbitals. Regarding the spin-orbitals uλ(x) as varia-
tional parameters, the energy E [9] is stationary with respect to variations of the spin-orbitals uλ, (λ = α,β, . . . , ν), where
the spin-orbitals are required to be orthonormal. The normalization and orthogonalization are imposed as a constraint, by
forming the function

L[{uλ}] = E[{uλ}]−
∑
λ

∑
µ

ελµ
〈
uµ|uλ

〉
, (10.49)

where the {ελµ} serve as a set of Lagrange multipliers. This optimization can be simplified by diagonalizing the Lagrange
multiplier matrix to obtain a diagonal set of Lagrange multipliers ελ, so that the variational equations take the form

δ

(
E −

∑
λ

ελ〈uλ|uλ〉

)
= 0. (10.50)

Using the techniques of functional derivative (see Sec. 16.10.1 linked to the book web page and Ref. [169]), the resulting
Hartree–Fock equations are (

−
1

2
∇

2
ri
−

Z

ri

)
uλ(ri)+

∑
µ

[∫
drju

∗
µ(rj)

1

rij
uµ(rj)

]
uλ(ri)

−

∑
µ

[
δmµs ,mλs

∫
drju

∗
µ(rj)

1

rij
uλ(rj)

]
uµ(ri) = ελuλ(ri), (10.51)

for λ,µ = α,β, . . . , ν. Evidently, the Lagrange multipliers ελ are the orbital energies. The exchange term has the non-
local structure,

∫
drjV(ri, rj)uλ(rj). Since the exchange integral Kλµ vanishes unless the spin-orbitals uλ and uµ have the

same spin state, we can write (10.51) as

https://sites.google.com/site/thequantumbook/
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(
−

1

2
∇

2
ri
−

Z

ri

)
uλ(ri)+

∑
µ

[∫
drju

∗
µ(rj)

1

rij
uµ(rj)

]
uλ(ri)

−

∑
µ

[
δmµs ,mλs

∫
drju

∗
µ(rj)

1

rij
uλ(rj)

]
uµ(ri) = ελuλ(ri). (10.52)

These equations, in the form,{(
−

1

2
∇

2
ri
−

Z

ri

)
+

∑
µ

[
Vd
µ(ri)− Vex

µ (ri)
]}

u(k+1)
λ (ri) = ε

(k+1)
λ u(k+1)

λ (ri), (10.53)

are solved recursively (see Fig. 10.1), just as we discussed for the Hartree approximation, until the resulting energies
ε
(k+1)
λ (and wave functions) no longer change with increasing k. The resulting orbitals satisfy the Hartree–Fock equations{(

−
1

2
∇

2
ri
−

Z

ri

)
+ Vd(ri)− Vex(ri)

}
uλ(ri) = ελuλ(ri), (10.54)

where the direct potential Vd(ri) and the nonlocal exchange potential Vex(ri) can be read off using Eq. (10.51). The
notation

Jµ(ri) ≡ Vd
µ(ri) =

[∫
u∗µ(rj)

1

rij
uµ(rj)drj

]
, (10.55)

FIG 10.1 Schematic flow diagram of the Hartree–Fock method.
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and

Kµ(ri)uλ(ri) ≡ Vex
µ (ri)uλ(ri) =

[
δmµs ,mλs

∫
u∗µ(rj)

1

rij
uλ(rj)drj

]
uµ(ri), (10.56)

are sometimes used to denote the Coulomb and exchange integrals appearing in (10.51). Note that Kµ(ri) ≡ Vex
µ (ri)

depends upon uλ and is nonlocal; it is therefore an integral operator.2 Note also that there is a big difference between
Jµ(ri) and Jλµ, and Kµ(ri) and Kλµ (the double index quantities being double integrals); hence, the similarity of notation
is unfortunate (but it has become standard). Again, note that the exchange integral vanishes unless mµs = mλs .

We have seen [Eq. (10.48)] that the Hartree–Fock expression for the energy can be written as a sum over occupied
orbitals, which can be rewritten using the expression for the Hartree–Fock eigenenergies,

ελ = Iλ +
∑
µ

(Jλµ − Kλµ), (10.57)

to obtain

E =
∑
λ

ελ −
1

2

∑
λ,µ

(
Jλµ − Kλµ

)
. (10.58)

For closed shell spin-singlet states, Eq. (10.57) can be written as a sum over spatial orbitals,

E =
norb∑
k=1

2εk −

norb∑
k=1

norb∑
l=1

(2Jkl − Kkl), (10.59)

where norb is the number of spatial orbitals populated in the closed shell state.
It is common to define the Fock operator fi, which is the effective one-electron operator for the ith electron appearing

on the LHS of Eq. (10.54). Its eigenfunctions are the Hartree–Fock orbitals uλ(ri) and its eigenvalues are the orbital
energies ελ, i.e.,

fi ≡

[(
−

1

2
∇

2
ri
−

Z

ri

)
+ Vd(ri)− Vex(ri)

]
, (10.60)

so that

fiuλ(ri) = ελuλ(ri). (10.61)

Moreover, one often defines the Hartree–Fock potential, or the “field” seen by the ith electron, to be VHF
i ≡ Vd(ri) −

Vex(ri). The solution of the Hartree–Fock eigenvalue problem (10.61) [equivalently, (10.54)] yields a set {uλ} of orthonor-
mal Hartree–Fock spin-orbitals with orbital energies {ελ}. The N spin-orbitals with the lowest energies are occupied, and
the Slater determinant formed from these orbitals is the Hartree–Fock ground state wave function. It is the best variational
approximation to the ground state of the system. The Hartree–Fock Hamiltonian, HHF =

∑N
i=1 fi, has energy eigenvalue

E0 =
∑N

i=1 εi and eigenvalue given by the Slater determinant composed of the lowest N = norb spin-orbitals. The total
Hartree–Fock energy is given by (10.58).

2 A better notation for Vex
µ (ri)uλ(ri) would be

∫
drjVex

µ (ri, rj)uλ(rj).
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10.6.1 HARTREE–FOCK FOR HELIUM

It is instructive to go over the Hartree–Fock approximation for the simplest case of a two-electron system. The ground
state of helium, which is a singlet spin state with each of the two electrons in a 1s spatial orbital, is denoted by 1s2 1S0

and is given by

9(x1, x2) =
1
√

2!

∣∣∣∣∣uα(x1) uβ(x1)

uα(x2) uβ(x2)

∣∣∣∣∣ = 1
√

2

∣∣∣∣φ100(r1)χ↑(1) φ100(r1)χ↓(1)

φ100(r2)χ↑(2) φ100(r2)χ↓(2)

∣∣∣∣
= φ100(r1)φ100(r2)

1
√

2

[
χ↑(1)χ↓(2)− χ↑(2)χ↓(1)

]
= φ100(r1)φ100(r2)

1
√

2
[|↑↓〉 − |↓↑〉] . (10.62)

Using Eq. (10.59), the ground state energy of helium is

〈E〉1s2 1S0
= 2ε1s − (2J1s,1s − K1s,1s), (10.63)

where the Hartree–Fock orbital energy ε1s, (10.57), becomes

ε1s = I1s + (2J1s,1s − K1s,1s). (10.64)

Hence, the ground state energy is

〈E〉1s2 1S0
= I1s + I1s + 2J1s1s − K1s1s = 2I1s + J1s1s. (10.65)

The exchange integral does not appear in the final result of (10.65) because J1s1s = K1s1s and there is a partial cancellation.

Using pure hydrogenic orbitals (i.e., Z = 2), Inl = −
Z2

2n2 × 27.21 eV, so for helium, I1s = −54.42 eV, J1s1s = K1s1s =

(5/8)Z × 27.21 eV, and explicitly calculating the helium ground state energy, we find: EHe = I1s + I1s + J1s1s =

−54.4− 54.4+ 34.0 eV = −74.8 eV. This result is in the ball park of the experimental value of −79.0 eV, but the error is
5%. Note that we have not varied the orbital exponents of the STOs (we could use ζ100 =

Zeff
a0

with the optimized value
Zeff = 27/16 ≈ 1.69 rather than Z = 2, see Problem 10.3). If we use ζ = Zeff = 27/16, we obtain a total energy for He
of 〈H〉 = (ζ 2

− 2Zζ + 5ζ/8)[e2/a0] = −77.48 eV, thereby reducing the error to 2%. We could also use additional basis
functions, etc., to further improve the results.

Hartree–Fock for Helium Excited States

As explained above, Hartree–Fock for the helium ground state yields the same results as a Hartree calculation, but this is
not true for other states of helium. The first excited singlet state, 91s,2s,1S0

=
1
√

2
[φ100(r1)φ200(r2)+ φ200(r1)φ100(r2)]

1
√

2
[|↑↓〉 − |↓↑〉], has energy

〈E〉 =

〈
1
√

2
[1s(1)2s(2)+ 2s(1)1s(2)]

∣∣∣∣H

∣∣∣∣ 1
√

2
[1s(1)2s(2)+ 2s(1)1s(2)]

〉
, (10.66)

which yields

〈E〉1s,2s,1S0
= I1s + I2s + J1s2s + K1s2s. (10.67)

Note that (10.66) dictates a plus sign here in front of K1s2s. Here,

J1s2s = 〈1s(1)2s(2)|
1

r12
|1s(1)2s(2)〉, (10.68)

K1s2s = 〈1s(1)2s(2)|
1

r12
|2s(1)1s(2)〉, (10.69)
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FIG 10.2 The lowest few states of helium. The experimental energies of the p states are E(1s2p 3P) = 169,087 cm−1 and
E(1s2p 1P) = 171,134 cm−1. Moreover I1s, I2s, J1s2p and K1s2p can be analytically calculated [4]. Note that the 1s2p 3P state is
split by spin–orbit interaction, but this splitting is small on the scale shown here.

that is, J1s2s =
∫ ∫ 1s(1)22s(2)2

r12
dr1dr2 and K1s2s =

∫ ∫ [1s(1)2s(1)]·[1s(2)2s(2)]
r12

dr1dr2, and I2s = −13.6 eV, J1s2s = 11.4 eV,
and K1s2s = 1.2 eV. We could optimize the STOs to minimize the energy with respect to ζ100 and ζ200; we shall not pause
to work out the numerics of this optimization.

The lowest triplet helium state, 1
√

2
[φ100(r1)φ200(r2)− φ200(r1)φ100(r2)] |↑↑〉], can be treated in the same way, and it

too can be pretty well described by wave functions of the form of a single Slater determinant. The expectation value of
the Hamiltonian in this state is given by

〈E〉3S =

〈
1
√

2
[1s(1)2s(2)− 2s(1)1s(2)]

∣∣∣∣H

∣∣∣∣ 1
√

2
[1s(1)2s(2)− 2s(1)1s(2)]

〉
, (10.70)

and this yields

〈E〉1s,2s,3S1
= I1s + I2s + J1s2s − K1s2s. (10.71)

The first excited singlet is higher in energy than the lowest triplet state because K1s2s is about 1.2 eV. Figure 10.2 shows
the lowest few energy states of helium, where the energy differences are obtained from experiment. The experimental
energy difference of the 1s12s1 1S and the 1s12s1 3S differs from the Hartree–Fock value of the exchange integral K(1s2s)
obtained from a STO calculation by about 30% (presumably due to correlation effects).

Problem 10.4

The lowest energy S terms of helium have the following measured energies relative to the ground state energy E(1s2

1S) = 0: E(1s12s1 1S) = 166,277 cm−1 (20.615 eV), E(1s12s1 3S) = 159,856 cm−1 (19.819 eV), E(1s13s1

1S) = 184,864 cm−1 (22.919 eV); E(1s13s1 3S) = 183,237 cm−1 (22.718 eV). Obtain an estimate of exchange
integral K in the 1s12s1 and 1s13s1 configurations based upon the experimental energies.

Answer: K(1s12s1) = 3211 and K(1s13s1) = 814 cm−1.

10.7 KOOPMANS’ THEOREM

Once an electronic structure calculation is completed, the results can be used to determine properties of the electronic sys-
tem. For atoms, ionization energies, electron affinities, atomic radii, and other atomic characteristics can be determined.
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(a)

(b)

FIG 10.3 (a) Ionization energies of the elements. (b) Electron affinities
of the elements. The negative ions of the elements with
EA = 0.0 are not stable. Source: Band, Light and Matter,
Fig. 6.6, p. 341

Although Hartree–Fock results are not particularly
accurate, they do show general trends similar to those
found using more accurate methods of calculation
(e.g., using configuration interaction methods – see
Sec. 10.12.1).

The ionization energy (IE) of an atom or molecule M
is the minimum energy required to remove (to infinity)
an electron, M→ M++ e−, where M is neutral with N
electrons and M+ is its positive ion with N−1 electrons;
it is defined by

IE ≡ E(M+)− E(M) = E(N − 1)− E(N), (10.72)

where all energies on the RHS refer to ground state
energies. Sometimes, the IE is called the first ionization
energy. In general, the first ionization energy increases
as we go from left to right across a row of the peri-
odic table (there are, however, many exceptions), and
decreases as we go down a column of the periodic table.
Figure 10.3(a) shows the IEs of the elements.

The electron affinity of an atom or molecule is the
energy given off when the neutral atom or molecule in
the gas phase gains an extra electron to form a nega-
tively charged ion. That is, the electron affinity (EA) of
M, in the process, M + e− → M−, where M− is the
negative ion of M, is defined as

EA ≡ E(M−)− E(M) = E(N + 1)− E(N). (10.73)

A positive EA means that adding an electron to the atom
is an exothermic process; e.g., the EA of chlorine is 3.61
eV/atom; it is the element that most strongly attracts
extra electrons. In general, EAs become smaller as we
go down a column of the periodic table. Alkali earth

elements (Group IIA) and the noble gas atoms (Group VIIIA) do not form stable negative ions (their EAs are taken to be
zero). Figure 10.3(b) shows the EAs of the elements. The fundamental gap of an atomic or molecular system is defined
as 1 ≡ IE− EA = E(N − 1)− E(N + 1).

Koopmans’ theorem, named after Tjalling Koopmans, is an approximation that results from the Hartree or Hartree–
Fock approximation, in which the ionization energy of an atom or molecule is equal to the energy of the highest occupied
molecular orbital (often abbreviated HOMO), and the electron affinity is the negative of the energy of the lowest unoc-
cupied (i.e., virtual) molecular orbital (LUMO). Electron affinities calculated via Koopmans’ theorem are usually quite
poor. The derivation of Koopmans’ theorem assumes that the electronic wave function of multielectron atom or molecule
can be described as the product, or Slater determinant, of a set of one-electron orbitals, and assumes that upon the
addition or subtraction of a single electron to, or from, the system, the mean field of the electrons does not change. In
other words, there are two approximations in using Koopmans’ theorem to estimate ionization energies, which limit the
accuracy:

1. Differences in the “correlation energy” [defined as the exact energy of the atom or the molecule minus the mean field
(Hartree–Fock) energy] of the electrons in the ion and neutral atom are ignored.

2. Electron “relaxation” of the remaining N − 1 electrons is neglected.
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Reiterating, Koopmans’ theorem states: The ionization energy of an atom or molecule can be estimated as IE = −εH ,
which is minus the orbital energy of the HOMO. Moreover, the electron affinity is estimated as EA = −εL, which is
minus the orbital energy of the lowest unoccupied orbital.

In the context of the (Hartree or) Hartree–Fock approximation for the ground state of helium, the ionization energy is
given by Koopmans’ theorem as IE = −ε1 = I2 − E = E(M+)− E(M), where

ε1 = I1 + J12 = (I1 + I2 + J12)− I2. (10.74)

To obtain an accurate estimate of the IE, one should perform quantum mechanical calculations of the energies of both
the neutral atom and the ion to get E(M) and E(M+), from which the IE can be computed. Similarly, to get an accurate
EA, one should separately calculate E(M−) and E(M).

Problem 10.5

Calculate the first and second ionization energies of helium using Koopmans’ theorem. (The experimental ionization
energies are 24.58 eV and 54.40 eV.)

Answer: From Koopmans’ theorem, IE = −ε1 = −(I1 + J12) = −(ζ
2
− 2Zζ )/2+ 5ζ/8)[e2/a0] ≈ 24.38, where

we used ζ = 27/16. The second IE is that of the helium ion, 54.4 eV.

10.8 ATOMIC RADII

Atomic radii can also be computed using electronic structure calculations. There are several ways to define the atomic
radius of an atom; definitions used include: (1) 〈r〉 =

∫
dr rn(r)/

∫
dr n(r), where n(r) is the (charge) density calculated

from the atomic orbitals, (2) r̄ =
√
〈r2〉, and (3) the radius of maximum charge density. These alternative definitions can

yield slightly different atomic radii. The general trends obtained are as follows:

• Atoms get bigger as one goes down the columns of the periodic table.
• Atoms get smaller as one goes across the rows of the periodic table.

Some tabulations of atomic radii use half the distance between two adjacent atoms in crystals of the elements. Then,
the rare gas atomic radii are bigger than the halide atoms in the same row, but this is because the rare gas atoms do not
form covalent bonds but rather form van der Waals bonds. The calculated atomic radii of a rare gas atom is considerably
smaller than the corresponding halide in the same row.

Another important characteristic of atomic orbitals is their shielding or screening, as characterized by the constants
σnlm, defined in terms of the coefficients ζnlm of the STO’s in Eq. (10.6) by ζnlm =

Zeff
na0
≡

Z−σnlm
na0

. The screening constants
for particular values of n and l, generally increase as a function of the atomic number Z, and the rate of increase depends
strongly on n and l.

10.9 MULTIELECTRON FINE STRUCTURE: HUND’S RULES

Atomic states are categorized using term symbols, or Russell–Saunders term symbols as they are often called, 2S+1LJ , as
discussed in Section 10.3. The general empirical rule for the lowest energy state of a given atomic electron configuration
(e.g., 2p 3p) is called Hund’s rule:

• The state with the largest S and the largest L (for this S) has the lowest energy.

For example, for the case of two electrons in a 2p 3p configuration, the 3D state has the lowest energy. Hund’s rule is based
on making an electronic state with the electrons as far apart as possible; the largest S state has the most antisymmetric
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coordinate part of the electronic wave function, and the largest L state has the electrons sitting farthest apart. There is an
additional rule with regard to the lowest energy J state of the term found by the above Hund’s rule: The lowest energy
J state depends on whether the electron configuration of the term is more or less than a half-filled shell (see generalized
Hund’s rules below).

With many electrons orbiting around a nucleus, the total spin–orbit coupling operator can be written as sum of the
spin–orbit interactions for each electron (in this section we do not use atomic units):

Hso =
∑

i

ξ(ri)li · si/h̄
2. (10.75)

Here, the spin–orbit coupling constant for the ith electron is always positive and is given by ξ(ri) = −gs
eh̄2

2m2
e c2ri

dV(ri)
dri
≈

Ze2h̄2

m2
e c2r3

i
, since near the origin, V(ri) ≈ Ze/ri. Using the Wigner–Eckart theorem of Sec. (3.6.4), the expectation value of

Hso for a given 2S+1LJ state gives

Eso,J = 〈9
(

2S+1LJ

)
|Hso|9

(
2S+1LJ

)
〉 =

A

h̄2
〈9
(

2S+1LJ

)
|L · S|9

(
2S+1LJ

)
〉

=
A

2
[J(J + 1)− S(S+ 1)− L(L+ 1)], (10.76)

where the spin–orbit coupling constant of the atom, A, depends on L and S, but not J. The splitting between individual
adjacent levels is

1Eso = Eso,J − Eso,J−1 = AJ. (10.77)

This is known as Landé’s interval rule. The spin–orbit coupling constant A can be either positive or negative. For atoms
with electron configurations that are less than half filled, A> 0, and the multiplet level with the lowest energy is the one
with the smallest possible J, whereas for atoms that have more than half-filled shells A< 0, and the level with the highest
J has the lowest energy. The A> 0 case is said to be normal, and the A< 0 case is said to be inverted. Figure 4.5 shows
the spin–orbit splitting of a 2P state into 2P3/2 and 2P1/2 states for the A > 0 case.

The kind of coupling in Eqs (10.76) and (10.77) is called L–S coupling or Russell–Saunders coupling. Its pre-
dictions are in good agreement with observed spectra for many light atoms. For heavier atoms, another coupling
scheme called j–j coupling provides better agreement with experiment. With larger nuclear charge, the spin–orbit
interactions of individual electrons become as strong as spin–spin interactions or orbit–orbit interactions. Conse-
quently, the spin and orbital angular momenta of individual electrons tend to couple to form individual electron
angular momenta, i.e., j1 = l1 + s1, j2 = l2 + s2, etc., and the total electron angular momenta is J =

∑
i ji.

The only “good” quantum number in this case is J, where |J| = [J(J + 1)]1/2. Levels no longer form nar-
rowly spaced fine structure components of multiplets but are energetically mixed with levels of different li. Hence,
the spectra of atoms with large Z are hard to understand because the spectrum is very crowded and not easy to
assign.

The combination of Hund’s and Landé’s rules yields the following generalization of Hund’s rule for the lowest energy
multiplet corresponding to a given electron configuration:

Generalized Hund’s Rule: The largest S and the largest L (for this S), and the smallest (largest) value of J for less
(more) than half-filled shells has the lowest energy.

This rule is called the generalized Hund’s rule. Figure 10.4 illustrates Hund’s rules for the case of an atom with one 4p
and one 4d electron.
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FIG 10.4 Hund’s rules for a 4p 4d electron configuration. Source: Band, Light and Matter, Fig. 6.6, p. 347

There are additional terms such as spin-other-orbit coupling terms. We shall not discuss such effects at present. The
interested reader is referred to Condon and Shortley [170].

Problem 10.6

(a) What are the possible atomic term symbols of the excited Scandium (45Sc) configuration
1s22s22p63s23p63d4s4p? That is, specify the quantum numbers S, L, and J appearing in the term symbol
2S+1LJ .

(b) Using Hund’s rules, determine the ground state atomic term symbol for the configuration in part (a).
(c) What is the electronic degeneracy of the ground state that you found in part (b)?
(d) The nuclear spin of 45Sc is I = 7/2. What are the possible total angular momentum quantum numbers of the

ground state?

Answer: (a) The total quantum numbers can take on the values S = 3/2, 1/2, L = 3, 2, 1. Hence, the atomic states
that can be formed are as follows: 4F9/2,7/2,5/2,3/2, 4D7/2,5/2,3/2,1/2, 4P5/2,3/2,1/2
2F7/2,5/2, 2D5/2,3/2, 2P3/2,1/2.
(b) 4F3/2. (c) 4. (d) 4F3/2, F = 5, 4, 3, 2.

10.10 ELECTRONIC STRUCTURE OF MOLECULES

Hartree–Fock for molecules is similar to Hartree–Fock for atoms, since the Hamiltonian for molecules is similar to that
for atoms. The only substantive difference regarding the electronic structure is that molecular symmetry should be built
into the electronic wave function by composing molecular orbitals via a linear combination of atomic orbitals. Robert
S. Mulliken and Friedrich Hund, building on the work of John Lennard-Jones, were primarily responsible for the early
development of molecular orbital theory around 1927; Mulliken received the Nobel prize for his work in 1966. The lin-
ear combination of atomic orbitals approximation for molecular orbitals was first introduced by Sir John Lennard-Jones
in 1929. In this approximation, molecular electronic wave functions are written as a Slater determinant with molecular
orbitals composed of a linear combination of atomic spin-orbitals. The spatial part of the molecular spin-orbital is called
a molecular orbital (MO). MOs are determined by a self-consistent field (SCF) calculation. We shall seek simple approx-
imations for the MOs that enable qualitative understanding of chemical bonding. To illustrate how to build molecular
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orbitals, we take up the electronic structure of the simplest molecule, the hydrogen molecule, but only after treating the
simplest molecular ion, H+2 .

After the molecular electronic structure calculation is complete, the nucleon-nucleon Coulomb potential, VNN =∑Nn−1
α

∑Nn
β>α

ZαZβ
rαβ

, must be added to the electronic Hamiltonian, as must the nucleon kinetic energy; then the problem
of nuclear motion can be dealt with, as discussed in the next chapter.

10.10.1 H+

2 : MOLECULAR ORBITALS

H+2 is a one-electron problem, and excellent methods exist for analyzing it [171, 172]. The electronic Hamiltonian is
separable in confocal elliptic coordinates (i.e., prolate spheroidal coordinates) [18]. Analytic expressions for the electronic
ground state molecular-ion energy can be obtained by using linear combinations of atomic orbitals centered on each of
the protons that are written in terms of elliptic coordinates (see Sec. 6.3.5 of Ref. [18]) and developing expressions for
the overlap integral and the matrix elements of the Hamiltonian. A simple approach to the problem uses a trial function
for H+2 of the form

φ = ca φ1sa + cb φ1sb , (10.78)

can be used, where ca and cb are variational parameters, and the atomic orbitals are of the form

φ1sa = π
−1/2ζ 3/2(R)e−ζ(R)ra , φ1sb = π

−1/2ζ 3/2(R)e−ζ(R)rb . (10.79)

Here, ra and rb are the distances of the electron to the two nuclei a and b, and ζ(R) is a parameter that may be optimized
afterward to obtain the minimum energy. The MO (10.78) is a linear combination of atomic orbitals (LCAO), i.e., it is a
LCAO-MO. Using (10.78) as a trial wave function, the variational equations (7.139) yield the secular equation

∣∣∣∣Haa − ESaa Hab − ESab

Hba − ESba Hbb − ESbb

∣∣∣∣ = 0, (10.80)

where for a homonuclear diatomic molecule Hbb = Haa, Sbb = Saa = 1 and Sba = Sab. The determinantal equation
(10.80) yields the two roots

E1 =
Haa + Hab

1+ Sab
, E2 =

Haa − Hab

1− Sab
. (10.81)

Substituting E1 back into the linear equations that led to the determinantal equation (10.80) yields the (normalized)
amplitude coefficients,

ca =
1

√
2(1+ Sab)

, cb =
1

√
2(1+ Sab)

. (10.82)

For E2, we obtain

ca =
1

√
2(1− Sab)

, cb = −
1

√
2(1− Sab)

. (10.83)

Thus, the MO φ1 ≡ φ1sσg with energy E1 is symmetric with respect to reflection in a plane bisecting the internuclear axis,
and the antisymmetric MO φ2 ≡ φ1sσu with energy E2 (i.e., the MO has a node in the plane bisecting the internuclear
axis). The following expressions for the integrals Haa(R), Hab(R), and Sab(R) as a function of the internuclear coordinate
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R can be determined using elliptical coordinates:

Sab(R) =

[
1+ ζR+

1

3
(ζR)2

]
e−ζR, (10.84)

Haa(R) = Hbb(R) =
e2

a0

[(
−

1

2
+

a0

R

)
−

1

ζR
+

(
1+

1

ζR

)
e−ζR

]
, (10.85)

Hab(R) = Hba(R) =
e2

a0

[
Sab(R)

(
−

1

2
+

a0

R

)
− (1+ ζR) e−ζR

]
. (10.86)

The ground state energy of the hydrogen molecular ion is given by

E(R) =
−e2

2a0
+

e2

R
+

e2

a0

e−ζR[(ζR)−1
− ζR]− (ζR)−1

1+ Sab(R)
. (10.87)

The parameter ζ(R) can be optimized, i.e., the ground state energy can be minimized, by determining the best ζ(R) for
each R.

The ground state MO with the energy (10.87) is denoted by

1s σg ≡
1

√
2(1+ Sab)

(
φ1sa + φ1sb

)
, (10.88)

and the excited state wave function, having amplitudes (10.83), and therefore having a node in the plane bisecting the
internuclear axis, is denoted by

1s σu ≡
1

√
2(1− Sab)

(
φ1sa − φ1sb

)
. (10.89)

The symbols g and u stand for gerade (even) and ungerade (odd) with respect to inversion about the center of
mass of the molecule, and σ indicates that the projection of the electronic angular momentum about the internuclear
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FIG 10.5 The two lowest H+2 potential energy curves are plotted versus R. Source:
Band, Light and Matter, Fig. 6.7, p. 351

axis is zero (and π in the MOs discussed
in the next paragraph indicates projec-
tion equal to 1, see Sec. 11.2 for a more
complete explanation of these symbols).
The 1s σu MO is said to be antibond-
ing, since it gives no buildup of charge
between the two nuclei, and the 1s σg is
bonding. The potential energies of the
gerade and ungerade states are plotted in
Fig. 10.5.

Excited H+2 MOs include: 2s σg, 1s σu,
2 pz σg∼ ( ( 2 pz ) a− ( 2 pz ) b ), 2 pz σu

∼((2pz)a+ (2pz)b), and the π MOs,
2px πu ∼ ((2px)a + (2px)b), 2px πg ∼

((2px)a − (2px)b) (and the equivalent
py MOs) as well as higher angular
momentum MOs.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 13-ch10-545-578-9780444537867 2012/12/4 16:23 Page 565 #21

10.10 Electronic Structure of Molecules 565

Problem 10.7

Draw cross sections (as solid curves) and nodal surfaces (as dashed curves) for the 2pz σg, 2pz σu, 2px πu and 2px πg

MOs. Compare your plots with those on the web page http://www.falstad.com/qmmo.

10.10.2 THE HYDROGEN MOLECULE

The Schrödinger equation for many-electron molecules (unlike H+2 ) cannot be solved exactly, so let us use the SCF treat-
ment to approximate the electronic structure. The hydrogen molecule is the simplest molecule where electron interaction
plays a role; hence, we treat it first. Denoting the nuclei by a and b, and the electrons by 1 and 2, as shown in Fig. 10.6,
the Hamiltonian for H2 is

H = −
1

2
∇

2
r1
−

1

2
∇

2
r2
−

1

ra1
−

1

rb1
−

1

ra2
−

1

rb2
+

1

r12
+

1

R
. (10.90)

..

.

R

ra1

ra2

rb2 = |Rb−r2|

rb1 = |Rb−r1|

a b

1

2

r2

r1

FIG 10.6 H2 coordinates. The nuclei are labeled a and b, and the
electrons are labeled 1 and 2.

There are two well-known SCF approaches to the hydrogen
molecule electronic problem, the molecular orbital method
and the valence bond method. Let us first consider the molec-
ular orbital method.

Molecular Orbital Method

The ground state electronic configuration of H2 is (1s σg)
2

and the Slater determinant for this configuration is

9(1, 2) =
1
√

2

∣∣∣∣1sσg(1)χ↑(1) 1sσg(1)χ↓(1)
1sσg(2)χ↑(2) 1sσg(2)χ↓(2)

∣∣∣∣
= 1sσg(1) 1sσg(2)

[
χ↑(1)χ↓(2)− χ↓(1)χ↑(2)

]
√

2
.

(10.91)

The wave functions 1sσg are taken to be of the form (10.88). In order to calculate the matrix elements of the Hamiltonian,
it is convenient to write the Hamiltonian in the form H = H0

1 +H0
2 +

1
r12

, where H0
1 and H0

2 are the H+2 Hamiltonians for
electrons 1 and 2. Hence,

〈9(1, 2) |H|9(1, 2)〉 = 2E(R)+

〈
1sσg(1) 1sσg(2)

∣∣∣∣ 1

r12

∣∣∣∣ 1sσg(1) 1sσg(2)

〉
+

1

R
. (10.92)

Here, E(R) is the hydrogen molecular ion energy given by (10.87), and the Coulomb integral that appears on the RHS of
(10.92) can be calculated by expanding r−1

12 in a multipole expansion [see (3.197)]. We shall not present the details of the
evaluation of the integral here (see Slater [168]).

The ground state configuration of the hydrogen molecule is specified by the symbol (1sσg)
2 X16+g , where X indi-

cates the ground state, the superscript 1 indicates singlet, 6 indicates that the projection of the total electronic angular
momentum about the diatomic axis is zero, and the subscript g indicates that the total two-electron wave function is even
under inversion. The superscript + has to do with symmetry under reflection in a plane containing the diatomic axis

http://www.falstad.com/qmmo
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FIG 10.7 H2 ground singlet and triplet potential curves, (1sσg)
2 X16+g and

(1sσg)(1sσu) b36+u as a function of internuclear distance R. The singlet
spin state has a spatially symmetric wave function under exchange of
the two electrons, whereas the triplet spin state has a spatially
antisymmetric wave function, as detailed in the next subsection.

(in point group notation, see Sec. 11.1.2, this
reflection operator is called σv). A diatomic
molecule is physically unchanged by reflec-
tion in a plane containing the diatomic
axis. Hence, the wave function must remain
unchanged or change sign under such a reflec-
tion operation. For6 states, and only6 states,
the symmetry under this reflection is indicated
in the state label by a superscript + or −, for
symmetric and antisymmetric configuration,
respectively. Excited electronic configurations
of H2 include the lowest excited electronic
state (1sσg)(1sσu) b36+u , which also corre-
lates asymptotically to two hydrogen atoms
in the ground state (see Fig. 10.7). The sub-
script u indicates that the total two-electron
wave function is odd under inversion, and the
symbol b will be explained in Chapter 11.
Figure 10.7 shows the two potential energy
curves correlating with two ground state
hydrogen atoms versus internuclear distance.
Higher lying excited states will be discussed in
Chapter 11.

Problem 10.8

Show that the molecular orbital approach leading to the wave function in Eq. (10.91) predicts dissociation into a
mixture of atoms and ions by expanding the MOs in the product 1sσg(1) 1sσg(2) in terms of atomic orbitals. Hence,
the wave function (10.91) does not yield a wave function that has the right asymptotic character at large R in which
one electron is centered on one proton, and the other is centered on the other proton.

Answer: Using Eq. (10.88) to write 1s σg ∼ (φ1sa + φ1sb), we see that (1sσg)
2 X16+g ∼ φ1saφ1sa + φ1sbφ1sb +

φ1saφ1sb + φ1sbφ1sa . The first two terms correspond asymptotically to the ionic structures H−H+ and H+H−,
respectively, and only the last two terms correspond to two neutral atoms.

There are several ways of correcting the unphysical dissociation of the molecular state (10.91) discussed in
Problem 10.8. One is to use the valence bond method discussed in the next section. Another is to include more basis
states in the calculation, e.g., we can use trial wave functions with some 2p0 character mixed in (mixing in 2p± functions
would change the character of the wave function), i.e., we can use a MO of the form

φ = [1sa + c(2p0)a]+ [1sb − c(2p0)b], (10.93)

where (2p0)a =
β5/2

4(2π)1/2
rae−βra/2 cos θa ∼ zae−βra/2. Mixing two or more atomic orbitals on the same atom is called

hybridization, and the [1s+ c(2p0)] function is called an sp hybrid atomic orbital. The wave function (10.93) is called a
hybridized MO. Note that the hybridized MO has more charge on one side of the atom than on the other, i.e., the charge
is polarized. Hybridization allows for the polarization of the 1s orbitals, and these types of atomic orbitals are important
in molecule formation [because the charge density of the resulting MO swells in the region between the two protons
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FIG 10.8 (a) sp hybrid orbital. (b) Molecular orbital made from a LCAOs, φ = [1sa + c(2p0)a]+ [1sb − c(2p0)b].

of H2, this requires the minus sign in (10.93), see Fig. 10.8]. One can then optimize the coefficient c to minimize the
energy.

Valence Bond Method

Walter Heitler and Fritz London developed the valence bond method to treat the electronic structure of the hydrogen
molecule in 1927. Their approach was extended by John C. Slater and Linus Pauling, and is today the most common
way of treating chemical bonding in molecules; it is sometimes called the valence bond (VB) or Heitler–London–Slater–
Pauling method. The valence bond method describes molecules as atomic cores (nuclei plus inner-shell electrons) and
bonding valence electrons (clearly, in the case of H2, both the electrons are valence electrons and the cores are the two
protons). In the Heitler–London treatment of H2, the wave function correlating asymptotically with two ground state
hydrogen atoms is taken to be a superposition of the form

9(1, 2) = c1 φ1sa(1)φ1sb(2)+ c2 φ1sb(1)φ1sa(2). (10.94)

To determine the energy, we calculate 〈9(1, 2)|H|9(1, 2)〉, where

H = Ha(r1)+ Hb(r2)−
1

rb1
−

1

ra2
+

1

r12
,

(the 1/R term that appears in (10.90) can be added after completing the calculation by simply adding it to the calculated
energy eigenvalues). The variation with respect to the coefficients c1, c2 in the wave function (10.94) is carried out to
obtain the lowest energy. This leads to the determinantal equation,∣∣∣∣H11 − ES11 H12 − ES12

H21 − ES21 H22 − ES22

∣∣∣∣ = 0, (10.95)
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where Hij = 〈ψi|H|ψj〉, Sij = 〈ψi|ψj〉, with ψ1 = φ1sa(1)φ1sb(2) and ψ2 = φ1sb(1)φ1sa(2). The diagonal matrix elements
appearing in (10.95) are given by

H22 = H11 = 2

〈
φ1sa

∣∣∣∣−1

2
∇

2
r −

1

r

∣∣∣∣φ1sa

〉
+ J = −1+ J , (10.96)

where J is a Coulomb integral [note difference from (10.42)] of the form

J =
〈
φ1sa(1)φ1sb(2)

∣∣∣∣− 1

rb1
−

1

ra2
+

1

r12

∣∣∣∣φ1sa(1)φ1sb(2)

〉
. (10.97)

In (10.96), we made use of the fact that the hydrogen atom eigenenergy is −1/2 in atomic units (the simple Heitler–
London treatment does not introduce an internuclear distance-dependent ζ(R) parameter, but this can be easily added).
The off-diagonal elements appearing in (10.95) are given by

H21 = H12 =

〈
φ1sa(2)φ1sb(1)

∣∣∣∣Ha(1)+ Hb(2)−
1

rb1
−

1

ra2
+

1

r12

∣∣∣∣φ1sa(1)φ1sb(2)

〉
= 2

(
−

1

2
SabSab

)
+K = −S2

ab +K, (10.98)

where K is an “exchange integral” [note the difference from (10.43)],

K =
〈
φ1sb(1)φ1sa(2)

∣∣∣∣− 1

rb1
−

1

ra2
+

1

r12

∣∣∣∣φ1sa(1)φ1sb(2)

〉
, (10.99)

and the overlap integrals are given by

S21 = S12 = S2
ab, (10.100)

and S22 = S11 = 1. The resulting determinantal equation is identical to that in Eq. (10.80), hence,

E1 =
H11 + H12

1+ S12
= −1+

J +K
1+ S2

ab

, E2 =
H11 − H12

1− S12
= −1+

J −K
1− S2

ab

. (10.101)

E1 is the energy of the 16g ground state, which has equal amplitudes c1 = c2 in the wave function 9 in (10.94),

c1 =
1√

2(1+ S2
ab)

, c2 =
1√

2(1+ S2
ab)

. (10.102)

Note that the spin wave function for this state is

1
√

2

[
χ↑(1)χ↓(2)− χ↓(1)χ↑(2)

]
. (10.103)

The excited state with energy E2 is the 36u state. The triplet state could be in any one of the spin states
1
√

2

[
χ↑(1)χ↓(2)+ χ↓(1)χ↑(2)

]
, χ↑(1)χ↑(2) or χ↓(1)χ↓(2); these three triplets are degenerate (in the absence of a mag-

netic field) and have the same spatial wave function. The amplitudes of the wave function 9 in (10.94) are now given by

c1 = −c2 =
1√

2(1− S2
ab)

. (10.104)
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We shall not pause to explicitly evaluate the integrals J and K, but only note that the “exchange integral” K is
negative, because of the inclusion of the terms − 1

rb1
−

1
ra2

in (10.99) [which are not present in the Coulomb exchange
integral K of (10.42)]. The “exchange integral”K is responsible for binding of H2. Quite generally, the exchange coupling
in molecular Hartree–Fock calculations is responsible for binding of molecules; without it, molecules would not be
bound.

Better approximations for the atomic orbitals, e.g., taking φ1sa = (d0(R) + d1(R)za)e−ζ(R)ra , and similarly for φ1sb ,
will lower the energy obtained in a Heitler–London calculation.

Valence bond theory provides a more accurate picture of the electronic charge distribution when bonds are broken and
formed during the course of a chemical reaction, as compared with the molecular orbital method. Specifically, valence
bond theory correctly predicts the dissociation of homonuclear diatomic molecules into separate atoms, whereas the
molecular orbital approach predicts dissociation into a mixture of atoms and ions, as can be seen by writing the hydrogen
(1sσg)

2 X16+g state out in terms of atomic orbitals with 1sσg ∼
(
φ1sa + φ1sb

)
(see Problem 10.8). However, the molecular

orbital method with configuration–interaction (see Sec. 10.12.1) can be designed to correct this problem, and thereby
significantly improve the accuracy of the resulting energies.

10.10.3 THE HÜCKEL APPROXIMATION

A simple LCAO-MO method for the determination of energies of molecular orbitals of molecules with π electrons in
conjugated hydrocarbon systems [covalently bonded atoms with alternating single and multiple (e.g. double) bonds],
such as ethene, benzene, butadiene, cyclobutadiene, and conjugated polyenes was developed in 1930 by Erich Hückel
and is called the Hückel molecular orbital approximation. It was later extended to conjugated molecules such as pyridine
and pyrrole that contain atoms other than carbon. Figure 10.9 shows the linear polyene case and the cyclic case for N = 6
and N = 8 carbon atoms in a ring.

In the Hückel approximation, the π -electron Hamiltonian is approximated by a particularly simple form. In a minimal-
basis-set calculation of a planar conjugated hydrocarbon, the only AOs of π symmetry are the carbon 2pπ orbitals,
whereby 2pπ we mean the real 2p AOs that are perpendicular to the molecular plane. We can write ψj =

∑nC
k=1 ckjφk,

where φk is a 2pπ AO on the kth carbon atom and nC is the number of carbon atoms. The optimum values of the
coefficients ckj for the nC lowest MOs ψj satisfy

H11 − ES11 H12 − ES12 H12 − ES12 . . .

H21 − ES21 H22 − ES22 H13 − ES13 . . .
...

...
. . .

...


c1

c2
...

 = 0, (10.105)

The energy eigenvalues Ej are obtained by solving the determinantal equation |H − ES| = 0. For simplicity, the off-
diagonal overlap integrals are neglected in the Hückel molecular orbital approximation, i.e., Sij = 0 and Sii = 1.

1 i i +1 N

N = 6 N = 8
(a) (b)

FIG 10.9 (a) Linear polyenes, with carbon atoms represented as open circles. Also represented are a series of alternating single/double bonds
between the carbon atoms. (b) Cyclic hydrocarbons (with N = 6 and N = 8 carbon atoms) with conjugated bonds. The electronic
structure of the π electron systems in these molecules can be approximated by the Hückel molecular orbital approximation.
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Moreover, all nearest-neighbor Hamiltonian matrix elements are taken to be equal; they are denoted β, and usually
β < 0. Furthermore, all nonnearest-neighbor Hamiltonian matrix elements are set to zero, and all diagonal Hamiltonian
matrix elements are set equal; they are denoted α. The Hamiltonian thus becomes

H =


α β 0 0 . . .

β α β 0 . . .

0 β α β . . .

0 0 β α . . .
...

...
. . .

...

 = α


1 ε 0 0 . . .

ε 1 ε 0 . . .

0 ε 1 ε . . .

0 0 ε 1 . . .
...

...
. . .

...

 , (10.106)

where ε ≡ β/α (usually ε < 0). The eigenvalues of this Hamiltonian are

Ej = α[1+ 2ε cos(π j/(N + 1))], (10.107)

j = 1, . . . , N, and the (unnormalized) eigenvectors are ck, j = sin(πkj/(N + 1)). The eigenvalue/eigenvector equations
can be written as ε(ck−1, j + ck+1, j) + ck, j = Ejck, j (except for the first and last equation). Using simple trigonometric
identities, the eigenvalues and eigenvectors can be seen to yield the equation, ε(sin[π(k − 1)j/(N + 1)] + sin[π(k +
1)j/(N+ 1)])+ sin[πkj/(N+ 1)] = [1+ 2ε cos(π j/(N+ 1)] sin(πkj/(N+ 1)). It is easy to verify this equality by noting
the trigonometric identities, sin(x+ y) = sin(x) cos(y)+ cos(x) sin(y), hence sin(x− y) = sin(x) cos(y)− cos(x) sin(y);
adding these two equations together, one obtains sin(x + y) + sin(x − y) = 2 sin(x) cos(y), which can be used to verify
the above equation.

To illustrate the Hückel molecular orbital approximation, let us consider the straight-chain-conjugated polyene, e.g.,
CH2=CH-CH=CH-CH=CH2 with six carbon atoms called 1,3,5-hexatriene (or more generally, the molecule CH2=[CH-
CH=]nCH2 with 2n+ 2 carbon atoms). The Hamiltonian is given by

FIG 10.10 Hückel energy levels for a linear chain and for a cyclic molecule with
N = 6. We have taken α = 1 and ε = −0.1.

H = α


1 ε 0 0 0 0
ε 1 ε 0 0 0
0 ε 1 ε 0 0
0 0 ε 1 ε 0
0 0 0 ε 1 ε

0 0 0 0 ε 1

 . (10.108)

The eigenvalues in Eq. (10.107) for N = 6
are plotted as circles in Fig. 10.10.

Let us now consider a cyclic case, e.g.,
the benzene molecule, C6H6. The Hamilto-
nian matrix is now given by

H = α


1 ε 0 0 0 ε

ε 1 ε 0 0 0
0 ε 1 ε 0 0
0 0 ε 1 ε 0
0 0 0 ε 1 ε

ε 0 0 0 ε 1

 . (10.109)
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α −2β

α −β

α +β

α +2β

FIG 10.11 Hückel energy levels for benzene (identical to the squares in Fig. 10.10)
and occupation of these levels by spin-up and spin-down electrons. The
lowest three levels are occupied by spin-up and spin-down
electrons. The parameter β (the nearest neighbor coupling matrix
element) was taken to be negative (if it were positive, the labeling of the
energy levels must be turned upside down). The states with energies
α + 2β and α + β and π bonding orbitals. The unoccupied
states correspond to π∗ antibonding orbitals.

Note the additional nonvanishing coupling
matrix elements in the upper-right and lower-
left corners of the Hamiltonian matrix that
result from the coupling of the first with the
last atom when a linear chain is converted
into a ring. The eigenvalues of the N atom
cyclic Hamiltonian of the form (10.109) are

Ej = α[1+ 2ε cos(2π j/N)], (10.110)

and the (unnormalized) eigenvectors are
ck, j = exp[i(2πkj/N)]. Ring hydrocarbon
CNHN . The eigenvalues of Eq. (10.110) are
plotted as the squares in Fig. 10.10. The fill-
ing (i.e., the occupation) of the eigenval-
ues with spin-up and spin-down electrons
is shown in Fig. 10.11; the six π electrons
occupy the lowest three levels, which are
π bonding orbitals. The states with energy
α−β and α−2β are antibonding π∗ orbitals,
and are unoccupied.

Problem 10.9

Use the Huckel approximation to find the molecular orbitals and their respective energies for the molecule butadiene
(C4H6). Give your answers in terms of the α and β integrals.

Answer: To find the eigenvalues of the Hamiltonian matrix H in the equation
α − E β 0 0
β α − E β 0
0 β α − E β

0 0 β α − E




c1

c2

c3

c4

 = 0,

it is easiest to divide H by α − E and let x ≡ β
α−E . The determinantal equation, 1− 3x2

+ x4
= 0, is a quadratic

equation for x2, which leads to E = α ± 1+
√

5
2 β and E = α ± 1−

√
5

2 β. The eigenvectors corresponding to these
eigenvalues can now be easily obtained.

Problem 10.10

(a) Determine the Hückel energy levels for 1,3,5,7-octatriene.
(b) Determine the amplitudes {ck,8} for the ground state energy E8.

Problem 10.11

Given the molecule NC2, which forms an isosceles triangle (see Fig. 10.12), determine the eigenenergies and
eigenfunctions of the Hamiltonian matrix in the Hückel approximation with H12 = β, H13 = H23 = 0.8β.
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1D Solid-State Hückel Approximation

C(1) C(2)

N(3)

FIG 10.12 C2N molecule.

The Hückel approximation can be used to calculate the states of a linear chain of
atoms in the continuous limit, thereby solving the 1D solid-state band problem
(see Sec. 9.4). From (10.107) with large N (so that N + 1 ≈ N), the energy
eigenvalues (in units of α) and the eigenfunctions, are given by

Ekj = [1+ 2ε cos(kja)], where kja =
π j

N
, (10.111)

ψj(xi) =

√
2

N
sin(kjxi), where xi = ia. (10.112)

We can take the continuous limit by letting k be a continuous variable,

E(k) = [1+ 2ε cos(ka)], i.e., k =
1

a
arccos

(
E(k)− 1

2ε

)
. (10.113)

(a)

(b)

FIG 10.13 (a) Hückel energy levels for N = 100,
ε = −0.3. (b) Energy eigenvalues in the
continuous limit, E(k) and the density of
states, which is proportional to dk/dE
versus the wave vector k. The full
bandwidth is 4ε.

The range of the wave vector is, 0 ≤ ka ≤ π , that the bandwidth of the
energy band (in units of α) is 1E = 4ε. The 1D density of states [see
Eq. (9.26)], D1D(E) =

L
2π

dk
dE , where L is the length of the chain, is

D1D(E) =
L

4πεa

[
1−

(
E − 1

2ε

)2
]−1/2

, (10.114)

since d arccos x/dx = −(1− x2)−1/2. Figure 10.13(b) shows the energy
eigenvalues E(k) and the density of states dk/dE versus wave vector k.

The Hückel approximation in solid-state physics is closely related
with the tight binding approximation discussed in Chapter 9.

10.11 HARTREE–FOCK FOR METALS

The Hartree–Fock approximation can be used to obtain a many-electron
wave function for metals as a Slater determinant of plane waves func-
tions for the nearly free electrons. As a first approximation, one can
use plane wave spin-orbitals, 9 = |uλ1(x1) . . . uλj(xj) . . . uλN (xN)|, with

uλj(xj) = V−1/2 eikλj ·rjχλj , with each wave vector less than the Fermi
momentum, |kλj | ≤ kF , and take the positive charge distribution of the
ions to be smeared out as a uniform distribution of positive charge with
the same density as the electronic charge. The plane waves satisfy peri-
odic boundary conditions, as explained in Sec. 9.1. Then, in the resulting
Hartree–Fock equations (10.51), the potential of the ions will exactly
cancel the Hartree potential. That is, the direct (Hartree) potential Vd in
the Hartree–Fock potential VHF

= Vd
−Vex of Eqs (10.60) and (10.61),

is exactly canceled by the potential arising from the positively charged
background. Hence, (10.60) becomes [

−
1

2
∇

2
ri
− Vex(ri)

]
uλ(ri) = ελuλ(ri). (10.115)
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The kinetic energy operator term is trivially calculated because the orbital is of plane wave form, and the nonlocal
exchange potential is such that

∑
µ

Vex
µ (ri)uλ(ri) =

∑
µ

[
δmµs ,mλs

∫
u∗µ(rj)

1

rij
uλ(rj)drj

]
uµ(ri). (10.116)

Substituting the plane wave for the orbitals, and noting that

1

|ri − rj|
=

4π

V

∑
q

eiq·(ri−rj)

q2
→

4π

(2π)3

∫
dq

eiq·(ri−rj)

q2
, (10.117)

we find

Vex(ri) =
∑
µ

Vex
µ (ri) =

4π

(2π)3

∫
dq eiq·ri

∫
k′<kF

dk′

(2π)3
1

|q− k′|2
. (10.118)

The sum over q in (10.117) does not include q = 0, and the passage from summation to integration is discussed in

Sec. 9.1. Taking the Fourier transformation of Eq. (10.115) with uk(r) = (2π)−
3
2 eik·rχ , the expression for the energies

εk on the RHS of (10.115) becomes,

εk =
k2

2
−

4π

(2π)3

∫
k′<kF

dk′

|k− k′|2
. (10.119)

The integral over the Fermi sphere can be carried out analytically by choosing k to lie along the z axis and using spherical
coordinates (k′, θ ,φ) for the integration over k′. Noting that the azimuthal angle φ does not appear in the integrand, one
finds,

4π

(2π)3

∫
k′<kF

dk′

|k− k′|2
=

4π

(2π)3
2π

kF∫
0

dk′ k′2
π∫

θ=0

dθ
sin θ

k2 + k′2 − 2kk′ cos θ
, (10.120)

Setting cos θ = x and sin θdθ = −dx, the integral over θ becomes,

1∫
−1

dx
k′2

k2 + k′2 − 2kk′x
=

k′

k
log

∣∣∣∣k + k′

k − k′

∣∣∣∣ . (10.121)

The integral over k′ can now be completed, and we thereby obtain, upon putting back h̄ and e, the HF energies,

εk =
h̄2k2

2m
−

2e2

π
kF

(
1

2
+

k2
F − k2

4kkF
log

∣∣∣∣k + kF

k − kF

∣∣∣∣
)

. (10.122)

The main features of these results are:

1. The exchange contribution is generally negative (the exchange integral is generally positive).
2. A somewhat disturbing result is that dεk/dk diverges at kF , i.e., the group velocity diverges. This is related to the

long-range nature of the Coulomb potential, which, in k space leads to divergence of its Fourier component as 1/q2.
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This is called an infrared divergence since it occurs at low q, i.e., low energy. In reality, the Coulomb interaction
between electrons within a solid is screened, and becomes short ranged so the infrared divergence is shielded.

3. The total energy is obtained by summing the HF energies up to k = kF . Taking spin degeneracy into account, the
expression for the total energy of N electrons within the HF approximation is,

EHF = N

[
3

5
EF −

3

4π
e2kF

]
, (10.123)

where Eqs (9.8) and (9.10) give EF and kF in terms of the electron density ne = N/V .

10.12 ELECTRON CORRELATION

This section can be skipped on a first reading.
The difference of the exact energy of an atom or molecule and the Hartree–Fock (mean field) energy is called the

correlation energy. Several methods have been developed to calculate the correlation energy of atoms and molecules, at
various levels of approximation. The first such method that we discuss is called configuration interaction.

10.12.1 CONFIGURATION INTERACTION

Higher order corrections to the wave function and energy can be obtained by mixing-in contributions from excited
configurations, in a process called configuration interaction (CI) or configuration mixing (CM). A CI wave function
takes the form,

9 = t080 +
∑

ia

tai 8
a
i +

∑
ijab

tab
ij 8

ab
ij +

∑
ijkabc

tabc
ijk 8

abc
ijk + · · · . (10.124)

Here 80 is the reference determinant for the state,

80 = |u1 · · · un|, (10.125)

where u1 through un are the lowest occupied orbitals, and the determinantal wave functions 8a
i are given by a singly

excited determinant, wherein one excites an occupied spin-orbital ui to an unoccupied spin-orbital ua:

8a
i = |u1 · · · ui−1 ua ui+1 · · · un|. (10.126)

The doubly excited determinants, 8ab
ij , where ui → ua and uj → ub are

8ab
ij = |u1 · · · ui−1 ua ui+1 · · · uj−1 ub uj+1 · · · un|, (10.127)

etc. One then minimizes the energy

E =
〈9|Ĥ|9〉
〈9|9〉

, (10.128)

with respect to the t coefficients appearing in Eq. (10.124).
Let us again take H2 as an example, and consider a minimal basis LCAO-MO description, with each hydrogen atom

having a 1s atomic orbital and molecular orbitals (MOs) are formed as a linear combination of atomic orbitals (LCAO).
The symmetric combination leads to a bonding molecular orbital of gerade symmetry (symmetric with respect to inversion
about the point centered between the nuclei) of form (10.88),

φ1 ≡ φ1sσg ≡
1

√
2(1+ Sab)

(
φ1sa + φ1sb

)
, (10.129)
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and the antisymmetric combination to the ungerade MO of form (10.89),

φ2 ≡ φ1sσu

1
√

2(1− Sab)

(
φ1sa − φ1sb

)
. (10.130)

These MOs are orthonormal. Four spin-orbitals can be constructed using these two MOs, u1 ≡ u1sσg↑, u2 ≡ u1sσg↓,
u3 ≡ u1sσu↑, u4 ≡ u1sσu↓. How many determinantal wave functions for hydrogen can be constructed using these spin-
orbitals? Well, we can choose from four spin-orbitals for the first electron and then from the remaining three for the
second orbital, but we need to divide by two because these two choices can be interchanged, so we find a total of 4!

2!2! = 6
determinants. More generally, if we have 2K spin-orbitals, uλ with λ = 1, 2 . . . , 2K, and N electrons, we can form a
total of

(2K
N

)
=

(2K)!
(2K−N)!N! determinants. When all of these determinants are used in the CI calculation, it is called full CI.

Even for a small system (N ≈ 10) and a minimal basis set, the number of determinants that must be included in a full CI
calculation is extremely large. Hence, in practice, one truncates the full CI expansion and uses only a small fraction of
the possible determinants.

The discussion above regarding the number of required CI configurations should be modified by symmetry consid-
erations, as is clear from the following. Within the space spanned by the minimal basis set for hydrogen, the CI wave
functions 9 are linear combinations of the six determinants discussed above. However, the Hartree–Fock ground state
80 has two electrons in a gerade MO, hence is of g symmetry. The doubly excited determinant has two electrons in
an ungerade orbital and hence is also of g symmetry. But the singly excited determinants have one electron in a gerade
orbital and one in an ungerade orbital and are therefore of u symmetry. Therefore, the H2 ground state minimal basis CI
wave function, 9 of (10.124), like the Hartree–Fock approximation to it, 80 = |u1sσg↑ u1sσg↓| = |u1 u2| of (10.125), is
of g symmetry. Thus, only determinants of g symmetry can appear in the expansion (10.124) for the ground state,

9 = t080 + t34
128

34
12, (10.131)

where 834
12 ≡ |u3 u4|. The coefficients t0 and t34

12 and the exact energy are determined by diagonalizing the full CI matrix,
which in this case is a 2×2 Hamiltonian matrix,

H =
(
〈80|H|80〉 〈80|H|834

12〉

〈834
12|H|80〉 〈8

34
12|H|8

34
12〉

)
, (10.132)

where the operator H appearing in the matrix elements on the RHS of (10.132) is given in (10.90). The ground state
is the eigenvector with the lowest eigenvalue. The evaluation of the matrix elements in (10.132) involve integrals we
have already encountered, namely, Ii, the Coulomb integrals Jij defined in (10.42), the exchange integrals Kij defined in
(10.43), but the off-diagonal elements involve integrals of the new form

〈〈ij|kl〉〉 ≡
〈
uiuj

∣∣ 1

r12

∣∣uiuj
〉
. (10.133)

Problem 10.12

(a) Show that the full CI Hamiltonian matrix in the minimal H2 basis is

H =
(

I1 + I2 + 〈〈12|12〉〉 − 〈〈12|21〉〉 〈〈12|34〉〉 − 〈〈12|43〉〉
〈〈34|12〉〉 − 〈〈34|21〉 I3 + I4 + 〈〈34|34〉〉 − 〈〈34|43〉〉

)
. (10.134)

(b) By integrating out the spin variables, show that your result in (a) can be reduced to

H =
(

2I1 + 〈〈φ1φ1|φ1φ1〉〉 〈φ1φ2|φ1φ2〉〉

〈φ2φ1|φ2φ1〉〉 2I2 + 〈〈φ2φ2|φ2φ2〉〉

)
. (10.135)
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Problem 10.13

(a) How many spin-orbitals are there in the minimal basis set for benzene?
(b) How many electrons are there in a benzene molecule?
(c) Calculate the size of the full CI matrix if it would be formed from determinants.
(d) How many singly excited determinants are there?

Answers: (a) 72 spin-orbitals. (b) N = 7×6 = 42. (c)

(
72
42

)
= 164307576757973059488. (d) (2K − N)N = 1260.

CI calculations suffer from a lack of size consistency. A method is size consistent if the quality of the results are
independent of the size of the system, in the following sense. For a system containing two subsystems, a method is size
consistent if the energy of system AB, computed when subsystems A and B are infinitely far apart, is equal to the sum of
the energies of A and B when they are separately computed using the same method (so the energy of a dimer, with the
two monomers very well separated, should equal twice the energy of the monomer). The Hartree Fock method satisfies
the size consistency condition but CI does not, unless one is considering full CI which is size consistent.

The Frozen-Core Approximation

A full CI calculation is virtually impossible to implement except for small molecules and small basis sets. Hence, one
typically resorts to a limited CI calculation. Often the frozen-core approximation is used, wherein excitations out of the
inner-shell (i.e., the core) MOs of the molecule are not included. (Recall that Koopmans’ theorem also makes use of a
frozen orbital approximation.) The frozen core for light atoms (lithium to neon) consists of the 1s atomic orbital, whereas
that for atoms sodium to argon consists of the atomic 1s, 2s, 2px, 2py, and 2pz orbitals. For molecules, the frozen orbitals
are inner-shell atomic orbitals of the atoms comprising the molecule. The frozen core orbitals are doubly occupied and
all other molecular orbitals are orthogonal to the frozen core orbitals.

10.12.2 MOLLER–PLESSET MANY-BODY PERTURBATION THEORY

Configuration interaction calculations provide a systematic approach for going beyond the Hartree–Fock approxima-
tion using a single Slater determinant by including a superposition of determinants in the wave function that are
successively singly excited, doubly excited, triply excited, etc., from a given reference configuration. Although CI
is variational, it lacks size consistency (except for full CI). Perturbation theory provides an alternative systematic
approach to finding the correlation energy. Although such calculations are size consistent, they are not varia-
tional in the sense that it does not, in general, give energies that are upper bounds to the exact energy. Moller–
Plesset perturbation theory, which is a variant of Rayleigh–Schrödinger perturbation theory, can be made size
consistent.

Rayleigh–Schrödinger perturbation theory was introduced in Sec. 7.3.1. The application of perturbation theory to a
system composed of many interacting particles is called many-body perturbation theory (MBPT). A systematic treatment
of MBPT will be presented in the many-body chapters that follow, within the formalism of second quantization. Here
we introduce MBPT within first quantization. As an example of its application, we calculate the correlation energy for
the ground state, by taking the zero-order Hamiltonian from the Fock operators fi (10.60) of the HF-SCF method, and
the difference of the full Hamiltonian and the zero-order Hamiltonian is taken to be the perturbation potential V . This
method, which improves on the Hartree–Fock by adding electron correlation effects by means of perturbation theory,
was developed in the early days of quantum mechanics (in 1934) by C. Moller and M. S. Plesset, and the procedure is
therefore called Moller–Plesset perturbation theory. Applications of this method to molecular systems did not actually
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begin until much later. In Moller–Plesset perturbation theory (MPPT), the zero-order Hamiltonian H(0) for the ground
state is given by the sum of the one-electron Fock operators (10.60),

HHF ≡

N∑
i=1

fi =
∑
λ

ελ|uλ〉〈uλ|. (10.136)

where uλ is the spin-orbital for the λth-filled spin-orbital [see Eq. (10.61)]. MPPT energy corrections are obtained with
the perturbation

H(1)
≡ H − HHF − 〈80|H − HHF|80〉, (10.137)

where

HHF80 =

(∑
λ

ελ

)
80, (10.138)

and

H(0)
= HHF + 〈80|H − HHF|80〉, (10.139)

serves as the unperturbed zeroth-order operator. The HF ground state wave function 80 is an eigenfunction of HHF with
eigenvalue E0 given by the sum of the orbital energies of all the occupied spin-orbitals. Since the Slater determinant 80

is an eigenfunction of HHF,

H(0)80 = 〈80|H|80〉80. (10.140)

The zeroth-order MP energy, EMP
0 = 〈80|H(0)

|80〉 = 〈80|H|80〉 is therefore the Hartree–Fock energy, Eq. (10.58). The
first-order MP energy is clearly zero

EMP
1 = 〈80|H

(1)
|80〉 = 0. (10.141)

Thus, the lowest order MP correlation energy appears in second order. This result, called the Moller–Plesset theorem,
states that the correlation potential does not contribute in first order to the exact electronic energy. An expression for the
second-order MP energy, EMP

2 , can be computed from second-order Rayleigh–Schrödinger perturbation theory, Eq. (7.37),
written in terms of doubly excited Slater determinants (the singly excited Slater determinants do not contribute due to the
Brillouin theorem, which states that 〈80|H(0)

|81〉 = 0). The result is:

EMP
2 =

∑
i, j,a,b

〈φi(1)φj(2)|r
−1
12 |φa(1)φb(2)〉 ×

2〈φa(1)φb(2)|r
−1
12 |φi(1)φj(2)〉 − 〈φa(1)φb(2)|r

−1
12 |φj(1)φi(2)〉

εi + εj − εa − εb
, (10.142)

where i and j are occupied orbitals, and a and b are excited orbitals.

10.12.3 COUPLED CLUSTER METHOD

Another ab initio many-body method that, like MPPT, is size consistent but not variational, is the coupled cluster method
(CC method). It was initially developed by Fritz Cöster and Hermann Kümmel in the 1950s for treating the many-body
problem in nuclear physics, and was reformulated for electron correlation in atoms and molecules in the 1960s.

Let us define the operator C1 which, when applied to the reference determinant 80, yields a state containing all single
excitations, 8a

i ,

C180 =
∑
i,a

ci
a8

a
i . (10.143)
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The amplitudes ci
a are arbitrary at this point, and are to be determined. Similarly, we can define the operator C2 which,

when applied to the reference determinant 80, yields a state containing all doubly excited determinants, 8ab
ij ,

C280 =
∑
ij,ab

cij
ab8

ab
ij . (10.144)

Clearly, we can go on and define the operator C3 producing all possible triple excitations, etc.
The CC method starts by considering the HF determinantal wave function 80 = det |u1 . . . uN | and introduces the

cluster operator C, which relates the exact electronic wave function 9 to 80 through the relation, 9 = eC80. When eC,
called the wave operator, is applied to80, it creates a linear combination of Slater determinants that includes80 (the first
term) and all its singly, doubly, . . . , excited determinants. In other words, the cluster operator C operating on 80 gives
a linear combination of Slater determinants in which electrons from occupied spin-orbitals have been excited to virtual
spin-orbitals. Specifically, C is the sum of the one-electron excitation operator C1 defined in (10.143), the two-electron
excitation operator C2 defined in (10.144), . . . , the N-electron excitation operator CN :

C = C1 + C2 + . . .+ CN . (10.145)

In practice, this series is finite, because the number of occupied molecular orbitals is finite, as is the number of excitations
to orbitals in the basis set. When the cluster operator C is assumed to be of the form C = CA+CB, as would be appropriate
for infinitely separated systems A and B, then the wave operator e(CA+CB) = eCA eCB , if CA and CB commute, and this
ensures a desired form of the product of the wave function, e(CA+CB)80 = eCA eCB 80. If instead, a finite CI expansion
is taken, (CA + CB)80, one does not obtain a product but a sum, which is incorrect.

In order to simplify the task for finding the coefficients c appearing in Eqs (10.143) and (10.144), the expansion of C
into individual excitation operators in (10.146) is terminated at the second or third level of excitation. There are several
ways of writing the equations to determine the c coefficients, but the standard formalism results in a terminating set of
equations which may be solved iteratively. We shall not present these methods here. The interested reader is referred to
Refs [166, 167] for details.

A list of quantum chemistry and solid-state physics software programs for computing electronic structure, both
open source and commercial, is available at http://en.wikipedia.org/wiki/Quantum chemistry computer
programs.

http://en.wikipedia.org/wiki/Quantum_chemistry_computer_programs
http://en.wikipedia.org/wiki/Quantum_chemistry_computer_programs
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The word molecule comes from the French word molécule, meaning “extremely minute particle.” In this chapter, we
again take up the study of molecules (molecular electronic structure calculations are discussed in Sec. 10.10). We first
discuss the general use of symmetry to classify molecules in Sec. 11.1 (Appendix E presents some aspects of group
theory, which are helpful in quantum mechanics). Section 11.1.1 discusses the formation of molecular orbitals (MOs)
using symmetry and shows how group character tables expedite this task. Section 11.1.2 discusses character tables
and the Mulliken symbols for molecules. The classification of the electronic states of diatomic molecules is presented
in Sec. 11.2. Section 11.2.1 discusses the asymptotic form of diatomic molecular potentials, and Sec. 11.2.2 consid-
ers the electronic spin and angular momentum coupling in diatomic molecules, which is known as Hund’s coupling.
Section 11.3 introduces the Born–Oppenheimer approximation (BOA) that separates electronic and nuclear degrees
of freedom of molecules (used in treating electronic structure, in Chapter 10), by making use of the fact that the
nuclear degrees of freedom vary much slower than the electronic ones (therefore, it is a type of adiabatic approxi-
mation). We then discuss the Born–Oppenheimer basis representation, which removes the BOA but keeps the form
of the wave function used in the BOA as a basis set to treat molecular problems. Section 11.4 treats the rotational
and vibrational degrees of freedom of molecules. Section 11.5 develops the small oscillations theory for molecules
and considers the symmetry of vibrational modes. Optical transitions in molecules are discussed in Sec. 11.6. Finally,
Section 11.7 discusses the Franck–Condon principle for determining the changes that occur in nuclear degrees of free-
dom when molecules undergo optical transitions.

Molecules are most often studied experimentally using spectroscopic methods. Microwave spectroscopy uses photons
with frequency in the range 109–1012 Hz (30 cm–0.03 cm) to probe the rotational degrees of freedom of molecules;
infrared spectroscopy uses light with frequency 1012 to 4 × 1014 Hz (3 mm–780 nm) to probe (mostly) vibrational
degrees of freedom; visible light with frequency 4 × 1014 to 8 × 1014 Hz (780–390 nm); and ultraviolet light with
frequency 8× 1014 to 4× 1017 Hz (390–3 nm) are used to probe the electronic degrees of freedom of molecules. Various
kinds of spectroscopies are used, including absorption, emission, and Raman scattering [including coherent anti-Stokes
Raman spectroscopy (CARS)]. Moreover, nuclear magnetic resonance (NMR) is used to probe molecular structures with
microwave radiation, and X-rays probe the crystal structure of molecules using light with frequency 1017–1020 Hz (3–
0.003 nm). Furthermore, photoacoustic (sometimes called acousto-optic) spectroscopy, the absorption of electromagnetic
waves and the subsequent detection of the acoustic waves, a method first developed by Alexander Graham Bell in 1880,
is a sensitive method used to study overtone absorption in molecules (e.g., n = 0→ n = 9 of the CH stretch in benzene).
There are many books that thoroughly cover molecular spectroscopy, e.g., Refs. [173–175].

11.1 MOLECULAR SYMMETRIES

Molecules are classified according to their symmetry. Their symmetry helps to understand chemical properties such
as dipole moments and allowed spectroscopic transitions. Moreover, molecular symmetry is useful in characterizing
molecular orbitals (MOs) and simplifies their calculation. As discussed in Sec. E.3.1 of Appendix E, molecules belong to
one of the point groups C1, Cs, Ci, Cn, Cnv, Cnh, S2n, Dn, Dnd, Dnh, T , Td, Th, O, Oh, I, and Ih. The symmetry operations
contained in each of these groups are listed there, and examples of group multiplication tables for the point groups are
provided (see also Table 11.1). Only the integers n = 1, 2, 3, 4, and 6 are compatible with translational symmetry,
and these give rise to the 32 point groups occurring in crystals. For free molecules, other values of n, such as n = 5,
n = 7, etc., are possible. To determine what point group a given molecule belongs to, one can use the decision tree shown
in Fig. 11.1. Knowing the geometry of the molecule, one simply works through the questions in the table, starting at the
top to determine the point group for the molecule.

Quantum Mechanics with Applications to Nanotechnology and Information Science 579
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FIG 11.1 Point group
decision tree.
(After Shriver and
Atkins, Inorganic
Chemistry.)
Permission
obtained from
Oxford University
Press.

Problem 11.1

(a) Determine the point symmetry group of the molecule cis-CHFCHF (cis-1,2-difluoroethylene, see Fig. 11.2).
Note that cis refers to the isomer in which substituents at opposite ends of a carbon-carbon double bond are on
the same side of the bond (whereas trans means on the opposite side).

(b) What are the symmetry elements of the group?
(c) Build the group multiplication table.
(d) Construct the group representations of the group elements for the base functions: 1s (H1), 1s (H2), 2pz (F1), 2pz

(F2), 2pz (C1), 2pz (C2).
Answer: (a) C2v. (b) C2 axis, another C2 axis perpendicular to it, and two orthogonal planes of symmetry, i.e.,
σv and σ ′v. (c) See Table 11.1.

FIG 11.2 Ball-and-stick model of the
molecule cis-1,2-difluoroethylene.

One of the applications of symmetry is analyzing molecular vibrations.
The number and types of vibrational modes in the absorption, emission, and
Raman spectra of a molecule can be determined based on just the point group
of the molecule. Moreover, together with some basic knowledge of the poten-
tial energy surface of a molecule, its vibrational frequencies can be fully
determined. We consider symmetry-adapted nuclear vibrational coordinates
and develop small oscillations theory for molecules in Sec. 11.5.

11.1.1 MOLECULAR ORBITALS AND GROUP THEORY

Many computational chemistry programs start by calculating MOs and elec-
tronic energies and can also determine vibrational and rotational frequencies

Table 11.1 Group multiplication table for the group C2v.

C2v I C2 σv σ ′v
I I C2 σv σ ′v

C2 C2 I σ ′v σv
σv σv σ ′v I C2
σ ′v σ ′v σv C2 I
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Ammonia: NH3 Allene: H2C=C=CH2
Benzene: C6H6

Oxygen: O2 Methane: CH4 Sulphur hexaflourine: SH6

FIG 11.3 The point group symmetry of a number of molecules. See Sec. E.3.1 of Appendix E for a complete list of the point groups and
representative molecules belonging to these groups.
(Adapted from http://www.staff.ncl.ac.uk/j.p.goss/symmetry/Molecules pov.html)

of molecules of the equilibrium configuration of molecular states. The number of MOs used equals the number of the
atomic orbitals included in the linear combination of atomic orbitals (LCAOs) expansion (see Sec. 10.10). If the molecule
has symmetry, as is the case for the molecules shown in Fig. 11.3, there will be degenerate atomic orbitals, and they can
be grouped in linear combinations called symmetry-adapted orbitals. The symmetry-adapted orbitals belong to the repre-
sentations of the symmetry group of the molecule. The number of MOs that belong to a particular group representation
equals the number of symmetry-adapted atomic orbitals. A symmetry operator, Â, applied to a degenerate electronic
atomic wave function belonging to a given irreducible representation, say (α), φ(α)j , converts it to a linear combination

of the atomic wave functions, Âφ(α)j =
∑

k A(α)jk φ
(α)
k (see Sec. E.5.4 of Appendix E). The effects of the symmetry oper-

ator Â on the wave functions of an n-fold orbitally degenerate electronic orbital are specified by the n2 amplitudes A(α)jk ,
j = 1, . . . , n, k = 1, . . . , n. The number and the properties of irreducible representations of the point groups are fully char-
acterized using the normal representation of the groups (see Sec. E.5.4). For example, for a molecule with D6h symmetry
(e.g., benzene, C6H6, see Fig. 11.3), the irreducible representations are A1g, A2g, B1g, B2g, E1g, E2g, A1u, A2u, B1u, B2u,
E1u, E2u. The A1g representation is the totally symmetric symmetry representation. Sections E.5.1– E.5.4 of Appendix E

discuss how to determine the coefficients A(α)jk in general for any group and any irreducible representation.
The electronic ground state of the equilibrium configuration of many molecules belongs to the nondegenerate totally

symmetric representation. Moreover, the electronic spins are usually all paired in the ground state, so the ground state
is a singlet. For example, for benzene, the ground electronic state is 1A1g. Note that the point group of the molecule
in its equilibrium geometry can be very different from that at a nonequilibrium geometry. Furthermore, the equilibrium
geometry of excited electronic states of the molecule is typically different from those of the ground state.

11.1.2 CHARACTER TABLES AND MULLIKEN SYMBOLS

In this section, we discuss character tables and the Mulliken symbols used in the tables (please read Appendix E, which
discusses group theory and describes the point groups, if you are not familiar with group character tables). Character
tables are the most often used device for summarizing the symmetry aspects of groups. The rows in a character table are

http://www.staff.ncl.ac.uk/j.p.goss/symmetry/Molecules_pov.html
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labeled by the irreducible representation, and the columns are labeled by the classes. Tables E.3 and E.4 in Appendix E
show the character tables for the groups C3v and C6. The following holds for character tables for the point groups:

• Isomorphic groups have the same representations and are often given together (isomorphic groups have a one-to-one
correspondence between the elements of the groups which preserves the group multiplication properties – basically,
isomorphic groups are the same group, but the names of the elements are different).

• The numbers in front of the symbols for the elements (actually, in front of the symbols for the classes) of the group in
the top row of the table show the numbers of elements in the corresponding classes.

• The left-hand column shows the conventional names of the representations.
• Beside the symbols for the representations are placed the letters x, y, z; these show the representations by which the

coordinates themselves are transformed. The z-axis is always taken along the principal axis of symmetry.
• Mulliken symbols are used to identify the irreducible representations as follows:

A = singly degenerate state (i.e., a one-dimensional representation), symmetric with respect to rotation about the
principal axis.

B = singly degenerate state (i.e., a one-dimensional representation), antisymmetric with respect to rotation about the
principal axis.

E = doubly degenerate (i.e., a two-dimensional representation).
T = triply degenerate representation. Numerical subscripts for Es and Ts follow certain rules that we will not elabo-

rate on here.
X1 = subscript 1 on a symbol A or B indicates a symmetric representation upon C2 rotation perpendicular to the

principal axis, or, if such a C2 is lacking, to a vertical plane of symmetry. Subscript 2 (as in X2), indicates a
change sign (antisymmety).

′
= symmetric with respect to a horizontal symmetry plane σh
′′
= antisymmetric with respect to a horizontal symmetry plane σh

Xg = subscript g (gerade, meaning symmetric in German) indicates symmetric under inversion in those groups con-
taining a center of inversion symmetry element. Xu = subscript u (ungerade, antisymmetric) indicates antisym-
metric under inversion.

In summary, the one-dimensional representations are denoted by the letters A, B, the two-dimensional ones by E, and
the three-dimensional ones by T . The base functions of A representations are symmetric, and those of B representations are
antisymmetric, with respect to rotations about a principal axis of the nth order. For A and B representations, a numerical
subscript 1 (2) indicates symmetric (antisymmetric) behavior under a C2 rotation perpendicular to the principal axis, or
reflection in a vertical plane. The functions of different symmetry with respect to a reflection σh are distinguished by the
number of primes (one or two). The suffixes g and u show the symmetry with respect to inversion.

Problem 11.2

Consider a triatomic molecule with three identical atoms on the vertices of an equilateral triangle. The symmetry
of the molecule is D3h. Find the symmetry-adapted MOs formed from a LCAOs formed from the s and the p atomic
orbitals. Hint: Use the projection operators P(α) ≡ fα

g

∑
A

(
χ (α)

)∗
A, where χ (α) is the character for irreducible

representation α, as explained in Sec. E.5.4.

11.2 DIATOMIC ELECTRONIC STATES

The classification of diatomic electronic states is based on their asymptotic correlation to particular electronic states of
the two atoms comprising the molecule as the distance between the atoms, R, tends to infinity. Let us consider a generic
diatomic molecule AB, with atoms A and B in given electronic states, (2S+1LJ)A and (2S+1LJ)B. The molecular states
correlating asymptotically with atomic fragment states having projection of the total spin along the diatomic axis with
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values SZ = SA+SB, SA+SB−1, . . . ,−SA−SB, projection of the total orbital angular momentum along the diatomic axis
with values ML = LA+LB, LA+LB−1, . . . ,−LA−LB, and projection of the total angular momentum along the diatomic
axis with values JZ = JA + JB, JA + JB − 1, . . . ,−JA − JB. So, LZ SZ , and JZ denote the projection of the electronic
orbital spin and total angular momentum along the diatomic axis, respectively. By convention, the absolute value of the
projection of L/h̄ on the diatomic axis is labeled 3 ≡ |LZ |/h̄ (note that this quantum number is non-negative). The
projection of S/h̄ is 6 (≡ SZ/h̄) and � ≡ 3+ 6 (note that 6 and � can be negative). For a given 3 and S, � can take
on the values 3 + S, 3 + S − 1, . . . , 3 − S. The specific values of the 3 quantum number are denoted by the Greek
capital letters 6, 5, 1 , . . . , for 0, 1, 2 , . . . , respectively. That is, states with 3 = 0 are denoted as 6 states, states with
3 = 1 (i.e., LZ = ±1) as 5 states, states with 3 = 2 (i.e., LZ = ±2) as 1 states, and so on. Molecular electronic states
are referred to using the symbol 2S+13�. The states with molecular term symbols 2S+13 are split by spin-orbit splitting
via an interaction energy B36, where B is a constant, to the multiplets 2S+13�. We shall elaborate on this splitting in
Sec. 11.2.2.

For example, for atoms A and B, both asymptotically in 2P states, for any value of J (J = 1/2, 3/2), the projection
of the spin along the axis, 6, can take the values −1, 0, and 1, the projection 3 = 2, 1, 0, and � = 3, 2, 1, 0,−1, where
� = 3 clearly correlates with A and B both in 2P3/2 states and � = 2 correlates with at least one of the atoms in a 2P3/2

state. These molecular states can be denoted as 313, 312, 311, 112, 352, 351, 350, 151, 361, 160, and 36−1 where
the superscript corresponds to the value of 2S + 1 and the subscript to the value of �. The total number of states can be
calculated as follows: because the P atomic states are triply degenerate and the spin doublets are doubly degenerate, the
total number of states equals 3 × 3 × 2 × 2 = 36. The same number of molecular states must exist, i.e., the number of
molecular states 2S+13� must equal 36.

A diatomic molecule is physically unchanged by reflection in a plane containing the diatomic axis; this reflection
operator is called σv (see Sec. 11.1.2). The wave function must remain unchanged or change sign under such a reflection
operation. Therefore, electronic terms are given an extra superscript “+” or “−” to indicate the symmetry with respect
to reflection in such a plane. For 3 > 0, one of the degenerate states with LZ = ±3h̄ is “+” and the other is “−” and
the superscript is omitted. However, 6 states, i.e., those with 3 = 0, are further distinguished according to whether
they are even or odd under reflection in a plane containing the diatomic axis; these states are denoted as 6+ and 6−,
respectively.

If atoms A and B are identical, i.e., the diatomic molecule is homonuclear, then an additional symmetry exists; that
of inversion of the electronic coordinates through the center of mass of the nuclei. States that are gerade under inversion
are labeled with a subscript g and states that are ungerade are labeled with a subscript u. For example, when the two
atoms are identical, the 33 and 13 states are labeled as follows: 33u, 33g, 13u, and 13g. The number of states for
identical 2P atoms is 72, rather than the 36 for nonidentical 2P atoms. However, if the two identical atoms are in the same
electronic state, then the Pauli exclusion principle must be taken into consideration and the total number of possible states
is again 36.

Molecular electronic states are composed of products of MOs (actually, of Slater determinants of MOs, see Chapter 8,
and Secs. 10.10.1 and 10.10.2). MOs are named in a fashion similar to that used to describe the total electronic state of
the molecule, but lower case Greek letters are used. MOs are labeled as follows: nl λg,u. Here, λ is the projection of the
electron angular momentum along the molecular axis, and it is denoted by the Greek lowercase letters σ , π , δ, . . . , for 0, 1,
2, . . . , respectively. The subscript g or u is present only for homonuclear diatomics, and the quantum numbers nl indicate
the principal and angular momentum quantum numbers of the atomic orbitals comprising the MO. See Problem 10.7 for
plots of the lowest σ and π orbitals of symmetry g and u. The product of the MOs determines the possible molecular
symmetries. For example, the two-electron MO product (1sσ)(2sσ) can yield 16 or 36 states, whereas (2pπ)2 can yield
16, 36, 11, and 31 states. If we also specify the possible values of � using the notation 26+13�, the states that can be
obtained from the configuration (2pπ)2 are 36−1, 361, 160, 313, 312, 311, and 112.

In Fig. 10.7, the potential energy curves of the hydrogen molecule correlating to two ground-state hydrogen atoms are
plotted versus internuclear distance. Figure 11.4 shows the excited state hydrogen potential energy curves. The asymptotic
atomic states to which the molecular curves correlate are indicated at the right side of the figure. The ground vibrational
state of the various potentials is shown, as are the v = 5 vibrational states and some of the v = 10 states. An interesting
feature is the double minimum E, F electronic state, which arises due to a curve crossing.
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FIG 11.4 H2 excited potential energy curves versus internuclear distance R. (Reproduced from Sharp [176], T. E. Sharp, Potential-energy
curves for molecular hydrogen and its ions, Atomic Data 2, 119, 1971)

Problem 11.3

(a) Determine the possible term symbols for the diatomic phosphorous molecule, P2, where the atoms are in
the 4S state.

(b) For the molecular states in part (a), what are the possible values of the absolute value of the projection of the
total electronic angular momentum � on the axis.
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Answers: (a) 16+g , 36+u , 56+g , 76+u . (b) For 16+g , � = 0, for 36+u , |�| = 0, 1, for 56+g , |�| = 0, 1, 2, and

for 76+u , |�| = 0, 1, 2, 3.

Problem 11.4

Determine the possible term symbols for the molecule HF where the atoms are in the 2S and 2P states.

Answer: 1,36+, 1,35.

Problem 11.5

Determine the possible term symbols for the molecule O2, where the atoms are in the 3P state.

Answer: 2 16+g , 16−u , 15g, 15u, 11g, 31g, 51g, 2 36+u , 36−g , 35u, 2 56+g , 56−u , 55g, 55u, 51g. The numbers
in front of the term symbols specify the number of terms of the type indicated, if the number is greater than unity.
The ground state of O2 is 36−g .

Problem 11.6

(a) Given the electronic structure of Actinium, 89Ac, . . . 7s2 6d, what are the possible term symbols of the atom.
(b) What are the possible molecular term symbols for the diatomic Actinium molecule (parity symmetry need not

be considered).
(c) Assuming that the total electronic angular momentum J of the atoms is the highest value it can take, what are

the possible values of the projection of the total electronic angular momentum � on the diatomic axis of the
molecule for each of the term symbols.

Answers: (a) 2S+1LJ =
2D5/2 and 2D3/2. (b) 2S+13� =

1,33�, where 3 can range over 4, 3, 2, 1, 0 and � can range
over 3+6, . . . ,3−6. (c) � = 5, 4, 3, 2, 1, 0,−1.

Problem 11.7

Given the two-electron MO product (2pπ)(2dδ) in a diatomic molecule, what are the quantum numbers 2S+13� of
the molecular state that can be obtained.

Answer: 384, 383, 382, 183, 352, 351, 350, 151.

11.2.1 INTERATOMIC POTENTIALS AT LARGE INTERNUCLEAR DISTANCES

The asymptotic form of the potential between two atoms that are very far apart can be determined using perturbation
theory, regarding the two isolated atoms as the unperturbed system and the potential energy of their electrical interaction
as the perturbation. The potential of two systems of charges at large relative distance R can be expanded in powers
of R. The multipole expansion (3.198) of the potential energy due to the charge distribution of a system contains terms
from the system charge, dipole moment, quadrupole moment, etc. For a neutral atom, the total charge is zero, so the
expansion then begins with the dipole term, etc.

For two neutral atoms, the potential energy in Eq. (3.201) can be expanded in multipoles to obtain (3.202). The lowest-
order term for two neutral atoms is dipole–dipole (R−3), followed by dipole–quadrupole (R−4), quadrupole–quadrupole
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and dipole–octupole terms (R−5), and so on. The expectation value of the potential can now be used to get an expression
for the first-order perturbation correction to the energy,

1E(1)(R) = 〈ψaψb|U(R)|ψaψb〉, (11.1)

where U(R) is given by (3.202). For the two atoms in S states, no interaction between the atoms is possible in first-order
perturbation theory. Therefore, the interaction energy of the atoms is determined by second-order perturbation theory. Let
us restrict ourselves to the dipole–dipole interaction term in Eq. (3.202), because it decreases least rapidly as R increases,
i.e., as R−6. Because the nondiagonal matrix elements of the dipole moment, e.g., 〈ψnpm|p|ψns0〉, are in general different
from zero, second-order perturbation theory yields a nonvanishing result which, being quadratic in U, is proportional
to R−6. The second-order perturbation energy for the lowest eigenvalue is always negative, and the atomic interaction
energy is

1E(2)(R) = −
C6

R6
, (11.2)

where the constant C6 is positive. The attractive forces between S-state atoms at large distances are called van der Waals
forces. If only one of the atoms is in an S-state, Eq. (11.2) still gives the interaction energy, because the first-order
perturbation vanishes when the multipole moments of one of the atoms is zero. Now, the constant C6 depends on the
mutual orientation of the atoms.

However, if both atoms have nonzero orbital and nonzero total angular momenta, the situation is different. The
expectation value of the dipole moment vanishes, because it has odd parity, but the expectation values of the quadrupole
moment in states with L 6= 0 and J 6= 0, 1/2 are nonzero. The quadrupole–quadrupole term yields a finite first-order
perturbation, and the interaction energy of the atoms goes as 1E(1)(R) = C5/R5, where C5 may be either positive or
negative.

The interaction of two “identical” atoms that are in different electronic states must be treated differently. The state of
two atoms at large internuclear distance has an additional degeneracy due to atom interchange, and degenerate first-order
perturbation theory must be used. If the states of the two atoms have different parities, and angular momenta L differing
by ±1 or 0 (but not both zero), then the nondiagonal matrix elements of the transition dipole moment between these
states do not vanish. First-order degenerate perturbation theory using the dipole–dipole interaction yields an interaction
energy U(R) = C3/R3, where C3 can have either sign. However, when the interaction of the atoms is averaged over all
possible orientations, the first-order interaction energy vanishes and the second-order perturbation, Eq. (11.2), becomes
the lowest-order interaction energy.

11.2.2 HUND’S COUPLING

In molecules, interactions between the electronic spin S and other angular momenta, such as the angular momentum
arising from the rotation of the molecular axis, and the orbital electronic angular momentum, can split electronic states
(just as spin-orbit interactions split electronic state energies in atoms). Coupling of electronic spin to the electronic orbital
angular momentum (spin-orbit coupling) occurs in a fashion similar to atoms, yielding an effective interaction of the form
Hso = AL · S. Here, A can be a function of the internuclear coordinate(s). The rotational Hamiltonian of a molecule is

Hr =
N2

2µR2 , where N2
= (J − L − S)2 is the nuclear angular momentum and J is the total angular momentum of the

molecule (this ignores nuclear spin angular momenta). The rotation of the molecule as a whole, i.e., the orbital angular
momentum of the nuclei N, can also couple with the electronic spin, yielding a small (compared with Hso) spin-rotation
coupling of the formHsr = γ (R)N·S, where γ (R) is called the spin-rotation parameter and is a function of the internuclear
distance R. Moreover, a spin-axis coupling exists,Hsa = αn·S, where α is the spin-axis parameter and n is the unit vector
in the direction of the diatomic axis, but this effect is very small. Furthermore, there is the coupling of the nuclear spin
with L, S, and N, but, as in the case of atoms, these interactions are much smaller, because the nuclear magnetic moment
is much smaller than the electron magnetic moment. Nevertheless, the symmetry of the nuclear spin wave functions can
be important for determining the spectra of homonuclear diatomic molecules.
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The complete Hamiltonian for a molecule in the absence of external fields is always diagonal in the total angular
momentum quantum numbers J and MJ , i.e., in the absence of external fields, the molecular state is an eigenfunction of
J2 and the space-fixed projection Jz with eigenvalues J(J+1)h̄2 and MJ h̄, respectively. For a diatomic molecule, ignoring
nuclear spin angular momenta,

J = N+ L+ S ≡ K+ S. (11.3)

The orbital angular momentum of the nuclei, N, is perpendicular to the internuclear axis [note that is convenient for the
discussion below to define the vector K as the sum of N and the electronic orbital angular momentum L, as in Eq. (11.3)].

There are several energy scales that determine the relative strengths of the angular momentum coupling: (1) The
electronic electrostatic interaction strength |1E| between two adjacent electronic levels with different values of 3.
(2) The spin-orbit coupling constant A appearing in the spin-orbit interaction energy AL · S/h̄2. (3) The rotation constant
B = h̄2/(2µR2

e), where Re is the internuclear equilibrium distance, which determines the strength of the spin-rotation
coupling. Friedrich Hund identified five limiting cases, labeled (a) through (e) [Hund’s case (e) is of little importance –
it does not occur in bound molecules], depending on the limiting values of the three energies, |1E|, |A|, and B. The four
Hund’s cases are illustrated in Fig. 11.5

Hund’s case (a)

Our discussion here will take h̄ = 1 (angular momentum variables will be unitless). In Hund’s case (a), the electrostatic
interactions are much larger than the spin-orbit interaction which in turn is much larger than the rotational energy, i.e.,
|1E| � |A| � B. We first consider, the electron terms, neglecting rotation. 3 ≡ |LZ | and 6 ≡ SZ combine to give

L
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Λ Σ

(a)

L

S

N
J

Λ

(b)

K

(c) (d)

N
J

N

L

K

Ω

FIG 11.5 Vector diagram illustrating Hund’s coupling
cases (a), (b), (c), and (d). Case (a),
|1E| � |A| � B, is the most common case;
one first couples 3 and 6 and treats rotational
effects last. Case (b), |1E| � B� |A|, is used
for 3 = 0 molecules and light molecules. Case
(c), |A| � |1E| � B, is used for molecules
with strong spin-orbit coupling (molecules with
heavy atoms). Case (d), B� |1E| � |A|, is
used for J � 1 in light molecules.

projection of the total angular momentum of the electrons about the
axis of the molecule, JZ = LZ+SZ ; one can also define the quantum
number � = 3 + 6, which can take on the values � = 3 + S,
3 + S − 1, . . . ,3 − S. For a given 3, the terms with different �
are split by the spin-orbit interaction B36. For example, for 3 =
1, S = 1/2, the levels 251/2 and 253/2 are split; for the case of
3 = 1, S = 1, the levels 350, 351, and 352 are split, etc. With the
molecular basis |S,6,±3, J,�, MJ〉, the first-order perturbation of
the spin-orbit coupling energy is given by the expectation value

Eso = 〈S, SZ , LZ , J, JZ , MJ |AL · S|S, SZ , LZ , J, JZ , MJ〉 = ALZSZ ,
(11.4)

where the latter equality follows because 〈LX〉 = 〈LY 〉 = 〈SX〉 =

〈SY 〉 = 0, so Eso = A(R)ML6, where the spin-orbit parameter
A depends on internuclear distance. It is more convenient to write
this spin-orbit energy in terms of the quantum number �; defin-
ing A(R) ≡ A(R)Lz, and noting that 6 = � − 3, we can write
Eso = A(R)(� − 3) and incorporate the term proportional to 3
in the internuclear potential U(R). Similarly, the spin-axis coupling
is proportional to 6, Esa = αn · S = α̃6, and this term can be
combined with Eso to give Eso + Esa = Ã(R)�. Now let us add the
rotational energy to Eso+Esa. The rotational energy is given by the
expectation value

Er =

〈
S, SZ , LZ , J, JZ , MJ

∣∣∣∣ N2

2µR2

∣∣∣∣ S, SZ , LZ , J, JZ , MJ

〉
. (11.5)

Because N2
= (J−L− S)2 = J2

− 2J · (L+ S)+L2
+ 2L · S+ S2, 〈S2

〉 = S(S+ 1), and 〈L · S〉 = LZSZ , the rotational
energy can be written as, Er = B[J(J + 1)− 2〈J · (L+ S)〉 + L(L+ 1)+ 2LZSZ + S(S+ 1), where the rotation constant
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B depends on internuclear distance, B(R). The term 〈J · (L+ S)〉 can be reduced by noting that 〈L〉 = n3 and 〈S〉 = n6.
Because 〈J〉 · n = (〈L〉 + 〈S〉) · n = 3 + 6 = �, we find 〈J · (L + S)〉 = �2. Again writing all the terms using �, we
obtain the rotational energy in Hund’s case (a) as Er = B(R)[J(J + 1) − 2�2], which, when combined with Eso + Esa,
and with the internuclear potential, gives the effective potential energy formula,

UJ(R) = U(R)+ Ã(R)�+ B(R)[J(J + 1)− 2�2]. (11.6)

At the internuclear equilibrium position of the molecule, R = Re, the effective potential energy is UJ(Re) = U(Re) +

Ã(Re)�+ B(Re)[J(J + 1)− 2�2].
Case (a) is the most common, except for 3 = 0 molecules, where case (b) mainly occurs (see next section), because

the expectation value of the spin-orbit interaction for 3 = 0 vanishes.

Hund’s case (b)

In Hund’s case (b), the rotation of the molecule predominates over multiplet splitting (but electrostatic interactions are still
larger than both), i.e., |1E| � B� |A|. Therefore, we first consider the effect of rotation, neglecting the spin-orbit inter-
action, and then the spin-orbit is taken into account as a perturbation. Case (b) is sometimes found in very light molecules
(such as H2, CH, and OH) and 3 = 0 molecules, because the spin-orbit interaction is here comparatively weak, whereas
the distances between the rotational levels are large because the moment of inertia I = 〈µR2

〉 is small. Not only is the total
angular momentum J conserved, but so is the sum of the orbital angular momentum of the electrons and the rotational
angular momentum, K = N+ L. Hence, good basis states to use are simultaneous eigenfunctions of S2, K2, KZ , J2, and

Jz, denoted as |S, K, KZ , J,�, MJ〉. The rotational energy is given by Er = 〈S, K, KZ , J,�, MJ |
N2

2µR2 |S, K, KZ , J,�, MJ〉. A

similar argument as used for case (a) shows that Er = B(R)K(K + 1), i.e., N = K − L, 〈N2
〉 = 〈K2

− 2K · L + L2
〉,

and the expectation value of the last two terms in the |S, K, KZ , J,�, MJ〉 basis can be incorporated into the potential term
U(r). In addition, there is a small spin-axis coupling, Esa = 〈Hsa〉 = α(R)〈n · S〉 where α(R) is the spin-axis parameter.
Because 〈n · S〉 = c〈K〉 · 〈S〉 = c(J2

−K2
− S2)/2, and the constant of proportionality c in the relation 〈n〉 = c〈K〉 can

be obtained by multiplying both sides by K noting that the eigenvalues of n ·K and K2 are3 and K(K+ 1), respectively,
we find that, Esa =

α(R)3
2K(K+1) (J

2
−K2

− S2). Thus, the total effective potential energy is

UK(R) = U(R)+ B(R)K(K + 1)+
α(R)3

2K(K + 1)
(J2
−K2

− S2). (11.7)

Hund’s case (c)

In this case, the spin-orbit coupling is so strong that 3 and 6 are no longer good quantum numbers, but � = 3+6 is a
good quantum number, i.e., |A| � |1E| � B. This is often the case with molecules containing rare-earth or other heavy
elements. For example, in the molecule HgH, the spin-orbit coupling is close to 4000 cm−1 and the X26 and A25 states
are strongly mixed. An analysis of this case can be found in Ref. [177].

Hund’s cases (d) and (e)

In Hund’s case (d), the electrostatic interaction is so weak that the electronic wave function is not constrained to rotate
with the molecule, i.e., B � |1E| � |A|. This is the case for very high rotational levels, J � 1 in light molecules. In
Hund’s case (e), |A| � B� |1E|, but this case is practically of no importance because it is not found in Nature.

Spin Uncoupling

Spin uncoupling, or decoupling, refers to the deviations from the idealized Hund’s cases. This often happens as J increases
so that a molecule falls within one of the Hund’s cases for small J but a different Hund’s case for large J. As J increases,
intermediate coupling (i.e., spin uncoupling) results. For example, in a case (a) molecule, as J increases, S uncouples
from the molecular axis and couples with K to go into case (b).
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3-Doubling

The double degeneracy of the terms with LZ = ±3 for3 6= 0 is only approximate and applies only so long as we neglect
the effect of the rotation of the molecule on the electron state. When this interaction is taken into account, a term with
3 6= 0 is split into two closely lying levels. This splitting is called3-doubling. Let us begin by considering singlet states,

S = 0. The rotational energy is then given by 〈 N2

2µR2 〉 = 〈
1

2µR2 (K−L)2〉. The matrix elements of K2 and L2 are diagonal
in 3, so no splitting results, but off-diagonal matrix elements of K · L do not vanish, so this term gives rise to splitting.
We will not pause to calculate the splittings here.

11.2.3 HYPERFINE INTERACTIONS IN DIATOMIC MOLECULES

The hyperfine structure in atomic spectra has been discussed in Sec. 4.6. There we showed that an s-wave electronic
state interacts with the nuclear spin through the Fermi contact term, whereas orbitals with l 6= 0 interact via a 1/r3

dipole–dipole interaction. In the case of diatomic molecules, where the orbital angular momenta of electrons are not good
quantum numbers (i.e., the potential possesses only axial symmetry and no classification of electronic states according
to a total angular momentum quantum number can be made), the magnetic interaction of the nuclear moments with the
electronic currents is more difficult to calculate.

Most molecules have zero total electronic spin angular momentum. When the nuclei have nuclear spin greater than
1/2, (only such nuclei possess quadrupole moments), the lowest-order hyperfine splitting of such molecules arises from
the quadrupole interaction of the nuclei with the electrons. Denoting the quadrupole moment operators of a nucleus by
the symbol Q̂ij and averaging over the electron state for fixed nuclei, we obtain the interaction energy of a given nucleus
with the electrons in a diatomic molecule,

V =
∑

ij

〈Q̂ij〉ninj =
∑

ij

〈Q̂ij〉

(
ninj −

1

3
δij

)
, (11.8)

where n is the unit vector along the diatomic axis and 〈Q̂ij〉 is the expectation value of the nuclear quadrupole tensor over
the nuclear charge distribution. This quantity can be averaged over the rotation of the molecule to get an expression for
the hyperfine energy splitting, but we shall not do so here.

If the spin of a nucleus is 1/2, the electric quadrupole moment vanishes, and then the lowest-order hyperfine splitting
results from the direct magnetic interaction between the nuclear-dipole magnetic moment and the electron-dipole mag-
netic moments. Using Eq. (4.80) for the spin-dipolar interaction potential, the interaction of the nuclear spins with the
electron spins in a molecule can be written as

V(r) = −
[µ0

4π

] (2µB)(µN)

h̄2

∑
α

gNα

∑
i

3 (Sα · rαi) (Si · rαi)− Sα · Sir2
αi

r5
αi

, (11.9)

where i is for the electrons, α is for the nuclei, and rαi is the coordinate vector between the αth nucleus and the ith
electron. To calculate the hyperfine splitting, this interaction potential must be averaged over the state of the molecule.

An additional hyperfine splitting of molecular levels results from the interaction of the nuclear magnetic moment with
the rotation of the molecule. The rotating charges in the molecule create a magnetic field, and this magnetic field interacts
with the nuclear magnetic moments. We shall not develop an expression for this interaction.

11.3 THE BORN-OPPENHEIMER APPROXIMATION

The BOA, named after Max Born and his then doctoral student, Robert Oppenheimer, involves a separation of electronic
and nuclear motion based on the large difference between their timescales. In this sense, it is an adiabatic approximation.
The adiabatic parameter is the ratio of the electron mass to the nuclear mass me/MN (actually, to the power of 1/4).
Because the nuclei move slowly compared with the electrons, the nuclear positions can be held fixed as the electronic
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wave function is calculated. In the BOA, we write the full wave function of the molecule as a product of an electronic
wave function, ψ , and a nuclear wave function, χ :

9(r, R) = ψ(r, R)χ(R). (11.10)

Here, r denotes all the electronic coordinates and R all the nuclear coordinates. For the time being, let us view the
argument R of ψ on the RHS of Eq. (11.10) as a constant. If we are considering a given electronic state, say state j,
the electronic wave function in question will be denoted ψj(r, R). Substituting the product form (11.10) into the full
Schrödinger equation (10.4) with H = TN + Tel + V , we get

(TN + Tel + V) ψj(r, R)χj(R) = Eψj(r, R)χj(R). (11.11)

If we now neglect the operation of the nuclear kinetic energy operator TN on ψj(r, R) on the LHS of Eq. (11.11) and note
that

(Tel + V)ψj(r, R) = εj(R)ψj(r, R),

then on multiplying the resulting equation by ψ∗j (r, R) and integrating over r, we find the following equation for the
nuclear wave function: [

TN + εj(R)
]
χj,κ (R) = Ej,κχj,κ (R). (11.12)

We have added a subscript κ to χ and E, where κ denotes all the quantum numbers (vibrational, rotational, and transla-
tional) of the nuclear motion. The electronic energy eigenvalues, εj(R), serve as nuclear potentials (and are often denoted
as Vj(R) in the context of nuclear motion problems), and the energy eigenvalues, Ej,κ , are the nuclear energy eigenvalues.
The nuclear degrees of freedom include the molecule’s center-of-mass translational coordinates, the vibrational degrees
of freedom, and the rotational degrees of freedom of the molecule. The number of nuclear degrees of freedom equals
3N for a molecule with N nuclei; three center-of-mass degrees of freedom of the molecule, three rotational degrees of
freedom, and 3N − 6 vibrational degrees of freedom (for linear molecules, there are 3N − 5 vibrational modes).

The BOA is a good approximation when an electronic potential energy surface is far from other potential energy
surfaces. For diatomic molecules, the BOA fails near curve crossings of the diatomic potential energy curves and asymp-
totically where more than one potential curve tends to the same atomic term limit. For polyatomic molecules, the BOA
fails at surface crossings that are often conical intersections, and asymptotically, when more than one potential energy sur-
face correlates to given fragment states. Near the crossing or coalescence, nuclear derivative couplings (see Sec. 11.3.2)
are responsible for the interaction of the surfaces. We now consider such potential energy intersections and the couplings
near such crossings or pseudocrossings.

11.3.1 POTENTIAL ENERGY CROSSINGS AND PSEUDOCROSSINGS

In diatomic molecules, potential energy curves Vj(R) for states of the same symmetry do not intersect but rather undergo
avoided crossings. This is called the no-crossing rule, which can be understood as follows. Consider two potentials V1(R)
and V2(R) that cross at R = Rc and interact via a coupling interaction V12(R). The 2×2 potential matrix is

V(R) =

(
V1(R) V12(R)
V12(R) V2(R)

)
. (11.13)

The eigenvalues of this matrix are given by

V±(R) =
1

2

(
V1(R)+ V2(R)±

√
[V1(R)− V2(R)]2 + 4V2

12(R)

)
. (11.14)
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FIG 11.6 Two potentials V1(r) and V2(r) that cross and interact
via a coupling potential V12(r) typically obey the
non-crossing rule, unless, accidentally, V12(r) vanishes
at the crossing point Rc.

FIG 11.7 Conical intersection of two potential energy surfaces,

V±(R1, R2) = ±
√

d1R2
1 + d2R2

2.

Figure 11.6 shows the two eigenvalues in the region where
two (in this case linear) potentials, V1(R) and V2(R), inter-
act via an interaction potential V12. Only if the interaction
potential V12(r) vanishes at the crossing point Rc of the two
curves V1(R) and V2(R) (this rarely occurs) do the eigenval-
ues V−(R) and V+(R) intersect.

In polyatomic molecules, potential energy surfaces Vj(R)
of electronic states of the same symmetry can in general
intersect, i.e., there is no noncrossing rule for polyatomics
when R is multidimensional.

One important and common type of intersection of elec-
tronic states is the so-called conical intersection, depicted in
Fig. 11.7. For two nuclear coordinates, say R1 and R2, the
2×2 potential matrix in (11.13), with R≡ (R1, R2), suppose
V12(R) = V21(R) = 0 at some point Rc and V11(Rc) =

V22(Rc) ≡ V(Rc).
Let us expand the potentials Vij(R1, R2) about Rc and keep

only linear terms,

V(R) = V(Rc)1+
(
αR1 + βR2 aR1 + bR2

aR1 + bR2 γR1 + δR2

)
. (11.15)

Then, a conical intersection results for the diagonalized
potential. We can write two conically intersecting potential
energy surfaces in the form

V±(R1, R2) = V0+c1R1+c2R2±

√
d1R2

1 + d2R2
2 + d3R1R2.

(11.16)

An arbitrary translation and rotation of the coordinates will
retain the conical form of the intersection.

11.3.2 BORN–OPPENHEIMER
NUCLEAR DERIVATIVE COUPLING

A general form for the wave function of a molecule that
allows for coupling between different Born–Oppenheimer
(BO) potentials due to the nuclear kinetic energy is given by

9j,κ (r, R) = ψj(r, R)χjκ (R), (11.17)

where we specify the electronic state by an index j and use the index κ to specify particular eigenvalues of the nuclear
problem. Substituting this form into the full molecular Schrödinger equation yields

(TN + Tel + V)
∑
j,κ ′
ψj(r, R)χjκ ′(R) = Eiκ ψi(r, R)χiκ (R). (11.18)

Multiplying Eq. (11.18) from the left by ψ∗i (r, R), integrating over electronic coordinates r, and neglecting vibrational-
rotational coupling (taking into account only electronic coupling through the nuclear kinetic energy operator),
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we obtain,

Eiκ χiκ (R) = [TN + εi(R)]χiκ (R)+
∑

j

(
〈ψi|TN |ψj〉χjκ (R)+

∑
α

−h̄2

2mα
〈ψi|∇Rα |ψj〉 ·∇Rαχjκ (R)

)
. (11.19)

The terms in the square parenthesis on the RHS of (11.19) are diagonal in the electronic state index, and the terms
in the large parenthesis couple all electronic states ψj to state ψi. The first term has the nuclear kinetic energy operator
operating only on the electronic wave functions to yield a matrix Bij(R) ≡ 〈ψi|TN |ψj〉 that multiplies the ro-vibronic (i.e.,
rotational-vibrational) wave function χjκ (R). The second term has part of the nuclear kinetic energy operator operating
on the electronic wave function and part on the ro-vibronic wave function χjκ (R) and yields terms that act like a vector

potential in a magnetic field problem, Aij·p̂ ≡
∑
α
−h̄2

2mα
〈ψi|∇Rα |ψj〉·∇Rα . These are nonabelian gauge terms – an ordinary

vector potential introduces an abelian gauge, but the indices ij on the “vector potential” Aij yield nonabelian gauges. In
general, both radial nuclear and angular nuclear kinetic energy terms can participate in the coupling. Sometimes, one type
of term is more important than the other, but this depends on the specific system.

11.3.3 THE HELLMAN–FEYNMAN THEOREM

The Hellman–Feynman theorem, first derived by Hans Hellman in 1936 and independently discovered by Richard
Feynman in 1939, states that, in the BOA, the forces on nuclei in molecules or solids are those that arise electrostati-
cally, and the electric field that gives rise to the force is that obtained if the electron probability density were treated as a
static distribution of negative electric charge.

The electronic energy is the minimum possible on the ground-state potential surface, Eel(R)= min〈ψ(r, R)|
Hel(r, R)|ψ(r, R)〉, subject to the normalization condition 〈ψ(R)|ψ(R)〉= 1. The variational theorem states that an
approximate wave function has an energy that is at or above the exact ground-state energy. For a general electron state
|ψ(r, R)〉, the electronic energy depends on the state and on the atomic positions. To find the force on any particular atom,
we can use the product rule to write

∂Eel(R)
∂R

=

〈
∂ψ(r, R)
∂R

|Hel|ψ(r, R)
〉
+

〈
ψ(r, R)

∣∣∣∣∂Hel

∂R

∣∣∣∣ψ(r, R)
〉
+

〈
ψ(r, R) |Hel|

∂ψ(r, R)
∂R

〉
. (11.20)

Here, the matrix elements mean integration over electronic coordinates only (usually, we do not indicate the coordi-
nates integrated over in matrix elements, but, for clarity, we make an exception here). Using the fact that 〈ψ(R)|Hel =

ε(R)〈ψ(R)|, Hel|ψ(r, R)〉 = ε(R)|ψ(r, R)〉, and ∂
∂R 〈ψ(R)|ψ(r, R)〉 = 0, we find

∂Eel(R)
∂R

=

〈
ψ(r, R)

∣∣∣∣∂Hel

∂R

∣∣∣∣ψ(r, R)
〉

. (11.21)

Because ∂Hel
∂Rβ
=

∂
∂Rβ

∑
i,α
−Zαe2

|ri−Rα |
, the force on nucleus β is given by

Fβ = −
∂Eel(R)
∂Rβ

= Zβe Eel(Rβ), (11.22)

where the electric field at nucleus β due to the electrons, Eel(Rβ), is

Eel(Rβ) =

〈
ψ(r, R)

∣∣∣∣∣ ∂

∂Rβ

∑
i

−e

|ri − Rβ |

∣∣∣∣∣ψ(r, R)

〉
. (11.23)

Thus, Eq. (11.22) shows us that the intermolecular forces may be calculated on the basis of straightforward classical
electrostatics, where the electric field appearing on the RHS of (11.22) is given by the expectation value in (11.23).
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11.4 ROTATIONAL AND VIBRATIONAL STRUCTURE

Let us first consider rotational motion of molecules. The rotational properties of a rigid body were discussed in Sec. 3.3.3.
The Hamiltonian is

H =
1

2

(
J2

X

IX
+

J2
Y

IY
+

J2
Z

IZ

)
(11.24)

where JX = J · X̂ is the projection of the angular momentum on the body-fixed x-axis denoted X, and similarly for the
other components; the quantities IX , IY , and IZ are the principal moments of inertia of the body along the principal axes
[21, 22]. The angular momentum components JX , JY and JZ obey the “strange” commutation relations (3.138).

When all three principal moments of inertia of a molecule are equal, I ≡ IX = IY = IZ , the molecule is a spherical

top. The energy eigenvalues are E(J) = h̄2J(J+1)
2I ≡ BJ(J+1), where B is called the rotational constant and the rotational

eigenfunctions are spherical harmonics, 〈θ ,φ|ψ〉 = YJM(θ ,φ). Figure 11.8(a) shows the spectrum of the spherical top
Hamiltonian, while Figure 11.8(b) shows the absorption spectrum, 1EJ+1,J = 2B(J + 1), for a molecular gas whose
rotational levels are thermallly populated.

When exactly two of the moments of inertia are the same, I ≡ IX = IY 6= IZ , the molecule is a symmetric top. Now,
the fact that the angular momentum operators in (11.24) are body-fixed projections becomes important [see Eq. (3.138)].
The energy eigenvalues are given by

E(J, K) =
h̄2J(J + 1)

2I
+

h̄2

2

(
1

IZ
−

1

I

)
K2
≡ BJ(J + 1)+ (C − B)K2, (11.25)

where K ≡ JZ = −J, . . . , J, B = h̄2/(2I), and C = h̄2/(2IZ). The rotational eigenfunctions are the rotation functions
(see Sec. 3.3.2), ψJ,M,K = D(J)M,K(φ θ ξ), which should be properly normalized [see (3.143)]. The arguments are the Euler
angles, which define the rotation of the axes of the symmetric top molecule with respect to the fixed axes.

An asymmetric top molecule is one with IX 6= IY 6= IZ . The eigenvalues and eigenvectors must be calculated by
diagonalizing the Hamiltonian (11.24) in some basis, e.g., using the basis set expansion, ψJ,M,α =

∑
K cαKD(J)M,K(φ θ ξ).

Molecules are not truly rigid bodies. They vibrate as well as rotate. Moreover, there is coupling between the rotational
and vibrational degrees of freedom. The moments of inertia depend on the positions of the atoms in the molecule, hence
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FIG 11.8 (a) Rotational energy levels of a spherical top diatomic molecule in the rigid rotor approximation and the dipole-allowed
transitions between the levels. (b) Schematic drawing of the absorption spectrum at finite temperature. The absorption intensity is
proportional to the probability for molecules to be in the absorbing state, P(J, T) = gJe−E(J)/kBT/Z, where Z ≡

∑
J(2J + 1)

e−BeJ(J+1)/kBT/Z is the partition function and gJ = (2J + 1) is the degeneracy of level J, times the square of a transition dipole
matrix element (see Sec. 11.6.1). The probability P(J, T) has a maximum at Jm(T).
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molecular vibrations influence the moments of inertia, and rotation of the molecule can make it stretch, hence the rotations
influence the vibrational motion. These effects couple the vibrational and rotational motion.

Without taking the vibrational-rotational coupling into effect, the vibrational-rotational Hamiltonian for a symmetric
top molecule in a given electronic state can be written as

H =
∑

j

 p2
j

2mj
+ mjω

2
j Q2

j + κjQ
3
j + . . .+ Q2

j

∑
k 6=j

κjkQk + . . .

+ BJ2
+ (C − B)K2. (11.26)

Typically, the coefficients of the higher than quadratic terms in Q appearing in the large parenthesis are small and are
often dropped. Then, the eigenvalues are h̄

∑
j[ωj(nj + 1/2)] + BJ(J + 1) + (C − B)K2 and the vibrational-rotational

eigenfunctions are given, to a good approximation, by

9 =

(
8π2

2J + 1

)1/2

D(J)M,K(φ, θ , ξ)
∏

j

(
mjωj

π h̄

)1/4 1

2nj/2
√

nj!
Hn(qj) e−

q2
j
2 , (11.27)

where qj = Qj/
√

h̄/(mjωj) is the dimensionless vibrational coordinate for the jth mode, where j = 1, . . . , 3N − 6 for a

general molecule with N atoms, and D(J)M,K are the rotation functions defined in Sec. 3.3.2.
Imagine a molecule that is spinning quickly around some axis. Centrifugal and Coriolis forces will pull the atoms out to

larger distances from the center. This will affect the molecular vibrations as well as the moments of inertia of the molecule
relative to that of a nonrotating molecule. Similarly, imagine a vibrating molecule with large vibrational quantum number.
Because the potential as a function of the vibrational coordinates, V(R), is typically not symmetric around the equilibrium
position Re, vibrations can modify the average position within the potential, and this in turn affects the moment of inertia
of the molecule. One way to parameterize the energy eigenvalues of a molecule to account for the vibrational-rotational
interaction is to allow the rotational constants to depend on the vibrational quantum numbers,

Enj,J,K =
∑

j

h̄ωj[(nj+1/2)−xj(nj+1/2)2]+ BJ(J + 1)+ (C − B)K2
− D[J(J + 1)]2

+ . . . (11.28)

where

B = Be −
∑

j

αj(nj + 1/2),

(C − B) = (Ce − Be)−
∑

j

βj(nj + 1/2),

D = De −
∑

j

δj(nj + 1/2).

Here, xj is the dimensionless anharmonicity constant of mode j [see Eq. 3.89)], the D[J(J+ 1)]2 term results because the
moments of inertia change with rotational quantum number due to the centrifugal and Coriolis forces, and the constants
αj, βj, and δj specify the degree to which the rotational constants B, C − B, and D are affected by vibrational mode j.

As an example, let us consider the CO2 molecule (see Fig. 16.6 in the Classical Mechanics Chapter linked to the book
web page.) in the isotopic form 12C16O2. The ν1 vibration is the symmetric stretch mode with frequency ν1 = 1388
cm−1 (to get the frequency in Hz, multiply by c). The bending mode frequency is ν2 = 667 cm−1. The bending mode
is doubly degenerate, with motion of the atoms in the plane of Fig. 16.6 and perpendicular to it comprising the two
degenerate motions. The asymmetric stretch mode has frequency ν3 = 2349 cm−1. The frequencies ωj appearing in
Eq. (11.28) are ωj ≡ 2πνj. The constants appearing in Eq. (11.28) take the values Be = 0.39021 cm−1, α1 = 0.00121
cm−1, α2 = −0.00072 cm−1, α3 = 0.00309 cm−1, and De = 13.5 × 10−8 cm−1. The βj are very small compared
with De. Each rotational level J (J 6= 0) in Eq. (11.28) is degenerate. However, the interaction of the rotation and the
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degenerate bending vibration when the ν2 mode is excited removes some of this degeneracy and gives rise to3-doubling

via the −J · L/I term of the Hamiltonian that originates from (J−L)2
2I [the latter term replaces E = h̄2J(J+1)

2I ≡ BJ(J + 1)
when vibrational angular momentum is present]. Here, J is the total angular momentum and L is the vibrational angular
momentum of the degenerate bending vibration. The magnitude of the splitting is proportional to J(J + 1)(n2 + 1) for
l = 1. The 12C16O2 molecule has only even rotational levels because of Bose–Einstein statistics.

Electronic angular momentum can also couple to rotational angular momentum. For a diatomic molecule having
nonzero projection of angular momentum 3 along the diatomic axis, this coupling can give rise to 3-doubling. In this

case, the rotational Hamiltonian for the molecule is (J−L)2
2I , where J is the total angular momentum and L is the electronic

angular momentum. The double degeneracy of the terms with 3 6= 0 is removed by the −J · L/I term in the expansion
of the rotational Hamiltonian.

11.5 VIBRATIONAL MODES AND SYMMETRY

Symmetry-adapted nuclear coordinates of a molecule with a given symmetry can be created by applying symmetry-
adapted projection operators to the set of internal nuclear coordinates. The projection operators are constructed with the
aid of the character table of the molecular point group, as described in Sec. E.5.4. The projection operator for irreducible
representation α is P(α) ≡ fα

g

∑
A

(
χ (α)

)∗
A [see Eq. (E.16) and also Eq. (E.17)]. Applying P(α) to the row vector of

dimension 3N composed of the position vectors of the N atoms in the molecule, (x1, y1, z1, . . . , xN , yN , zN)
† (this vector

is used to obtain the regular representation of the group when the group elements are applied to it) gives a vector with
the transformation properties of the irreducible representation. This yields the symmetry of the normal modes but not
the mode frequencies. To get the normal mode frequencies (as well as the modes themselves), one must calculate the
molecular vibrations, e.g., by solving a small oscillations problem as described in Sec. 16.9 linked to the book web
page. Using the notation developed there, the kinetic and potential energies, up to quadratic terms in the coordinate
displacements, are

2T = ẋimijẋj, 2V = xiVijxj, (11.29)

where xi and ẋi are the small displacements and their time derivatives, mij is the equilibrium mass matrix, and Vij is the
potential matrix.

The method for finding the normal modes of molecules was pioneered by Edgar Bright Wilson. He denoted the inverse
mass matrix m−1 by G ≡ m−1 and the potential matrix V by F ≡ V, i.e., 2T = ẋG−1ẋ and 2V = xFx. Hence, the method
is often called the GF matrix method. One can introduce the normal modes X that are linear combinations of the small
oscillations x,

x = LX, (11.30)

such that the transformation coefficients L diagonalize the kinetic and potential energies,

2T = Ẋ†L†G−1LẊ = Ẋ†1Ẋ, 2V = X†L†FLX = X†3X. (11.31)

Hence,

L†G−1L = 1, L†FL = 3, (11.32)

where 3 is a diagonal matrix. Solving the first equation for L† and substituting in the second equation, then multiplying
from the left by L yields,

GF L = L 3. (11.33)

Equation (11.33) is an eigenvector/eigenvalue problem, and the solution requires solving for the eigenvalues 3 via the
determinantal equation

|GF−3| = 0, (11.34)
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which yields the square of mode frequencies, 3α,α = ω
2
α . One can then calculate the eigenvectors, i.e., the rows of the

matrix L, which are the mode vibrations (they are already in the form of irreducible representations of the group of the
molecule).

Problem 11.8

Consider the equilateral triatomic molecule in Problem 11.2.

(a) Find the decomposition of the nine-dimensional regular representation obtained from the Cartesian
displacements of the atoms in irreducible representations of the group D3h.

(b) Let the mass of each atom be m and the internuclear distance be l. Calculate the moment of inertia tensor and
find the rotational energy eigenvalues.

Answer: (b) The center of mass is at (l/2, l/(2
√

3), 0), while the vertices are at (0, a/
√

3, 0), (−a/2,−a/(2
√

3), 0),
and (a/2,−a/(2

√
3), 0). The moments of inertia are I1 = ml2/2, I2 = ml2/2, and I3 = ml2. Because two of the

moments of inertia are equal, the energy eigenvalues are given by Eq. (11.25).

11.6 SELECTION RULES FOR OPTICAL TRANSITIONS

General selection rules for transition matrix elements Tfi = 〈ψf |O|ψi〉, where |ψi〉 and |ψf 〉 are the initial and final states
of a molecular transition andO is the operator responsible for the transition, result from symmetry considerations. Taking
the direct product of the representations for ψf , O, and ψi, which we will assume to transform according to irreducible
representation 0(λ), 0(µ), and 0(ν), respectively, 0(λ)

⊗
0(µ)

⊗
0(ν) yields the possible representations that can result

in the matrix element

0(λ)
⊗

0(µ)
⊗

0(ν) =
∑
α

aα0
(α). (11.35)

That is, the matrix element can be expressed as a sum of irreducible representations, as can be shown using the group
orthogonality theorem (see Sec. E.5.2 of Appendix E) by first applying it to 0(µ)

⊗
0(ν) and then applying it to the

product with 0(λ). If the sum on the RHS of Eq. (11.35) does not contain the totally symmetric irreducible representation
(e.g., A1), the matrix element vanishes. For example, for the electric-dipole transitions for absorption or emission pro-
cesses, the matrix elements of the electric-dipole moment d(Q) (which is in general a function of the nuclear coordinates
Q of the molecule, and is determined by evaluating an electronic matrix element given by an integral over electronic
coordinates) are

Tfi = −E · 〈ψf |d|ψi〉 = −E ·
∫

dQψf (Q)d(Q)ψi(Q). (11.36)

For the electric-dipole process to occur, the integrand ψf (Q)d(Q)ψi(Q) in Eq. (11.36) must contain a component that
transforms as the totally symmetric representation.

A proof that
∫

dQφ(α)j = 0, when φ(α)j is a basis function of irreducible representation α other than the totally sym-
metric representation proceeds as follows. The integral over all space is invariant with respect to any volume preserving
transformation of the coordinate system, such as a symmetry transformation. Hence∫

dQφ(α)j =

∫
dQ Âφ(α)j =

∫
dQ

∑
k

A(α)ki φ
(α)
k =

1

g

∫
dQ

∑
k

∑
A

A(α)ki φ
(α)
k . (11.37)

The third equality in (11.37) follows using (E.14) of Appendix E, and the fourth equality results by noting that the
first three equalities are true for every symmetry operator Â, so if we sum over all symmetry operations and divide
by the number of symmetry operations in the group, g, the fourth equality follows. Now, using the group orthogonality
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theorem (E.4) when applied to the case of β in Eq. (E.4) equals the totally symmetric representation, we find
∑

A A(α)ki = 0
unless α equals the totally symmetric representation. The proof follows from the last equality in Eq. (11.37) and the
previous sentence.

11.6.1 SELECTION RULES FOR DIATOMIC MOLECULES

We have already discussed selection rules for atoms in Sec. 3.6. For diatomic molecules, E1 selection rules yield the
following properties for electronic transitions:

1J = 0,±1 except J = 0 = J = 0 (for � = 0→ � = 0, 1J 6= 0).

Parity change, g↔ u.

13 = 0,±1 and 1� = 0,±1.
6± ↔ 6± and 6± = 6∓.

For weak spin-orbit coupling, 1S = 0 and 16 = 0.
For homonuclear diatomic molecule transitions the following selection rules must be satisfied: g↔ u, g = g, u = u.

Table 11.2 shows the E1 selection rules for diatomic molecules.

Rotational Transitions

The rotational absorption spectrum of a thermally populated spherical top diatomic molecule in the rigid rotor approxi-
mation is shown in Fig. 11.8(b). Figure 11.9(a) shows the spectrum of a spherical top molecule in a magnetic field. Also
shown are the dipole-allowed transitions between the states. Figure 11.9(b) compares the spectrum of a spherical and
a symmetric top molecule (in the absence of a magnetic field. The dipole-allowed transitions between the states of the
symmetric top molecule are indicated.
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FIG 11.9 (a) Spectrum of a spherical top molecule in a magnetic field. J = 0, 1, 2 states are shown. (b) Spherical (C = 0) and symmetric
top molecule (with B > C, i.e., an oblate molecule) rotational energy eigenvalues for J = 0, 1, 2. Source: Band, Light and Matter,
Fig. 6.16, p. 372
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Table 11.2 Selection rules for E1 transitions in diatomics.

Rule Examples Comments

1J = 0,±1, J = 0↔ J = 1 Total angular momentum selection rule.
J = 0 = J = 0 J = 1↔ J = 1

J = 1↔ J = 2

13 = 0,±1 6 ↔ 6, 6 ↔ 5, 5↔ 5 Orbital angular momentum projection on diatomic axis.
6 = 1

1S = 0 16 ↔ 151, 35↔ 35 Slightly violated for heavy atom molecules.
16 = 35

16 = 0 352 ↔
313 Slightly violated for heavy atom molecules.

352 = 112

1� = 0,±1 352 ↔
313 Total angular momentum projection on diatomic axis.

351 = 313

6± ↔ 6±, 6± = 6∓ 6+ ↔ 6+, 6− ↔ 6− Relevant only for 6 states.
6+ = 6−

g↔ u, g = g, u = u 6+g ↔ 6+u Relevant only for homonuclear diatomics.
6+g = 6+g , 6+g = 5g

Problem 11.9

Determine the selection rules on K for a symmetric top molecule given by the matrix element in the first-order

light-matter interaction, −E · 〈D(J
′)

M′,K′ |d|D
(J)
M,K〉.

Hint: Take E to be along the z-axis and express d by rotating to the molecular frame.

Vibrational Transitions

Vibrational transitions occur through the transition matrix elements

Vji = −E · 〈j|d(Q)|i〉 ≈ −E ·
[
〈k|d|i〉Qe +∇Q〈k|d(Q)|i〉Qe · (Q−Qe)+ . . .

]
(11.38)

As an example, Fig. 11.10 shows the infrared vibrational spectrum of the diatomic molecule DCl for n= 0→ n= 1.
The gap in the center of the band arises because the pure vibrational transition with J = 0 is forbidden for 6 ↔ 6

electronic transitions. The parts of the band on the left- and right-hand side of the origin are the P branch (the lower energy
branch with J′ = J′′−1) and the R branch (the higher energy branch with J′ = J′′+1), respectively. These lines are almost
equally spaced since (B′e−B′′e ) is small. Because Be decreases with increasing v within a given electronic state, (B′e−B′′e ) <
0 and the quadratic term in the angular momentum is always negative. Therefore, a point can be reached for sufficiently
large values of J′′, where the spacing between successive lines decreases to zero in the R branch. Further increase in J′′

yields decreased frequencies (see Fig. 11.12). This is called the band head. For vibrational-rotational spectra, the intensity
at the band head is often weak. The individual rotation lines are doublets because two stable Cl isotopic forms, 35Cl and
37Cl, contribute to the spectrum. These isotopes have abundances 75.77% and 24.23%, respectively. The intensity of the
spectral lines for each isotope is proportional to these abundances. The splittings of the lines in Fig. 11.10 arise because
the vibrational frequency ωv =

√
k/µ is proportional to the inverse square root of the reduced mass of the molecule, µ,

and furthermore, the rotational constant of the molecule, Be, is inversely proportional to µ.
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Electronic Transitions

FIG 11.10 Infrared absorption spectrum of DCl for n = 0→ n = 1. The gap in
the center of the band arises because the pure vibrational transition
with 1J = 0 is forbidden for 6 ↔ 6 electronic transitions. The
individual rotational lines are doublets because of the presence of
two isotopic species D35Cl and D37Cl. The former are more intense.
Source: Band, Light and Matter, Fig. 6.10, p. 359

The electric-dipole moment operator is sand-
wiched between the initial state of the diatomic
molecule |9i〉 = |ψi〉|χi,vib〉|χi,rot〉 and the
final state of the diatomic molecule |9f 〉 =
|ψf 〉|χf ,vib〉|χf ,rot〉 in 〈9f |Hint|9i〉, where the
interaction operator is Hint = −E · d [see Eq.
(5.63)]. The electric-dipole moment operator is
the sum of an electronic part and a nuclear part,
d = del + dnuc, where del and dnuc are given in
terms of the coordinates of the electrons and the
two nuclei relative to the center of mass of the
molecule. The electric-dipole moment transition
matrix element can be written as

〈9f |Hint|9i〉 = −E · 〈χf ,rot| 〈χf ,vib|
(
〈ψf |del|ψi〉

+ dnuc) |χi,vib〉 |χf ,rot〉. (11.39)

The electronic part of this matrix element can be
evaluated by integrating over electronic coordi-
nates to obtain the R-dependent transition dipole
moment, dfi(R) = 〈ψf |del|ψi〉+dnuc(R)δfi. The
vibrational part of the matrix element can then be evaluated to obtain, dfi(R̂) = 〈χf ,vib|dfi(R)|χi,vib〉. Then, the rotational
matrix element can be evaluated. In calculating the electronic, vibrational, and rotational matrix elements, selection rules
can be used to determine whether the matrix elements vanish due to symmetry. For example, the initial and final angular
momentum of the molecule cannot differ by more than one unit of angular momentum because of selection rules based
on symmetry. We shall develop the vibrational-rotational parts of the diatomic problem after considering the electronic
part of the matrix elements.

For nonvanishing electric-dipole matrix elements, coupling the initial and final electronic states of a diatomic molecule,
〈ψf |del|ψi〉 + dnuc(R)δfi, the following selection rule must be satisfied:

13 = 0,±1. (11.40)

A 13 = 0 transition is called a parallel transition, and a 13 = ±1 transition is called a perpendicular transition. For
6 ↔ 6 transitions, we already found that the following selection rules must be satisfied:

6± ↔ 6± and 6± = 6∓.

The selection rules for homonuclear diatomic transitions are:

g↔ u, g = g, u = u.

All these selection rules result from the vector form of the dipole moment operator. Table 11.2 summarizes the diatomic
molecule selection rules for electric-dipole transitions.

Absorption and emission spectra of diatomic molecules in the visible and UV spectral regions typically involve tran-
sitions between different electronic, vibrational, and rotational states. For a given electronic transition, there is a series
of bands for each (sufficiently intense) vibrational transition. Each vibrational band is composed of a series of rotational
transitions. The most conspicuous feature of such spectra are band heads. When the projection of the electronic quantum
number on the diatomic axis of the initial state, 3, is nonzero, transitions with 1J = 0 (the Q branch transitions) as
well as 1J = ±1 (the P and R branch transitions) can occur and an additional series of transitions with 1J = 0 is then
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observed. The photon energy emitted in a Q branch transition involving electronic, vibrational, and rotational transitions is

h̄ω = 1Eel + h̄ωe(n
′
− n′′)[1− (n′ + n′′)xe]+ (B′e − B′′e )J

′′(J′′ + 1) for J′′ = J′. (11.41)

Equation 11.41 applies for the initial and final vibrational-rotational energies of P and R transitions (Q-branches cannot
occur for vibrational-rotational transitions within the same electronic state). The Q branch is usually narrow compared
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FIG 11.11 Electronic transitions for a diatomic
molecule with P, Q, and R branches in the
n = 1→ n = 0 vibrational manifold.

with the P and R branches since the terms proportional to (B′e + B′′e )
in the spectra vanishes. In electronic transitions, B′e and B′′e are in gen-
eral significantly different since the equilibrium values R′e and R′′e are
in general different. Therefore, sharp band heads can appear because
of the (B′e − B′′e ) terms in Eq. (11.41). A band head can appear in
either the P or the R branches since either B′e and B′′e can be larger.
Figure 11.11 shows the transition diagram for an electronic transition
within the n = 1 → n = 0 vibrational manifold that has P, Q, and R
branches. The structure of an electronic band spectrum, with a band
head in the P branch, is shown in Fig. 11.12. The upper part of the fig-
ure is known as a Fortrat diagram and shows the parabolic curves for
the three branches. For further details on diatomic spectra, see Berry,
Rice, and Ross, Physical Chemistry [178].

Rayleigh and Raman selection rules

Figure 7.5 depicts Rayleigh and Raman transitions in a diatomic
molecule. The Feynmann diagrams for these two-photon light scat-
tering processes are depicted in Fig. 7.6. The selection rules for
these scattering processes in diatomic molecules are determined by
the one-photon selection rules, because the second-order amplitude
for these processes is a product of two one-photon matrix elements
(from the initial to the intermediate state, and then from the interme-
diate to the final state of the Raman transition); the transition ampli-
tude from state i to state j involves a sum of products of the form,∑

k VjkVki/(Ek−E− iε), where Vjk and Vki are transition dipole matrix
elements. We thereby obtain the selection rules: 1J = 0,±1,±2, but
1J = 0 is forbidden for a J = 0 state. The vibrational selection rules are easy to determine by expanding the dipole
transition matrix elements Vki = 〈k|r|i〉 in terms of a power series in the internuclear coordinate R around the equilibrium
position Re,

Vki = −E · 〈k|d(R)|i〉 ≈ −E ·
[
〈k|d|i〉Re +

∂

∂R
〈k|d(R)|i〉Re(R− Re)+ . . .

]
. (11.42)

For a harmonic oscillator potential, the selection rules are 1n = 1 for a Stokes transition and 1n = −1 for anti-Stokes
transition; however, for nonharmonic potentials, this selection rule breaks down. Anti-Stokes transitions are typically less
intense because of the lower Boltzmann population of the initial state.

11.7 THE FRANCK–CONDON PRINCIPLE

In general, no selection rules exist that restrict the vibrational quantum numbers for optically induced electronic transi-
tions (the case of transitions between two harmonic potentials with the same minimum position is an exception and does
have a 1v = ±1 selection rule). Nevertheless, a general principle, called the Franck–Condon Principle, named after
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FIG 11.12 Structure of electronic band spectrum, with a band head in the P branch, the upper part of which is known as a Fortrat diagram
showing the parabolic curves for the three branches. (Reproduced with permission from Fig. 7.10 of R. S. Berry et al [178].)
R. S. Berry, S. A. Rice and J. Ross, Physical Chemistry, (Wiley, 1980).

James Franck and Edward Condon, determines what vibrational states will be excited on making an optically allowed
electronic transition. An electron transition in a molecule takes place so rapidly in comparison with the motion of the
nuclei that, immediately after the transition, the nuclei still have nearly the same relative position and momenta as before
the transition (and this despite the fact that the position and momentum cannot be simultaneously determined exactly
due to the Heisenberg uncertainty principle – hence the word nearly). The Franck–Condon principle can be developed
into a tool for computing optical transition probabilities. To do so, let us consider the matrix element for a transition
from an initial to a final state of a molecule via the light-matter interaction Hamiltonian V of (7.99) with initial and final
electronic wave functions of the form (11.10), 〈9f |V|9f 〉r,R = 〈ψfχfκ ′ |V|ψfχiκ 〉r,R. The matrix element 〈9f |V|9f 〉r,R
is then inserted in the Fermi Golden rule expression (7.76) to obtain the rate of the transition. It can be approximated
by evaluating the electronic matrix element, 〈ψf (r, R)|V|ψf (r, R)〉r at the Condon points Rc at which the vibronic wave
functions have their largest overlap,

〈ψfχfκ ′ |V|ψfχiκ 〉r,R ≈ 〈ψf (r, Rc)|V|ψf (r, Rc)〉r 〈χfκ ′ |χiκ 〉R. (11.43)

Here, the matrix element with the subscript r indicates integration over electronic coordinates r, and the matrix element
with the subscript R indicates integration over vibrational-rotational coordinates R, and is called the Franck–Condon
integral. This approximation makes use of the fact that the integrand over nuclear coordinates is highly peaked around
the Condon point(s) RC, so the electronic matrix element, which is part of the integrand over nuclear coordinates, can
be approximated by its value at the Condon points and can be taken out of the integral over nuclear coordinates. This
approximation of pulling out the electronic matrix element from the nuclear matrix element is particularly appropriate
if the matrix element is not strongly dependent on nuclear coordinates. The integrand of the remaining vibronic matrix
element 〈χfκ ′ |χiκ 〉R that appears on the RHS of Eq. (11.43), which is called the Franck–Condon factor, is sharply peaked
about the Condon points RC. That is, the turning points on the ground and excited electronic potential energy surfaces,
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FIG 11.13 Schematic illustration of the Franck–Condon principle for a diatomic molecule. (a) Absorption from the ground vibrational state
of the ground electronic potential, g, to the excited state potentials e1 and e2. (b) Absorption from an excited vibrational level
(with vibrational wave function χn) of the ground electronic potential. The Condon points labeled R1 and R2 are the turning
points of the excited vibrational state on the ground electronic potential and also the turning points on the excited electronic
potential. Source: Band, Light and Matter, Fig. 6.12, p. 362

except for the ground vibrational level and very low vibrational excited levels, where the Condon points correspond to
the minimum of the electronic potential energy surface, Re. The energy Vf (RC) at which RC intersects Vf is called the
Condon energy EC.

Figure 11.13 illustrates the Franck–Condon Principle for a diatomic molecule. Figure 11.13(a) shows the absorption
from the ground vibrational level of the ground electronic potential. The peaks of the absorption intensity in the absorption
spectrum (at the RHS of the figure) occur at photon energies corresponding to lengths of the vertical lines at Re, where the
length is measured from the ground vibrational level energy of Vg to the intersection with the first- and second-excited
electronic states. Vibrational energy of the transition is marked by the heavy horizontal lines. The bound vibrational
energy eigenvalues of the excited electronic states closest to this heavy horizontal line have the greatest probability
of excitation. Closely lying vibrational states may also have significant probability for excitation, although less than
the eigenvalue closest to the heavy horizontal line (the absorption spectrum may have discrete lines excited within the
envelope shown in the spectrum). The energy eigenvalue on the second-excited state in Fig. 11.13(a) corresponds to
a continuum level with energy just above the threshold for dissociation, and the spectrum in this case is continuous.
Figure 11.13(b) shows the absorption from an excited vibrational level of the ground electronic state. In this case, the
excited vibrational wave function χi,v(R) (not shown) has maxima near the classical turning points, labeled R1 and R2. The
vertical lines from the turning points intersect the first- and second-excited electronic states at the energies corresponding
to maxima of the absorption spectra. For the case in Fig. 11.13(b), there are two peaks in the absorption spectrum arising
from the first-excited electronic state e1.

11.7.1 BOUND-FREE MATRIX ELEMENTS

Consider transitions in a diatomic molecule from a bound state to a continuum state, e.g., photodissociation of a diatomic
molecule. This is the case for the transition from g to e2 shown in Fig. 11.13(a). But let us be more general and consider
transitions from any bound state χgn on one potential Vg to a continuum state χeE on another potential Ve from which
dissociation can occur (e.g., e2). Taking only the vibrational part of the Franck–Condon matrix element on the RHS
of Eq. (11.43) (i.e., for the moment neglecting the electronic matrix element that was pulled out of the nuclear matrix
element), we can write the Franck–Condon factor as

fn(E) ≡ 〈χeE|χgn〉 = 〈E|χn〉 =

∫
dRχE(R)χn(R). (11.44)
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A good approximation for such matrix elements can be obtained by taking the continuum wave function χE(R) to be a
delta function at the turning point of the excited state potential Ve(R):

χE(R) ≈ |V
′
e(Rt(E))|

−1/2δ(R− Rt(E)). (11.45)

The origin of the delta function at the turning point R = Rt(E) can be understood as arising from the fact that the highest
probability of finding system at a given position R is at the turning point, and the factor |V ′e(Rt(E))|−1/2 can be understood
as arising from the energy normalization of the continuum wave function χE(R). Substituting this expression in (11.44)
yields

fn(E) ≈ |V
′
e(Rt(E))|

−1/2χn(Rt(E)). (11.46)

This is the reflection approximation for the bound-continuum Franck–Condon matrix element. It can be described as
follows: the Franck–Condon overlap integral fn(E) in Eq. (11.44) is proportional to the bound wave function χn of the
monotonically decreasing function of energy, w(E) ≡ Rt(E):

fn(E) ≈

∣∣∣∣dw(E)

dE

∣∣∣∣1/2 χn(w(E)), where w(E) ≡ Rt(E). (11.47)

We used the fact that at Rt(E) is defined such that, Ve(Rt(E)) = E, and therefore, V ′e(Rt(E)) = dE/dw. Hence, the Franck–
Condon factor fn(E) “reflects,” one by one, all the zeroes, maxima, and minima of the bound wave function χn(R) as the
energy E varies. The reflection approximation is valid even far away from the Condon energies EC, where the probability
for a transition is low. The Franck–Condon factor fn(E) can be inserted into the Fermi Golden rule, Eq. (7.76), to obtain

the rate of photodissociation, which is proportional to | fn(E)|2 ≈
∣∣∣ dw(E)

dE χ2
n (w(E))

∣∣∣.
Problem 11.10

Given a ground potential curve and a nearly linear repulsive potential as shown in Fig. 11.14 explain the
photodissociation spectrum obtained from the ground vibrational level and the n = 3 level, as shown in the figure,
by relating it to the square of the vibrational wave function χn.
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FIG 11.14 Schematic illustration of the reflection approximation for photodissociation of a diatomic molecule. Absorption intensity from the
ground vibrational level (light gray-dashed curve) and the n = 3 level (solid black curve) of the ground electronic potential, g, to
the nearly linear excited state potential e.
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12Scattering Theory

Scattering experiments play a crucial role in determining the structure of matter on the nanoscopic, microscopic, and
mesoscopic scales, and help in elucidating the basic nature of interactions between colliding particles and their internal
structure. For example, high-energy electron scattering from nuclei can be used to determine the charge distribution within
nuclei. Compton scattering (photon–electron scattering) probes the fundamental nature of quantum electrodynamics, and
scattering of light from water droplets gives rise to some of the most beautiful phenomena in nature, such as the rainbow
and the glory. X-ray and electron scattering can reveal the structure of crystals and their symmetries. Quantum scattering
theory, the subject of this chapter, employs many concepts that are unique to quantum mechanics, e.g., the wave nature
of particles, the uncertainty principle, the quantization of spin and angular momentum. These are all central elements of
quantum scattering theory with no classical analogs (classical concepts, such as the discrete symmetries of time reversal
and parity, also play crucial roles in quantum scattering).

In a typical scattering experiment, a target is bombarded by a beam of projectile particles (e.g., electrons, nuclei, photons,
atoms, molecules, or clusters), and target and projectile collide and scatter. Quantum scattering theory is a formalism to
calculate (or predict) experimentally measurable quantities in such experiments (e.g., the angular distributions and internal-
state distributions after the scattering—these quantities are usually expressed in terms of scattering cross-sections) and to
extract information on the interaction between targets and projectiles from experimental scattering data.

The breadth of quantum scattering theory is enormous. There are many books devoted exclusively to scattering theory,
including Refs [179–182]. The aim of this chapter is rather modest: to lay out the basic ingredients and concepts of the
theory and to prepare the reader to work out concrete problems in scattering theory. We also include a few topics that
are relevant to recent developments in nanoscience, such as scattering from disordered potentials, Feshbach and Fano
resonances, scattering in low-dimensional systems, and Anderson localization.

Our analysis begins with a brief account of classical scattering theory in Sec. 12.1, and in Sec. 12.2, we present the
main concepts of quantum scattering theory, starting from the time-dependent formalism (which may be skipped on first
reading). Section 12.3 presents stationary scattering theory, where most practical aspects of scattering theory are devel-
oped. In Sec. 12.4, some formal scattering theory methods are introduced, including the Green’s function method, which
is also useful for numerous other branches of quantum theory, such as the many-body problem. Section 12.5 presents
scattering from a spherically symmetric potential. Here, due to the conservation of angular momentum, the problem
essentially reduces to a problem in one spatial (radial) dimension, and the partial wave expansion of the wave function
and the phase shift analysis yield practical tools for calculating cross-sections. Section 12.6 details the important aspects
of resonance scattering, including a discussion of Feshbach and Fano resonances. In Sec. 12.7, some approximation
methods are introduced including variational methods, WKB, and the eikonal approximation. Scattering of particles with
internal degrees of freedom is considered in Sec. 12.8 where the concept of channels is introduced and inelastic reactions
are discussed. We conclude this chapter with Sec. 12.9, which includes an account of the theory of quantum scatter-
ing in low-dimensional systems (relevant for mesoscopic physics applications), scattering from a quasi-one-dimensional
random potential, and Anderson localization.

12.1 CLASSICAL SCATTERING THEORY

Classical scattering is a branch of Newtonian mechanics [21–23]. In a classical scattering experiment, one can focus on
the trajectory of a particle of mass m moving with an initial velocity v0 toward a scattering region in which the particle
experiences a potential V(r) as illustrated in Fig. 12.1. The center of potential is used as the origin of a fixed coordinate
system. The trajectory of the particle starts at time t0 at position r0 very far from the scattering center with particle energy
E = mv2

0/2. At very early time t slightly later than the initial time t0, the trajectory is simply given by

r(t) −−−−−→
t,t0→−∞

r0 + v0(t − t0). (12.1)
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FIG 12.1 Scattering of a classical particle by a central (repulsive)
potential. The particle moves toward the scattering region at an
initial velocity v0 with an impact parameter b and when it
enters the scattering zone, it is strongly repelled by the
repulsive potential. At large distance R from the center, it
reaches its final direction specified by the scattering angle 2.
Particles with impact parameter between b and b+ db scatter
into a spherical annulus between 2 and 2+ d2 whose area is
2πR sin2d2.

Before proceeding with the classical analysis, note
that this description must be altered when quantum
scattering is considered, since the concept of particle
trajectory where both position r and momentum p are
sharply defined is not valid in quantum mechanics.

When the particle approaches the potential center,
the trajectory is distorted. If the potential is repul-
sive, the distortion is “outward” as shown in Fig. 12.1,
whereas if the potential is attractive, the trajectory is
distorted inward. In this interaction region, the kinetic
energy changes and part of the total energy E is
transformed into a potential energy. When the parti-
cle recedes from the potential center, the force on it
decreases and the trajectory becomes a straight line.

For an elastic scattering event, the particle kinetic
energy after scattering is equal to its value before scat-
tering. For simplicity, let us assume that the potential
V(r) is spherically symmetric, i.e., it is only a func-
tion of |r|. Then, the angular momentum L = r× p is
conserved and the orbit of the particle remains in the
plane perpendicular to L, which includes the scatter-
ing center (the origin r= 0). It is useful to define the
impact parameter, b ≡ |r0 × v0|/v0, as the distance

from the origin to the straight line directed along the asymptotic trajectory and parallel with the incident velocity v0 (see
Fig. 12.1). The relation among b, v0 =

√
2E/m, and L (the magnitude of L) is

L = mv0b. (12.2)

Problem 12.1

(a) Prove that angular momentum L = r× p is conserved if V is a central potential.
Hint: Calculate dL

dt and use Newton’s second law, dp
dt = F, noting that for a central potential, F is along r.

(b) Draw particle trajectories, as in Fig. 12.1, for an attractive potential.

The concept of a differential cross-section (and its integral over all scattering angles) is important in both classical
and quantum scattering. In Sec. 12.3.1, we introduce these concepts within the formulation of quantum scattering. To
define the differential cross-section for classical scattering, we consider a beam of particles that is incident on a scattering
center located at the origin (see Fig. 12.1). In general, the angle at which a particle is scattered is a function of impact
parameter b. The incident beam particle current density is Jin = ρv0, where ρ is the density of incoming particles and v0

is the initial velocity. The magnitude Jin = ρv0 of the current density is also referred to as the incident beam intensity.
The number of particles per unit time crossing an annular area 2πb db perpendicular to v0 is given by Iin = Jin2πb db.
The same particles are scattered into a differential solid angle, d� = 2π sin2 d2, where2 is called the scattering angle
(see Fig. 12.1). The number of particles scattered per unit time into d� is the scattered current Iout. Particle conservation
dictates that Iout must equal Iin. Moreover, Iout must be proportional to Jin d�, and the proportionality constant is defined
as the differential cross-section, dσ

d� , i.e., Iout =
dσ
d� Jin d�. Equating Iin = Iout yields

2πb db =
dσ

d�
(2π sin2 d2). (12.3)
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Thus, the differential cross-section dσ/d� is defined as

dσ

d�
d� ≡

Number of particles scattered into d� per unit time

Incident beam intensity
=

Iout

Jin
=

dσ
d� ρv0 d�

ρv0
.

It has the units of area, and from Eq. (12.3),

dσ

d�
=

b

sin2

∣∣∣∣ db

d2

∣∣∣∣ . (12.4)

The absolute value is required in Eq. (12.4), since, for repulsive potentials, increasing in b decreases 2.1 In a central
potential (see Sec. 16.6 linked to the book web page), the scattering cross-section does not depend on the azimuthal
scattering angle φ (which is not explicitly shown in Fig. 12.1).

The challenge of classical scattering theory is to find the relation b(2, E) for a given scattering energy E and scattering
angle 2, since this function allows calculation of the cross-section. Deriving the function b(2, E) requires the solution
of the classical equations of motion. The presence of symmetries leads to conservation laws and hence, the existence of
integrals of the motion, as first formulated by Emmy Noether. The most familiar example of Noether’s theorem is the
invariance of the classical Hamiltonian under time translations leading to the conservation of energy. Another example
is scattering from a central potential, which is invariant under space rotation, where the corresponding integral of the
motion is the angular momentum.

The total scattering cross-section is the ratio of the number of particles scattered in all directions per unit time to the
incoming flux. It is obtained by integrating the differential cross-section dσ/d� over all solid angles. For scattering off a
central potential,

σ =

∫
d�

dσ

d�
= 2π

π∫
0

d2 sin2
dσ

d�
= 2π

π∫
0

d2 b(2)

∣∣∣∣ db

d2

∣∣∣∣ = πb2
max, (12.5)

where bmax is the largest impact parameter, which still depends on 2. This implies that as long as b depends on 2, the
integrand does not vanish, and the total cross-section is simply given by the area obtained by projecting the scattering
region on the yz plane. Thus, the scattering potential V(r) does not vanish for r < a but vanishes for r > a, hence,

σ = πa2. (12.6)

Therefore, the classical total scattering cross-section is infinite for any potential that does not vanish identically at large r
no matter how fast it falls off. This somewhat counter intuitive outcome is remedied in the quantum scattering formulation
introduced below. In particular, the total quantum mechanical cross-section remains finite for any potential that falls off
faster than C/r2.

For a gas of particles undergoing collisions, the scattering cross-section determines the rate of collisions, which given
by 0 = n|v|σ , where n is the density of particles, and v is the average relative velocity of a colliding pair of particles.
The mean time between collisions is τ = 0−1.

These general considerations will now be used to solve a central problem in classical scattering, the scattering of two
charged particles. This problem was first studied by Ernest Rutherford in 1911 in scattering experiments of α particles
(charge 2e) off a heavy nuclei (charge Ze). The derivation of the relation between the impact parameter b and the scattering
angle 2 uses conservation laws to avoid the need to solve the differential equations arising from Newton’s second law.
The geometry of Rutherford scattering, i.e., the Coulomb scattering of two charged particles, is displayed in Fig. 12.2.
For simplicity, let us consider a light particle of charge q1 and mass m having an initial velocity v0 = v0x̂ moving toward
a heavy particle of charge q2, initially at rest at the origin O in the laboratory frame. The conserved orbital angular

1 In general, more than one impact parameter can contribute to scattering at a given scattering angle 2, so a sum of such impact parameters is necessary
on the RHS of Eq. (12.4).

https://sites.google.com/site/thequantumbook/
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FIG 12.2 Geometry of Rutherford scattering.

momentum yields L = b × p0, where b = bẑ and
p0 (= mv0) is the initial linear momentum. The particle
moves in a plane perpendicular to L and is repelled by the
Coulomb force, F = Kq1q2

r2 r̂ ≡ C r̂
r2 [see Sec. 16.6 linked

to the book web page—we use the notation discussed fol-
lowing Eq. (16.51)]. Its trajectory is given in terms of the
function r(θ), where the angle θ is measured from the
line OA. After reaching the point of closest approach A,
it asymptotically recedes in a direction 2 with respect to
its initial direction. Conservation of |L| implies,

mr2θ̇ = mv0b, ⇒ θ̇ =
v0b

r2
. (12.7)

Let us compute the change of linear momentum along
OA, which by symmetry bisects the angle π−2, i.e., α =

1
2 (π −2) = β. From Fig. 12.2, elementary geometry, and noting that cosβ = cos(π/2−2/2) = cos(π/2) cos(2/2)+
sin(π/2) sin(2/2) = sin(2/2), the projection of p0 along OA can be easily shown to equal −mv0 sin(2/2). Similarly,
the projection of the final momentum p = mv on OA is mv0 sin(2/2) (v = v0 due to energy conservation). Noting that
the projection of F on OA is C

r2 cos θ , the momentum change, 1p =
∫

dt F, projected on OA, is

2mv0 sin
2

2
=

θ(∞)∫
θ(−∞)

C

r2
cos θ

dt

dθ
dθ . (12.8)

Inserting dt/dθ = r2

v0b [see Eq. (12.7)] into the integrand of Eq. (12.8) and noting from Fig. 12.2 that θ(−∞) = −α =

−
1
2 (π −2) = −θ(∞), the integral over dθ from −α to α can be easily performed, leading to the relation,

2mv0 sin
2

2
=

2C

bv0
cos

2

2
, =⇒ b =

Kq1q2

mv0
cot

2

2
. (12.9)

A few comments are in order: (1) One can generalize this treatment to an arbitrary central force as F(r) = C(r)
r2 and

use Eq. (12.8) with C(r) instead of C. However, this requires knowledge of the trajectory r(θ). (2) Although the analysis
and Fig. 12.2 are for a repulsive force, the final expression is also valid for an attractive force with Kq1q2 < 0. Since
by definition b > 0, the scattering angle must be negative for an attractive force, −π ≤ 2 ≤ 0. (3) When 2 = 0, the
impact parameter diverges. This means that for any b, no matter how large, there will be scattering and the trajectory will
deviate from its original direction. This reflects the fact that the Coulomb potential decays very slowly. (4) For a repulsive
potential, b = 0 implies 2 = π . Hence, a Coulomb repulsive potential is impenetrable when the scattering is head-on.
(5) When the potential is attractive and b→ 0, one has 2 = π and the particle completes a full round trip encircling the
scattering center.

Using Eq. 12.4, the differential cross-section for Coulomb scattering is

dσ

d�
=

b

sin2

∣∣∣∣ db

d2

∣∣∣∣ = (Kq1q2

4E

)2 1

sin4 2
2

. (12.10)

This is known as the Rutherford scattering formula. The differential cross-section is forward-peaked and diverges at
2 = 0. From the discussion of the total cross-section and Eq. (12.5), it is clear that the integral over scattering angles
diverges and the total cross-section is infinite. Remarkably, this classical result agrees with its quantum counterpart.

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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Problem 12.2

(a) For scattering from an impenetrable sphere of radius, R, show that the relation between b and 2 is
b = R cos(2/2) and calculate the differential cross-section.

(b) For a given impact parameter b, use the two conservation laws for energy E = 1
2 mv2

0 and the magnitude of the
angular momentum L = m|v× r| to compute the distance rA ≡ OA in Fig. 12.1 and the speed vA of the particle
at the point A for scattering from a repulsive Coulomb potential V(r) = Kq1q2/r.

Answers: (a) Due to the specular reflection at the impinging point A, the line OA bisects the scattering angle 2.
Hence, the angle between the horizontal axis and the line EOA is 2/2. Hence, db

d2 = −sin(2/2)/2 ⇒
dσ
d� =

R2 sin 2
2 cos 22

2 sin2 =
R2

4 . (b) The initial value of L at t→−∞ is L = L0 = mv0b. Noting that at this point the
trajectory is perpendicular to OA, we find that L = LA = mvArA. The corresponding energies are E0 = mv2

0/2 and
EA = mv2

A/2. The two equations L0 = LA and E0 = EA determine rA and vA, respectively.

12.2 QUANTUM SCATTERING

In the next few sections, we discuss the main ingredients of quantum scattering theory and introduce the central quantities
of interest, such as the scattering operator (also called the S matrix), scattering amplitudes, and cross-sections.

In a scattering experiment, two subsystems collide. We may think of the collision of two elementary particles, such as
electrons or nucleons, or the collision of an elementary particle and a composite subsystem (such as an atom, a molecule,
or a nucleus) or the collision of two composite subsystems such as two atoms or an atom and a molecule. At some initial
time ti (eventually, we take ti→ −∞), the subsystems are far apart and noninteracting. This is also the case at a much
later time tf , after the collision (eventually, we take tf →∞). The subsystems approach each other and interact during a
short-time interval 1t sometime between ti and tf . During this time interval, the two subsystems can exchange energy,
linear momentum, angular momentum, perhaps spin, etc. If the systems are composite, they might exchange particles
as well or they may break up. Our primary focus of interest is the nature of the asymptotic states after the collision is
completed, since these determine the scattering cross-sections.

12.2.1 TIME-DEPENDENT AND STATIONARY APPROACHES

There are two basic approaches to quantum scattering theory, the time-dependent approach and the stationary approach.
The time-dependent formalism is conceptually closer to intuition; a scattering experiment is an event that evolves in time
with initial, intermediate, and final stages. Although the time-dependent approach is an important part of the fundamental
theory, the stationary approach is more practical as far as calculation of observables is concerned. Before going into
details, it might be useful to give a brief description of these two approaches. In both formulations, one starts with
the system’s total Hamiltonian H = H0 + V , where H0 governs the dynamics of the noninteracting systems and V is
responsible for scattering as it encodes the interaction between the two systems and should vanish when the systems are
far apart before and after the collision. Both H0 and V are time independent. We start with a brief description of these
two concepts that must describe the same physics.

Time-dependent Approach

The time-dependent description is based on the time-dependent Schrödinger equations for the free (noninteracting) and
the interacting system, which are written as,

ih̄
∂|90(t)〉

∂t
= H0|90(t)〉, (12.11)

ih̄
∂|9(t)〉

∂t
= H|9(t)〉. (12.12)
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Here, |90(t)〉 and |9(t)〉 are ket states that are representable by wave functions once a representation is chosen, e.g., in
configuration representation, 〈r|9(t)〉 = 9(r, t) is the wave function. (We will occasionally refer to the kets as wave
functions: this should be understood in the above sense.)

An experimentalist prepares the system at an initial time ti (we will take ti→ − ∞ in what follows) where the
constituents are far apart and do not interact. The corresponding initial state, assumed to be pure, is denoted as |9 in

0 (t)〉. In
the absence of interaction, this state would have propagated freely and evolves forward in time according to Eq. (12.11) all
the way to any time t, namely, |9 in

0 (t)〉=U0(t, ti)|9 in
0 (ti)〉, where U0(t, ti)= e−iH0(t−ti)/h̄. In particular, we are interested

in time t close to 0 when the interaction is most effective. Within the same experiment, the experimentalist observes
his system after the collision at time tf → +∞ where, again, the constituents are far apart and do not interact. The
corresponding final state is a solution of Eq. (12.11) denoted as |9out

0 (t)〉. In what might seem as an academic exercise,
we consider how such a state propagates backward in time, still in the absence of interaction. The corresponding formal
expression for the state is |9out

0 (t)〉 = U0(t, tf )|9 in
0 (tf ), where t < tf .

What happens if there is interaction? The exact state |9(t)〉 evolves under the application of the full evolution operator
U(t, ti) = e−iH(t−ti)/h̄ from t = ti → −∞ (where it coincides with |9 in

0 (ti)〉). As t → +∞, it coincides with |9out
0 (t)〉.

Although the Hamiltonian is time independent, neither |90(t)〉 nor |9(t)〉 is required to be stationary. The central result
of time-dependent scattering theory is that at any finite time t, there is a unitary time-independent scattering operator S
mapping |9 in

0 (t)〉 onto |9out
0 (t)〉. This mapping is formally written as

|9out
0 (t)〉 = S|9 in

0 (t)〉. (12.13)

The interpretation of Eq. (12.13) is that the operator S takes the state |9 in
0 (t)〉, which has been prepared at time ti and

propagated forward in time by U0(t, ti) to a finite time t, and transforms it onto a state |9out
0 (tf )〉, which is the state

obtained at the time tf →∞ and has been propagated backward in time by U0(t, tf ) to the same finite time t. The scattering
operator S encodes all the relevant information required for interpretation of the scattering experiment. In Sec. 12.2.3, the
construction of S will be discussed in detail.

Time-Independent Approach

In the time-independent approach to scattering theory, one employs the fact that the Hamiltonian describing the physical
system does not depend explicitly on time, and the scattering energy E at which the experiment is conducted is determined
by the experimentalist and is conserved throughout the scattering process. Consider, for example, the scattering of a beam
of particles from a potential V(r) that vanishes faster than r−2 as r → ∞. The stationary wave function can be written
as a product of a function of time and a function of space, 9(r, t) ≡ 〈r|9(t)〉 = e−iEt/h̄ψ(r), where ψ(r) is the solution

of the time-independent Schrödinger equation, Hψ(r) = Eψ(r), with H = p2

2m + V(r). When projectile particles are
very far from the origin, V = 0, the solution of the time-independent Schrödinger equation, ψ(r), encompasses both
the incoming state representing the beam of particles approaching the potential center and the outgoing particles leaving
it. The incoming state is a plane wave, A eik·r, where A is a normalization constant taken hereafter to be (2π)−3/2, and

E = h̄2k2

2m . The outgoing solutions at very large distance |r| from the potential center are outgoing spherical waves
Af (r̂)eikr/r, where f (r̂) depends on the energy E and the direction of the vector from the origin to the receding particles.
Combining the plane wave and outgoing spherical wave components, the wave function ψ(r) is required to satisfy the
following asymptotic boundary conditions,

ψ+k (r) −−−→r→∞
(2π)−

3
2

[
eik·r
+ f (r̂)

eikr

r

]
. (12.14)

The superscript + on ψ indicates that the spherical wave encoded in the second term on the RHS of Eq. (12.14) is outgo-
ing. In order to develop scattering theory, we will also need to introduce incoming spherical waves, e−ikr/r, although they
do not have a direct experimental relevance. The corresponding wave function will be denoted by ψ−k (r). The scattering
amplitude f (r̂) in Eq. (12.14) is an object of paramount interest in time-independent scattering theory since it is directly
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related to the scattering cross-section. We shall develop time-independent scattering theory below. It is more practical
for obtaining explicit expressions for the measurable quantities in scattering experiments than the time-dependent
formulation.

12.2.2 PREPARATION OF THE INITIAL STATE

In classical scattering, the particles that scatter have a definite position and linear momentum. This prescription should
be modified in quantum mechanics since r and p cannot be simultaneously determined due to the uncertainty principle.
Hence, some care should be exercised in analyzing the preparation of the initial state. For simplicity, we will first consider
the preparation of a single-particle initial state appropriate for scattering from a fixed potential center. Later, we will
extend the discussion to the situation where two particles collide with each other.

Before scattering, the particle is far removed from the scattering potential. Using Dirac notation, a quantum state of
a free particle (possibly with internal degrees of freedom such an atom or a molecule) is described by a state vector |ψ〉
and its dynamics is governed by an appropriate Hamiltonian H0 that does not contain the interaction potential since at
large distance V(r) = 0. The eigenstates of H0, |ηkn〉 ≡ |k〉 ⊗ |n〉, are tensor products of the ket |k〉 (k specifying the
wavevector of the particle) and a ket |n〉 encoding the quantum numbers of the internal wave function of the particle
when it is not point particle (think of the scattering of a hydrogen atom from an external potential). Note that |k〉 is an
eigenstate of the linear momentum operator. Hence,

H0|ηkn〉 = εkn|ηkn〉. (12.15)

As a simple example, consider a particle with no internal degrees of freedom except spin, i.e., an elementary particle.
Then |n〉 ≡ |sσ 〉 is the particle’s spin state (spinor), with spin s and z projection σ , such that

S2
|sσ 〉 = h̄2s(s+ 1)|sσ 〉, Sz|sσ 〉 = h̄σ |sσ 〉, (12.16)

where S is the spin operator, Sz is its z projection, and the state |ηksσ 〉 has the spatial representation,

ηkn(r) ≡ 〈r|ηksσ 〉 = (2π)
−

3
2 eik·r

|sσ 〉. (12.17)

Being a plane wave, the state |ηkn〉 is neither localized nor square integrable. Experimental conditions require that parti-
cles should be confined within some macroscopic volume. Particle can indeed be confined by constructing a wave packet
out of plane waves,

γpn(r) ≡ (2π)−
3
2

∫
dk A(k− p)eik·r

|n〉 =
∫

dk A(k− p) ηkn(r), (12.18)

where the function A(k − p) is the amplitude of the plane wave state (2π)−3/2eik·r in the wave packet and |n〉 is the
ket specifying the internal (spin) state. To check the extent to which the wave packet deviates from a plane wave, let us
consider the Fourier transform of the amplitude A(q),

a(r) = (2π)−
3
2

∫
dq A(q) eiq·r, (12.19)

in terms of which the wave packet γpn(r) is written as,

γpn(r) = a(r) ηpn(r). (12.20)

The use of p instead of k indicates that γpn(r) is not a momentum eigenstate. Rather, it is a product of a plane wave and
an amplitude a(r) that determines the extent of confinement. If the amplitude is square integrable, so is the wave packet.
The normalization for the function a(r) is∫

dr |a(r)|2 = 1, ⇒ 〈γpn|γp′n′〉 = δpp′δnn′ . (12.21)
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Roughly speaking, a(r) is smooth and nonzero within a volume of size L3, which is the extent of the wave packet.
Experimentally, L is macroscopic in the sense that it is much larger than any microscopic length scale such as the particle
wavelength λ = h/p. Thus, Eq. (12.20) implies that on length scale smaller than L, the wave packet γpn(r) is virtually a
plane wave. Another important property of wave packets is that they are not stationary. If at time t = 0 the wave function
is given by γpn(r), its time evolution is determined by the evolution operator with the Hamiltonian H0,

γpn(r, t) = e−iH0t/h̄γpn(r) ≡ U0(t, 0)γpn(r). (12.22)

We can approximately evaluate γpn by employing Eq. (12.18) and expanding εkn in k around p. In lowest order, the
quadratic term is neglected, and the result is simple and transparent:

γpn(r, t) = e−iεpnt/h̄a(r− vt)ηpn(r). (12.23)

Here, v = p/m is the velocity of the wave packet. In this approximation, the wave packet does not spread or change
shape, and moves with constant speed v. Strictly speaking, wave packets do spread, but for scattering problems, the
approximation Eq. (12.23) can be satisfied to high accuracy for wave packets with large energy variance [179].

So far we have discussed the preparation of a single-incident particle, which is appropriate for problems involving
scattering of a particle by a fixed potential. However, elementary scattering experiments typically involve two particles,
and the notion of a fixed potential is an approximation where the mass of one of the scatterers is infinite. Therefore,
the construction of two-particle wave packets is required. For two isolated particles denoted as 1 and 2 (assumed here
to be nonidentical), the Hamiltonian is H0 = H(1)

0 + H(2)
0 ; its eigenstates are direct products of single-particle states

[Eq. (12.15)],

|3k1n1k2n2〉 = |η
(1)
k1n1
〉 ⊗ |η

(2)
k2n2
〉, H0|3k1n1k2n2〉 = (εk1n1 + εk2n2)|3k1n1k2n2〉. (12.24)

Since wave packets involve a convolution integral, as in Eq. (12.18), the two-particle wave packet remains a product,

012(r1r2) ≡ 〈r1r2|0p1n1p2n2〉 = a1(r1)a2(r2) η
(1)
p1n1

(r1)η
(2)
p2n2

(r2). (12.25)

Moreover, within the approximation discussed in obtaining Eq. (12.23), the evolution of 012(r1r2) in time is given by

012(r1r2, t) = a1(r1 − v1t)a2(r2 − v2t) e−
i
h̄ (εp1n1+εp2n2 )t 012(r1r2). (12.26)

12.2.3 TIME-DEPENDENT FORMULATION

In Sec. 12.2, we introduced the basic ingredients of time-dependent scattering theory. Now we elaborate on this subject.
In scattering experiments, a system consisting of two colliding objects (e.g., elementary particles, atomic nuclei, atoms,
or molecules) evolves in time in the following sense. In the remote past (t→−∞) and in the distant future (t → ∞),
the two objects are at a large distance from each other, whereas during a short-time period near t = 0, they interact. It
then seems plausible to describe this dynamical behavior quantum mechanically within the time-dependent Schrödinger
equation. This leads to the time-dependent formulation of scattering theory which is briefly explained in this section.
We have already stressed that the time-independent approach is more convenient for the practical purpose of calculating
physical observables resulting from the scattering, and hence, it constitutes the main body of this chapter. However, the
time-dependent approach is important, first, because it gives us physical insight, and second, because several expressions
that are used in the time-independent formalism are derived from the time-dependent one.

Möller Operators and the S Matrix

Consider two physical systems 1 and 2 approaching each other from a large distance, such that when the systems are far
apart, they do not interact and are described by their separate respective Hamiltonian operators, H1 and H2. As the systems
approach each other, the interaction between them, represented by an operator V , becomes significant. The dependence
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of V on the individual coordinates and spins of the systems 1 and 2 can be quite general, as long as it falls off sufficiently
fast as a function of the distance r12 between the two systems. The time-independent Hamiltonian is then written as

H = H1 + H2 + V ≡ H0 + V . (12.27)

The ket |9(t)〉 is the solution of the Schrödinger equation

ih̄
∂

∂t
|9(t)〉 = H|9(t)〉. (12.28)

When t → ±∞, the subsystems are far apart and do not interact. Therefore, there exist two solutions |9 in,out
0 (t)〉 of the

free motion Schrödinger equations,

ih̄
∂

∂t
|9

in,out
0 (t)〉 = H0|9

in,out
0 (t)〉. (12.29)

We stress that the functions |9 in,out
0 (t)〉 are defined for all−∞ < t <∞ as solutions of Eqs. (12.29). To be more precise,

let us fix t to have some finite value and consider states at very early time t− T and very late time t+ T , where T →∞.
Then, we require that

lim
T→∞

|| |9(t − T)〉 − |9 in
0 (t − T)〉 || = 0, lim

T→∞
|| |9(t + T)〉 − |9out

0 (t + T)〉 || = 0. (12.30)

Physically, the system is prepared in the distant past in state |9(t − T)〉 = |9 in
0 (t − T)〉 and evolves in the distant future

into the state |9(t + T)〉 = |9out
0 (t + T)〉. In terms of the evolution operators,

U(t1, t2) ≡ e−iH(t1−t2)/h̄, U0(t1, t2) ≡ e−iH0(t1−t2)/h̄, (12.31)

relations (12.30) imply the following evolution equations for T →∞:

|9 in
0 (t)〉 = U0(t, t − T)|9 in

0 (t − T)〉, |9out
0 (t)〉 = U0(t, t + T)|9out

0 (t + T)〉,

|9(t)〉 = U(t, t − T)|9 in
0 (t − T)〉, |9(t)〉 = U(t, t + T)|9out

0 (t + T)〉.
(12.32)

Note that in the second equation in each row, the kets propagate backward in time. Using Eqs. (12.32), it is straightforward
to construct an operator S, which, when operates on |9 in

0 (t)〉 yields |9out
0 (t)〉. First, one expresses the same state |9(t)〉

once in terms of |9 in
0 (t)〉 and once in terms of |9out

0 (t). The corresponding operators, �+ and �−, are referred to as
Möller operators. Formally, the Möller operators are required to satisfy the following relations:

�+|9
in
0 (t)〉 = |9(t)〉, �−|9

out
0 (t)〉 = |9(t)〉. (12.33)

Inspection of Eqs. (12.32) shows that application of a Möller operation is achievable in two steps, as shown schematically
in Fig. 12.3 and explained in the caption. Consequently,

�+ ≡ lim
T→∞

e−iHT/h̄eiH0T/h̄, �− ≡ lim
T→∞

eiHTt/h̄e−iH0T/h̄. (12.34)

Problem 12.3

Explain the action of �− in analogy with the explanation of the operation of �+ detailed in the caption of Fig. 12.3.

Answer: �− operates on 9out
0 (t) in two steps. First, �− carries it forward in time to t+ T with the free Hamiltonian

H0, and then it carries it backward in time to t with the full Hamiltonian H.
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exp[iH0T]

exp[-iHT]

exp[-iH0T]

exp[iHT]
Ω +

Ω −
S

Ψ0
in(t-T) Ψ0

in(t+T)Ψ0
in(t)

Ψ0
out(t-T) Ψ0

out(t+T)Ψ0
out(t)

Ψ(t)

(a)

exp[iH0T]

exp[-iHT]

Ψ0
in(t)Ψ0

in(t-T)
Ψ(t)

Ω +

Ψ(t)

Ψ0
out(t+T)

Ψ0
out(t)

Ω −
exp[iHT]

exp[-iH0T]

(b)

S=Ω −Ω +

FIG 12.3 The action of Möller operators. For notational convenience, we take h̄ = 1. (a) Application of �+ on |9in
0 (t)〉 and �− on

|9out
0 (t)〉 in this figure. Consider first the action of �+ on |9in

0 (t)〉. The state |9in
0 (t)〉 is first propagated backward in time (dashed

black arrow) to the distant past t − T with T > 0 by the free evolution operator eiH0T . At that early times, it coincides with
|9(t − T)〉, which can be evolved forward to time t with the full evolution operator e−iHT (dashed white arrow). The product of
these two operations, where T →∞, yields the Möller operator �+ defined in Eq. (12.34). A similar construction defines �−.

The S matrix, S = �†
−
�+, takes |9in

0 (t)〉 to |9out
0 (t)〉. (b) Summary of the action of the Möller operators.

The above limiting process is rather formal and suffers from the problem of taking the limit of a function that might
contain oscillatory part. A standard way to treat this problem is to perform an averaging procedure that does not affect
the nonoscillatory parts but eliminate the oscillatory parts. The mathematical operation is based on the definition

lim
t→−∞

f (t) = lim
η→0+

η

0∫
−∞

dτeητ f (τ ). (12.35)

Within this formulation, the following integral is then an alternative definition of the Möller operators:

�± = lim
η→0+

∓iη

∓∞∫
0

dt eiHt/h̄e−iH0t/h̄ e±ηt. (12.36)

The operation leading from |9 in
0 (t)〉 to |9out

0 (t)〉 is obtained through substitution of the second equation in Eqs. (12.34)

into the first and applying �†
−, thereby obtaining

|9out
0 (t)〉 = S|9 in

0 (t)〉, S = �†
−�+. (12.37)

Inspecting the definition of S in terms of Möller operators and the definition of the latter in terms of the corresponding
evolution operators, it can be verified (under reasonable conditions) that S is unitary, i.e.,

SS†
= S†S = 1, (12.38)
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where 1 is the unit operator in the pertinent Hilbert space.2 From a physical point of view, the unitarity of the S matrix
reflects particle number conservation. It is useful to separate S into a unit matrix and a transition operator, T:

S = 1− 2π iT . (12.39)

If no interaction has occurred, S = 1, i.e., T = 0. In terms of the transition operator T , the unitarity relation for the S
matrix reads,

1 = S†S = (1+ 2π iT†)(1− 2π iT) = 1− 2π i(T − T†)+ 4π2T†T ,

i.e.,

i(T†
− T) = 2πT†T . (12.40)

The relation between the transition operator T and measurable quantities (such as differential cross-sections) will be
discussed in Sec. 12.4.

Scattering within the Interaction Representation

As we have seen above, the time-dependent approach to scattering theory is concerned with the evolution of the state
vector |9(t)〉 between very early and very late times. This evolution can also be analyzed within the interaction represen-
tation introduced in Sec. 2.7.1. This approach plays an important role in quantum field theory and many-body theory as
discussed in Chapter 18, linked to the book web page. We shall briefly reformulate this approach here (with slightly dif-
ferent notation) in order to construct a perturbation series for |9(t)〉. The starting point is the time-dependent Schrödinger
equation

ih̄
∂

∂t
|9(t)〉 = H|9(t)〉 = (H0 + V)|9(t)〉, (12.41)

written for a general time-dependent state |9(t)〉 of a quantum system governed by a time-independent Hamiltonian
H = H0 + V . It is further assumed that the eigenstates and eigenvalues of H0 are known. The formal solution of
Eq. (12.41) with the initial condition |9(t = t0)〉 = |90〉 is

|9(t)〉 = U(t, t0)|90〉 ≡ e−iH(t−t0)/h̄|90〉, (12.42)

and U(t, t0) is a unitary evolution operator that carries the state from time t0 to a later time t > t0. We shall now apply
a unitary transformation using the operator eiH0t/h̄ and cast the Schrödinger equation in the interaction representation,
using the following definitions that were introduced in Sec. 2.7.1:

|8I(t)〉 ≡ eiH0t/h̄
|9(t)〉, (12.43a)

VI(t) ≡ eiH0t/h̄Ve−iH0t/h̄, (12.43b)

UI(t, t0) ≡ eiH0t/h̄U(t, t0)e
−iH0t0/h̄. (12.43c)

The state |8I(t)〉 satisfies the Schrödinger equation in the interaction picture,

ih̄
∂

∂t
|8i(t)〉 = VI(t)|8I(t)〉, (12.44)

which is equivalent to the original Schrödinger equation (12.41) since transformation [Eq. (12.43a)] is unitary. The formal
solution of Eq. (12.44) is

|8(t)〉 = UI(t, t0)|8(t0)〉. (12.45)

2 The condition is Ran�+ = Ran�−, where RanA denotes the range of the operator A in the corresponding Hilbert spaceH, i.e., the set {〈Ax̂|x̂〉 ∈ C},
where x̂ ∈ H is a unit vector.

https://sites.google.com/site/thequantumbook/
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Problem 12.4

The Landau–Zener Hamiltonian of a two-level system, as discussed in Sec. 7.8.3, is given by
HLZ = εσx + αtσz ≡ H0 + V . Use the identity eiβn̂·σ

= cosβ + in̂ · σ sinβ (valid for any real β and a unit vector n̂)
to calculate VI(t) and write the time-dependent Schrödinger equation for HLZ in the interaction representation.

Guidance: Following Eq. (12.43b) and denoting ω = ε/h̄, we have VI(t) = eiωσxtαtσze−iωσxt
=

(cosωt − iσx sinωt)αtσz(cosωt + iσx sinωt). You need to simplify this expression by employing commutation
relations of the Pauli matrices.

Problem 12.5

Verify the following relations using the above definitions:

UI(t3, t2)UI(t2, t1) = UI(t3, t1), UI(t, t) = 1, (12.46a)

U†
I (t, t0) = U−1

I (t, t0) = U(t0, t), (12.46b)

ih̄
dUI(t, t0)

dt
= VI(t)UI(t, t0), (12.46c)

UI(t, t0) = 1−
i

h̄

t∫
t0

dt1V(t1)UI(t1, t0). (12.46d)

Equation (12.46d) is suitable for perturbation series in VI(t), because it can be iterated. However, some care is required
in this procedure because VI(t) is an operator, and generically,

[VI(t), VI(t
′)] 6= 0 (t 6= t′). (12.47)

If we define

Xn(t, t0) ≡
1

h̄n

t∫
t0

dtnVI(tn)

tn∫
t0

dtn−1VI(tn−1) . . .

t2∫
t0

dt1VI(t1), (12.48)

then the perturbation expansion for UI(t, t0) reads,

UI(t, t0) =
∞∑

n=0

(−i)n

n!
Xn(t, t0). (12.49)

A product of time-dependent operators such as VI(tn)VI(tn−1) . . .VI(t1) in which the time arguments are ordered with
tn > tn−1 · · · > t1 is called a time-ordered product. Discussion of a method to evaluate the first few terms, Xn, in this
expansion is presented in Chapter 7.

12.3 STATIONARY SCATTERING THEORY

We now introduce the basic concepts of time-independent (stationary) scattering theory and the definitions of important
relations between the basic relevant quantities. The details of calculating important quantities such as phase shifts and
cross-sections are presented in later sections.

For the sake of simplicity, it is assumed that the two colliding particles are point-like and structureless, i.e., they do
not have internal degrees of freedom and therefore cannot be excited. Hence, only elastic scattering is possible, and
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FIG 12.4 Illustration of potential scattering in quantum mechanics. Compare
with the description of classical scattering in Fig. 12.1.

the initial and final kinetic energies are equal.
Scattering of particles with internal degrees of
freedom will be treated in Sec. 12.8. It is assumed
that there is no external force affecting the parti-
cles, and they interact only through their mutual
interaction potential, V(r), where r = r1 − r2

is the position vector joining the two particles.
The interaction potential is assumed to fall off
sufficiently fast at large r so that the particles
are essentially free (noninteracting) at large |r|.
In Sec. 12.3.2, we shall show that this two-body
scattering problem is equivalent to that of one-
body scattering from a potential V(r), i.e., poten-
tial scattering, as illustrated in Fig. 12.4. In this
formulation, an incident particle represented as a wave packet impinges on the target with potential V(r) centered at point
r = 0 (the scattering center). The initial direction of the wave packet is specified by its central wavevector, k = (0, 0, k),
whose magnitude k determines the kinetic energy E(k) of the incoming wave (i.e., the scattering energy). The wave
packet is then scattered by the potential in all directions, and the scattered part of the wave function is an outgoing spher-
ical wave. Generally, the scattering is not isotropic: At a point very far from the scattering center, the amplitude of the
scattered wave moving along a direction k′ = (k, θ ,φ) is denoted as f (�), which depends on the solid angle � = (θ ,φ)
and the kinetic energy E(k). The equality |k′| = |k| = k implies that the scattering is elastic, and the kinetic energy after
scattering is equal to the kinetic energy before scattering. The wavenumbers k and k′ will appear as ubiquitously below.
Their relation to the geometry of scattering for elastic scattering is summarized as follows:

k = kẑ, k′ = k�̂ = k(sin θ cosφ, sin θ sinφ, cos θ). (12.50)

Energy conservation for elastic scattering implies

k2
= k′2 =

2mE

h̄2
, (12.51)

where E is the scattering energy. Equation (12.51) is also referred as the on-energy-shell condition.
A particle detector located at large distance from the scattering center collects particles propagating with final momen-

tum k′. Our interest is focused on the scattered spherical wave, or, more precisely, on the scattering amplitude f (�).
A glance at Fig. 12.4 shows that at very small polar angle θ , a contribution to the scattering can result from interference
between the spherical wave and the part of the incoming wave, which was not scattered. Experimentally, one is mostly
interested in the scattered spherical wave. The problem of “disentangling” the incoming and scattered waves will be
addressed below.

Although a potential scattering problem is fully encoded within the solution of a nonrelativistic Schrödinger equation
for a single particle, it is by no means a simple problem. As discussed in connection with Eq. (12.14), the wave function
ψ(r) of the scattered particle should satisfy certain asymptotic boundary conditions, which need to be carefully specified
and analyzed. The relevant physical information about the scattering process is derived from the wave function at large
distance from the scattering center, where the potential V(r) is absent. Also note that the wave function is not normalizable
as is clear from the form of the asymptotic wave function in Eq. (12.14).

12.3.1 CROSS-SECTIONS

In order to further analyze the process of quantum mechanical scattering from a potential, let us recast Fig. 12.4 in
somewhat different format, as shown in Fig. 12.5. Before scattering, the particles approach the scattering center from
a large distance. All the particles are assumed to be identical and monoenergetic. They form a collimated beam whose



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 15-ch12-605-748-9780444537867 2012/11/15 23:50 Page 618 #14

618 CHAPTER 12 Scattering Theory

z
θ

dΩ

Jin

Jout

FIG 12.5 Schematic illustration of a scattering into differential solid
angle d� at scattering angle θ . Incident flux Jin impinges on
the target and outgoing flux Jout passes through the differential
solid angle d�. The incoming beam is highly collimated, and
the amplitude of the incoming wave vanishes at the detector
located far away from the scattering center in solid angle d�.

width is much larger than the size of the scattering
center (although the width is narrow on a macroscopic
scale, see discussion in Sec. 12.2). If the wave packet
amplitude a(r) in Eq. (12.20) is assumed to be slowly
varying, all the particles in the beam have the same
initial wavenumber ki = kẑ, and hence, the initial
state of each particle in the incoming beam can be
represented by a plane wave, (2π)−3/2eikz. It is fur-
ther assumed that the density of particles in the beam
is sufficiently low, so that interaction between parti-
cles can be ignored. However, the density cannot be
too low to avoid poor statistics.

In the kinematics of scattering, an important role is
played by particle currents as indicated in Fig. 12.5.
The incoming beam current Jin is defined as the num-

ber of particles per unit time and per unit area that is perpendicular to the propagation direction of the beam. After
scattering, those particles that move along a given radial direction specified by a wave vector k′ are collected by a detec-
tor located at large distance r from the scattering center. More precisely, the detector is centered at a point whose polar
coordinates are r, θ ,φ, and covers a small area r2d� = r2 sin θdθdφ on a sphere of radius r. The number of parti-
cles moving radially outward, crossing this differential area per unit time is denoted by N(θ ,φ)d� = Joutr2d�, where
Jout is the magnitude of the outgoing current density at the point (r, θ ,φ). The ratio N(θ ,φ)/Jin defines the differential
cross-section, a quantity of prime experimental interest:

dσ

d�
≡

N(θ ,φ)

Jin
. (12.52)

Note that dσ/d� has the dimension of area. If we rewrite Eq. (12.52) as Jin dσ = N(θ ,φ) d�, then the geometrical
interpretation is evident: Jin dσ is the number of particles crossing an area dσ perpendicular to the initial beam per unit
time and N(θ ,φ) d� is the number of particles crossing the area r2d� per unit time.

The differential cross-section as defined in Eq. (12.52) is an experimentally measurable quantity. Its knowledge as
a function of scattering angles and scattering energy provides important information on the scattering mechanism, the
nature of the potential, and its symmetries. Another important quantity is the number of particles per unit time scattered
in all directions. It is obtained by integrating the differential cross-section over all solid angles, and the relevant quantity
is the total cross-section σ , the number of scattered particles crossing a sphere of radius R per unit time divided by the
incoming flux, which has dimension of length squared:

σ =

∫
d�

dσ

d�
. (12.53)

Incoming particles that do not undergo scattering are not counted in the total cross-section. Unlike the analogous quantity
in classical scattering, the quantum mechanical total cross-section is finite if the potential decays faster than Cr−2 at large
distance.

12.3.2 TWO-BODY COLLISIONS

In Section 12.3.1, we considered a single-particle scattering from a fixed potential V(r). In most experiments, however,
scattering involves two particles that collide. Examples are collision between two atoms, or two nuclei, or between an
electron and an atom. In Secs. 16.6 (linked to the book web page) and 3.2, we show that the problem of collision between

https://sites.google.com/site/thequantumbook/
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two particles can be reduced to that of a single-particle scattering from a potential. More precisely, the relative motion
of the two particles is mapped on the problem of potential scattering, while the motion of the center of mass of the two
particles behaves as a free particle. In this subsection, we elaborate upon this analysis a bit further.

In cases where the colliding particles have speeds v such that v/c ≈ 1, relativistic kinematics and relativistic quantum
mechanics apply, rather than Newtonian kinematics and nonrelativistic quantum mechanics. Here, we assume that v� c,
i.e., we consider only nonrelativistic scattering.

Consider nonrelativistic scattering of two spinless particles of masses m1, m2 and position coordinates r1, r2 interacting
through a potential V(r1, r2). The position vectors r1,2 are defined in the laboratory frame, which is a fixed frame of
reference where experimental results (such as cross-sections) are collected. In this frame, the particles have velocities
v1, v2 and respective linear momenta pi = mivi. It is assumed that apart from the potential V(r1, r2), there are no other
potentials in the problem (i.e., there are no external forces acting on the colliding particles).

If the two-body potential is translationally invariant, i.e., if it depends only on the relative position of the particles,
V(r1, r2) = V(r2−r1), it is possible to completely separate the relative motion and the center of mass (CM) motion of the
two-particle system, and the dynamics of the relative motion is equivalent to that of a single-particle scattering from the
potential V(r), where r = r2 − r1. The CM motion is that of a free particle whose wave function is a plane wave. In
this case, the scattering is most simply described in the center of mass frame in which the CM is at rest. As viewed from
the CM frame, long before the collision takes place, the particles move head-on toward each other along a straight line,
usually chosen to be the z axis in a Cartesian frame used to describe the pertinent kinematics. Long after the scattering,
the particles move in opposite directions along a straight line whose direction is determined by the angles (θ ,φ).

The procedure of transforming the two-body scattering problem (formulated in the laboratory frame) into a potential
scattering problem (formulated in the CM frame) will now be explained. It should be stressed that once the scattering
calculation is completed, it may be necessary to translate the results back into measurable quantities in the laboratory
frame in order to compare it with the laboratory experimental results. This transformation is worked out below, after
calculating the cross-section in the center of mass frame. The original, two-particle, Schrödinger equation written in the
laboratory frame is [

p2
1

2m1
+

p2
1

2m2
+ V(r2 − r1)

]
9(r1, r2) = E129(r1, r2), (12.54)

where pi= − ih̄∇i, i = 1, 2 are the momentum operators for the two particles in the laboratory frame, where the position
vectors ri are also defined. The center of mass coordinate and momentum (R, P), the relative coordinate and momentum
(r, p), and the total and reduced masses (M, m) are

R =
m1r1 + m2r2

m1 + m2
, P = p1 + p2,

r = r2 − r1, p =
m1p2 − m2p1

m1 + m2
,

M = m1 + m2, m =
m1m2

m1 + m2
. (12.55)

In position representation, the quantum mechanical momentum operators are

P [= (m1v1 + m2v2)]⇒
h̄

i
∇R, p [= m(v2 − v1)]⇒

h̄

i
∇r. (12.56)

The Hamiltonian in Eq. (12.54) can be written in terms of these coordinates and momentum, and the Schrödinger
equation is [

P2

2M
+

p2

2m
+ V(r)

]
9(R, r) = E129(R, r). (12.57)
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This permits separation of variables, and the wave function can be taken in product form,

9(R, r) = F(R)ψ+k (r), (12.58)

and the total energy is E12 = ECM + E. The reason for the subscript k and superscript + on the relative wave function
ψ+k (r) will become evident shortly. It is useful to define scaled energies and potentials, which have units of inverse length
squared,

εCM ≡
2M

h̄2
ECM ≡ K2,

ε ≡
2m

h̄2
E ≡ k2,

v(r) ≡
2m

h̄2
V(r). (12.59)

The corresponding Schrödinger equations for the CM and relative degrees of freedom are

−∇
2
RFK(R) = K2F(R), [−∇2

r + v(r)]ψ+k (r) = k2ψ+k (r). (12.60)

Clearly, the center of mass wave function is a plane wave, FK(R) = (2π)−3/2eiK·R, and the entire nontrivial physics of
scattering is encoded in the second equation in Eq. (12.60). The problem of extracting physically measurable quantities
from the Schrödinger equation for ψk(r) will be elaborated below.

Transforming to the Laboratory frame

v 1v1

V = [m1/(m1+m2)]v 10

θ
θ1

z

x

v2

v 20= 0

v 2

v 10

v0 = v 20-v 10

V

v = v 2-v 1 = v2-v1

FIG 12.6 Relations between the particle velocities in the laboratory
and CM frames, (v′1, v′2) and (v1, v2), where V is the
CM velocity and v′ = v′2 − v′1 = v = v2 − v1 is the
relative velocity.

Now, we change notation and use a prime to denote labo-
ratory frame quantities and a subscript 0 to denote quan-
tities before the collision takes place. Let us consider
the elastic scattering of two particles, one of which is
at rest in the laboratory frame. Figure 12.6 shows the
particle velocities v1 and v′1 in the CM and laboratory
frames, after the collision, for the case when particle
2 is at rest in the laboratory frame before the collision
begins, i.e., v′20 = 0. The CM frame moves with velocity
V = m1

m1+m2
v10 relative to the laboratory frame, and the

relative velocity of the two particles after the collision is
v′ = v′2−v′1 = −v′1 [= v = v2−v1]. Simple geometrical
manipulations (see Problem 12.6) lead to the transforma-
tion of the scattering angle in the center of mass frame to
the laboratory frame,

tan θ ′1 =
m2 sin θ

m1 + m2 cos θ
, θ ′2 =

1

2
(π − θ). (12.61)

For equal masses, θ ′1 =
1
2θ and θ ′2 =

1
2 (π−θ). In the lab-

oratory frame, the particle trajectories after the collision
are also perpendicular to each other.
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For elastic collisions, the velocities in the laboratory frame long after the collision has taken place are given by

v′1 =
m2

m1 + m2
v+

m1v1 + m2v2

m1 + m2
, (12.62a)

v′2 = −
m1

m1 + m2
v+

m1v1 + m2v2

m1 + m2
. (12.62b)

Multiplying these equations by m1 and m2, respectively, we find the momenta in the laboratory frame after the collision,

p′1 = mv+
m1

m1 + m2
(p1 + p2), (12.63a)

p′2 = −mv+
m2

m1 + m2
(p1 + p2), (12.63b)

θ θθ1 θ1
θ2

θ2

m1 < m2 m1 > m2

p pp 2 p 2

p 1
p 1

OB = |m2(p 1 + p 2)/(m1 + m2)| = |p|

A B BA

AB = p 1 + p 2 = p 10 

O O |p||p|

(a) (b)
C C

OC = |p|

FIG 12.7 Relations between the particle momenta in the laboratory frame,
(p′1, p′2) and the relative and center of mass momenta (p, P)
when the initial velocity of particle 2 in the laboratory frame is
zero, p′20 = 0. (a) m1 < m2 and (b) m1 > m2. For m1 = m2,
point A lies on the circle of radius p.

Note that we can substitute (p′1+p′2) = p′10 for (p1+

p2) in the RHS of Eqs. (12.63). We can graphically
illustrate these equations as follows. In Fig. 12.7, we
draw a circle of radius |p| where the relative momen-
tum p is along the line segment OC. The vectors p′1
and p′2 are the line segments AC and CB, respec-
tively, and the CM momentum P is AB. Figure 12.7
can be easily used to show that θ ′2 =

1
2 (π − θ)

[see Problem 12.6(e)]. Moreover, using Fig. 12.6, it
is easy to show that tan θ ′1 =

m2 sin θ
m1+m2 cos θ [see Prob-

lem 12.6(d)]. The sum of the angles θ ′1 and θ ′2 is the
angle between the directions of motion of the parti-
cles after the collision in the laboratory frame. It is
clear from Fig. 12.6 that θ ′1+ θ

′

2 > π/2 for m1 < m2,
θ ′1 + θ

′

2 < π/2 for m1 > m2, and θ ′1 + θ
′

2 = π/2
for m1 = m2. Note that the point C may be anywhere
on the circle. No further information about the colli-
sion can be obtained from the laws of conservation of
momentum and energy, i.e., the direction of the rel-
ative momentum vector p depends on the interaction
of the particles and can lie anywhere on the circle.

Problem 12.6

For two particles of mass m1 and m2, with particle 2 at rest in the laboratory frame and the initial velocity of particle
1 being v10,

(a) Show that v1 = −V+ v′1.
(b) Show that the CM velocity is given by (m1 + m2)V = m1v10.
(c) Using Fig. 12.6, show that v1 sin θ = v′1 sin θ ′1 and v1 cos θ = −V + v′1 cos θ ′1, where θ ′1 is the laboratory frame

angle shown in Fig. 12.6.
(d) Using the results of (b) and (c), show that tan θ ′1 =

m2 sin θ
m1+m2 cos θ .

(e) Using Fig. 12.7, which shows the momentum vectors p′1, p′2, P = p′1 + p′2, and p = m1p′2 − m2p′1/(m1 + m2),
and the angles θ ′1, θ ′2 and θ , prove that θ ′2 =

1
2 (π − θ).

(f) Prove that dσ
d� =

dσ
d�′

sin θ ′1
sin θ

∣∣∣ dθ ′1
dθ

∣∣∣.
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Problem 12.7

Using Eqs. (12.62), determine the magnitudes of the velocities of the particles after the collision in the laboratory
frame, |v′1| and |v′2|, in terms of the particle masses, and the center of mass quantities |v| and θ . Hint: From
Fig. 12.7, we see that | m2

m1+m2
(p′1 + p′2)| = |mv|.

Answer: |v′1| =

√
m2

1+m2
2+2m1m2 cos θ

m1+m2
v, |v′2| =

2m1
m1+m2

v sin(θ/2).

12.3.3 FROM WAVE FUNCTIONS TO CROSS-SECTIONS

Having demonstrated the equivalence of two-particle collision and a single-particle scattering from a potential, we now
relate the solution of the Schrödinger equation for potential scattering [in its reduced form (12.60)],

hψ(r) ≡ [h0 + v]ψ+k (r) ≡ [−∇2
r + v(r)]ψ+k (r) = k2ψ+k (r), (12.64)

to the scattering cross-section [Eq. (12.52)]. At large distance r from the origin, the wave function ψ+k (r) is written
as a combination of a plane wave representing the incoming beam propagating in the k = kẑ direction and an outgoing
spherical wave with amplitude f (�) = f (θ ,φ), where (θ ,φ) are the polar and azimuthal angles specifying the propagation
direction of the outgoing particle. As already indicated in Eq. (12.14), the solution of Eq. (12.64) has the asymptotic form,

ψ+k (r) −−−→r→∞
(2π)−

3
2

[
eik·r
+ f (θ ,φ)

eikr

r

]
. (12.65)

The pre-factor (2π)−3/2 can be replaced by any factor A as it does not affect the expression of the scattering cross-section
when expressed as a ratio of outgoing flux and incoming current [see Eq. (12.52)]. The choice A = (2π)−3/2 is adapted
here because (2π)−3/2dk is an appropriate volume element in momentum space. Note that ψ+k (r) is not normalized to
unity, since a plane wave defined within an infinite volume cannot be normalized. This does not pose a problem since we
are not interested in determining probabilities of finding particles at given locations but rather are interested in particle
currents.

The subscript k indicates that the initial direction (before scattering) is along k̂ and that the scattering energy is ε = k2.
The superscript + indicates an outgoing spherical wave e+ikr/r. We may also consider solutions of the Schrödinger
equation with incoming spherical wave asymptotic boundary conditions,

ψ−k (r) −−−→r→∞
(2π)−

3
2

[
eik·r
+ f (π − θ ,φ + π)

e−ikr

r

]
. (12.66)

Although ψ−k (r) is a solution of the Schrödinger equation at r → ∞, the incoming wave boundary conditions do not
correspond to a physically realizable situation because they describe a wave going backward (in the sense of Fig. 12.4).
This is indicated by the superscript −, which implies the minus sign in the exponent, and by the reversed direction of k′

so (θ ,φ) → (π − θ ,φ + π). However, ψ−k (r) is theoretically important as it is employed within the Green’s function
formalism.

The central object that scattering theory aims to calculate is the scattering amplitude f (θ ,φ) in Eq. (12.65), which
has the physical dimension of length. To demonstrate the relation of f (θ ,φ) to the differential cross-section, consider the
local current density vector associated with the solution ψ+k (r) of Eq. (12.65),

J = Re

[
h̄

im
ψ+∗k (r)∇rψ

+

k (r)
]

. (12.67)
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Inserting the asymptotic expression (12.65) for ψ+k (r) into the above expression gives the current at large distance long
after the collision. It is evident from the resulting expression that J has contributions from the incoming plane wave,
from the outgoing spherical wave, and from the interference term between the plane and the spherical waves. However,
as stressed in Sec. 12.2.2 and illustrated in Fig. 12.5, the representation of the incoming wave as a plane wave is valid
only for very small lateral width; the incident beam is highly collimated in the forward direction. Hence, at any angle
θ > 0, the contribution of the plane wave to the current tends to zero as r → ∞ and one is then left with the two
contributions:

J(in) =
h̄k

m
ẑ, (12.68a)

J(out)
=

h̄k

m

|f (θ ,φ)|2

r2
r̂. (12.68b)

The outgoing flux into the element of area r2d� is J(out)
r r2d�. Therefore, according to Eq. (12.52), the differential cross-

section in the center of mass frame is

dσ

d�
= | f (θ ,φ)|2. (12.69)

This is a very useful result. Once the scattering wave function ψ+k (r) is known at large distance, the scattering amplitude
f (θ ,φ) can be determined and the experimentally relevant quantity, dσ

d� , can be evaluated. Note, however, that although
the wave function is required in the asymptotic region, where V(r)= 0, one typically obtains the scattering amplitude
by solving the Schrödinger equation for the wave function (or sometimes ψ−1 dψ

dr or other related quantities) every-
where from very small r to very large r. Specific algorithms for calculating cross-sections by integrating the Schrödinger
equation are presented below.

12.3.4 GREEN’S FUNCTION

One of the central issues in solving the Schrödinger equation for a scattering problem is how to incorporate the boundary
conditions. One method for doing so is to employ the Green’s function formalism, wherein the Schrödinger equation
(12.64) and the boundary condition (12.65) are replaced by a single integral equation. A major advantage of this for-
malism is that it yields a direct relation between the potential V(r) and the scattering amplitude f (θ ,φ). We now briefly
introduce Green’s functions for potential scattering and then use them to obtain an integral equation for the scattering
wave function in configuration space. A more formal treatment is presented in Sec. 12.4.

In order to define the Green’s function, consider the Hamiltonian operator H = H0 + V in which the first term H0 is
simple enough so that its eigenstates and eigenvalues are known, or at least can be calculated without much difficulty.

In a standard potential scattering problem, H0 is the kinetic energy operator, H0 = −
h̄2

2m∇
2. First, we introduce the

resolvent operators of H and H0, which are closely related to the corresponding Green’s functions defined below. These
are operators acting in the underlying Hilbert space and depend on a complex parameter z (having units of energy) and
are defined as

G(z) ≡ (z− H)−1, (12.70)

G0(z) ≡ (z− H0)
−1. (12.71)

Below we consider matrix elements of these operators between states defined in Hilbert space. Such matrix elements
are functions of the complex variable z with certain analytic properties in the complex z plane. These can be used to
define the analytic properties of the operators themselves. The analytic properties of G(z) and G0(z) depend on the
corresponding spectra of H and H0. By definition, they are singular if z belongs to the spectrum of the Hamiltonian. For
scattering problems with a potential V that falls off fast enough at large r, the spectrum of H consists of a continuous
part extending along the positive real axis, 0 ≤ E < ∞. It might also have a discrete spectrum on the negative part of
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the real axis (that is bounded from below). As for H0, if it is taken to be the kinetic energy alone, its spectrum consists
only of a continuous part extending along the positive part of the real axis, 0 ≤ E <∞. Therefore, both G(z) and G0(z),
when considered as operator-valued functions of the complex parameter z, have a cut along the positive real axis.3 The
relevance of these operators to the actual scattering problem emerges when the complex variable z becomes real and
positive, z → E > 0, where E is the scattering energy. For example, let us rewrite the time-independent Schrödinger
equation, (H0 + V)|ψ〉 = E|ψ〉, in a trivially different form,

(E − H0)|ψ〉 = V|ψ〉. (12.72)

Now formally invert the operator (E − H0) and apply this inverse to both sides of Eq. (12.72). Recalling our statement
on the analytic properties of the resolvents, the inverse of (E − H0) is ill defined when E belongs to the spectrum of H0

(which usually consists of the positive real axis). To avoid this singularity, it is customary to add a small imaginary part
to the energy E→ E± iη, η > 0, and let η→ 0 at the end of the calculations. As will be evident below, the sign in front
of iη is significant. This procedure defines two free Green’s functions:

G±0 (E) ≡ (E ± iη − H0)
−1. (12.73)

The term “free” implies that they are associated with H0, which describes free particles.
Applying G+0 to both sides of Eq. (12.72), we obtain |ψ〉 = G+0 (E)V|ψ〉. By definition, |ψ〉 satisfies the Schrödinger

equation (12.72). However, this is not the solution that we are looking for, because it does not satisfy the asymptotic
boundary conditions (12.65) as there is no incoming wave. This drawback is remedied by adding a plane wave solution

|k〉 of the free Schrödinger equation, H0|k〉 = E|k〉 = h̄2k2

2m |k〉 to the term G+0 (E)V|ψ〉 on the RHS of the equation. This
procedure does not affect the validity of the Schrödinger equation because (E + iη − H0)|k〉 = 0. The state |ψ+k 〉 =
|k〉+G+0 (E)V||ψ

+

k 〉 is therefore a solution of the Schrödinger equation (12.72), which includes an incoming plane wave.
It will be shown below that G+0 is associated with the outgoing spherical wave boundary conditions of ψ+k (r) (12.65),
while G−0 is associated with the incoming spherical wave boundary conditions of ψ−k (r) (12.66). Hence, we have used
the notation |ψ+k 〉 for the former.

The result of these manipulations is an integral equation for |ψk〉 with an inhomogeneous term given by |k〉. Had we
used G−0 instead of G+0 , we would have arrived at an equation for |ψ−k 〉, i.e., the wave function with incoming spherical
wave boundary conditions [see Eq. (12.66)]. Hence, the equation for |ψ±k 〉 is written as

|ψ±k 〉 = |k〉 + G±0 (E)V|ψ
±

k 〉. (12.74)

Equation (12.74) is the abstract form of the Lippmann–Schwinger equation in Hilbert space with outgoing and incoming
wave boundary conditions, respectively. In order to obtain the Lippmann–Schwinger equation in position space, we take
the inner product of Eq. (12.74) with |r〉. On the LHS, we obtain the wave function ψ±k (r), and on the RHS, we can insert
a complete set of states

∫
dr′ |r′〉 〈r′| in between G±0 and V and V and a complete set

∫
dr′′ |r′′〉 〈r′′| in between V and

|ψ±k 〉, using the fact that V is local in position space, we find

ψ±k (r) = (2π)
−

3
2 eik·r

+

∫
dr′ G±0 (r, r′; E)V(r′)ψ±k (r

′). (12.75)

The RHS of the integral equation (12.75) for ψ±k (r) contains G±0 (r, r′; E)=〈r|G±0 (E)|r
′
〉, the configuration space repre-

sentation of the free Green’s function. The advantage of the integral equation formulation is that the boundary conditions
are automatically incorporated into the equations. The integral on the RHS converges if the potential decays as r → ∞
faster than r−1. Scattering by a Coulomb potential, V(r) = C/r, requires separate discussion and will be presented later.
Numerically, integral equations can be treated by matrix inversion methods as discussed below.

3 A complex function f (z) is said to have a cut along the positive real axis if for 0 < E <∞ and η→ 0+, f (E + iη)− f (E − iη) 6= 0.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 15-ch12-605-748-9780444537867 2012/11/15 23:50 Page 625 #21

12.3 Stationary Scattering Theory 625

It is convenient to use the scaled form of the Schrödinger equation, Eq. (12.64), and define the scaled Green’s func-
tion as,

g±(k2) = (k2
± iη − h)−1, (12.76)

g±0 (k
2) = (k2

± iη − h0)
−1, (12.77)

i.e., g±(k2) ≡ (2m/h̄2)G±0 (E) (recall that v(r′) ≡ (2m/h̄2)V(r′), ε ≡ (2m/h̄2)E = k2, h = (2m/h̄2)H, etc.). The relation
(k2
± iη− h0)g

±

0 (k
2) = 1, which follows directly from the definition of g±0 (k

2), is represented in configuration space as,

[∇2
r + k2

± iη]g±0 (r, r′; k2) = δ(r− r′). (12.78)

Note that g±0 (r, r′; k2) = g±0 (r− r′; k2). Equation (12.75) then becomes

ψ±k (r) = (2π)
−

3
2 eik·r

+

∫
dr′ g±0 (r− r′; k2)v(r′)ψ±k (r

′). (12.79)

Problem 12.8

Consider the one-dimensional equation for the free Green’s function, [ d2

dx2 + k2
± iη]g±0 (x, x′; k2) = δ(x− x′).

(a) Show that the solutions are g±0 (x, x′) = − 1
2ik e±ik|x−x′|.

(b) For g+0 (x, x′), find the coefficient of eikx as x→∞ to first order in x′/x.

Answer: eik|x−x′|
≈ e

ikx
(

1− x′x
x2

)
= eik(x−x′).

To relate g±0 with the corresponding spherical wave boundary conditions, consider a solution of Eq. (12.78) with either
outgoing or incoming spherical wave boundary conditions as r→∞,

g±0 (r− r′; k2) = −
e±ik|r−r′|

4π |r− r′|
. (12.80)

To demonstrate the spherical wave boundary conditions, use the limiting form,

|r− r′| = r

√
1−

2r · r′

r2
+

r′2

r2
−−−→
r→∞

r

[
1−

r · r′

r2
+ O

(
1

r2

)]
. (12.81)

This immediately implies,

g±0 (r− r′; k2) −−−→
r→∞

−
e±ikr

4πr
e−ikr̂·r′

= −
e±ikr

4πr
e−ik′·r′ . (12.82)

The last equality employs the fact that as r→∞, the direction of r approaches the final momentum k′, so that

lim
r→∞

kr̂ = k′. (12.83)

It is readily verified that ψ+k (r) satisfies the Schrödinger equation (12.64):

[∇2
r + k2

+ iη]ψ+k (r) = [∇2
r + k2

+ iη](2π)−
3
2 eik·r

+

∫
dr′ δ(r− r′)v(r′)ψ+k (r

′) = v(r)ψ+k (r), (12.84)
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as the first term on the RHS vanishes. To check the boundary conditions of ψk(r) as r → ∞, we can employ the
asymptotic expansion of g0(r− r′), Eq. (12.82), and extract the asymptotic form of the function ψ+k (r) in Eq. (12.79) as,

ψ+k (r) −−−→r→∞
(2π)−

3
2 eik·r

−
eikr

4πr

∫
dr′ e−ik′·r′v(r′)ψ+k (r

′) (12.85)

≡ (2π)−
3
2

[
eik·r
+ f (θ ,φ)

eikr

r

]
. (12.86)

where we have compared with Eq. (12.65) to show that the coefficient of the outgoing spherical wave eikr/r in the
second term on the RHS of Eq. (12.85) is the scattering amplitude f (θ ,φ). Note that the application of ∇2

r to the RHS
of Eq. (12.86) does not completely kill the second term (the outgoing spherical wave), but the nonzero part vanishes as
r→∞.

Depending on the context, we shall use several notations for the arguments of the scattering amplitude, such as f (�),
f (θ ,φ), f (k′, k); all of these are equivalent. Sticking to the convention that the initial-state quantum numbers appear on
the right, the order of the wavevectors is k′, k. The notation f (k′, k) is sometimes used when the variables are integrated
over, and the wavenumbers might be off the energy shell, in the sense of Eq. (12.51). However, as far as the relation of
f (k′, k) to the scattering cross-section is concerned, for a given energy, the wavevectors k and k′ must be constrained by
the on-energy-shell condition (12.51). We, therefore, arrive at the key relation between the scattering amplitude f (�) and
the scattering potential V(r),

f (�) ≡ f (k′, k) = −
(2π)

3
2

4π

∫
dr′ e−ik′·r′v(r′)ψ+k (r

′)

= −
(2π)

3
2 m

2π h̄2

∫
dr′ e−ik′·r′V(r′)ψ+k (r

′) = −
4π2m

h̄2
〈k′|V|ψ+k 〉, (12.87)

where the last equality is due to the plane-wave normalization e−ik′·r′
= (2π)

3
2 〈k′|r′〉. Solving the integral equation

(12.79) and inserting the solution in Eq. (12.87) constitutes a complete solution of the scattering problem. We shall
see below that Eq. (12.87) can serve as a good starting point for numerous approximations. In the analysis leading to
Eqs. (12.85) and (12.87), the simple expression (12.80) for the free Green’s function g±0 (r − r′) has been used. Clearly,
if the full Green’s function g±(r, r′) can be computed, the scattering problem is essentially solved. The corresponding
differential equation for g±(r, r′) (which is in general not a function of only r− r′) is

[∇2
r + k2

± iη − v(r)]g±(r, r′; k2) = δ(r− r′). (12.88)

Unfortunately, evaluation of the full Green’s function in Eq. (12.88) is in general not possible. However, Eq. (12.88) can
serve as a starting point for a number of approximation schemes. These will be discussed in Sec. 12.7. Examples are the
Eikonal approximation, applicable for high energy and smooth potentials v(r), and the Born approximation.

Green’s Function and the Density of States

An important quantity in quantum scattering theory (and elsewhere in quantum mechanics) is the density of states ρ(E).
It is defined mainly for energies E belonging to the continuum part of the spectrum of H. Thus, ρ(E)dE is defined as the
number of states between E and E+dE. If there is a function of energy A(E), which needs to be integrated over the energy
spectrum, the volume element for this integration is naturally ρ(E)dE. This enables the derivation of an important relation
between the Green’s function and the density of states. Consider the full Green’s function G+(E) ≡ (E+ iη−H)−1. In its
application to scattering theory, it is often represented in the configuration representation as the function G+(r, r′; E) =
〈r|G+(E)|r′〉. Now, let us assume that H has only a continuum spectrum and write G+ in the energy representation. That
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is, we consider a complete orthogonal set {|λ〉} of eigenstates of H, such that H|λ〉 = λ|λ〉. In this representation, the
diagonal matrix element is

G+(λ, λ; E) ≡ 〈λ|(E + iη − H)−1
|λ〉 =

1

E + iη − λ
. (12.89)

Multiplying both sides by ρ(λ)dλ and integrating over the entire spectrum, the LHS becomes Tr[G+(E)], i.e.,

Tr[G+(E)] =
∫

dλρ(λ)

E + iη − λ
. (12.90)

The imaginary part of the RHS of Eq. (12.90) is easily seen to be,

Im Tr[G+(E)] = −
∫

dλρ(λ)
η

(E − λ)2 + η2
. (12.91)

As η→ 0, we may use the following representation of the Dirac δ function,

δ(x) = lim
η→0

1

π

η

x2 + η2
. (12.92)

Thus, we arrive at the important relation,

ρ(E) = −
1

π
Im Tr[G+(E)]. (12.93)

Since the trace is representation independent, any representation can be used to evaluate it. This relation between density
of states and the imaginary part of the trace of the Green’s function can be used for any quantum mechanical system. It
plays an important role in the study of the quantum many-body problem, to be discussed in Chapter 14, where the quantity
Im[Tr G] is referred to as the spectral function.

Bound States
Now, consider Eq. (12.89) in the situation where the spectrum of H also includes bound states consisting of a discrete set
of points {En} below the threshold E0 of the continuous spectrum. Near an isolated point E = En, there is no need to add
a small imaginary part, and

G(λ, λ, En) =
1

En − λ
. (12.94)

Therefore, if the eigenvalues En are not degenerate, the bound state energies are simple poles of the Green’s function.

12.4 ASPECTS OF FORMAL SCATTERING THEORY

The formulation of scattering theory within an abstract Hilbert space is referred to as Formal Scattering Theory. The
motivation for pursuing this topic is its flexibility and its potential generalization. It is possible to study numerous different
problems within the same formalism, e.g., the resolvent operators in Eqs. (12.70) and (12.71) are defined in the same
way for many-particle systems, where H and H0 are many-body Hamiltonians. This topic requires a certain degree of
mathematical rigor but we will try to avoid it here as much as possible.
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12.4.1 THE TRANSITION OPERATOR (THE T MATRIX)

State vectors and operators in the abstract Hilbert space spanned by the eigenstates of a given Hamiltonian H can be
represented by vectors and matrices, respectively. The following state vectors and operators, and their representations,
are of special importance in scattering theory:

|k〉 → 〈r|k〉 = (2π)−
3
2 eik·r, (12.95a)

|ψ+k 〉 → 〈r|ψ
+

k 〉 = ψ
+

k (r), (12.95b)

H0 → 〈r|H0|r′〉 = −
h̄2

2m
δ(r− r′)∇2

r , (12.95c)

V → 〈r|V|r′〉 = δ(r− r′)V(r), (12.95d)

G0 → 〈r|G0|r′〉 = G0(r− r′) = −
h̄2

2m

e±ik|r−r′|

4π |r− r′|
, (12.95e)

G0 → 〈k′|G0|k〉 = δ(k− k′)
1

E − h̄2k2

2m

. (12.95f)

Plane wave states are normalized such that the completeness and orthogonality relations in the subspace D+ spanned by
the positive energy eigenstates of the Hamiltonian are∫

dk |k〉〈k| = 1, (12.96a)

〈k′|k〉 = δ(k− k′). (12.96b)

There are several starting points for developing formal scattering theory. We choose an approach related to the time-
dependent scattering theory outlined in Sec. 12.2.1, as applied to the potential scattering Hamiltonian

H =
p2

2m
+ V(r) ≡ H0 + V . (12.97)

The potential V(r) is required to satisfy the condition,

r2
|V(r)| −−−→

r→∞
0. (12.98)

Recall Eq. (12.33), �±|9 in,out(t)〉 = |9(t)〉, with the Möller operators �± defined in Eq. (12.34). For convenience, we
take t = 0 and write

|9(0)〉 = �±|9
in,out(0)〉. (12.99)

Now, the representation (12.36) for the Möller operators and the completeness relation of the momentum states |k〉 on

D+ with H0|k〉 = Ek|k〉 = h̄2k2

2m |k〉 are used. First, we substitute Eq. (12.96a) between�± and |9 in,out(0)〉 in Eq. (12.99).
Next, the time integral in Eq. (12.36) performed with H0 is replaced by Ek, to obtain the Möller operators in the energy
representation,

�±(Ek) ≡ ∓iη(Ek ± iη − H)−1, (12.100)

Hence,

|9(0)〉 =
∫

dk�±(Ek)|k〉 〈k|9 in,out(0)〉, (12.101)
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where the limit η→ 0+ should be taken. We keep the same notation for �±(Ek) as for the abstract Möller operators.
There is a direct relation between �±(E) and the Green function G±(E)= (E ± iη − H)−1. Based on the identity

(A− B)−1
= A−1

+ A−1B(A− B)−1, (12.102)

which is also valid for operators that do not commute with each other. Using Eq. (12.100) for�± and the identity (12.102)
with A = ±iη and B = (H − Ek), we get

�±(Ek) ≡ 1+ G±(Ek)(H − Ek) = 1+ G±(Ek)V . (12.103)

Inserting Eq. (12.103) into Eq. (12.101) we find

|9(0)〉 =
∫

dk |ψ±k 〉 〈k|9
in,out(0)〉, (12.104)

where |ψ±k 〉 is an eigenstate of the Hamiltonian (12.97),

|ψ±k 〉 = �(Ek ± iη)|k〉 ≡ |k〉 + (Ek ± iη − H)−1V|k〉. (12.105)

Finally, again using the identity (12.102) for G±(E) = (E± iη−H0−V)−1, we can write the following integral equation
for |ψ±k 〉:

|ψ±k 〉 = |k〉 + (Ek ± iη − H0)
−1V|ψ±k 〉. (12.106)

This is just the Lippmann–Schwinger equation (12.74). Thus, we have established a direct relation between the abstract
time-dependent formulation of scattering theory and the stationary formulation, which is more practical for calculations
of experimental observables.

We have already stressed that, unlike the scattering state |ψ+k 〉, which has the transparent physical meaning of a plane
wave and an outgoing spherical wave, the state |ψ−k 〉 represents a plane wave and an incoming spherical wave. It does
not represent an experimentally realizable situation, yet the states {|ψ−k 〉} form a complete set in the subspace of positive
energy solutions of the Schrödinger equation, i.e., the subspace D+, and the linear operator transforming this set onto the
set of states {|ψ+k 〉} (i.e., the S matrix) is of utmost importance.

As has already been mentioned, it is useful to regard the energy variable as a complex number z and carry out all the
operator manipulations avoiding at this stage the subtle question of how to approach the real axis. At the end, the complex
variable z approaches the real (physical) energy axis either from above (z = E+ iη) or from below (z = E− iη). For any
operator O(z), we define

O±(E) ≡ O(z→ E ± i0), (12.107)

The most important operators used in formal scattering theory are

G0(z) = (z− H0)
−1, (12.108a)

G(z) = (z− H)−1, (12.108b)

T(z) = V + VG(z)V = V + VG0(z)T(z), (12.108c)

�(z) = 1+ G(z)V . (12.108d)

These definitions imply some useful integral relations between the operators, which are called operator Lippmann–
Schwinger equations,

G(z) = G0(z)+ G0(z)VG(z) = G0(z)+ G0(z)T(z)G0(z), (12.109)

T(z) = V + VG0(z)T(z), (12.110)

�(z) = 1+ G0(z)T(z). (12.111)
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We have already defined the physical Green’s function as a representation of the pertinent resolvent operators as z →
E ± iη. Analogously, we define the T-matrix as the momentum space representation of T(z→ E + iη):

T(k′, k; E) ≡ 〈k′|T(E + iη)|k〉. (12.112)

The connection between T(k′, k; E) and S(k′, k) ≡ 〈k′|S|k〉 will be made in Sec. 12.4.2, where it will also be shown
that the on-shell T-matrix, T(k′, k; E), with k2

= k′2 = ε, is directly related to the scattering amplitude f (θ ,φ). The
Lippmann–Schwinger equations for the wave functions, |ψ±k 〉, based on the definitions (12.105) and Eqs. (12.108b)–
(12.108d) and (12.109)–(12.111) are (see also Sec. 12.3.4)

|ψ±k 〉 = |k〉 + G±0 (E)V|ψ
±

k 〉 (12.113a)

= |k〉 + G±(E)V|k〉 (12.113b)

= |k〉 + G±0 (E)T|k〉. (12.113c)

Equation (12.113a) is identical to expression (12.74). The asymptotic states |ψ±k 〉 are orthogonal,

〈ψ+k′ |ψ
+

k 〉 = 〈k
′
|[1+ VG−(Ek′)]|ψ

+

k 〉

=

〈
k′
∣∣∣∣1+ V

1

Ek′ − Ek − iε

∣∣∣∣ψ+k 〉
=

〈
k′
∣∣∣∣1− 1

Ek − H0 + iε
V

∣∣∣∣ψ+k 〉 = 〈k′|k〉 = δ(k′ − k). (12.114)

The first equality is based on 〈ψ+k′ | = 〈k
′
|[1 + VG−(Ek′)]. The second equality results from (Ek′ − iη − H)−1

|ψ+k 〉 =

(Ek′ − iη − Ek)
−1
|ψ+k 〉, because |ψ+k 〉 is an eigenstate of H with an eigenvalue Ek. The third equality results from the

replacement of Ek by H0 in the denominator, which is allowed when the operator acts leftward on the bra 〈k|. Finally, the
last equality is based on expressing |k〉 in terms of |ψ+k 〉 using Eq. (12.114).

Each set of the scattering states |ψ±k 〉 is complete in the sense that it spans the subspace pertaining to the continuum
spectrum of the Hamiltonian (12.97). Although most of our discussion focuses on |ψ+k 〉, we will encounter below the
need to include |ψ−k 〉 in our calculations. The existence of two sets of eigenfunctions of H, which span the same subspace
D+ is not surprising because each set is determined by different boundary conditions. Since boundary conditions are an
integral part of the definition of H as a hermitian operator, the two sets correspond to different hermitian operators.

Note from Eq. (12.104) that ψ±k is the coefficient of 〈k|9 in,out
〉 in the expression for |9(0)〉. Hence, in the same

way that in the time-dependent formulation the S matrix is an operator connecting |9out
〉 and |9 in

〉 through Eq. (12.37),
we expect to have an analogous operator in the time-independent formalism connecting |ψ−k 〉 with |ψ+k 〉 which is the
corresponding S matrix. This will be demonstrated shortly.

An important expression involving the T matrix, the scattering potential, and the wave functions relate these somewhat
abstract definitions to concrete physical observables. It is obtained by applying 〈k′| on Eq. (12.113b),

T(k′, k; E) = 〈k′|V|ψ+k 〉 = 〈k
′
|V[1+ G+(E)V]|k〉 = 〈k′|T(E + iη)|k〉. (12.115)

Recalling the expression (12.87) for the scattering amplitude, using Eq. (12.115) and the plane wave normalization
(12.95a), we can rewrite the scattering amplitude f (k′, k) in Eq. (12.87) in terms of the T matrix element 〈k′|T|k〉 ≡
T(k′, k):

f (k′, k) = −
4π2m

h̄2
〈k′|T(E + iη)|k〉 = −

4π2m

h̄2
〈k′|V|ψ+k 〉, (k

2
= k′2 = ε). (12.116)

To recover Eq. (12.87) from Eq. (12.116), we can insert
∫

r |r〉〈r| between 〈k| and V and between V and |ψ+k 〉 and
evaluate the integrals.
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The dimension of the scattering amplitude is [f ] = L (length); hence, from Eq. (12.116), it is easily seen that
[〈k′|T|k〉] = EL3, since 〈k′|T|k〉 = (2π)−3

∫
dr e−i(k′−k)·rT(r) and T(r) has the dimension of energy, as does potential

V(r). Thus, the scattering amplitude can be expressed as a constant times the momentum space representation of the
transition operator on the energy shell. Note that for a local potential, such as in Eq. (12.95d), one has

〈k′|V|k〉 = V(k′ − k) = V(q), (12.117)

where q ≡ k′ − k is the momentum transfer (actually wavenumber transfer).
Equation (12.116) is very useful and it shows that one is able to compute the scattering amplitude, and hence the

differential cross-section, directly by solving the Lippmann–Schwinger integral equation (12.108c) in its momentum
space representation,

T(k′, k) = V(k′, k)+
2m

h̄2

∫
dk′′ V(k′, k′′)[k2

+ iη − k′′2]−1T(k′′, k). (12.118)

This is the Lippmann–Schwinger equation for the T-matrix in momentum space. Note that while k′ and k are restricted to
the energy shell, as in Eq. (12.51), the integration variable k′′ leaves the energy shell. The prefactor 2m

h̄2 appears since the
energy denominator of the Green’s function is expressed in terms of squares of wavenumbers and not in terms of energy.
When working in k space, it is convenient to scale T(k′, k) and V(k′, k) as follows:

T(k′, k) =
h̄2

2m
t(k′, k), (12.119a)

V(k′, k) =
h̄2

2m
v(k′, k). (12.119b)

The quantities t(k′, k) and v(k′, k) have the dimension of length, as does the scattering amplitude f (k′, k). Equa-
tion (12.118), when rewritten in terms of t(k′, k) and v(k′, k), does not contain a prefactor:

t(k′, k) = v(k′, k)+
∫

dk′′ v(k′, k′′)[k2
+ iη − k′′2]−1t(k′′, k). (12.120)

The relation between the on-shell t matrix, t(k′, k) (with k2
= k′2 = 2mE

h̄2 ), and the scattering amplitude, f (k′, k), follows
from Eqs. (12.116) and (12.119a):

f (k′, k) = −2π2t(k′, k). (12.121)

The integral equation (12.120) seems rather difficult to handle, since it involves three-dimensional integration. How-
ever, when symmetries are present, e.g., rotational symmetry, Eq. (12.120) can be replaced by a set of one-dimensional
equations for the partial wave T matrices, as explained below.

Eq. (12.116), when combined with Eq. (12.110), suggests a natural scheme for approximating the scattering amplitude
in ascending powers of the potential V , simply by iterating Eq. (12.110):

T = V + VG0T = V + VG0V + VG0VG0V + . . . . (12.122)

This result is referred to as the Born series. To lowest order, one simply replaces T by V , and we obtain the Born approx-
imation for the T matrix. Making this replacement in (12.116), we arrive at the Born approximation for the scattering
amplitude,

fB(k′, k) = −
4π2m

h̄2
〈k′|V|k〉 = −2π2v(k′, k). (12.123)
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For example, consider the case where V(r) is the Yukawa potential,

V(r) = V0
e−µr

µr
, (12.124)

which is used in models for interaction between nucleons and also in the Thomas–Fermi formalism for electron screening.
This is a central potential, so the scattering amplitude depends only on the polar angle θ and not on the azimuthal angle φ.
The momentum space representation gives

fB(θ) = −
2mV0

h̄2µ

1

q2 + µ2
= −

2mV0

h̄2µ

1

2k sin2 θ
2 + µ

2
. (12.125)

Problem 12.9

Determine the total cross-section for scattering from the Yukawa potential within the Born approximation.

Solution: Denote by c ≡ 2mV0

h̄2k2 the dimensionless quantity expressing the ratio between the potential and kinetic

energy and by α ≡ µ

k
√

2
. Employing the relation sin2 θ

2 =
1−cos θ

2 , we have

dσ

d�
=

c2

2µ2

1

(1− cos θ + α2)2
.

The total cross-section is obtained by integrating dσ
d� with the surface element 2π sin θdθ . Letting cos θ ≡ x we get

σ =
2πc2

2µ2

1∫
−1

dx

(1− x+ α2)2
=

2πc2

µ2α2(2+ α2)
.

Problem 12.10

Obtain the Born approximation for the scattering amplitude and the differential cross-section for a Coulomb
potential by taking the limit V0 → 0, µ→ 0, V0

µ
= q1q2.

Answer:

fB(θ) = −
q1q2

2E sin2 θ
2

,
dσ

d�
=

q2
1q2

2

4E2 sin4 θ
2

. (12.126)

For the Coulomb potential, the expression obtained from the Born approximation coincides with the Rutherford for-
mula, Eq. (12.10), and is the same as the exact quantum mechanical cross-section.

The Low Equation

Starting from (12.115) we can derive a nonlinear integral equation for T(k′, k; E) that proves to be useful. For that
purpose, we employ the spectral representation of the resolvent operator G+(E) = G(E + iη) in terms of complete set
of eigenkets {|9E〉} of the full Hamiltonian H. The energies include the continuous spectrum Ek as well as bound state
energies −EB < 0. Thus, with E+ ≡ E + iη,

G(E+) =
∑

B

|9EB〉〈9EB |

E + EB
+

∫
dk′′
|9E′′k
〉〈9Ek |

E+ − Ek′′
. (12.127)
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Inserting the spectral representation (12.127) for G+(E) into (12.115), we arrive at the Low equation for the T matrix,

T(k′, k; E+) = V(k′, k)+
∑

B

〈k′|V|9EB〉〈9EB |V|k〉
E+ + EB

+

∫
dk′′

T(k′, k′′; E+)
[
T(k′′, k; E+)

]∗
E+ − Ek′′

. (12.128)

12.4.2 THE S MATRIX AND MÖLLER OPERATORS

In Sec. 12.2.3, we introduced the S operator (S matrix) S = �†
−�+, which was defined in terms of the Möller operators

�±. It was also pointed out below Eq. (12.114) that the two sets of states {|ψ+k 〉} and {|ψ−k 〉} form two bases in D+
(the subspace of the Hilbert space corresponding to the positive spectrum). Here, we use the energy representation of the
Möller operators �±(E), Eq. (12.103), to form the transformation matrix from the basis |ψ+k 〉 to the basis |ψ−k 〉. This
(unitary) transformation is the S matrix in the energy representation. In analogy with definition (12.37), the S operator in
the energy representation is defined as,

S(E) = �†
−(E)�+(E) = [1+ G−(E)V]†[1+ G+(E)V]. (12.129)

Using the fact that the operators �±(E) transform the states |k〉 to the scattering states |ψ±k 〉 as in Eq. (12.113b), we find
the momentum space representation of the S matrix to be

S(k′, k) = 〈k′|S|k〉 = 〈ψ−k′ |ψ
+

k 〉. (12.130)

Thus, the matrix S(k′, k) transforms the set of states {|ψ−k′ 〉} into {|ψ+k 〉},

|ψ+k 〉 =

∫
dk′ |ψ−k′ 〉S(k

′, k). (12.131)

The dimension of S(k′, k) is L3. We stress that the matrix element S(k′, k) is limited to the representation of the S operator
only in a subspace D+ of the full Hilbert space pertaining to the positive spectrum of the Hamiltonian H. In general, the
Hamiltonian might also have bound state eigenvalues, which do not belong to the sub-space D+. The presence of bound
states affects the low-energy scattering in a profound way, but this is effectively included in the present formalism even
if bound states are not directly included in the basis of states forming the S matrix.

Employing the completeness (in D+) and orthogonality of the asymptotic states |ψ±k 〉, it is evident that the matrix
S(k′, k) is unitary [see also Eq. (12.38)],∫

dq S†(k′, q)S(q, k) =
∫

dq S∗(q, k′)S(q, k) = δ(k− k′). (12.132)

Since the S matrix relates incoming waves to outgoing waves, the unitarity of the S matrix imply flux conservation, i.e.,
the number of particles entering a volume bounded by a spherical shell around the scattering center per unit time is equal
to the number of particles leaving this volume.

Let us return to the relation between the S matrix and the T matrix as defined in Eq. (12.115). Employing the definition
(12.129) and the result (12.765) we can express the S matrix as

S(k′, k) = 〈ψ−k′ |ψ
+

k 〉 = 〈k
′
|ψ+k 〉 + 〈k

′
|V(Ek′ + iη − H)−1

|ψ+k 〉

= 〈k′|ψ+k 〉 + (Ek′ + iε − Ek)
−1
〈k′|V|ψ+k 〉. (12.133)

Employing Eq. (12.113b) for |ψ+k 〉 in 〈k′|ψ+k 〉 appearing on the RHS of the last equality of (12.133) we find,

S(k′, k) = 〈k′|k〉 + 〈k′|(Ek + iη − H0)
−1V|ψ+k 〉 + (Ek′ + iη − Ek)

−1
〈k′|V|ψ+k 〉

= 〈k′|k〉 + [(Ek′ + iη − Ek)
−1
+ (Ek + iη − Ek′)

−1]|〈k′|V|ψ+k 〉. (12.134)
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Digression: An important identity

Let f (x) be a bounded smooth function on the interval −X ≤ x ≤ X for some fixed X > 0. Consider the following
integral:

lim
η→0+

X∫
−X

dx
f (x)

x± iη
= lim
η→0+

 X∫
−X

dx
xf (x)

x2 + η2
∓ iη

X∫
−X

dx
f (x)

x2 + η2

 . (12.135)

In the first term on the RHS, we can take the limit η→ 0+ as long as x 6= 0; therefore, we can compute it formally as,

lim
η→0+

X∫
−X

dx
xf (x)

x2 + η2
=

X∫
−X

dx
f (x)− f (0)

x
+ f (0)

X∫
−X

dx

x
.

The second term on the RHS vanishes while the first term is defined as the principal value integral, P
∫ f (x)

x ≡=∫ X
−X dx f (x)−f (0)

x . The second term on the RHS of Eq. (12.135) is computed using the representation of the Dirac δ
function as,

δ(x) = lim
η→0+

η

x2 + η2
.

These results are summarized in the identity,

1

x± iη
= P

[
1

x

]
∓ iπδ(x). (12.136)

Combining Eq. (12.136) and Eq. (12.115), we finally obtain,

S(k′, k) = δ(k′ − k)− 2π iδ(Ek′ − Ek)T(k′, k). (12.137)

This relation between the S matrix and the T matrix, together with the relation (12.116) between the T matrix and
the scattering amplitude, leads to an important relation known as the optical theorem. First, note from Eq. (12.116)

that T(k′, k) = − 2π h̄2

m f (k′, k) and insert this into Eq. (12.137), so that the S matrix is given in terms of the scattering
amplitude. Next, use this modified expression for the S matrix in the unitarity relation (12.132):∫

dk̂′′ f ∗(k′, k′′)f (k′′, k) =
4π

2ik
[ f (k′, k)− f ∗(k, k′)]. (12.138)

Recall that, as far as the scattering amplitude is concerned, both momenta are restricted on the energy shell k2
= k′2 =

k′′2 = 2mE/h̄2 [this is guaranteed by the δ(Ek − Ek′) term in Eq. (12.137)] and is the reason that the integration on the
LHS of Eq. (12.138) is performed only on the angular part. On the other hand, note that when we consider the Lippmann–
Schwinger equation (12.118) for the T matrix, the intermediate momentum k′′ is allowed to leave the energy shell. In the
special case k = k′, the LHS of Eq. (12.138) is identified with the total cross-section, while in the RHS, we encounter
the imaginary part of the forward scattering amplitude,

σ =

∫
dk̂′′ |f (k, k′′)|2 =

4π

k
Im[f (k, k)]. (12.139)

This result is known as the optical theorem. It relates the total cross-section to the imaginary part of the forward scattering
amplitude. See also Eq. (12.170) for a discussion of the optical theorem.
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12.5 CENTRAL POTENTIALS

A local interaction potential V(r1− r2) between two particles that depends only on r = |r| = |r1− r2|, i.e., V(r1− r2) =

V(r), is referred to as a spherically symmetric or a central potential (see Sec. 3.2). It was shown in Sec. 12.3.2 that the
two-body collision problem with interaction V(r1 − r2) is reducible to that of single-particle scattering from a central
potential V(r). This section treats scattering of a particle of mass m and energy E > 0 from a central potential V(r). The
underlying Hamiltonian is

H = −
h̄2

2m
∇

2
r + V(r). (12.140)

To simplify the discussion, we assume that the colliding particles are elementary, i.e., besides spin, they do not have
internal structure.

12.5.1 CENTRAL POTENTIALS AND SPIN

The role of spin in connection with central potentials should be clarified. If the particles are spinless, their mutual inter-
action must be central. To show this, start from the general form of a two-body interaction V(r1, r2). Invariance under
translation dictates that it must be a function of r = r1 − r2. Moreover, the interaction must be a scalar, and therefore,
it can depend only on |r|. In other words, the only scalar that can be constructed from the vector r is r2

= r · r. Thus,
non-central potentials are relevant if the interaction depends also on spin. The corresponding spin operators, s1 and s2,
can form scalars with r in such a way that the resulting interaction will not depend only on r. Such non-central potentials
are intimately related to the particle spin and will be discussed in Sec. 12.8.8. If the two-body interaction of particles is
spin-independent, the spin part of the two-particle wave function can be written in terms of the individual spin functions
ηsiσi , i = 1, 2, where si is the spin of particle i and σi is its projection along a given quantization axis, as

|sσ 〉 ≡ ηsσ =
∑
σ1σ2

〈s1σ1s2σ2|sσ 〉ηs1σ1ηs2σ2 , (12.141)

where 〈s1σ1s2σ2|sσ 〉 is the corresponding Clebsch–Gordan coefficient. Spin independence of the potential V is formally
expressed as,

〈s′σ ′|V|sσ 〉 = δss′δσσ ′V
s. (12.142)

Hence, even if the scattered particles do have spin, the spin independence of the interaction encoded in the above equation
implies that the corresponding spin wave functions are completely separated from the space coordinates and can be
“factored out.” All matrix representations of the relevant operators, e.g., the S matrix and the T matrix, are diagonal in
the spin coordinates, as is the potential V in Eq. (12.142).

12.5.2 AXIAL SYMMETRY

The Hamiltonian (12.140) commutes with the orbital angular momentum operator L. From Sec. 3.2, it is clear that
the natural coordinate system for treating this kind of problem is the spherical coordinate system, r, θ ,φ. However,
the asymptotic boundary condition (12.66) destroys the spherical symmetry of the problem due to the presence of the
plane wave. Still, the problem has cylindrical symmetry around the z axis, which is the direction of the incoming beam,
k = (0, 0, k). The dependence of the wave function on the azimuthal angle φ enters only through a phase factor eimφ , but
the scattering amplitude and the differential cross-section do not depend on φ at all. This symmetry is employed below
in the partial wave analysis formalism.
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For notational convenience, we continue to use scaled energy k2
=

2mE
h̄2 and potential v(r) = 2mV(r)

h̄2 , so Eqs. (12.64)
and (12.65) adapted for scattering from central potential now read,

[−∇2
r + v(r)]ψ+k (r) = k2ψ+k (r), (12.143)

ψ+k (r) −−−→r→∞
(2π)−

3
2

[
eikz
+ f (θ)

eikr

r

]
, (12.144)

where, following Fig. 12.5,

cos θ = k̂ · k̂′ = lim
r→∞

k̂ · r̂. (12.145)

The differential and total cross-sections are given by,

dσ

d�
= |f (θ)|2, (12.146a)

σ = 2π
∫

dθ |f (θ)|2 sin θ . (12.146b)

12.5.3 PARTIAL WAVE ANALYSIS

We shall now use the spherical symmetry of the potential in order to reduce the 3D Schrödinger equation (12.143) to a
decoupled set of one-dimensional equations. The rotational symmetry is encoded by the relation [H, L] = 0, where L is
the angular momentum operator. Within the spherical coordinate system r, θ ,φ, this symmetry enables the separation of
variables. The key relation for this separation is the decomposition of the Laplacian as,

∇
2
r =

∂2

∂r2
+

2

r

∂

∂r
−

L2

h̄2r2
, (12.147)

which is proved in Sec. 3.2, Eq. (3.60). Thus, Eq. (12.143) has basic solutions [see Eqs. (3.64) and (3.75)]

ψlm(r, θ ,φ) = Rl(r)Ylm(θ ,φ), (12.148)

which are eigenfunctions of L2 and Lz,

L2ψlm(r, θ ,φ) = h̄2l(l+ 1) ψlm(r, θ ,φ), (12.149)

Lzψlm(r, θ ,φ) = h̄mψlm(r, θ ,φ), (12.150)

where Ylm(θ ,φ) are the spherical harmonics. Inclusion of spin is achieved simply by multiplying ψlm(r, θ ,φ) by the spin
function ηsσ defined in Eq. (12.141). The two-particle wave function, including the spinor, is

9lmsσ (r, θ ,φ) = ψlm(r, θ ,φ) ηsσ . (12.151)

The angular and spin part can be combined together as a ket |lmsσ 〉 with configuration space representation given by,

〈r̂|lmsσ 〉 = Ylm(θ ,φ) ηsσ . (12.152)

These are eigenfunctions of L2, Lz, S2 and Sz with corresponding eigenvalues h̄2l(l + 1), mh̄, h̄2s(s + 1), and h̄σ . The
functions 〈r̂|lmsσ 〉 can be regarded as geometric factors, in the sense that they reflect the symmetry of the problem, but
they do not depend on the scattering potential. All the dynamics of the problem and its relation to the scattering potential
v(r) is then encoded in the radial wave functions Rl(r), which play a central role in the present analysis.

Since the spin functions play no role here, the representation (12.152) is not actually used. The solution of the
Schrödinger equation (12.143) is achieved by expanding the space part of the wave function ψ+k (r) in terms of the
basic solutions ψlm(r, θ ,φ), such that the asymptotic condition (12.144) is satisfied. This procedure is referred to as par-
tial wave expansion. As already mentioned, for central potentials, the wave function depends on φ only through a phase
factor eimφ , and the scattering amplitude does not depend on φ. Hence, it is legitimate to take m = 0 and expand the wave
function in terms of angular functions Yl0(θφ) = Pl(cos θ) , i.e., the Legendre polynomials.
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Partial Wave Expansion of f(θ)

The partial wave expansion of the scattering amplitude is carried out in several steps.

• In the first step, the partial wave expansion of the incoming plane wave is performed (see Sec. 3.2.1),

1

(2π)
3
2

eikz
=

1

(2π)
3
2

eikr cos θ
=

1

(2π)
3
2

∞∑
l=0

(2l+ 1)iljl(kr)Pl(cos θ). (12.153)

• In the second step, the partial wave expansion of the scattering state ψ (+)k (r, θ) is carried out,

ψ
(+)
k (r, θ) =

1

(2π)
3
2

∞∑
l=0

(2l+ 1)ilRl(r)Pl(cos θ), (12.154)

In the absence of scattering (v(r) = 0), ψ (+)k (r, θ) reduces to the plane wave (12.153) and Rl(r)→ jl(kr).
• In the third step, the Schrödinger equation for the radial wave function Rl(r) is derived. Substituting expansion (12.154)

into the Schrödinger equation (12.143), using expression (12.147) for the Laplacian and the orthogonality of the Leg-
endre polynomials, one arrives at the radial differential equation for Rl(r),[

d2

dr2
+

2

r

d

dr
+ k2
−

l(l+ 1)

r2
− v(r)

]
Rl(r) = 0. (12.155)

Thus, as asserted above, the radial functions Rl(r) contain all the dynamical information of the scattering problem.
In the absence of scattering, v(r) = 0, the basic solutions of Eq. (12.155) are the spherical Bessel functions and the

spherical Neumann functions of order l, jl(kr) and nl(kr) [see Appendix B, Eqs. (B.28)]. While both jl(kr) and nl(kr)
are real, jl(kr) is regular, whereas nl(kr) is singular at the origin r = 0.

Construction of linear combinations of jl(kr) and nl(kr), which at large distance r behave as outgoing and incoming
spherical waves, is of special importance. These are the spherical Hankel functions h±l (kr) defined as (see Appendix B),

h±l (kr) = jl(kr)± inl(kr). (12.156)

For large argument, z = kr→∞, the following asymptotic behavior will be useful,

jl(z)→
sin(z− lπ

2 )

z
, nl(z)→−

cos(z− lπ
2 )

z
, h±l (z)→∓i

e±i(z− lπ
2 )

z
. (12.157)

It is sometimes useful to eliminate the first derivative term in Eq. (12.155) using the transformation

ul(r) = krRl(r). (12.158)

ul(r) satisfies the modified radial Schrödinger equation,[
d2

dr2
+ k2
−

l(l+ 1)

r2
− v(r)

]
ul(r) = 0. (12.159)

Since Rl(r) must be regular at any point, including r = 0, we require that ul(r) → 0 as r → 0 at least as O(r).
We will use either Rl(r) or ul(r), depending upon which is more convenient. In the absence of scattering, the analo-
gous solutions are the Riccati Bessel, Ricatti Neumann, and Ricatti Hankel functions defined as (see Eqs. (B.31) in
Appendix B),

ĵl(z) = zjl(z), n̂l(z) = znl(z), ĥ±l (z) = zh±l (z). (12.160)
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• Our task in the fourth step is to relate the solutions Rl(r) of the radial Eq. (12.155) or (12.159) to the scattering
amplitude f (θ)) appearing in Eq. (12.143). To this end, we substitute in Eq. (12.144) the partial wave expansions of
the incoming plane wave (12.153) and of the scattering state (12.154). Note that Eq. (12.144) is valid only at r→∞,
and hence, we will need to use the asymptotic form of the radial functions Rl(r). In this region, the potential v(r) is
negligibly small and can be omitted in Eq. (12.155). Equation (12.155) then reduces to a variant of the radial Bessel
equation whose general solution is a combination of Bessel and Neumann functions (jl(kr) and nl(kr), respectively).
The asymptotic form of either Rl(r) or ul(r) is written as

Rl(r) −−−→
r→∞

[cos δl(k)jl(kr)− sin δl(k)nl(kr)], (12.161a)

ul(r) −−−→
r→∞

[cos δl(k)ĵl(kr)− sin δl(k)n̂l(kr)]. (12.161b)

The coefficients are expressed in terms of trigonometric functions of an angle δl(k) referred to as phase shift for the
angular momentum partial wave l. Knowledge of all phase shifts δl(k), l = 0, 1, . . . is equivalent to a complete solution
of the scattering problem (see below). Equations (12.161a) and (12.161b) are valid at large r, where v(r) ≈ 0. Taking
r even larger, one can employ the asymptotic expressions for the Bessel and Neumann functions [see Eqs. (B.29a) in
Appendix B],

jl(kr) −−−→
r→∞

sin(kr − 1
2 lπ)

kr
, nl(kr) −−−→

r→∞
−

cos(kr − 1
2 lπ)

kr
, (12.162a)

[cos δl jl(kr)− sin δl nl(kr)]→
1

kr
sin

(
kr −

1

2
lπ + δl

)
. (12.162b)

Thus, at very large r, where the Bessel functions can be approximated by simple trigonometric functions, the radial
functions Rl(r) [or equivalently ul(r)] have the asymptotic behavior,

Rl(r) −−−→
r→∞

Al

kr
sin

(
kr −

1

2
lπ + δl

)
, (12.163a)

ul(r) −−−→
r→∞

Al sin

(
kr −

1

2
lπ + δl

)
, (12.163b)

where the constant Al will be determined using the fifth and sixth steps to be Al = eiδl .
• In the fifth step, the asymptotic expansions (12.153) and (12.154) with Rl(r) from (12.163a) are inserted in

Eq. (12.144), which [after factoring out the common factor (2π)−3/2 and taking r to be very large] is rewritten as,

∞∑
l=0

(2l+ 1)ilAl
sin(kr − 1

2 lπ + δl)

kr
Pl(cos θ) =

∞∑
l=0

(2l+ 1)il
sin(kr − 1

2 lπ)

kr
Pl(cos θ)+ f (θ)

eikr

r
. (12.164)

• In the sixth step, the identity sin x = eix
−e−ix

2i is used and (12.164) is rewritten as a linear combination aeikr
+be−ikr

= 0,
which forces both constants a and b to vanish. The coefficient of e−ikr does not involve f (θ) and can be made to vanish
by choosing Al = eiδl(k). This leads to the relation,

f (θ) =
1

k

∞∑
l=0

(2l+ 1)eiδl sin δlPl(cos θ). (12.165)

Equation (12.165) completes the procedure of partial wave analysis of the wave function for scattering by spherically
symmetric potential. The relevant physics is encoded in the phase shifts, δl(k), and the main goal of scattering theory
calculations is to compute the phases within some reasonable approximation. This task will be elaborated in the next
section.
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Following the definition of the differential cross-section, Eq. (12.146a), it is readily found that

dσ

d�
= | f (θ)|2 =

1

k2

∣∣∣∣∣
∞∑

l=0

(2l+ 1)eiδl sin δlPl(cos θ)

∣∣∣∣∣
2

. (12.166)

When this expression is integrated over a spherical shell (at very large distance from the scattering center), one obtains
the total cross-section (12.146b),

σ =

∫
d�

dσ

d�
= 2π

π∫
0

dθ
dσ

d�
sin θ =

4π

k2

∞∑
l=0

(2l+ 1) sin2 δl. (12.167)

It is useful at this point to compare this quantum mechanical result with the classical result (12.6). We have seen that the
concept of total scattering cross-section in classical mechanics makes sense only if the range r0 of the scattering potential
is finite. For impact parameters b exceeding r0, classical scattering does not take place. Translated into the quantum
mechanical picture, this means that, roughly speaking, there is a maximal angular momentum Lmax ≥ kr0, such that
the phase shift δl for l > Lmax ≥ kr0 is very small. Let us make the further assumption that for l < Lmax, scattering
is “maximal” in the sense that δl = π/2 (this is the unitary bound of the partial wave cross-section imposed by flux
conservation), hence,

σ ≈
4π

k2

Lmax∑
l=0

(2l+ 1) ≈ 4πr2
0 (classical approximation). (12.168)

This means that for a potential of finite extent, the quantum mechanical total cross-section might exceed the classical
total cross-section (i.e., the area of the scatterer) by a factor 4. It is a manifestation of the wave nature of particles and the
unavoidable occurrence of diffraction.

Equations (12.166) and (12.167) show that the method of partial waves is easiest to carry out at low energy where
kr0 / 10, so that the summation is carried out over only a few partial waves. Indeed, accurate calculation of phase shifts δl

involves substantial effort, since it requires the solution of the radial equation (12.155) separately for each partial wave l.
Moreover, even after obtaining the phase shifts, carrying out the actual summation over partial waves is computationally
expensive if the number of contributing partial waves is very large (if kr0� 10). An illuminating example of this difficulty
can be taken from electromagnetic scattering, such as light scattered from water droplets. Then kr0, the product of the
wavenumber of visible light and the radius of the water droplet, is about 300, and the summation cannot be done in a
straight-forward manner (for, among other reasons, it yields a rapidly oscillating function of k and θ ). One has to employ
more sophisticated methods of summation, e.g., the Sommerfeld–Watson transformation. Using this procedure, one finds
some of the most fascinating phenomena in nature, such as the rainbow or the glory.

The optical theorem (12.139) relates the total cross-section (12.167) to the imaginary part of the forward (θ = 0)
scattering amplitude. Indeed, for θ = 0, using Pl(1) = 1 in Eq. (12.165), one obtains the following expression for the
forward scattering amplitude,

f (0) =
1

k

∞∑
l=0

(2l+ 1)eiδl sin δl. (12.169)

The imaginary part of the RHS of the last equation multiplied by 4π
k is equal to the RHS of Eq. (12.167),

σ =
4π

k
Im[f (θ = 0)]. (12.170)

The fact that the total cross-section is related to the scattering amplitude in the forward direction can be simply under-
stood as follows. The total cross-section is defined as the number of particles per unit time which are deflected from
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their initial direction k = kẑ, divided by the incoming flux. This deflection of incoming particles is due to interference
between the plane wave and the outgoing radial component of the wave function (12.144) at large r and at θ = 0. When
this interference scenario is presented in detail, the optical theorem holds more generally, e.g., in cases of scattering by
non-central potentials, multichannel scattering, and scattering reactions (both these terms are defined later). The deriva-
tion of Eq. (12.170) and the relation (12.137) between the S and T matrices within formal scattering theory indicate
that the optical theorem is just another manifestation of the unitarity of the S matrix, which, physically, expresses flux
conservation.

Partial Wave S Matrix and Phase Shift

When l is a good quantum number, the scattering behavior is encoded into the radial wave function Rl, and more specif-
ically, into the phase shift δl(k) (or equivalently, into the partial wave S matrix Sl(k)). To show this, it is useful to write
the asymptotic expression (12.161a) for Rl(r) as,

Rl(r) = h−l (kr)+ Sl(k)h
+

l (kr). (12.171)

The reason for using this form is as follows: Eq. (12.171) tells us that the scattering process for a given angular momentum
quantum number l is composed of an incoming spherical wave approaching the origin r = 0 with unit amplitude and
then reflected from the origin as an outgoing spherical wave with an amplitude Sl. Since no flux is lost in this process,
the amplitude of the reflected wave should satisfy the unitarity condition |Sl| = 1. This amplitude is referred to as the
S matrix for partial wave l (although for central potential scattering it is just a single number for a given l). It encodes
all the relevant physics of the scattering for the lth partial wave. Comparing Eqs. (12.171) and (12.161a) and using the
relations (12.157), one easily verifies that

Sl(k) = e2iδl(k). (12.172)

The numbers Sl(k) can be used to describe partial wave expansions of scattering. The partial wave scattering amplitude
fl(k) is defined as,

fl(k) =
1

k
eiδl(k) sin δl(k) =

Sl(k)− 1

2ik
, (12.173)

where the latter equation follows since eiδl sin δl =
e2iδl−1

2i . Hence, differential scattering cross-sections can be expressed
in terms of Sl.

In a later section, we will study scattering between particles whose interaction is spin dependent, i.e., the potential is
not spherically symmetric. In this case, the orbital angular momentum is not a good quantum number, and one encounters
a bona fide S matrix with elements Sll′ that are not diagonal in l. Nevertheless, the S matrix is unitary, SS†

= S†S = 1,
where 1 is the unit matrix in the appropriate space. The eigenvalues of the S matrix are then unimodular and can be
written as e2iδn . The corresponding phases, δn, are referred to as eigen-phase shifts.

Let us now carry out the partial wave expansion of the T matrix. Recall that on the energy shell, k2
= k′2 = 2m

h̄2 E,

and for central potentials, the t matrix t(k′, k) is a function of the energy (or more conveniently of the magnitude of the
momentum k) and the scattering angle θ , such that cos θ = k̂ · k̂′. Thus, on-shell we may write t(k′, k) = t(cos θ , k). The
partial expansion reads,

t(cos θ , k) =
1

4π

∞∑
l=0

(2l+ 1)tl(k)Pl(cos θ). (12.174)

The inverse relation, obtained upon multiplying by a Legendre polynomial, integrating over angle and using the orthog-
onality of the Legendre functions,

∫ 1
−1 Pl(x)Pm(x)dx = 2

2l+1δlm, is

tl(k) = 2π

1∫
−1

d(cos θ)Pl(cos θ) t(cos θ , k). (12.175)
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From Eq. (12.121) relating f (k′, k) to t(k′, k) and from the partial wave expansion of f (k′, k) in Eq. (12.165), the relation
of tl(k) to the partial wave scattering amplitude fl(k), introduced in Eq. (12.173), is simply through a constant factor

tl(k) = −
2

π

eiδl sin δl

k
= −

2

π
fl(k). (12.176)

Combined with Eq. (12.173) we obtain,

Sl(k) = e2iδl(k) = 1− iπktl(k) = 1+ 2ikfl(k). (12.177)

Partial Wave Lippmann–Schwinger Equation

The integral over momentum in the Lippmann–Schwinger Eq. (12.120) involves leaving the energy shell, i.e., k′′2 6=
k2
=

2mE
h̄2 . Hence, if we want to expand Eq. (12.120) in partial waves, we must keep in mind that k′′ 6= k and write

t(k′′, k) = t(cos θ , k′′, k). Partial wave expansions of the t matrix and the potential (for arbitrary wavenumbers q′, q
whether they are on-shell or not) reads,

t(q′, q) =
1

4π

∞∑
l=0

(2l+ 1)tl(q
′, q)Pl(cos θ), (12.178)

v(|q− q′|) = v(cos θ , q, q′) =
1

4π

∞∑
l=0

(2l+ 1)vl(q, q′)Pl(cos θ). (12.179)

The inverse relations are

tl(q
′, q) = 2π

π∫
0

dθ sin θ Pl(cos θ)t(cos θ ; q′, q), (12.180)

vl(q, q′) = 2π

π∫
0

dθ sin θ Pl(cos θ)v(cos θ ; q, q′). (12.181)

Carrying out a partial wave expansion of the Lippmann–Schwinger equation (12.120), we obtain the following equation
for the partial wave t matrix:

tl(k
′, k) = vl(k

′, k)+
∫

dk′′ vl(k
′, k′′)

k′′2

k2 + iη − k′′2
tl(k
′′, k). (12.182)

When we need the on-shell partial wave t matrix, we take k′ = k =
√
ε, but k′′ in the integral deviates from the on-shell

constraint.

Problem 12.11

Find the partial wave potential vl(k′, k) for the Yukawa potential, V(r) = V0
e−µr

µr , introduced in Eq. (12.124). Note
that its on-shell momentum space representation is given by the first term on the RHS of Eq. (12.125).

Answer: The off-shell momentum space representation is v(cos θ , k, k′) = − 2mV0

h̄2µ

1
k2+k′2−2kk′ cos θ

. Using

Eq. (12.181), we then obtain vl(k, k′) = − 2mV0

h̄2µ

∫
dθ sin θ Pl(cos θ)

k2+k′2−2kk′ cos θ
.
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Relation between the Wave function and the T Matrix

The above analysis is now employed in order to write down an expression for the partial wave function Rl(r) in terms
of the partial wave T matrix. Let us start from the abstract equation (12.113c) and represent it in configuration space by
applying the bra 〈r| on the left, replacing G+0 T by g+0 t.

ψ+k (r) = 〈r|k〉 + 〈r|g
+

0 t|k〉 = (2π)−
3
2

(
eik·r
+ (2π)3

∫
dr′ 〈r|g+0 |r

′
〉〈r′|t|k〉

)
. (12.183)

Note the mixed representation of the t matrix in the integrand. This is not an obstacle because using the configuration
space representation (12.80) of the Green’s function and taking the limit r→∞, we can follow the procedure leading to
Eq. (12.85) and find,

lim
r→∞

∫
dr′ 〈r|g+0 |r

′
〉〈r′|t|k〉 = −

eikr

4πr
t(k′, k), (12.184)

because as r→∞, the direction of r̂ coincides with that of the final momentum k̂′. Hence,

lim
r→∞

ψ+k (r) = (2π)
−

3
2

(
eik·r
− 2π2 eikr

r
t(k′, k)

)
= (2π)−

3
2

(
eik·r
+

eikr

r
f (θ)

)
, (12.185)

and the resulting expression,

f (θ) = −2π2 t(k′, k), (12.186)

is consistent with Eq. (12.121).
Now let us examine the partial wave content of Eq. (12.113c) or equivalently, Eq. (12.183), using the momentum

space representation of the T matrix,

ψ+k (r) = (2π)
−

3
2

(
eik·r
+

∫
dq

eiq·r

k2 + iη − q2
t(q, k)

)
. (12.187)

We now expand all the three functions, ψk(r), eik·r, and 〈q|t|k〉 in partial waves and use the completeness and orthogo-
nality of the angular (Legendre) functions. This task has already been carried out in Eqs. (12.154), (12.153), and (12.175),
and after its application, it yields the partial wave component of Eq. (12.183),

Rl(r) = jl(kr)+
∫

dk′
k′2jl(k′r)

k2 + iη − k′2
tl(k
′, k). (12.188)

Note that tl(k′, k) is used here off-shell. At large distance, r→∞, the integral on the RHS of Eq. (12.188) can further be
simplified. First, on changing variables from k′ to ε′ = k′2, the integral over k′ is computed using the identity (12.136).
Second, the asymptotic form (12.162a) of the spherical-Bessel function jl(kr) is inserted. The asymptotic form of the
integral is

lim
r→∞

∫
dk′

k′2jl(k′r)

k2 + iη − k′2
tl(k
′, k) = −π

ei(kr−lπ/2)

r
tl(k), (12.189)

where tl(k) ≡ tl(k, k) with the on-shell condition k = k′ =
√
ε [see Eq. (12.234)], hence,

Rl(r)→ jl(kr)− π
ei(kr−lπ/2)

r
tl(k). (12.190)

Inserting this limit into the RHS of Eq. (12.188) and recalling the relation (12.176) between tl(k) and the phase shift, and
expressing the spherical-Bessel function jl(kr) in terms of spherical Hankel functions h±l leads us back to Eq. (12.171)
relating the radial wave function directly to the S matrix and phase shift.
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Lippmann–Schwinger Equation for the Radial Function

Using the Green’s function method for Eq. (12.155), we can obtain the Lippmann–Schwinger equation for the radial
function Rl(r). We seek the partial wave Green’s function g+l (r, r′; k) satisfying the inhomogeneous differential equation,[

d2

dr2
+

2

r

d

dr
+ k2
−

l(l+ 1)

r2

]
g+l (r, r′; k) = δ(r − r′), (12.191)

such that g+l (r, r′; k) is regular at the origin and has the asymptotic form of an outgoing radial partial wave at large r,

g+l (r, r′; k) −−−→
r→∞

al(kr′)h+l (kr). (12.192)

Here, al(kr′) is bounded and h+l (kr) is the radial Hankel function of the first kind, Eq. (12.157). The solution of
Eq. (12.191) with the boundary conditions (12.192) regular at the origin is

g+l (r, r′; k) = θ(r′ − r)jl(kr)h+l (kr′)+ θ(r − r′)jl(kr′)h+l (kr). (12.193)

Then a solution of Eq. (12.155) with the appropriate asymptotic conditions (12.161a) or equivalently (12.171) can be
defined in terms of the partial wave Lippmann–Schwinger equation for the wave function,

Rl(r; k) = jl(kr)+

∞∫
0

dr′ g+l (r, r′; k)v(r′)Rl(r
′; k). (12.194)

Problem 12.12

Prove the following equalities,

h+l (−kr) = (−1)l[h+l (kr)]∗, (12.195)

ul(r;−k) = (−1)l+1[ul(r; k)]∗. (12.196)

Solution: Following Eq. (10.1.16) in Ref. [27], h+l (z) = i−l−1z−1eiz∑l
k=0(n+

1
2 , k)(−2iz)−k, where (l+ 1

2 , k) are
real functions of l and k. For z = kr real, the equality (12.195) is obtained by replacing the sign of z in the above
expression. For Eq. (12.196), note that ul(r;−k) satisfies the same equation as ul(r; k) and it is required to be a
regular solution. Hence, ul(r;−k) = eiαul(r; k) for an arbitrary phase α. Following Eq. (12.163b) with A = eiδl(k),
we may write,

ul(r;−k) −−−→
r→∞

eiδi(−k) sin[−kr − 1
2 lπ + δl(−k)] = eiαeiδl(k) sin[kr − 1

2 lπ + δl(k)].

This equality is possible only if δl(−k) = −δl(k) and eiα
= (−1)l+1.

Example 1: Scattering from an Impenetrable Sphere
As a first example consider the scattering from an impenetrable (i.e., hard) sphere, defined by,

v(r) =

{
∞ (r < r0)

0 (r > r0)
. (12.197)

The wave function must vanish for r ≤ r0. Setting Rl(r0) = 0 in Eq. (12.171) implies the relation,

Sl = e2iδl = −
h−l (kr0)

h+l (kr0)
(for hard sphere potential of radius r0). (12.198)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 15-ch12-605-748-9780444537867 2012/11/15 23:50 Page 644 #40

644 CHAPTER 12 Scattering Theory

This relation is also equivalent to

tan δl =
jl(kr0)

nl(kr0)
. (12.199)

In the low-energy limit kr0 � 1, using the approximations of the Bessel and Neumann functions for small argument
z� 1, one can go further and approximate,

tan δl ≈ −
(kr0)

2l+1

(2l+ 1)[(2l− 1)!!]2
. (12.200)

This shows that at low energy (kr0 < 1), tan δl strongly falls off with l. For s-wave scattering (l = 0), the limit k → 0
of the expressions for the differential and total cross-sections [Eqs. (12.166) and (12.167), respectively] exists due to the
factor 1

k2 , and one has,

dσ

d�
= r2

0 , σ = 4πr2
0 (12.201)

in agreement with Eq. (12.168). In the high-energy limit, kr0 � 1, we can use the result (12.199) in the partial wave
expansions for either the differential cross-section (12.166) or the total cross-section (12.167), keeping in mind that,
classically, the number of contributing partial waves is of the order of kr0. Hence, the sum can be extended with l→∞,
but it still turns out to be difficult to evaluate, especially for the differential cross-section where it includes rapidly
oscillating terms. For the total cross-section, the summation reads,

σ =
4π

k2

∞∑
l=0

(2l+ 1)j2l (kr0)

j2l (kr0)+ n2
l (kr0)

. (12.202)

Using asymptotic expressions for the Bessel functions, it turns out that the main contribution to the sum comes from terms

with l < kr0+A(kr0)
1
3 , where A > 0 is of order unity. Moreover, the sum can be approximated by 1

2 (kr0)
2[1+O(kr0)

−
2
3 ].

Thus, within this approximation, the total cross-section is,

σ = 2πr2
0 , (12.203)

which is twice the classical result. Both the low-energy (12.201) and the high-energy (12.203) results are attributed to the
wave nature of particles. However, the precise relation with the pertinent factors 4 and 2 is not completely established.

Example 2: Scattering from a Penetrable Sphere
A less trivial example is that of scattering from a penetrable sphere (a finite spherical “square well”),

v(r) =

{
−V0 (r < r0)

0 (r > r0)
, (12.204)

where V0 > 0 is the depth of the potential well. Unlike the previous case of hard sphere, now the wave function Rl(r)
[which solves Eq. (12.155)] does not vanish at r < r0 but should vanish at the origin for l > 0. It is then given by

Rl(r) = Ajl(κr), for r < r0, (12.205)

where

κ =
√

k2 + V0 = k

√
1+

V0

k2
(12.206)
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is the modified wavenumber inside the potential well. The square root multiplying the wavenumber k in the second term
on the RHS of Eq. (12.206) is in fact the refraction index,

n(k) =
κ

k
=

√
1+

V0

k2
. (12.207)

The matching procedure at r = r0 is straightforward. Define

γ ≡ kr0, ζ ≡ κr0, (12.208)

and employ the following notation for logarithmic derivatives,

[jl](ζ ) =
1

jl(z)

(
djl(z)

dz

)
z=ζ

, [h±l ](γ ) =
1

h±l (z)

(
dh±l (z)

dz

)
z=γ

. (12.209)

Then, one finds that

Sl(k) =
h−l (γ )

h+l (γ )

κ[jl](ζ )− k[h−l ](γ )

k[h+l (γ )]− κ[jl](ζ )
. (12.210)

Problem 12.13

(a) Show that the phase shift for the penetrable sphere is

tan δl(k) =
kj′l(γ )jl(ζ )− κj′l(ζ )jl(γ )

kn′l(γ )jl(ζ )− κj′l(ζ )nl(γ )

(b) Carry out the analysis for a repulsive square well potential.

Guidance: In the equations above, replace V0 →−V0 < 0. Distinguish the two cases: (1) k2
− V0 > 0 and (2)

k2
− V0 < 0. In case 1, κ , n(k), and ζ are real, and all the equations remain the same. In case 2,

κ = i
√

V0 − k2, ζ = κr0 are pure imaginary and n(k) is complex. Using the Rayleigh formulas in Abramowitz and
Stegun [27], Eqs. (10.1.25) and (10.1.26) with z→ ix, you will find that

jl(ix) = (−ix)l
(

1

x

d

dx

)l sinh x

x
, nl(ix) = i(−ix)l

(
1

x

d

dx

)l cosh x

x
. (12.211)

Hence, jl(ix) is real (pure imaginary) for even (odd) l, while nl(ix) is real (pure imaginary) for odd (even) l. Show
that Sl is unitary and that δl is real.

Although the method for evaluating Sl is straightforward, the calculation of the scattering amplitude (12.165) is more
subtle. The usual expression,

f (θ) =
1

2ik

∞∑
l=0

(2l+ 1)il(Sl − 1)Pl(cos θ). (12.212)

might contain a large number of terms. As we have already stated, the number of terms with appreciable contribution to

the partial wave summation is of order γ + Aγ
1
3 , A ' 1, and the convergence appears to be very slow. Even when the

summation can be performed up to γ ≈ 300, the resulting scattering amplitude exhibits strong fluctuations in θ and γ
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(or equivalently the refractive index n). A method to overcome this problem has been suggested by Nussenzveig based
on application of the Watson transform. It is especially adapted for a range of energies and refractive indices such that

γ
1
3 � 1, (n− 1)γ

1
3 � 1. (12.213)

which includes the case of light scattering from water droplets. The basic idea is to rewrite Eq. (12.210) in terms of the
cylindrical Bessel functions H1,2

λ=l+ 1
2
(γ ) = h±l (γ ) and J

λ=l+ 1
2
(ζ ) = jl(ζ ), and continue the expression,

S(λ, k) =
H2
λ(γ )

H1
λ(γ )

κ[Jλ](ζ )− k[H2
λ](γ )

k[H1
λ(γ )]− κ[Jλ](ζ )

, (12.214)

into the complex λ plane. The Watson transform evaluates the partial wave summation (12.212) by a contour integral,

f (θ , γ ) =
i

2γ

∫
C

dλ
λ

cosπλ
P
λ− 1

2
(cos θ)e−iπλ[1− S(λ, γ )], (12.215)

Re λ

Im λ
C

1/2 3/2 5/2 7/2 9/2

FIG 12.8 Integration contour C in the
complex λ plane, for evaluating
the scattering amplitude f (θ , γ )
employing Eq. (12.215).

where C is the contour shown in Fig. 12.8. In principle, this contour integral
can be evaluated using the residue theorem once the contour is deformed to
include a large circle of radius R, such that the integrand vanishes on |λ| =
R as R → ∞. As a function of the complex variable λ, the S matrix is a
meromorphic function with simple poles, which are the roots of

k[H1
λ(γ )] = κ[Jλ](ζ ). (12.216)

These are referred to as Regge poles and appear in numerous physical con-
texts. In particular, they play an important role in particle physics. Locating
the Regge poles and performing the sum over residues require great effort and
a high degree of mathematical sophistication, and we will not elaborate on this
topic here.

Recipe for Numerical Evaluation of Phase Shifts

In the general case of an arbitrary central potential v(r), an exact analytic expression for the phase shifts cannot be
obtained, and a reliable method for evaluating the phase shifts δl is required. This can be achieved by using either
numerical integration or approximation methods (see Sec. 12.7). The basic steps in a numerical procedure are as follows:

• Solve the differential Eq. 12.159 for ul(r) starting from the origin r= 0 outward using the initial conditions
ul(0) = 0, ul(1r) = C, where 1r is an infinitesimal step and C > 0 is arbitrary.

• At a point r0 beyond which v(r) is negligible, evaluate the logarithmic derivative,

[ul] ≡
1

ul(r0)

dul(r)

dr

∣∣∣∣
r=r0

. (12.217)

• Comparing with the asymptotic form (12.161b), one finds,

tan δl =
ĵl(kr0)

n̂l(kr0)

k[ĵl]− [ul]

k[n̂l]− [ul]
. (12.218)

Instead of solving the differential Equation (12.159) for ul(r), one may solve the integral equation (12.194) for Rl(r)
and then compute [ul]. Alternatively, one may try to solve the partial wave Lippmann–Schwinger integral equation
(12.182) directly and employ (12.176) to evaluate the phase shift. In this case, care should be exercised in taking the limit
η→ 0.
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Propagating Logarithmic Derivatives

Propagation of the wave function is often proved to be unstable. An alternative procedure is to write down an appropriate
equation for another function whose propagation is more stable than that of the wave function itself. An example of
such function is the logarithmic derivative of the wave function (or, in the present case, its inverse). Formally, the radial
equation (12.159) for ul(r) can be rewritten as a first-order nonlinear differential equation for the inverse of its logarithmic
derivative, Dl ≡ ul(r)/u′l(r). The reason for this somewhat unusual choice is that since ul(0) = 0, the logarithmic
derivative is not defined at r = 0, while Dl(0) = 0. Simple manipulation yields,

dDl(r)

dr
= 1−

[
l(l+ 1)

r2
+ v(r)− k2

]
Dl(r)

2, Dl(0) = 0. (12.219)

For r→∞, the asymptotic form of Dl(r) is derived from (12.163b):

Dl(r) −−−→
r→∞

1

k
cot

(
kr −

1

2
lπ + δl

)
. (12.220)

Integrating Eq. (12.219) from r = 0 outside and using Eq. (12.220) at very large r consists of a stable numerical procedure
for calculating phase shifts.

Problem 12.14

Derive Eq. (12.219) from Eq. (12.159).

Answer: D′l =
(u′l)

2
−ulu′′l

(u′l)
2 = 1−

[
l(l+1)

r2 + v(r)− k2
]

Dl(r)2, Dl(0) = 0.

12.5.4 PHASE SHIFT ANALYSIS

In previous sections, we have established the relevance of phase shifts {δl} for the evaluation of cross-sections and
suggested recipes for their evaluation. There are general properties of phase shifts, in particular, their dependence on
energy and angular momentum which are important for the extraction of information on the scattering potential, that will
be discussed in this subsection. For example, we elucidate the relation between the sign of the phase shift and the nature
of the potential (repulsive or attractive). Another question is whether the behavior of phase shift at low energy k→ 0
can give us information on the existence of bound states at the pertinent angular momentum l (even though bound states
occur at negative energy while phase shifts are defined only at positive energies). An important question (which will not
be answered here due to its mathematical complexity) is related to the so-called inverse scattering problem: If one knows
the phase shifts δl(k) for all k and l, is it possible to uniquely determine the scattering potential v(r)? The formalism
described above allows us to draw some general results about the energy and angular momentum dependence of phase
shifts and to answer some of these questions.

Phase shifts appear solely within trigonometric functions that can be transformed into expressions involving tan δl,
hence they can typically only be determined up to multiples of π . For example, the asymptotic form of the radial wave
function ul(r)→ eiδl sin(kr− 1

2 lπ−δl) [see Eq. (12.163b)] remains unchanged (up to a sign) when δl → δl+nπ . Much of
the discussion below is concerned with low-energy behavior of phase shifts and, as will be shown, limk→0 tan δl(k) = 0,
so one might think of choosing δl(k = 0) = 0. However, we shall see that it is preferable to adopt the constraint
δ(k = ∞) = 0, which implies that δl(0) is some integer multiple of π (including the case δl(0) = 0).
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Relation Between the Signs of δl(k) and v(r)

To derive a correlation between the signs of δl(k) and v(r), we inspect Eq. (12.159) more closely. Since the analysis below
employs two solutions of Eq. (12.159) at different energies, let us specify the corresponding energies (or wavenumbers)
explicitly and write these solutions as ul(r; ki) or ul(r; εi) with i = 1, 2. Our technique is based on analyzing the behavior
of the logarithmic derivative,

[ul(r)] ≡
u′l(r)

ul(r)
, (12.221)

as function of energy ε = k2. Dropping the angular momentum subscript l, we rewrite Eq. (12.159) in the form,

u′′ + [k2
− veff(r)]u = 0, (12.222)

where veff(r) ≡ v(r)+ l(l+ 1)/r2. Recall the required boundary conditions, u(0) = 0, u(r)→ A sin(kr − 1
2 lπ + δl(k)).

The functions u(r; k) that solve Eq. (12.222) depend on the wavenumber k. Now, consider two solutions u1 = u(r; k1)

and u2 = u(r; k2) corresponding to different wavevectors. Write Eq. (12.222) for each one of them, multiply by the other,
and then subtract. The resulting equation is,

u1u
′′

2 − u2u
′′

1 =
d

dr
[u1u

′

2 − u2u
′

1] ≡
d

dr
W(u1, u2) = (ε1 − ε2)u1u2. (12.223)

The quantity W(u1, u2) = [u1u
′

2 − u2u
′

1] is often used for determining the independence of two solutions of a second-
order differential equation; it is called the Wronskian of u1 and u2. The Wronskian of two linearly dependent solutions
vanishes. We keep the same notation, but it should be stressed that in our case the two solutions correspond to different
energies, and the quantity so defined is, strictly speaking, not a Wronskian. Integrating Eq. (12.223) between two points
r1, r2 yields,

W(u1, u2)|
r2
r1
= [u1u

′

2 − u2u
′

1]r2
r1
= (ε1 − ε2)

r2∫
r1

dr u1u2. (12.224)

Now we consider two solutions u1, u2, such that (1) they have the same logarithmic derivative at a fixed point, say d,

[u1(d; ε1)] = [u2(d; ε2)] ≡ qd, (12.225)

and (2) the corresponding energies are infinitesimally close to each other, and hence the two solutions are close to each
other in an appropriate norm,

ε2 = ε1 + δε

u2 = u1 + δu. (12.226)

Under these conditions, W(u1, u2)|r=d = 0, and of course, W(u1, u1) = 0. Let us now study these quantities at another
point b 6= d. Direct calculation yields,

W(u1, u1 + δu) = u2
1δ{u1}, (12.227)

where we use the notation, δ{A} ≡ ∂A
∂ε
δε. Collecting these results, we find,

∂[u1(r; ε)]

∂ε

∣∣∣∣
r=b
= −

1

u2
1(b; ε)

b∫
d

dr u2
1(r; ε). (12.228)

Thus, we have established the following: If u(r; ε) is a solution of Eq. (12.222) with u(0; ε) = 0 and [u(d; ε)] ≡
1

u(r;ε)
du(r;ε)

dr |r=d = qd, then, as a function of energy ε, [u(r; ε)] is a monotonic decreasing function above r = d. The
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precise functional form of [u(r; ε)] depends on the scattering central potential v(r). However, note that for r > d,
where v(r) = 0, the relation (12.218) between the logarithmic derivative and the phase shift is independent of the
potential.

We will now employ the above analysis in order to obtain a bound on the phase shift at large l and also to relate the
sign of the phase shift and the sign of the (central) potential v(r). To this end, let us check the deviation kηl of [ul(d; ε)]
from the zero-potential case v(r) = 0 (restoring l dependence notation),

[ul(d; ε)] = k{[ĵl(kd)]+ ηl}. (12.229)

Then, we rewrite Eq. (12.218) as,

tan δl =
η2

l ĵ2l (kd)

η2
l ĵl(kd)n̂l(kd)− 1

. (12.230)

Expression (12.230) is exact but it makes sense only if, in Eq. (12.229), the inequality |ηl| � |[ĵl(kd)| holds. For l �
(kd)2, we can employ the asymptotic approximations for jl(kd) and nl(kd) in order to estimate the upper limit on |ηl| ,
|ηl| �

l
kd for which the use of expression (12.229) is useful. Within this constraint, we conclude from Eq. (12.230) the

approximation,

tan δl ≈ −
ηl22l(l!)2(kd)2l+2

[(2l+ 1)!]2
. (12.231)

Equation (12.231) shows that tan δl falls off rapidly at large l. It also shows that δl has the same sign as ηl. Note that ηl

is the difference between logarithmic derivatives of the wave functions corresponding to v(r) 6= 0 and v(r) = 0. Roughly
speaking, if the potential is repulsive, v(r) > 0, it pushes the wave function away from the origin, thereby causing it to
have a larger logarithmic derivative at d compared with the v = 0 case. Conversely, an attractive potential pulls the wave
function inside, and its logarithmic derivative at d is expected to be smaller than [jl(kd)]. Thus, we arrive at the useful
relations,

v(r) > 0⇒ repulsive potential⇒ ηl > 0⇒ δl < 0,

v(r) < 0⇒ attractive potential⇒ ηl < 0⇒ δl > 0. (12.232)

Although the above analysis is based on the condition l� kd, it turns out to be valid even for small l.

Behavior of Phase Shifts at Low Energy

Let us now derive the low-energy behavior of the phase shifts δl(k) using their relation to the on-shell t matrix tl(k)
and the S matrix through Eqs. (12.176) and (12.177). This extends the relations obtained for large l in Eqs. (12.230)
and (12.231). The starting point is the off-energy shell partial wave t matrix tl(k, k′; ε) as defined by the Lippmann–
Schwinger equation (12.182). It can be considered as a momentum space representation 〈k|tl(ε)|k′〉 of an operator t̂l(ε).
This operator can be represented in configuration space 〈r′|t̂l(ε)|r〉 ≡ tl(r′, r; ε) by inserting two unit operators expressed
in terms of integrals over a complete sets of radial states

∫
dr′ r′2|r′〉〈r′|,

∫
dr r2
|r〉〈r|, and noting that within this partial

wave subspace, 〈r|k〉 = jl(kr):

tl(k
′, k; ε) = 〈k′|t̂l(ε)|k〉 =

∞∫
0

dr′drr2r′2jl(kr′)jl(kr)tl(r
′, r; ε). (12.233)

For small k, the Bessel function satisfies jl(kr) ≈ (kr)l, and therefore, as k→ 0 on the energy shell,

tl(k) = tl(k, k)→

 ∞∫
0

drdr′tl(r
′, r; ε→ 0)r′l+2rl+2

 k2l
≡ Cl(ε→ 0)k2l, (12.234)
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where, in general, the limit Cl(ε → 0) ≡ Cl 6= 0 exists. However, there is a subtle exception for l = 0 in case of zero-
energy resonance (see below the discussion of the Levinson theorem). The convergence of the integral in the prefactor
defining Cl requires that the potential v(r) will fall off faster than r2l+2. The corresponding expressions for the S matrix
and the phase shift are derived immediately using Eqs. (12.176) and (12.177), i.e.,

Sl(k)→ 1− iπClk
2l+1, (12.235)

tan δl(k)→−
π

2
Clk

2l+1. (12.236)

As a consequence, in the absence of zero-energy s-wave resonance, the phase shift for all partial waves behaves as
Ak2l+1

+ nπ for small k, where n is an integer. A > 0 and n ≥ 0 for attractive potential, whereas A < 0 and n = 0 for
repulsive potential. For l = 0, in the presence of zero energy resonance, n should be replaced by (n+ 1/2).

Effective Range Analysis

The discussion below is limited to the case of s-wave scattering, l = 0. In many cases, the low-energy phase shift δ0(k) for
k ' 0 is only weakly dependent on the detailed nature of the scattering potential v(r). We have seen above in Eq. (12.236)
that the s-wave phase shift δ0(k) vanishes linearly (modulo nπ ) with the wavenumber k as k→ 0. Therefore, the s-wave
scattering amplitude f0(k) = eiδ sin δ/k of (12.173) is expected to remain finite as k → 0. The limit of the s-wave
scattering amplitude f0(k) as k → 0 defines an important quantity referred to as the s-wave scattering length, a0, which
has the dimension of length:

lim
k→0

f0(k) = lim
k→0

eiδ0(k) sin δ0(k)

k
≡ −a0, (12.237a)

δ0(k) ' −ka0 + nπ , (12.237b)

assuming no zero energy resonance (see discussion of Levinson theorem below), where the correction to Eq. (12.237b)
will be shown to be of order O(k2). According to Eqs. (12.165) and (12.169), the scattering amplitude at zero energy,
fk=0(θ), which is of course isotropic, is equal to the s-wave scattering amplitude f0(k), hence,

fk=0(θ) = −a0 (scattering amplitude at zero energy), (12.238)

and the zero-energy total cross section is given by

σ = 4πa2
0 (total cross-section at zero energy). (12.239)

To substantiate Eq. (12.237a), the s-wave scattering amplitude can be rewritten as,

f0(k) =
eiδ0(k) sin δ0(k)

k
=

1

k cot δ0(k)− ik
. (12.240)

Now recall Eq. (12.236), stating that as k → 0, tan δl(k) ' k2l+1. Therefore, the leading term in the expansion of
k cot δ0(k) as a function of k is an even function of k.4 As k → 0, the term ik in the denominator on the RHS of
Eq. (12.240) vanishes but the limit of k cot δ0(k) remains finite since tan δ0(k) ∼ k. This limit is denoted as −1/a0, and
hence, we get Eq. (12.237a). The scattering length a0 for elastic scattering processes is real.

4 Quite generally, the occurrence of only even powers of k in the expansion of a physical quantity F(k) may also be related to the analyticity of this
function in the energy variable ε = k2. For a potential v(r) that falls off sufficiently fast (i.e., it decays at least exponentially at large r), the analyticity
close to the real ε axis is established, and hence, it can be expanded in power series of ε.
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Scattering Length and Range of the Potential
Comparing Eq. (12.239) with Eq. (12.201) for the total cross-section for scattering from an impenetrable sphere, one
might get the false impression that the absolute value of the scattering length a0 is nothing but the range r0 of the potential.
However, this is misleading. First, the two quantities have different physical content, in particular, the scattering length
can be positive or negative. Second, there are cases where |a0| � r0. In the following two examples, this distinction is
clarified.

Role of Scattering Length in Cold Atom Systems
In weakly interacting many-body systems, such as in a cold bosonic atomic gas, one often applies a mean-field approxi-
mation wherein the particle interacts with the mean-field of all other particles. At very low energies and for dilute gases,
an excellent approximation for the interaction energy of an atom at space point r with the other atoms, within the mean-
field approximation, is U(r)= 4π h̄a0

m n(r), where n(r) is the gas density at r, m is the atomic mass, and a0 is the s-wave
scattering length of the bosonic atoms.

Efimov states
The quantum states of three identical bosonic atoms have been analyzed in terms of the two-body s-wave scattering
length. When three identical bosons interact, an infinite series of excited three-body energy levels exist when a two-body
state is exactly at the dissociation threshold. A corollary is that there exist bound states (called Efimov states) of three
bosons even if the two-particle attraction is too weak to allow two bosons to form a pair. When |a0| � r0 (where r0 is the
range of the two-body potential), the number of three-body bound states increases as N = 1

π
log[|a0|/r0]. These so-called

Efimov states have recently been experimentally identified in cold atom systems.

Inclusion of O(k2) Corrections
As has been shown above, the first correction to Eqs. (12.237a) and (12.237b) is of order k2. Our goal is to elucidate this
correction and relate it to the scattering potential. The correction is shown to be positive, so we write it as,

k cot δ0(k) = −
1

a0
+

1

2
rek2
+ O(k4). (12.241)

This is the effective range approximation, with a0 being the s-wave scattering length and re being the effective range. All
potentials that produce the same scattering length and effective range are, in some sense, equivalent as far as low-energy
scattering is concerned. The constants a0 and re have very different physical content. The physical content of a0 can be
deduced from Eqs. (12.238) and (12.239), together with the analysis of the s-wave phase shift at low energy. If we use
Eq. (12.161b) and modify the prefactor of the wave functions, such that

u0(r) = C(k) (sin kr cot δ0 + cos kr), (12.242)

where C(k) is finite at k = 0, then for very small k, we have,

u0(r)→ C(0)

(
1−

r

a0

)
. (12.243)

In addition to its relevance to the scattering cross-section and the low-energy wave function, the sign (and magnitude) of
a has other important consequences. In the discussion of Levinson’s theorem (see below), it is shown that δ(0) = nbπ ,
where nb is the number of s-wave bound states (except when there is a zero-energy resonance). Therefore, according to
Eqs. (12.240) and (12.241), we can write

sign(a0) = (−1)nb . (12.244)
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Thus, although the approximation (12.243) is rather crude, at least for nb = 1, the occurrence of a single radial node is
consistent with the general theorems relating bound states and radial nodes.

The scattering length plays an important role beyond two-body scattering, as is clear from the following two examples.
Let us now relate the effective range re appearing in Eq. (12.241) with the solution of the Schrödinger equation

(12.222) for u0(r). For this purpose, we normalize u0(r) in Eq. (12.242), such that C(k) = 1 (this is always possible since
the Schrödinger equation (12.222) is linear). Then, as r→∞,

u0(r)→ sin kr cot δ0(k)+ cos kr. (12.245)

The analysis detailed here is based on relations (12.223) and (12.224). First, they are used as before for u0(r) defined
above. Second, they are applied on another radial function v0(r), which is simply the solution of the free radial s-wave
Schrödinger equation, Eq. (12.222), albeit setting veff(r) = 0, which has the same form as u0(r) in Eq. (12.245) for all r:(

d2

dr2
+ k2

)
v0(r) = 0, (12.246a)

v0(r) = sin kr cot δ0(k)+ cos kr. (12.246b)

v0(0) = 1, v0
′(0) = k cot δk(0). (12.246c)

In the next step, we employ Eqs. (12.223) and (12.224) on two pairs of solutions (the energy of each solution will be
indicated explicitly), u0(r; k) ,u0(r; q), on the one hand, and v0(r; k), v0(r; q), such that in each pair the energies εk and
εq are different. Subtracting the ensuing relations one from the other and taking the upper limit of integration as r→∞
yields

W[v0(r; q), v0(r; k)]r=0 = (q
2
− k2)

∞∫
0

dr[u0(r; q)u0(r; k)− v0(r; q)v0(r; k)], (12.247)

where it is understood that the Wronskian satisfies

W[v0(r; q), v0(r; k)]r→∞ −W[u0(r; q), u0(r; k)]r→∞ → 0. (12.248)

Using Eq. (12.246c) to evaluate the Wronskian W[v0(r; q), v0(r; k)]r=0, we then arrive at the useful relation,

k cot δ0(k)− q cot δ0(q) = (k
2
− q2)

∞∫
0

dr[v0(r; q)v0(r; k)− u0(r; q)u0(r; k)]. (12.249)

We now take the limit q→ 0 and recall that q cot δ0(q)→−1/a0, leading to

k cot δ0(k) = −
1

a0
+

1

2
k2re + . . . , (12.250)

where the expression we obtain for the effective range re is

re = 2

∞∫
0

dr[v0(r; 0)v0(r; k)− u0(r; 0)u0(r; k)]. (12.251)
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Note that Eq. (12.250) is identical to Eq. (12.241). Another useful relation that can be derived from Eq. (12.248) by
letting q→ k is as follows,

d[k cot δ0(k)]

dk2
=

∞∫
0

dr[v2
0(r; k)− u2

0(r; k)]. (12.252)

This relation is valid at any energy, since no energy limit has been employed in its derivation. To proceed further, let us
assume that the central potential V(r) is negligible for r > r0. Then, the integral can be carried out up to r0. Moreover, the
integral over v0(r; k)2 is immediate following the definition of v0(k; r) in Eq. (12.246b). Using these facts and performing
the derivative on the LHS of Eq. (12.252), we get an equality for dδ0(k)

dk , which is then modified into an inequality,

dδ0(k)

dk
=

1

2k
sin[2kr0 + δ0(k)]+ 2 sin 2δ0(k)

r0∫
0

dru2
0(r; k) ≥ −

(
r0 +

1

2k

)
, (12.253)

a relation originally derived by Wigner in 1955.

Jost Functions

Following our discussion of Green’s functions and the resolvent operators in Sec. 12.3.4, it is evident that analytic
continuation of functions of the energy E or of the momentum k from the real axis into the complex plane often serves
as a powerful tool to investigate the properties of these functions. We have previously tacitly used this when we added
a small imaginary part ±iη to the energy E as the argument of the Green’s function, in order to control the asymptotic
behavior of the wave function (outgoing spherical waves for +iη and incoming spherical waves for −iη). In the analysis
presented below, this concept is employed for partial wave amplitudes.

Consider Eq. (12.159) for ul(r) for r > r0, such that vl(r > r0) ≈ 0. Requiring ul(r) to be real, we write it as

ul(r) =
1

2
[Fl(k)ĥ

−

l (kr)+ F∗l (k)ĥ
+

l (kr)], (12.254)

where the Riccati–Hankel functions ĥ±l (z) are defined in Eq. (12.160) [see also Eq. (12.157)]. The function Fl(k) is called
the Jost function; it plays an important role in the study of the analytic properties of phase shifts. Using Eqs. (12.171) and
(12.172), we immediately conclude that the phase of F∗l (k) is just δl(k), so that

Sl(k) = e2iδl(k) =
F∗l (k)
Fl(k)

. (12.255)

Taking r→∞ in Eq. (12.254), one finds

Fl(k) = 1+
i

k

∞∫
0

dr′ ĥ+l (kr′)v(r′)ul(r
′; k). (12.256)

Using Eqs. (12.195), (12.196), and (12.256) and the fact that ul(r; k) is real, we find,

Fl(−k) = F∗l (k) (for real k). (12.257)

Hence,

Sl(k) =
Fl(−k)

Fl(k)
= e2iδl(k), (12.258)
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from which we deduce that

Fl(k) = e−iδl(k), (12.259)

and also that (see Problem 12.12),

δl(−k) = −δl(k) (mod 2nπ). (12.260)

Here, k can be negative as a special case of the more general situation, where k is allowed to be complex. As far as ul(r; k)
is concerned, there is no problem in its continuation to complex k because the coefficient k2 in Eq. (12.159) is analytic
in k and the boundary conditions for real ul(r; k) are independent of k. Therefore, it is an entire function of k. In the case
of the Jost function Fl(k), one notices from Eq. (12.256) that as Im k → ∞, ĥ+l (kr) ' e−Im[k]r, so that Fl(k) should be
analytic in the region Im k > 0, with

lim
Im[k]→∞

Fl(k) = 1. (12.261)

A more rigorous analysis shows that Fl(k) is continuous on the real axis Im k = 0 and that if the potential decays at large
r as e−αr with some constant α > 0, it is analytic also on part of the lower half k plane, Im k > −α.

Since Fl(k) appears in the denominator of the S matrix (12.258), our interest focuses on zeros of the Jost function. If,
for some real κ > 0, the analytic continued function Fl(k) has a zero at k = iκ , Fl(k = iκ) = 0 (this does not imply
F∗l (iκ) = 0), then the wave function (12.254) at this point becomes,

ul(r)|k=iκ = F∗l (iκ)ĥ
+

l (iκr), (12.262)

which decays exponentially as r → ∞ and is therefore a bound state. Thus, a zero of Fl(k) on the positive imaginary k

axis corresponds to a bound state at binding energy −B = − h̄2κ2

2m . Since bound-state energies are real, there are no zeros
of Fl(k), which are not pure imaginary.

Problem 12.15

Prove that Fl(k) cannot vanish for real positive k.

Hint: Consider Eq. (12.254).

So far we discussed the zeros of the Jost function in the upper half k plane. The zeros of Fl(k) in the lower half plane,
Im k < 0, are of special importance as they are related to resonance scattering (see below). Consider a simple zero k̄ in
the lower half plane with large real part and small negative imaginary part,

Fl(k̄ = k1 − ik2) = 0, k1 � k2 > 0. (12.263)

For real k in the neighborhood of k̄, we can expand

Fl(k) ≈ (k − k̄)

∣∣∣∣dFl(k)

dk

∣∣∣∣
k=k̄

. (12.264)

Therefore, the phase shift is given by

δl(k) = −arg

∣∣∣∣dFl(k)

dk

∣∣∣∣
k=k̄
− arctan

k2

k − k1
≡ φl − arctan

k2

k − k1
. (12.265)

As k varies from k < k1 to k > k1, δl(k) varies from φl(k) to φl(k) + π . This is the essence of resonance phenomena:
A tendency of a physical system to oscillate at larger amplitude at some set of discrete energies. In the present context,
the scattering amplitude varies substantially at a resonance energy compared with other energies. The zeros of the Jost
function Fl(k) corresponding to bound states and resonances are schematically displayed in Fig. 12.9.
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Dispersion Relation for the Jost Function

Re k

Im k

bound states
iκn

resonances 
k1n-ik2n

FIG 12.9 Schematic illustration of the zeros of the Jost function Fl(k) in
the complex k plane. Poles at kn = iκn, n = 1, 2, 3 with κn > 0
correspond to bound states, whereas poles at kn = k1n − ik2n,
n = 1, 2, 3, 4 and k1n � k2n > 0 correspond to resonances.

In their study of propagation of electromagnetic radi-
ation, Kronig and Kramers showed that the require-
ment that the speed of light propagating in media
should be smaller than c, leads to a relation between
the real and imaginary parts of the complex refrac-
tion index n(ω), where ω is the frequency of radiation.
The dependence of n on ω is referred to as dispersion,
and the above relation is called a dispersion relation.
The Kronig–Kramers relations are based on the fact
that the speed of propagation is less than c, which in
a field-theoretic nomenclature is referred to as micro-
scopic causality. The Kronig–Kramers relations play
an important role in physical systems because causal-
ity implies that an analyticity condition is satisfied. We
discussed these relations in Chapter 7 in connection
with linear response theory.

After defining the Jost function Fl(k) as a function of the complex wavenumber k, we derive dispersion relations
for it and extract further information relating phase shifts to measurable quantities such as bound states and resonance
energies. A detailed treatment of this fascinating topic goes beyond the scope of this book; only the essential concepts
are introduced here.

Recall that Fl(k) is an analytic function of k in the upper half plane, including the real axis. Moreover, Fl(k) → 1
as k → ∞ within this analyticity domain. Using Cauchy’s Residue Theorem (see Appendix D, near Fig. D.3), we can
write an integral relation, similar to the Kramers–Kronig relation obtained in Sec. 7.9, relating Fl(k) for any k such that
Im k > 0 in terms of Fl(k) with k on the real axis:

Fl(k)− 1 =
i

2π

∞∫
−∞

dk′
Fl(k′)− 1

k′ − k
. (12.266)

As k approaches the real axis from above, this yields

Fl(k)− 1 =
i

π
P
∞∫
−∞

dk′
Fl(k′)− 1

k′ − k
, (12.267)

where P indicates the principal part of the (otherwise singular) integral. Using the identity (12.136), we can rewrite
Eq. (12.267) as

Fl(k) = 1−
1

π

∞∫
−∞

dk′
ImFl(k′)

k′ − k + iη
. (12.268)

Another equivalent form of (12.268) is

ReFl(k) = 1−
P
π

∞∫
−∞

dk′
ImFl(k′)

k′ − k
. (12.269)

This expression defines a dispersion relation for the function Fl(k). It should be stressed that, since it is based on ana-
lyticity without any dynamical input, it cannot be regarded as an integral equation for Fl(k). A legitimate question that
can be asked is whether the knowledge of phase shift δl(k) is sufficient for determining Fl(k). The answer is, in general,
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negative, since the phase shift δl(k) alone does not determine the location of bound states (as we have seen, these are
zeros of Fl(k) at points kn = iκn with κn > 0, n = 1, 2, . . . nl). To determine Fl(k) from knowledge of δl(k) and kn,
consider the function

F̄l(k) ≡

[ nl∏
n=1

k + kn

k − kn

]
Fl(k), (12.270)

which is analytic in the upper half plane and has no zeros there. Evidently, F̄l(k)→ 1 as k → ∞ within the analyticity
domain. It is then justified to write a relation analogous to Eq. (12.267) for ln F̄l(k),

ln F̄l(k) = i
P
π

∞∫
−∞

dk′
ln F̄l(k′)

k′ − k
. (12.271)

We can now take the real parts of both sides and recall that |F̄l(k)| = |Fl(k)|, so

ln |F̄l(k)| = ln |Fl(k)| = −
P
π

∞∫
−∞

Im ln F̄l(k′)

k′ − k
dk′. (12.272)

Recall from Eq. (12.259) that Fl(k) = |Fl(k)|e−iδl(k), hence,

Im ln F̄l(k) = −δl(k)− i
nl∑

n=1

[ln(k + kn)− ln(k − kn)]. (12.273)

Substitution of Eq. (12.273) into Eq. (12.272) yields an integral over a sum of logarithms, which can be carried out using
contour integration. The result is

ln |Fl(k)| =
P
π

∞∫
−∞

δl(k′)

k′ − k
dk′ + ln

nl∏
n=1

k2
+ κ2

n

k2
. (12.274)

We have already established that limk→±∞ δl(k) = 0 since Fl(k) → 1 as a consequence of the boundary conditions on
the Jost functions. Using ln |Fl(k)| = lnFl(k)+ iδl(k), we finally obtain

lnFl(k) =
1

π

∞∫
−∞

dk′
δl(k′)

k′ − k + iη
+ ln

nl∏
n=1

k2
+ κ2

n

k2
. (12.275)

Note that, unlike in Eq. (12.274), the integral is not a principal part integral. Exponentiating Eq. (12.275), we get an
expression for Fl(k) in terms of the phase shift δl(k) and the bound-state energies −κ2

n , as originally obtained by Jost and
Kohn, and Newton:

Fl(k) =
nl∏

n=1

(
1+

κ2
n

k2

)
e

1
π

∫
∞

−∞
dk′

δl(k
′)

k′−k+iη . (12.276)

Levinson Theorem

Scattering calculations involve the solution of the Schrödinger equation at a positive energy, ε = k2
=

2m
h̄2 E > 0,

and the evaluation of cross-sections at these energies. However, in our discussion of the Jost function, we saw that
the radial Schrödinger equation (12.155) [or Eq. (12.159)] might have bound-state solutions Rnl(r) at negative energies
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εn = −κ
2
n < 0. Finding bound states requires finding the normalized eigenfunctions and the corresponding eigenvalues

of the wave equation [
−

d2

dr2
−

2

r

d

dr
+

l(l+ 1)

r2
+ v(r)

]
Rnl(r) = −κ

2
n Rnl(r), (12.277)

with
∫
∞

r=0 dr |Rnl(r)|2r2
= 1. Does knowledge of the phase shift δl(k) enable us to extract information pertinent to the

bound states of Eq. (12.277), despite the fact that the phase shifts are obtained within a scattering problem at positive
energies and the bound-state energies are obtained as solutions of the eigenvalue problem at negative energies?

To find out, we employ the dispersion relation (12.276). It proves useful to pass from the complex k variable to
the complex energy variable ε = k2. Taking k =

√
ε, it is evident that the upper half k plane is mapped on the first

Riemann sheet in the complex energy plane with 0≤ arg ε < 2π and the lower half of the k plane is mapped on the
second Riemann sheet in the complex energy plane with 2π ≤ arg ε < 4π . In order to distinguish whether the energy is
on the first (physical) or second sheet, it is therefore necessary to add a small imaginary part, ±iη, to it. Now, consider
the function

Dl(ε) ≡ Fl(
√
ε). (12.278)

Following the dispersion relation (12.268) for Fl(k), the corresponding relation for Dl(ε) reads,

Dl(ε) = 1−
1

π

∞∫
0

dε′
Dl(ε

′)

ε′ − ε − iη
. (12.279)

The function Dl(ε) is analytic in the entire complex energy plane except for a cut along the real axis between ε = 0 and
ε = ∞. The quantities of physical interest related to Dl(ε) are obtained by letting the energy approach the real axis from
above. From the relation between the functions Fl(k) and the phase shift δl(k), it is evident that the phase of Dl(ε) on the
real axis is −δl(ε), i.e.,

lim
η→0+

argDl(ε + iη) = −δ(ε) (ε real). (12.280)

Moreover, since Dl(ε − iη) = Dl(ε + iη)∗, we obtain

lim
η→0+

Dl(ε + iη)

Dl(ε − iη)
= e−2iδl(ε) =

1

Sl(ε)
, (12.281)

where Sl(ε) = Sl(k =
√
ε) is the S matrix defined in Eq. (12.258). We now employ Eq. (12.276) for Fl(k) = Dl(ε) and

rewrite it in terms of energy ε recalling that the bound-state energies occur at εn = −κ
2
n :

Dl(ε) =

nl∏
n=1

(
1+

εn

ε

)
e

1
π

∫
∞

0 dε′
δl(ε
′)

ε′−ε−iη . (12.282)

We are now in a position to prove Levinson’s theorem. Consider the (possibly complex) number defined by the contour
integral,

Il = −
1

2π i

∫
C

dz
d lnDl(z)

dz
, (12.283)
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C

Im z

Re z

(η,iη)
R iη)

R -iη)(η,-iη)

FIG 12.10 Integration contour for Eq. (12.283) in the
z plane.

where C is a closed contour in the complex plane shown in Fig. 12.10.
It contains the ray from (η, iη) to (R, iη), followed by an almost com-
plete circle between (R, iη) and (R,−iη) and a backward-oriented ray
between (R,−iη) and (η,−iη) and then the contour is completed by
a circle avoiding the origin between (η,−iη) and (η, iη). Since Dl(z)
is an analytic function inside the contour, the only contribution to the
integral comes from the zeros of Dl(z) at points εn = −κ

2
n . In order

to include all these points, we take R → ∞ and η → 0. In this
limit, Il = nl, the number of bound states for angular momentum l.
The integral along the large circle vanishes, and we are left with the
contributions from the small circle and those along the positive real
axis. The contribution from the small circle around the origin requires
some care. The threshold behavior of the Jost function is Fl(k) ≈ k
for l = 0 and Fl(k) ≈ k2 for l 6= 0. The corresponding threshold
behavior for Dl(z) ≈ zγ is γ = 1/2 for l = 0 and γ = 1 for l > 0.
This contributes γ to the integral around the small circle, so

nl = Il = γ −
1

2π i

∞∫
0

dε
d

dε
ln
Dl(ε + iη)

Dl(ε − iη)

= γ −
1

2π i

∞∫
0

d ln e−2iδl(ε)

dε
dε = γ −

1

π
[δl(∞)− δl(0)]. (12.284)

Since we adopted the convention δl(∞) = 0, we arrive at Levinson’s Theorem,

δ0(0) = π

(
n0 +

1

2

)
(if D0(0) = 0)

δl(0) = πnl (if l > 0 or D0(0) 6= 0).

(12.285)

The case D0(0) = 0 specified on the first line of Eq. (12.285) is referred to as a zero-energy resonance. In this case,
the scattering length introduced in Eqs. (12.237a) and (12.241) is infinite. This is not just a case of academic interest.
In recent experiments on systems of cold atoms, it was possible to control the scattering length using the mechanism of
Feshbach resonance (discussed below) and tune it continuously through the point where it is infinite.

Ramsauer–Townsend Effect

We indicated in connection with Eq. (12.212) that the number of partial waves contributing to the scattering amplitude is
of the order kr0, where r0 is the range of the potential. At very low energies, i.e., when kr0 ≤ 1, the main contribution
to the total cross-section comes from l = 0, and the total cross-section at zero energy is σ = 4π

k2 sin2 δ0 ≈ 4πa2
0, where

a0 is the s-wave scattering length. In this energy regime, σ is very weakly dependent on energy. In the majority of cases,
this weak dependence holds for a wide range of energies. There is, however, an interesting exception, which gives rise to
the Ramsauer–Townsend effect, first observed in the elastic scattering of slow electrons off nobel gas atoms. The elastic
scattering cross-section goes through a minimum value for electrons with a certain kinetic energy (about 0.7 eV for xenon
gas). We shall now explain how this comes about, using qualitative arguments.

The question that needs to be addressed is how it is possible to have a wavenumber 0< k1< r−1
0 , such that sin δ0(k1) =

0 so the scattering cross-section vanishes. The cross-section should fall from σ(k = 0) = 4πa2 to σ(k = k1) =

(4π/k2
1) sin2 δ0(k1) = 0. The potential experienced by electron scattered off a noble gas atom is strongly attractive and
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supports many bound states. Moreover, the excitation energies of the atom (≥ a few eV) are much higher than the kinetic
energy of the scattered electrons (a fraction of an eV), so that the scattering is purely elastic. Levinson theorem’s states
that if the convention δ0(∞) = 0 is adopted, then δ0(0) = nbπ , where nb is the number of s-wave bound states supported
by the atomic attractive potential. For atoms such as Xe or Kr, nb � 1. Thus, between k = 0 and k → ∞, δ0(k) must
go through (nb − 1) values kn, (n = 1, 2, . . . , nb − 1) for which δ0(kn) = (nb − n)π and sin δ0(kn) = 0. For large nb, it
is likely that k1 < r−1

0 and the scattering is s-wave dominated. At these values of k1, the elastic scattering cross-section
vanishes.

12.5.5 SCATTERING FROM A COULOMB POTENTIAL

The scattering of two charged particles interacting via the Coulomb potential is an extremely important problem; it is rel-
evant for many physical systems, including electron–electron and electron–atom scattering. We have seen in Sec. 12.3.2
that such a two-body problem is equivalent to scattering of a particle of mass m from a central potential,

VCoul(r) =
q1q2

r
. (12.286)

However, it cannot be directly solved within the framework of scattering from central potential as discussed in Sec. 12.5
because the Coulomb central potential falls off too slowly. Indeed, the discussion of the asymptotic behavior associated
with Eqs. (12.85) and (12.65) is based on the assumption that the potential V(r) falls off faster than 1/r2 as r → ∞.
One of the consequences of the slow fall-off of the Coulomb potential is that the total cross-section σ diverges. This is
easily verified if one tries to integrate the differential cross-section within the Born approximation [see Eq. (12.126)].
The reason is clear: every incident particle is scattered, even if its classical impact parameter is extremely large. Thus,
the Coulomb potential requires special treatment. The technique we shall employ is to use parabolic coordinates in
which the Schrödinger equation with a Coulomb potential is separable. Let x, y, z denote the Cartesian coordinates, and
let r =

√
x2 + y2 + z2 and tanφ = y

x (note that r, z,φ are not cylindrical coordinates). The parabolic coordinates
(sometimes called parabolic cylindrical coordinates) are defined as,

ξ = r + z, η = r − z, φ = arctan
y

x
. (12.287)

The range of the parabolic coordinates are 0 ≤ ξ ≤ ∞, 0 ≤ η ≤ ∞ and 0 ≤ φ ≤ 2π . These coordinates are also
convenient for describing problems in an electric field, such as the hydrogen atom in a constant electric field along the z
axis. In these coordinates, the Schrödinger equation for the wave function ψ(ξ , η,φ) has the form,

−

[
4

ξ + η

∂

∂ξ

(
ξ
∂

∂ξ

)
+

4

ξ + η

∂

∂η

(
η
∂

∂η

)
+

1

ξη

∂2

∂φ2

]
ψ +

2q1q2

η + ξ
ψ = k2ψ , (12.288)

where as before, E = h̄2k2

2m is the scattering energy. In a central potential scattering problem, there is a symmetry with
respect to the axis along the direction of the incoming beam, which is chosen to be the z axis. Therefore, we seek a
solution separable in ξ , η, and φ,

ψ = ψ1(ξ)ψ2(η)e
imφ . (12.289)

Substituting into the Schrödinger equation (12.288), one arrives at a set of differential equations,

d

dξ

(
ξ

dψ1

dξ

)
−

1

4
k2ξψ1 − c1ψ1 = 0, (12.290)

d

dη

(
η

dψ2

dη

)
−

1

4
k2ηψ2 − c2ψ2 = 0, (12.291)

where the sum of the constants c1 and c2 yields

c1 + c2 =
mq1q2

h̄2
. (12.292)
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Problem 12.16

Consider the hydrogen atom in a constant electric field E = E0ẑ. Formulate the Schrödinger equation in parabolic
coordinates and show that it is separable in ξ and η.
Hint: The corresponding potential is U = −E0z = 1

2 E0(ξ − η). Equation (12.291) is obtained by multiplying
Eq. (12.288) by (ξ + η) and noting that the term k2(ξ + η) does not hinder separability. When the electric potential
U = −E0z = E0(ξ − η)/2 is multiplied by (ξ + η), the resulting term E0(ξ

2
− η2)/2 still permits separability.

Due to the slow fall-off of the Coulomb potential, the solutions ψ1 and ψ2 at large distance from the scattering center
cannot be simply cast in the form of the usual scattering asymptotic boundary conditions specified in Eq. (12.65). We
shall see below how these asymptotic conditions must be modified.

Written in parabolic coordinates, the plane wave and the outgoing radial wave eikr

r take the form,

eikz
= ei k

2 (ξ−η), eikr
= ei k

2 (ξ+η). (12.293)

This suggests the following guess for ψ1(ξ),

ψ1(ξ) = e
1
2 ikξ , (12.294)

which indeed solves Eq. (12.290) with c1 = ik/2. Equation (12.291) then becomes,

d

dη

(
η

dψ2

dη

)
−

(
mq1q2

h̄2
−

1

2
ik

)
ψ2 +

1

4
k2ηψ2 = 0. (12.295)

At this point, it is useful to introduce the dimensionless Sommerfeld parameter, β ≡ (kaC)
−1, where aC = h̄2/(mq1q2)

is the “Coulomb unit of length,”

β ≡
mq1q2

h̄2k
, (12.296)

and express the solution for ψ2(η) as,

ψ2(η) = e−
i
2 kηf (η), (12.297)

η
d2f

dη2
+ (1− ikη)

df

dη
− βkf = 0, (12.298)

whose solution is expressed in terms of the confluent hypergeometric function (see Morse and Feshbach [26], Chapter 5),

f (η) = AF(−iβ, 1, ikη), (12.299)

where A is a normalization constant assuring a unit velocity of the incoming wave (see below). Combining Eqs. (12.289),
(12.290), (12.297), and (12.299), we have

ψ(ξ , η) = Aei k
2 (ξ−η)F(−iη, 1, ikη). (12.300)

We are now ready to determine the large distance form of the wave function in terms of the behavior of the hypergeometric
function for large argument. Specifying the constant A to be,

A = |0(1− iβ)| e−βπ/2, (12.301)
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and denoting by γβ = arg0(1 − iβ), we obtain the following asymptotic form in spherical coordinates r, θ ,φ with
η = r − z = r(1− cos θ), ξ = r + z = r(1+ cos θ),

ψ(r, z) −−−−−−−−−→
r(1−cos θ)→∞

[
eik[z+β log kr(1−cos θ)+γβ ]

]
+

[
β

kr(1− cos θ)

eik[r−β log kr(1−cos θ)−γβ ]

r

]
. (12.302)

This estimate does not hold for the forward direction, θ = 0; it is evident that expression (12.302) is distinct from the
standard asymptotic form (12.65) in the sense that the denominator of the second term (the coefficient of the spherical
wave) is singular in the forward direction θ = 0. Note that there are logarithmic corrections to both the plane and the
spherical waves. Within these constraints, the calculations of current and flux as in Eqs. (12.67), (12.68a) and (12.68b)
proceed along the same lines. The scattering amplitude (defined up to a constant phase as the coefficient of the spherical
wave) and the differential cross-section are then given by,

fk(θ) = −
β

k(1− cos θ)
e−iβ log(1−cos θ), (12.303)

dσ

d�
= |fk(θ)|

2
=

β2

4k2 sin4 θ
2

=
q2

1q2
2

4E2 sin4 θ
2

, (12.304)

which is the same result (12.126) obtained within the Born approximation. It also coincides with the classical result,
Eq. (12.10).5 Coulomb scattering is an example of a quantum scattering problem that can be solved completely analyt-
ically, and as such it has enormous pedagogical value. We shall see below that quantum effects in Coulomb scattering
emerge when the scattering occurs between two identical particles.

The Coulomb potential is often screened by particles of opposite charge that are attracted by the scattering center. For
example, when electrons are scattered by atomic nuclei in solids, the Coulomb field of the atomic nuclei is screened, and
the effective potential felt by the electrons can be represented by a Yukawa potential (12.124).

In the study of nuclear reactions between heavy nuclei, the electrons surrounding the nuclei do not play a significant
role but do screen the Coulomb potential. The interaction between two such nuclei is the combination of a screened
Coulomb interaction and a short-range nuclear force VN(r). Such scattering can be treated using partial wave analysis,
but the analysis for the Coulomb potential must be modified relative to that for potentials that fall off faster than 1/r2.

Partial Wave Expansion in a Coulomb Potential

Let us consider Eq. (12.159) for the Coulomb potential,[
d2

dr2
+ k2
−

l(l+ 1)

r2
−

2m

h̄2

q1q2

r

]
ul(r) = 0. (12.305)

The asymptotic form of ul(r), or Rl(r) =
ul(r)

kr , is no longer given by the relation (12.161a), since the Coulomb potential

falls off slower than the centrifugal potential l(l+1)
r2 . The solution to Eq. (12.305) can be written in terms of hypergeometric

functions as shown below. Unlike the solutions introduced in Eqs. (12.290) and (12.291), here the solution depends on
the angular momentum number l. We define ν ≡ l+ 1/2 and introduce the dimensionless variable,

y ≡ 2ikr. (12.306)

Using these definitions, Eq. (12.305) takes the form,[
d2

dy2
−

1

4
+

iβ

y
+

1
4 − ν

2

y2

]
ul(y) = 0, (12.307)

5 We shall see in Sec. 12.5.6 that quantum signatures of Coulomb scattering are exposed when the scattering of two identical particles is analyzed.
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[the dimensionless Sommerfeld parameter β ≡ mq1q2

h̄2k
is defined in Eq. (12.296)]. Equation (12.307) is the Whittaker

equation [see Eq. (13.1.31) in Abramowitz and Stegun [27]] with κ → in and µ → ν. It has regular and singular
solutions at y = 0 given, respectively, by Min,ν(y) and Win,ν(y), as specified in Abramowitz and Stegun’s study [27],
Eqs. (13.1.32) and (13.1.33):

Miβ,ν(y) = e−
y
2 y

1
2+νM

(
1

2
+ ν − iβ, 1+ 2ν, y

)
, (12.308)

Wiβ,ν(y) = e−
y
2 y

1
2+νU

(
1

2
+ ν − iβ, 1+ 2ν, y

)
. (12.309)

Here, M(a, b, y) and U(a, b, y) are the regular and irregular confluent hypergeometric (Kummer) functions, given in
Ref. [27], Eqs. (13.1.2) and (13.1.3). We will need both regular and irregular solutions to analyze the asymptotic states,
just as in the case of a pure centrifugal potential, where we needed both jl(kr) (regular at kr = 0) and nl(kr) (singular at
kr = 0), see Eq. (12.161a). The precise combination and normalization are somewhat a matter of convenience, as is the
case in Eq. (12.161a). The standard form of the regular solution, including its normalization and dependence on l, is

Fl(r) =

√
1

2π

0(l+ 1− iβ)0(l+ 1+ iβ)

0(2l+ 2)
e−iπ/2(l+1−iβ)Miβ,l+ 1

2
(2ikr), (12.310)

while the irregular solution is,

Gl(r) = clWiβ,l+ 1
2
(2ikr)+ c∗l W

−iβ,l+ 1
2
(−2ikr), (12.311)

with cl = ie−i(σl−lπ/2)eβπ/2 and σl is the Coulomb phase shift,

σl = arg[0(l+ 1+ iβ)]. (12.312)

The asymptotic approximations for Fl(r) and Gl(r) as r→∞ are

Fl(r) −−−→
r→∞

√
2

π
sin
(

kr − l
π

2
− β log 2kr + σl

)
, (12.313)

Gl(r) −−−→
r→∞

−

√
2

π
cos

(
kr − l

π

2
− β log 2kr + σl

)
. (12.314)

The partial wave expansion developed above need not be used to obtain the scattering amplitude f (θ) through partial
wave summation, since the latter is already known, given in Eq. (12.304). Rather, the solutions Fl(r) and Gl(r) can be
used in problems of scattering from a combination of Coulomb and short-range potentials, where they replace the regular
and irregular Ricatti–Bessel functions ĵl(kr) = krjl(kr) and n̂l(kr) = krnl(kr) as solutions of the Schrödinger equation in
the asymptotic regime, where the short-range potential can be neglected. This problem is addressed below.

Scattering by Coulomb and Short-Range Potentials

In order to treat the problem of scattering from a Coulomb potential vc(r) =
2m
h̄2

q1q2
r and a short-range potential v(r) (of

range d), it is useful to start with a screened Coulomb potential and then “remove” the screening by letting R→∞. For
example, consider the case of abrupt screening

vsc(r) = vc(r)2(R− r), (12.315)
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where 2(x) is the step function and the screening radius R is much greater than the range d of the short-range potential.
Thus, we start with the radial equation of the form (12.159),[

d2

dr2
+ k2
−

l(l+ 1)

r2
− v(r)− vsc(r)

]
ul(r) = 0. (12.316)

For r < d, both vc(r) and v(r) are active, while for d < r < R, the short-range potential is negligible and vc(r) is active,
together with the centrifugal potential. In this region, then, the solution can be written as a linear combination of Coulomb
wave functions Fl(r) and Gl(r) defined in Eqs. (12.310) and (12.311). In analogy with Eq. (12.161a), we may then write,
for d < r < R,

ul(r) = Al[cos δ̃l(k)Fl(r)− sin δ̃l(k)Gl(r)]. (12.317)

Here, δ̃l is the phase shift for the short-range potential v(r) in the presence of the Coulomb potential vc(r), and Al is a
constant. It is clear that one cannot simply perform partial wave summation as in Eq. (12.165), because the incoming
wave is not a simple plane wave. In other words, δ̃l is not the phase shift δl. The latter is determined by the asymptotic
form of ul(r) at r � R (see below). Using the asymptotic forms of the Coulomb wave functions (12.313) and (12.314),
we can approximate ul(r) (still in d � r < R) as,

ul(r) ≈ Bl sin[δ̃l + σl + γl(r)], (12.318)

where Bl is another constant, σl is the Coulomb phase shift (12.312), and

γl(r) ≡ kr − l
π

2
− β log 2kr (12.319)

is what left in the argument of the Coulomb wave functions at large distance in Eqs. (12.313) and (12.314).
Finally, for r � R, there is no interaction, and hence, ul is the solution of the partial wave-free Schrödinger equation

with the standard form [see Eq. (12.161b)],

ul(r) = sin
(

kr − l
π

2
+ δl

)
, (12.320)

where δl is the phase shift that should be inserted into the partial wave expansion of the scattering amplitude (12.165).
To reiterate, the validity of the above expressions for the corresponding different domains in the radial coordinate r is as
follows: Eq. (12.317) is valid for r ≥ d but not for r � R. Equation (12.318) is valid for r ≤ R but not for r � d, and
Eq. (12.320) is valid for r � R. The mathematical procedure by which δl is evaluated as R→∞ is rather technical and
will not be detailed here. At the end of this procedure, the partial wave scattering amplitude (12.173) can be written (up
to an l independent phase) as,

fl(k) =
e2iδl − 1

2ik
=

e2iσl − 1

2ik
+

e2iσl(e2iδ̃l − 1)

2ik
+ f̃l(k), (12.321)

such that the contribution of the residual term f̃l to the partial wave summation (12.165) is shown to be very small and can
be neglected. The first term on the RHS of Eq. (12.321) is the partial wave Coulomb scattering amplitude. The second
term is Coulomb-modified scattering amplitude of the short-range potential. We stress again that δ̃l also depends on the
Coulomb potential. It is not simply the phase shift obtained in the scattering from the short-range potential v(r) alone.
With this in mind, the scattering amplitude is a direct sum,

f (θ) = fC(θ)+ fSR(θ) (12.322)

=

∞∑
l=0

(2l+ 1)

[
e2iσl − 1

2ik
+

e2iσl(e2iδ̃l − 1)

2ik

]
Pl(cos θ). (12.323)
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The differential cross-section derived from the above formalism is then,

dσ

d�
= |f (θ)|2 = |fC(θ)+ fSR(θ)|

2, (12.324)

which takes into account the interference between Coulomb and short-range potential scattering amplitudes. Expression
(12.324) is not valid at the forward direction θ = 0. Moreover, if the two scattered particles are identical, the correspond-
ing statistics should be enforced (see below). From a practical point of view, the numerical procedure for calculating the
differential cross-section is straightforward. First, one integrates the Schrödinger equation from r = 0 to large r, r � d,
and by computing the logarithmic derivative of the wave function, one finds δ̃l using Eq. (12.317). The Coulomb phase
shift σl is given in Eq. (12.312). Thus, using Eqs. (12.322)–(12.324), one has all the input for evaluation of the scattering
amplitudes and scattering cross-section.

12.5.6 SCATTERING OF TWO IDENTICAL PARTICLES

When the scattered particles are identical, exchange symmetry must be accounted for (see Chapter 8). The consequence
to the calculation of experimentally observed quantities is the subject of this subsection.

For identical particles, the wave function should be properly symmetrized (for bosons) or antisymmetrized (for
fermions). The wave function φ(ri, ηsσi) of each of the two identical particles i = 1, 2 with spin s is composed of a
space part φ(ri), which is a function of the coordinate ri, and a spin part ηsσi with spin projection σi = −s,−s+ 1, . . . , s.
It is assumed that the magnetic quantum numbers of the two particles are quantized along the same fixed axis. Using
translation invariance, the space part of the wave function is a product of a plane wave for the center of mass motion and
a function ψ(r) for the relative coordinate r = r2 − r1. The asymptotic form of the relative coordinate wave function
is of the form (12.85). Since the symmetry of the wave function involves space and spin coordinates, it is necessary to
include the spin part in the discussion of exchange symmetry, even though the two-body potential is spin independent.
Before symmetrization, the two-particle scattering wave function in Eq. (12.79) is written as,

ψk,σ1,σ2(r) = ψk(r)ηsσ1ηsσ2 . (12.325)

We shall now treat the case of scattering by a spin-independent (central) potential. The case of spin-dependent poten-
tials will be discussed in Sec. 12.8.8. The spin and space part of the wave function in Eq. (12.325) can be separately
symmetrized because of the factorized form. Hence, the properly symmetrized or antisymmetrized wave function is

9k(r; σ1, σ2) =
[ψk(r)+ φrψk(−r)]

√
2

[ηsσ1(1)ηsσ2(2)+ φsηsσ1(2)ηsσ2(1)]
√

2
≡ 9k(r)Fs,σ1,σ2(1, 2), (12.326)

where 9k(r) and Fs,σ1,σ2 are the properly symmetrized two-particle space and spin functions. Note that the subscripts on
the spin function Fs,σ1,σ2 refer to the spin quantum numbers, whereas the arguments refer to particles, and φr = ±1 and
φs = ±1 are the parity of the space and spin functions, respectively, under exchange. The symmetry of the two-particle
state under exchange is given by,

p12 ≡ φrφs = 1 for bosons, p12 = −1 for fermions. (12.327)

For bosons (p12 = +1), there are two ways of obtaining p12 = 1 (φr = 1,φs = 1) or (φr = −1,φs = −1), and fermions
(p12 = −1), one can have (φr = −1,φs = 1) or (φr = 1,φs = −1). Thus, there are two distinct functions 9k(r; σ1, σ2)

that can be formed in Eq. (12.326) for bosons and fermions.
As far as the scattering amplitude is concerned, it is the asymptotic form of the spatial part of the wave function that

is important, hence the factor φr, the relative sign between ψk(r) and ψk(−r) in the RHS of Eq. (12.326), determines
the effects of exchange on the scattering amplitude. Using Eq. (12.327) we may write φr = p12φs. For bosons (p12 = 1),
the relative sign is just φr = φs. For fermions (p12 = −1), the relative sign is φr = −φs. Generically, φs might be ±1
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for fermions and bosons with nonzero spin. Let us inspect the space part of the wave function, recalling that in terms of
spherical coordinates,

r = (r, θ ,φ), −r = (r,π − θ ,φ + π). (12.328)

Using the form suggested in Eq. (12.326), the space part of the scattering wave function with exchange symmetry taken
into account has the asymptotic form,

9+k (r) −−−→r→∞
=

1
√

2

{
eik·r
+ p12φse

−ik·r
+

eikr

r
[fk(θ)+ p12φsfk(π − θ)]

}
, (12.329)

where fk(θ) is the scattering amplitude calculated without taking into account exchange symmetry, as in Eq. (12.165).
In calculating the differential cross-section, we should pay attention to the following points: (1) The incoming current
is unaffected by the symmetry operation. (2) The outgoing current is the sum of the currents of particles 1 and 2. This
compensates the factor 1/2 obtained by squaring the outgoing spherical wave part in Eq. (12.329). (3) The total spin
S = s1+ s2 is conserved if the potential is central, and the scattering occurs in a definite spin state. For central potentials,
all values of S present in the initial wave function scatter identically. Therefore, it is not necessary to break up the wave
function into the various total spin states present in the initial wave function (in contradistinction to the case when the
potential is spin-dependent).

The different situations for which the analysis detailed above is relevant are given below.

(1) Scattering of two identical spinless bosons (e.g., two 4He nuclei or two helium atoms). In this case, we have p12 = 1,
φs = 1 and the properly symmetrized scattering amplitude (denoted here as Fk(θ)), and differential cross-section for
two identical spinless bosons (or, more generally, two identical bosons with a symmetric spin function) is,

Fk(θ) = fk(θ)+ fk(π − θ), (12.330)

dσ

d�
= |fk(θ)+ fk(π − θ)|

2. (12.331)

(2) Scattering of two identical bosons with nonzero spin such that both space and spin parts of the wave function are
antisymmetric: p12 = 1, φs = −1, φr = −1. For two identical bosons with an antisymmetric spin function,

Fk(θ) = fk(θ)− fk(π − θ), (12.332)

dσ

d�
= |fk(θ)− fk(π − θ)|

2. (12.333)

The recent progress in manipulating cold atoms makes the situation described in (1) and (2) experimentally accessible
for atomic scattering.

The following two examples refer to identical fermions. For spin 1/2 particles, the spin state is either triplet
(S = 1 and φs = 1) or singlet (S = 0 and φs = −1.)

(3) Two identical fermions with a symmetric spin function (triplet state for spin 1/2), e.g., two electrons or protons or
3Li atoms. Then, p12 = −1, φs = 1, and φr = −1, and

Fk(θ) = fk(θ)− fk(π − θ), (12.334)

dσ

d�
= |fk(θ)− fk(π − θ)|

2. (12.335)

(4) Two identical fermions with antisymmetric spin function (singlet state for spin 1/2), p12 = –1, φs = –1, φr = 1,

Fk(θ) = fk(θ)+ fk(π − θ), (12.336)

dσ

d�
= |fk(θ)+ fk(π − θ)|

2. (12.337)
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In performing the partial wave expansion of the properly symmetrized amplitudes, Fk(θ), we note the following
property of the Legendre polynomials,

Pl[cos(π − θ)] = Pl(− cos θ) = (−1)lPl(cos θ). (12.338)

Therefore, we can expand as follows:

fk(θ)+ fk(π − θ) =
2

k

∑
l even

(2l+ 1)eiδl(k) sin δl(k), (12.339)

fk(θ)− fk(π − θ) =
2

k

∑
l odd

(2l+ 1)eiδl(k) sin δl(k). (12.340)

FIG 12.11 The properly symmetrized quantum differential cross-sections for
two identical charged particles interacting via a pure Coulomb
potential V(r) = Z2e2/r for two spinless bosons and two spin 1/2
fermions with parallel spins. The Sommerfeld parameter is taken to
be β = 5.

This shows that for cases (2) and (3), the lowest
partial wave is l = 1, i.e., p-wave scattering. For
cold atoms at very low energy, this is rather cru-
cial, because at such low energies, the centrifugal
barrier prevents the atoms from approaching each
other, and the cross-section is expected to be very
small (barring a zero-energy resonance).

As an example of the effects of exchange
symmetry, let us consider the case of Coulomb
scattering of identical particles. Figure 12.11
plots the properly symmetrized Coulomb differ-
ential cross-section for two spinless bosons and
two spin 1/2 fermions with parallel spins. The
interference coming from the exchange symme-
try is clearly seen. At θ =π/2, the differential
cross-section for spinless bosons shows construc-
tive interference, whereas that for two spin 1/2
fermions with parallel spins shows destructive
interference. No interference and no backward
peak results for two distinct fermi particles (σ1 =

1/2, σ2 = −1/2).

12.6 RESONANCE SCATTERING

Low-energy scattering cross-sections sometimes display a series of peaks as a function of energy (e.g., in experiments
of low-energy neutron scattering from atomic nuclei). If a peak occurs at zero energy, a weakly bound state at negative
energy, E = −B < 0, just below threshold, may be present. If peaks occur at finite positive energy, they are often related
to quasi-bound states, i.e., resonances. The relation between weakly bound states, resonances, and peaks in low-energy
scattering cross-sections is the subject of this section.

12.6.1 INFLUENCE OF BOUND STATES

The dominant partial wave in low-energy scattering is l = 0 for spinless particles [see discussion near Eq. (12.200)] or
l= 1 for identical fermions with a symmetric spin function. Consider s-wave scattering of spinless particles from a central
potential V(r) that supports a bound state at energy EB= − B, as shown in Fig. 12.12. The figure shows an attractive
square well potential (the well-depth |V0| of the potential can be much larger than the binding energy B of a bound
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r

V(r)

0
EB

E

V0

- V0

ρ

FIG 12.12 Low-energy scattering with energy
E (upper dashed line) from a
square well potential of depth V0
that supports a weakly bound state
at energy EB = −B < 0 (lower
dashed line).

state in this potential). Let us assume that a binding potential V(r) falls off
very quickly beyond some distance ρ, and

ρ �
h̄
√

mB
. (12.341)

Then, at low scattering energy, E < B, the de Broglie wavelength of the
scattered particle is larger than ρ. This enables us to easily estimate the low-
energy scattering cross-section. We start from the radial Schrödinger equation
for the l = 0 scattering wave function u0(r) = krR0(r) [see Eq. (12.159)],

[
d2

dr2
+ k2
− v(r)

]
u0(r) = 0. (12.342)

From Eq. (12.162a), we know that u0(r) behaves asymptotically as,

u0(r) ∝ sin[kr + δ0(k)], (12.343)

where δ0(k) is the s-wave phase shift. In addition to the scattering state u0(r), we will also need to consider the bound
state wave function uB(r). Its behavior at r > ρ where v(r) is really small is,

uB(r) ∝ e−κr, (12.344)

with κ =
√

2mB
h̄ . Taking the well-depth |V0| � B, it is reasonable to assume that the two functions uB(r) and u0(r) are

close to each other (i.e., their dependence on r is similar) inside the scattering region r < ρ. This enables us to relate the
phase shift to the binding energy by comparing logarithmic derivatives at r = ρ,

[
u′B(r)

uB(r)

]
r=ρ
=

[
u′0(r)

u0(r)

]
r=ρ

, (12.345)

hence,

tan[kρ + δ0(k)] = −

√
E

B
. (12.346)

From (12.341), kρ � 1, so kρ can be neglected in the argument of the tangent function to obtain,

sin2 δ0(k) =
E

E + B
. (12.347)

Employing Eq. (12.202) for the total cross-section and restricting the sum to l = 0, we obtain,

σl=0(E) =
4π

k2
sin2 δ0(k) =

2π h̄2

m

1

E + B
, (12.348)

which can be much larger than the classical cross-section σcl = πρ
2.
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12.6.2 RESONANCE CROSS-SECTIONS

FIG 12.13 Effective potential veff(r) = −v0e−αr
+ l(l+ 1)/r2 for

v0 = 4, α = 1, l = 1, showing bound states at negative
energies EB < 0 and shape resonances at positive energies
Er > 0.

When l 6= 0 and v(r) is attractive, the effective
potential, v(r) + l(l + 1)/r2, might have a “quasi-
bound” state where resonances, sometimes called
shape resonances, can be formed at positive energy,
as shown in Fig. 12.13. Similar scenarios arise when
the potential v(r) contains a short-range strongly
attractive part and a long-range repulsive part, such
as the combination of nuclear forces and Coulomb
repulsion between atomic nuclei. The term quasi-
bound implies that these states do not have infinite
lifetime; after some time, depending on height and
width of the barrier (see below), tunneling out of
the state occurs. A peak in the cross-section aris-
ing from a given partial wave l can arise when the
phase shift δl(k) goes through (n+ 1/2)π/2; hence
cot δl(k) goes through zero as the scattering energy
approaches the resonance energy Er from below. In
the vicinity of Er,

cot δl(k) ≈
2

0l
(E − Er)+ O

[
(E − Er)

2
]

,

(
E =

h̄2k2

2m
, 0l = −2

[
d cot δl

dE

]−1
)

, (12.349)

hence, e−iδl(E) = cos δl(E)−i sin δl(E) ≈
E−El+i0l/2√
(E−Er)2+(0l/2)2

. The contribution of this partial wave to the total cross-section

in the vicinity of the resonance energy is then given by the Breit–Wigner formula (see Problem 12.17),

σl ≈
4π

k2
(2l+ 1) sin2 δl(k) =

π

k2
(2l+ 1)

02
l

(E − Er)2 +
(
0l
2

)2
. (12.350)

Due to the factor k2 in the denominator, the RHS of Eq. (12.350) is not strictly a Lorenzian, but it is quite reasonable to
regard 0l/2 (we shall sometimes drop the subscript l) as the full width at half maximum. By application of the heuristic
uncertainty relation between time and energy, we can interpret the time τ = 2h̄/0 as the lifetime of the resonance,
beyond which it will tunnel outside the potential.

The effects of resonances on cross-sections can also be studied through the analytic properties of the Jost functions
Fl(k) introduced in Eqs. (12.254) and (12.259). For this purpose, it is more convenient to consider Fl(k) and δl(k) as
functions of energy E rather than momentum k. Therefore, we revisit the powerful tool of analytic continuation of the
energy E from the real axis into the complex plane. To this end, recall the discussion related to Fig. 12.9 and perform
the mapping ε = k2, where both ε and k are considered as complex variables. For simplicity, we concentrate on a single
bound state and a single resonance and drop the ubiquitous l dependence. A zero of Fl(k) at k = iκ on the imaginary
axis in the complex k plane is mapped onto bound states −B < 0 on the negative real axis in the ε plane. Similarly,
a zero of Fl(k) at point k1 − ik2 slightly below the real axis in the complex k plane (whose argument is slightly smaller
than 2π ), Ē = ER −0/2, with 0 > 0, slightly below the real axis in the ε plane. Note that the argument of the resonance
point is slightly below 4π . In the language of the theory of complex functions, a point on the complex plane whose
argument is 2π < θ ≤ 4π is said to be located on the second Riemman sheet. Thus, for a bound state at energy −B,
F(E = −B) = 0, and for an isolated resonance, F(Ē = ER − i02 ) = 0, where ER � 0 > 0. The reason for the
negative imaginary part−i0/2 is that if we consider u(r) as a stationary state with complex “eigenvalue” E = ER− i0/2,

the time dependence of the wave function is given by e−i Et
h̄ = e−i ERt

h̄ e−
0t
2h̄ , which decays exponentially with time, with
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decay time τ ≡ h̄/0. A zero of F(E) at Ē = ER + i02 would imply a state that evolves in time with a factor e−iĒt/h̄ that
grows exponentially with time, which does not make sense.

Employing an expansion as in Eq. (12.265) and assuming (without loss of generality) that φl = 0, we obtain (restoring
the l dependence),

Fl(E) ≈

(
E − El + i

0l

2

)
. (12.351)

Recall from Eqs. (12.254), (12.258), and (12.259) that at real positive energy E > 0, Fl(E) = e−iδl(E). We conclude that
for real E and small 0 > 0, the S matrix is,

Sl(E) = e2iδl(E) =
eiδl(E)

e−iδl(E)
=

E − El − i0l
2

E − El + i0l
2

, (12.352)

which is indeed unitary. From Eq. (12.352), one can evaluate sin2 δl(E) to obtain the contribution of the lth partial wave
to the cross-section near resonance,

σl(E ≈ El) =
4π

k2
(2l+ 1) sin2 δl(E) =

π

k2
(2l+ 1)

02
l

(E − El)2 +
(
0l
2

)2
. (12.353)

This is called the Breit–Wigner resonance formula. Within the approximations employed above, the contributions from
several resonances add incoherently, leading to a series of (slightly distorted) Lorenzian peaks.

Problem 12.17

Use the identity sin2 δ = (1− cos 2δ)/2 = (1− Re e2iδ)/2 to prove Eq. (12.353) using Eq. (12.352).

12.6.3 FESHBACH RESONANCE

In Sec. 12.6.2, we analyzed the physics of shape resonances, which emerge in scattering from a potential with a quasi-
bound state as depicted in Fig. 12.13. A different scenario of resonance scattering occurs when a scattering channel is
coupled with another (closed) channel having a bound state, as shown in Fig. 12.14 (in the coupled system, the bound state
is not truly bound, but rather, is quasi-bound and therefore has a finite lifetime, due to its interaction with the continuum
states on the open channel). Such resonances called Feshbach resonances [183] are accessible in low-energy atom–atom
collisions, nuclear collisions, and many other kinds of scattering events. In Fig. 12.14, two atoms with interaction potential
VC collide with low collision energy E = εB−VC(∞). A different electronic potential energy VB exists for the two-atom
system, and this closed channel potential has a bound state at energy EB.6 Due to the coupling V ≡ VCB between the
two electronic potentials, a resonance can appear in the scattering cross-section when εB on the open channel (C) is near
the bound-state energy EB on the closed channel (B) (B stands for bound, and VB is often called the closed channel
potential). In cold atom collisions, it is possible to experimentally control the energy EB by tuning the strength of an
external magnetic field, so that the whole potential energy curve VB moves up or down in energy relative to the potential
energy curve VC. One can start with a magnetic field such that εB < EB and change the magnitude of the magnetic field
so the potential VB moves relative to VC and EB sweeps through the resonance, which occurs when εB = EB; after the
sweep, εB > EB. When εB ≈ EB, the system exhibits a Feshbach resonance, which is distinct from the shape resonance

6 If εB < VB(∞), the potential VB is energetically closed; hence, it is called the closed channel potential.
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FIG 12.14 Feshbach resonance in the scattering of two atoms. Plotted
are the two potentials (in units of the binding energy of
potential VC) versus internuclear separation r (in units of the
equilibrium internuclear coordinate of the scattering potential
re). The resonance energy Er is similar to the energy of the
bound-state energy EB on potential VB. The coupling
potential V ≡ VCB.

FIG 12.15 Modified scattering length versus external magnetic field
strength near a Feshbach resonance.

encountered above. At a Feshbach resonance, the scat-
tering length becomes infinite; it changes sign as
the energy passes through resonance, as shown in
Fig. 12.15. When EB is lowered below E, molecules
can be trapped, forming true bound states. The for-
malism for analyzing Feshbach resonances was orig-
inally developed by Herman Feshbach in the context
of nuclear reactions [183]. Other examples of Fesh-
bach resonances occur in electron–atom and electron–
ion scattering. The theory of Feshbach resonances will
be analyzed in the first part of this section. Another for-
malism describing the coupling between a bound state
and continuum states, leading to resonances, is known
as Fano resonance. The corresponding physics will be
analyzed in the second part of this section. Although
the formalisms used by Feshbach and Fano are quite
different, they both deal with very similar scattering
phenomena.

Feshbach Resonance Scattering Formalism

Consider two systems C (for continuous) and B
(for bound). System C (B) is subject to Hamilto-
nian HC = H0 + VC (HB = H0 + VB) where the
kinetic energy (or zeroth order Hamiltonian), H0, is
the same for both systems, while the potentials VC

and VB are distinct (see Fig. 12.14). For convenience,
we consider VC and VB to be spherically symmetric.
The potential VC(r)→ 0 as r→∞ faster than r−2,
and VB(r)→VB(∞)> 0 as r→∞. VB(r) supports a
bound state at energy EB < VB(∞). It is useful to
be able to shift VB by adding to it a tunable con-
stant.7 Each system can be studied within the elemen-
tary procedure of solving the Schrödinger equation
with scattering boundary condition for system C and
bound-state boundary condition for system B. What
happens when the two systems are coupled by a poten-
tial (denoted by V ≡ VCB) as shown schematically in
Fig. 12.14?

When systems B and C are coupled and the total
energy E of the system is positive, there is only
a scattering state with asymptotic conditions as in
Eq. (12.85). Intuitively, however, the system may be trapped as a virtual bound state for a long time by VB. Tradi-
tionally, one speaks of an open and closed channel (for more on scattering channels, see Sec. 12.8)8 with corresponding

7 Experimentally, this can be accomplished, as discussed above, by introducing a magnetic field, if the atoms composing the diatomic molecule have a
magnetic moment, and the magnetic moments of the atoms asymptotically obtained from channels B and C are different.
8 From the strict definition of scattering channels, only one channel is present here.
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scattering and exponentially decaying bound state wave functions. The central question that will be answered below is
how the coupling between the continuum states in the open channel and the bound state in the “closed channel” affects
the scattering amplitude (or the scattering length, since we are concerned here with low-energy scattering).

The initial states (before coupling) are eigenstates of the corresponding Hamiltonians and satisfy the Schrödinger
equations,

(H0 + VB)|ψB〉 = EB|ψB〉, (H0 + VC)|ψ
+

k 〉 = Ek|ψ
+

k 〉, (12.354)

where |ψB〉 is the bound-state wave function at energy EB < B and |ψ+k 〉 belongs to the set of continuous eigenstates of

H0 + VC with scattering energy Ek =
h̄2k2

2m = E. The kets |ψB〉 and |ψ+k 〉 satisfy orthogonality relations,

〈ψB|ψB〉 = 1, 〈ψB|ψ
+

k 〉 = 0, 〈ψ+k |ψ
+

k′ 〉 = δ(k− k′), (12.355)

and, in configuration space, they obey the asymptotic boundary conditions,

〈r|ψB〉 −−−→
r→∞

0, 〈r|ψ+k 〉 −−−→r→∞
(2π)−

3
2

[
eik·r
+ f0(θ)

eikr

r

]
, (12.356)

where θ is the scattering angle. The subscript 0 on the scattering amplitude indicates that we are considering a system
where the coupling V is off. Denote by B the subspace spanned by the bound state |ψB〉 ∈ B and by C the subspace of
continuum states |ψ+k 〉 ∈ C. The corresponding projection operators (sometimes called Feschbach projection operators)
are,

PB = |ψB〉〈ψB|, PC = 1− PB =
∑

k

Pk =
∑

k

|ψ+k 〉〈ψ
+

k |. (12.357)

Coupling between the two subspaces is induced by V ≡ VCB, and the full Hamiltonian of the system is H. The system
is completely specified as follows:

PCHPC = H0 + VC ≡ HC, PBHPB = H0 + VB ≡ HB, (12.358a)

PCHPB = V , PBHPC = V†. (12.358b)

The scattering state |9〉 of the system corresponding to E > 0 is a solution of the stationary Schrödinger equation,

(H − E)|9〉 = 0. (12.359)

With the definitions |9C〉 ≡ PC|9〉, |9B〉 ≡ PB|9〉, Eq. (12.359) can be recast as,

(HC − E)|9C〉 = −V|9B〉, (12.360a)

(HB − E)|9B〉 = −V†
|9C〉. (12.360b)

Our goal is to solve these equations (at least approximately) at low but positive energy E > 0. The solution should be a
scattering state that evolves from the unperturbed state |ψ+k 〉. There will be no bound state, despite the component |9B〉

in the full wave function. Our first task is to express both |9B〉 and |9C〉 in terms of ψ+k and use it for elucidating the
influence of the coupling on the scattering amplitude. The formal solution of Eq. (12.360a) evolving from |ψ+k 〉 is given
in terms of the Green’s function of HC with outgoing boundary conditions, g+C = (E + iη − HC)

−1, as

|9C〉 = |ψ
+

k 〉 + g+C V|9B〉. (12.361)

Substituting this expression into the RHS of Eq. (12.360b) and rearranging yields,

(E − HB − V†g+C V)|9B〉 = V†
|ψ+k 〉. (12.362)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 15-ch12-605-748-9780444537867 2012/11/15 23:50 Page 672 #68

672 CHAPTER 12 Scattering Theory

We now formally invert the operator acting on |9B〉 and get an expression (without an inhomogeneous term) for |9B〉 in
terms of |ψ+k 〉,

|9B〉 = (E − HB − V†g+C V)−1V†
|ψ+k 〉. (12.363)

Finally, this expression for |9B〉 is inserted into the RHS of Eq. (12.361) to obtain

|9C〉 = [1+ g+C V(E − HB − V†g+C V)−1V†]|ψ+k 〉. (12.364)

Using the configuration space representation of Eq. (12.364), the asymptotic behavior of the scattering state 〈r|9C〉 can be
analyzed, and the modification of the scattering amplitude (or the S matrix) is obtained. The physical content is encoded
in the second term inside the square brackets on the RHS of Eq. (12.364), which is the correction to |ψ+k 〉 due to coupling
with the bound state. The inverse operator appearing in the brackets acts in the subspace spanned by |9B〉. Inserting the
projection |9B〉〈9B| into both sides we find,

g+C V(E − HB − V†g+C V)−1V†
= g+C V|9B〉(E − EB − 〈9B|V

†g+C V|9B〉)
−1
〈9B|V

†. (12.365)

The quantity

6B(E) ≡ 〈9B|V
†g+C (E)V|9B〉 (12.366)

is referred to as the self-energy and plays an important role. The self-energy has both real and imaginary parts. The
resonance energy Er and width of the resonance 0 are defined as,

Er ≡ EB + Re6B, 0 ≡ −2 Im6B. (12.367)

When the resonance energy is close to the scattering energy, Er ≈ E, we have a Feshbach resonance. The width 0 of this
resonance is determined by the imaginary part of the self-energy [see Eq. (12.367)]. In order to evaluate 0, we use the
spectral representation of the Green’s function g+C [employing the completeness relation (12.96a)] and substitute it into
Eq. (12.366) to obtain,

0 = −2 Im

[∫
dk
(2π)3

|〈9B|V†
|ψ+k 〉|

2

E − Ek + iη

]
. (12.368)

In this integration, the energy Ek should not be restricted to the energy shell. Employing the identity (12.136), (12.368)
can be written as,

0 ≈
1

4π2

∫
dk |〈9B|V

†
|ψ+k 〉|

2δ(E − Ek). (12.369)

At very low scattering energy E, the s-wave scattering dominates, hence, |ψk〉 can be replaced by its s-wave component
R0(r) [see the expansion (12.154)], which is isotropic. Integration over energy, using the delta function then yields,

0 ≈
m

2π h̄2
k|〈9B|V

†
|R0〉|

2
≡ αk. (12.370)

The normalization of the scattering states is such that the s-wave radial wave function R0 is dimensionless, so that the
dimension of |〈9B|V†

|R0〉|
2 is equal to that of volume, ensuring that 0 has the dimension of energy. Equation (12.370),

and the fact that 0 ∝ k, will now be used in the calculation of the modified scattering length. When Eq. (12.370) is used
in Eq. (12.365) and then the result is inserted in Eq. (12.364), we get

|9C〉 = |R0〉 + g+C V|9B〉
1

E − Er + i02
〈9B|V

†
|R0〉. (12.371)

We are now in a position to determine the asymptotic behavior of 〈r|9C〉 starting from Eq. (12.371). The only task left
is the calculation of 〈r|g+C V|9B〉. The coordinate representation of the s-wave Green’s function g+C (r, r′) at large r can be
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expressed in terms of the regular and irregular s-wave solutions of the l = 0 Schrödinger equation,

g+C (r, r′) = −
m

4π h̄2
eiδ(0)0 (E) eikr

kr
R0(r

′), (12.372)

where δ(0)0 is the s-wave phase shift for scattering from VC alone (without coupling to the bound-state system). At low

energy, δ(0)0 →−ka(0)0 , where a(0)0 is the scattering length for scattering from VC. Expression (12.372) is analogous to the
second term on the RHS of Eq. 12.193, albeit with slightly different normalization of the asymptotic wave function. Due
to this separable form, the exponential part can be pulled out of the matrix element 〈r|g+C V|9B〉 and the remaining part is
proportional to 〈R0|V|9B〉. The product of this matrix element with the second one appearing on the RHS of Eq. (12.371)
is proportional to 0. Carrying out the algebra [184], we arrive at

〈r|g+C V9B〉〈9B|V
†
|R0〉 → i0e2iδ0

eikr

kr
. (12.373)

Finally, we go back to Eq. (12.371) and express the asymptotic form of 〈r|9C〉 in terms of R0 with coefficients that yield
the modified S matrix. The asymptotic form of R0(r), according to Eq. (12.171), is

R0(r)→
1

kr
(e−ikr

− e2iδ0 eikr). (12.374)

Combining Eqs. (12.371), (12.373), and (12.374), we finally obtain

〈r|9C〉 →
1

kr

[
e−ikr
− eikre2iδ(0)0

(
1−

i0

E − Er + i02

)]
. (12.375)

According to expression (12.171), the coefficient of the outgoing spherical wave is the partial-wave S matrix Sl = e2iδl

(here, we have l = 0). Hence,

S0 = e2iδ0 = e2iδ(0)0

[
E − Er − i02
E − Er + i02

]
≡ e2i(δ(0)0 +θ0), θ0 = arg

(
E − Er − i

0

2

)
. (12.376)

When E→ 0, both δ(0)0 → 0 and θ0 → 0 (since 0 = αk→ 0). The modified scattering length is then,

a0 = − lim
E→0

1

k
tan(δ(0)0 + θ0) ≈ − lim

E→0

1

k
(tan δ(0)0 + tan θ0). (12.377)

Using tan θ0 = −
0

2(E−Er)
and 0 = αk, we find

a0 = a(0)0 +
α

2Er
. (12.378)

Tuning of the resonance energy by varying an external magnetic field (or an optical field) is an important experimental
tool that can be used to control collisions. For example, in fermionic ultra-cold atom collisions, sweeping the strength
of an external magnetic field through a Feshbach resonance can result in the formation of a large number of ultra-
cold molecules composed of two fermionic atoms. The application of an external magnetic field enables control of the
energy difference of the asymptotic molecular potential by the Zeeman energy of the atoms, UZ = −µ · B. Since the
magnetic dipole moments of the atoms to which the molecular potentials VC(r) and VB(r) asymptotically correlate are
different, tuning the magnetic field strength tunes the asymptotic energy difference and therefore the resonance energy,
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Er(B) = −µ(B − Br). Here, Br is the magnetic field strength at which the resonance energy passes through zero.
Substituting this expression into Eq. (12.378) yields

a(B) = abg

(
1−

1

B− Br

)
, (12.379)

where we have denoted the background scattering length as abg ≡ a(0)0 and 1 = α/(2a(0)0 µ). Figure 12.15 shows the
scattering length dependence on the external magnetic field. The scattering length diverges at resonance B = Br and
changes sign through resonance.

Feshbach Resonance Models

As an example of Feshbach resonance problem, consider the two-channel scattering with the 2×2 potential matrix V(r) =(
V0(r) V01(r)
V10(r) V1(r)

)
, where

V0(r) = −V0[1− θ(r − ρ)],

V1(r) = (−V1 + ε)[1− θ(r − ρ)]+ εθ(r − ρ),

V01(r) = V10(r) = U[1− θ(r − ρ)]. (12.380)

Here, V0 and V1 are positive, ε > 0, −V0 + ε < 0, and the scattering energy E is such that ε > E > 0 (see Fig. 12.16).

r

V(r)

V0
V1+ε

ρ
V0(r)

V1(r)

Eb

ε
ε

FIG 12.16 A two-channel square well Feshbach resonance model. The
open channel potential V0(r) is coupled to a closed channel
potential V1(r) via a coupling potential V01(r) = V10(r) =
U[1− θ(r − ρ)], which is not shown. A Feshbach resonance
occurs when the bound-state energy Eb on the closed channel
potential V1(r) is adjusted via control of the difference
between the asymptotic channel energies, ε, so that Eb
(roughly) equals the scattering energy E (when the coupling
strength U is small).

The Schrödinger equation for l = 0 for this prob-
lem is given by,[
−

h̄2

2µ

d2

dr2
+ V0(r)− E

]
u0(r) = V01(r)u1(r),[

−
h̄2

2µ

d2

dr2
+ V1(r)− E

]
u1(r) = V10(r)u0(r),

(12.381)

where µ is the reduced mass. For r≥ ρ, where u0(r)
and u1(r) are uncoupled, we know that the form of the
wave functions are u0(r) = B sin(kr+δ), and u1(r) =
Ce−Kr, with h̄2k2/(2µ) = E and h̄2K2/(2µ) = ε−E.

If U = 0 (no coupling), the closed channel wave
function for r < ρ is given by u1(r) = C sin(Kr),
where h̄2K2/(2µ)=E−V1−ε, and for r ≥ ρ, u1(r) =
Ce−Kr, where h̄2K2/(2µ)=E−ε. Matching the wave
function and its derivative at r = ρ,

C sin(Kρ) = C e−Kρ , CK cos(Kρ) = −CK e−Kρ , (12.382)

yields, upon dividing one equation by the other, the transcendental equation, tan(Kρ) = −KK . This is basically identical
to Eq. (1.112) for the 1D square well odd bound states. No closed channel bound-state exists if V1ρ

2 < π2h̄2/(8m), one
bound state exists if π2h̄2/(8m) ≤ V1ρ

2 < 9π2h̄2/(8m), etc. The open channel wave function for U = 0 is given by
u0(r) = B sin(k0r), where h̄2k2

0/(2µ) = E − V0, and for r ≥ ρ, u0(r) = B sin(kr + δbg), where the subscript bg stands
for background.
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For U 6= 0 (coupling switched on), u0(r) and u1(r) are coupled for r < ρ, and we can define an orthogonal transfor-

mation O =

(
cos θ sin θ
− sin θ cos θ

)
to a new set of wave functions uP(r) and uQ(r), which are uncoupled, i.e.,(

uP(r)
uQ(r)

)
=

(
cos θ sin θ
− sin θ cos θ

)(
u0(r)
u1(r)

)
, (12.383)

where Ot
(
−V0 U

U −V1 + ε

)
O =

(
vP 0
0 vQ

)
and

vP = [(−V0 − V1 + ε)+
√
(−V0 + V1 − ε)2 + 4U2]/2,

vQ = [(−V0 − V1 + ε)−
√
(−V0 + V1 − ε)2 + 4U2]/2. (12.384)

The angle θ in Eq. (12.383) is such that tan 2θ = 2V01/(V1 − V2) for r < ρ. For r ≥ ρ, the potential matrix V is
already diagonal, so θ = 0, vP = 0 and vQ = ε (see Fig. 12.16), and uP = u0, uQ = u1. Although this model can be
solved numerically, it is not quite simple enough to yield an analytic expression for the near threshold phase shift or the
scattering length.

An even simpler two-channel scattering problem which can be solved analytically [185] is given by the 2×2 potential

matrix V(r) =

(
Vo(r) V01(r)
V10(r) Vc(r)

)
, where

r

V(r)

-V0

-V1

ρ
V0(r)

V1(r)

Eb

V01(r)

V01(r)ψ =            δ (3)(r)    (rψ)d
dr

2π  2b
m

FIG 12.17 An example of a Feshbach resonance for a two-channel
square well with a regularized delta function coupling. A
Feshbach resonance occurs when the bound state on the
closed channel potential Vc ≡ V1, at energy Eb relative to the
asymptote of the open channel potential, is adjusted, so that it
corresponds to the scattering energy with which flux enters
the open potential Vo(r) ≡ V0(r).

Vo(r) = −Vo[1− θ(r − ρ)],

Vc(r) = −Vc[1− θ(r − ρ)]+ V∞θ(r − ρ),

V01(r) = V10(r) =
2π h̄2b

µ
δ(r)

∂

∂r
r.

Here, the open o and closed c channel potentials have
well-depth Vo and Vc, respectively, which are positive,
outside the well radius ρ, V∞ � 1 (practically infi-
nite), as shown in Fig. 12.17. The coupling potential
V01 = V10 is a regularized delta function (the regu-
larization with ∂

∂r r is required since the wave function
is singular at the origin) with strength proportional to
the length b. Eb is the lowest bound-state energy in the
closed channel relative to the asymptote of the open
channel (see Fig. 12.16). This is a 3D spherically sym-
metric system, and the full 3D wave function can be
expanded in the form, ψ(r) =

∑
l

ul(r)
r Pl(θ). Only

the l = 0 partial wave is relevant, since higher par-
tial waves are frozen out at low scattering energy. The

radial part of the Laplacian operator is equal to 1
r
∂2

∂r2 r.
The Schrödinger equations for the l = 0 radial wave
functions, uc and uc, for energy E are given by,

−
h̄2

2m

(
u′′o(r)

r
− 4πδ(r)uo(0)

)
+ Uo(r)

uo(r)

r
+ Voc(r)

uc(r)

r
= E

uo(r)

r
, (12.385)

−
h̄2

2m

(
u′′c (r)

r
− 4πδ(r)uc(0)

)
+ Uc(r)

uc(r)

r
+ V∗oc(r)

uo(r)

r
= E

uc(r)

r
. (12.386)
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When the interaction potentials are finite everywhere, we must set ui(0) = 0, i.e., for finite potentials, the wave function
ψ(r) should be finite, so ui(r)→ 0 as r → 0. However, for the delta function coupling potential Voc, which is singular
at the origin, we obtain

1

r

(
−

h̄2

2m
u′′o(r)+ (Uo(r)− E)uo(r)

)
+

2π h̄2

m

(
uo(0)+ bu′c(0)

)
δ(r) = 0, (12.387)

1

r

(
−

h̄2

2m
u′′c (r)+ (Uc(r)− E)uc(r)

)
+

2π h̄2

m

(
uc(0)+ bu′o(0)

)
δ(r) = 0, (12.388)

and the wave function can be singular (although probability distributions remain finite). To satisfy Schrödinger equation,
we have to put

uo(0)+ bu′c(0) = 0, uc(0)+ bu′o(0) = 0. (12.389)

We shall not present the analytic solution, but only sketch the result. Figure 12.18 shows the scattering length a versus
Vc, as calculated using Eqs. (9.386). The black dot indicates the value of the scattering length for the specific value of Vc

to the left of the graph of a versus Vc, while the red curve shows the whole curve of a versus Vc. As long as the coupling
parameter b is small, the resonance occurs when the bound state in the closed channel crosses threshold and is rather
narrow. If b is large, this need not be the case.

When Vc is such that Eb / 0, a two-channel bound state can exist. We can write the wave functions for open and
closed channels as

uo(r) =

{
Ao sin(qor − ηo) for r < ρ,

B0e−κρ for r > ρ,
(12.390)

uc(r) =

{
Ac sin(qcr − ηc) for r < ρ,

0 for r > ρ,
(12.391)

where we now define h̄2q2
o/(2µ) ≡ Vo − Eb for the open channel, and h̄2q2

c/(2µ) ≡ Vc − Eb for the closed channel, with
|Eb| > 0 being the binding energy, i.e., the energy of the two-channel bound state equals Eb = −|Eb|, and h̄2κ2/(2µ) ≡
|Eb|. In a fashion similar to the above procedure, we again find,

tan ηo tan ηc = b2qoqc. (12.392)

By considering the closed channel wave function at r = ρ, we obtain

sin(qcρ + ηc) = 0, =⇒ tan(qcρ) = −tan ηc. (12.393)

The open channel boundary conditions at r = ρ yields,

κ = −qo/ tan(qoρ + ηo). (12.394)
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FIG 12.18 Scattering length a for the Feshbach resonance versus
potential parameter Vc. The black dot indicates the value of
the scattering length for the given Vc. (a) The bound state on
the closed channel is above threshold on the open channel,
and the scattering length is positive. (b) The bound state on
the closed channel is below threshold on the open channel,
and the scattering length is positive. A true two-channel
bound state then exists, and if a� ρ, the two-channel

bound-state energy is given by Eb ≈ −
h̄2

2µa2 .

This equation can be re-expressed in terms of
the parameters of the problem as follows. Noting
that tan(qoρ + ηo) = [tan(qoρ) + tan ηo]/[1 −
tan(qoρ) tan ηo], we finally obtain

κ = −qo
1− tan(qoρ) tan ηo

tan(qoρ)+ tan ηo
. (12.395)

The quantity tan ηo can be evaluated using
Eqs. (12.392) and (12.393):

tan ηo = −
b2qoqc

tan(qcρ)
. (12.396)

κ = −qo
tan(qcρ)+ b2qoqc tan(qoρ)

tan(qoρ) tan(qcρ)− b2qoqc
. (12.397)

This is a transcendental equation for the bound-state
energy. However, a simple approximation can be
made to obtain an approximate formula for the bound-
state energy when a � ρ. We see from Eq. (12.394)
that, a = ρ − tan(qoρ + ηo)/qo. Substituting this
expression for tan(qoρ+ηo) into Eq. (12.395), assum-
ing that the two-channel bound-state energy is very
close to threshold on the open channel, we obtain
κ ≈ 1

a−ρ , hence,

Eb ≈ −
h̄2

2µ(a− ρ)2
≈ −

h̄2

2µa2
. (12.398)

12.6.4 FANO RESONANCE

The consequence of coupling between a discrete level (or a group of discrete levels) and an energetically close-by con-
tinuum of levels was developed by Ugo Fano in 1961 [186] in the context of studying the autoionization of atoms by
scattered electrons. The experimental feature of the autoionization cross-section that is distinct from that of a Breit–
Wigner resonance is the asymmetric lineshape of the cross-section (see Fig. 12.19). Consider an electron scattering from
a He atom in its ground electronic state whose configuration is (1s)2 1S0. Electron scattering can excite the helium to the
first state (1s2s) 3S1. A Breit–Wigner resonance peak appears in the excitation spectrum. But a different situation occurs
when the helium is excited into a very high energy configuration, such as (2s2p) 1P1, which is located above the lowest
ionization threshold. After excitation, such a state decays into He++e− and the excitation spectrum displays a highly
asymmetric lineshape, which vanishes (experimentally, nearly vanishes) on one side of the peak. This type of resonance
feature is referred to as a Fano resonance.

The Fano and Feshbach resonance phenomena are similar. The analysis in both cases involves the mixing between
discrete and continuum states that have energies close to each other. In the analysis of the Feshbach resonance discussed
above, the focus was on the effect of the quasi-bound state on the scattering length (or the scattering cross-section), while
in the Fano resonance case, the focus is on the autoionization of the bound state due to configuration mixing, which, again
affects the autoionization cross-section. The Feshbach and Fano formalisms can be recast one into the other.

Recently, Fano resonances were observed in electronic quantum interferometers. In these devices, one path of the inter-
ferometer allows free passage of the electrons, whereas the other path contains a quantum dot that mimics an attractive
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potential well. Experiments show that when such an interferometer serves as a resistor, the corresponding conductance
displays a Fano lineshape. This is attributed to interference between the continuum and the bound-state contributions to
the conductance, which coherently interfere.

The analysis of Fano resonances starts from Eqs. (12.359) and (12.360) for the components of a scattering state |9〉
at energy E. It is assumed that there is a single discrete state |ϕ〉 at energy EB (before coupling is switched on), and a
continuous set of states {ψ(E′)} with energies E′. It is useful here to adopt the energy representation for the states in
the space C of continuous functions, using the notation |ψ+(E′)〉 instead of the scattering states |ψ+k 〉 used previously.
For notational convenience, the superscript + will be dropped. For reasons to become clear later on, we first assume that
the energies E′ form a discrete set of N levels with constant level separation d. The continuum limit will be taken at the
appropriate stage.

The wave function can be written as,

|9〉 = βE|ϕ〉 +
∑
E′

γE(E
′)|ψ(E′)〉, (12.399)

where βE and γE(E′) are coefficients to be determined (their normalization will also concern us later on). Employing
Eqs. (12.360) yields the Schrödinger equation for the coefficients βE and γE(E′),

EBβE +
∑
E′

V∗BE′γE(E
′) = EβE, (12.400a)

VE′BβE + E′γE(E
′) = EγE(E

′) ⇒ γE(E
′) =

VE′BβE

E − E′
. (12.400b)

Inserting the solution back into Eq. (12.400a) leads to

EBβE +
∑
E′

|VE′B|
2

E − E′
βE = EβE. (12.401)

After dividing Eq. (12.401) by βE, one gets an implicit equation for the eigenvalues En (n = 0, 1, . . . , N, N + 1). This
equation also appears in other branches of physics, and, as was originally shown by Rayleigh, E0 < E′1, EN+1 > E′N ,
while E′1 ≤ En ≤ E′N (n = 1, . . . , N). The question now is how to take the continuum limit. Technically, this is carried
out by taking the limits d → 0, N →∞, keeping Nd finite. Clearly,

∑
E′ →

∫
dE′ ρ(E′), where ρ(E′) is the density of

states ψ(E′). Handling the singularity in Eq. (12.401) depends on the boundary conditions. The standard procedure is to
replace E→ E + iη and take the limit η→ 0+ using the formula [see Eq. (12.136)],

1

x± iη
= P

[
1

x

]
∓ iπδ(x), (12.402)

where P denotes the principal part of the integral. This implies that the solutions are complex. For time-reversal invariant
systems, we seek real solutions. To achieve this goal, a procedure adapted by Fano is to take the continuum limit of the
solution (12.400b) as,

γE(E
′) = VE′BβE

[
P

1

E − E′
+ z(E)δ(E − E′)

]
, (12.403)

containing an energy-dependent constant z(E), which is to be determined self-consistently. First, let us obtain an expres-
sion for the phase shift within the Fano analysis, which will enable the determination of the scattering length, in a
fashion similar to that in Eq. (12.378) in Feshbach theory. To this end, Eq. (12.403) for γE(E′) is inserted into the
continuum version of Eq. (12.399) and then the r representation is taken on both sides, assuming s-wave scattering,

〈r|ψ(E′)〉 → A sin[k(E′)r + δ0(E′)] (where for free particle, k(E′) =
√

2mE′/h̄2). The contribution from 〈r|ϕ〉 decays as
r→∞, and hence, one obtains

〈r|9〉 = 9(r)→
∫

dE′ρ(E′)γE(E
′)A sin[k(E′)r + δ0(E

′)]. (12.404)
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The integral can be estimated to give

9(r)→ A′ sin[kr + δ̄0(E)], (12.405a)

δ̄0(E) = δ0(E)− tan−1 π

z(E)
≡ δ0(E)+ δr(E), (12.405b)

where δr(E) is the resonance phase shift, since it undergoes a π jump at the resonance energy Er, where z(Er) = 0.
To determine z(E), substitute Eq. (12.403) into Eq. (12.400a), which leads to

z(E) =
E − EB − F(E)

ρ(E)|VE′B|
2

, (12.406a)

with

F(E) = P
∫

dE′
ρ(E′)|VE′B|

2

E′ − E
. (12.406b)

Since the Fano resonance energy Er is such that z(Er) = 0,

Er ≡ EB + F(Er). (12.407)

Thus, F(E) is the real part of the self-energy [see Eq. (12.366)], which, when added to the bare bound-state energy EB

gives the resonance anergy Er.
The coefficients βE and γE(E′) can be determined from the above equations, but the normalization conditions

〈9E|9Ē〉 = δ(E − Ē) should be applied with care. The result is as follows:

βE =
sin δr

π
√
ρ(E)VEB

, γE(E
′) =

VE′B sin δr

π
√
ρ(E)VEB(E − E′)

− cos δr δ(E − E′). (12.408)

It is instructive to examine |βE|
2 as a function of E. Using Eq. (12.408), we find

|βE|
2
=

ρ(E)|VEB|
2

(E − Er)2 + π2ρ(E)2|VEB|
4

, (12.409)

which is a Lorenzian centered at Er and half-width 0/2, where

0 = 2π |VEB|
2ρ(E). (12.410)

Thus, instead of a bound state at energy EB, we get a Lorenzian distribution of βE centered at Er with width 0.
The fact that z(E) is real and changes sign through resonance affects the transition rate between a given initial state

|i〉 and the exact state |9〉. If the transition is induced by an operator T̂ (e.g., T̂ can be a dipole operator), the transition
matrix element can be decomposed, using Eqs. (12.399) and (12.408) as,

〈9|T̂|i〉 =
sin δr

πVEB
〈9B|T̂|i〉 − cos δr〈ψE|T̂|i〉, (12.411a)

where

|9B〉 = |ϕ〉 + P
∫

dE′ ρ(E′)
VBE′ψ(E′)

E − E′
. (12.411b)

Consider first Eq. (12.411b), which indicates how the bound state |ϕ〉 is modified due to coupling with the continuum
states. The difference between this expression and Eq. (12.363) is that in the latter case, it is assumed that Eq. (12.360b)
has no solution in the absence of coupling, while here it is assumed that a bound-state solution exists even without
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coupling. Our main concern here, however, is Eq. (12.411a), which displays a Fano interference between transition into
a (modified) bound state and transition into the unperturbed continuum. In a time-reversal invariant system for which all
the matrix elements can be chosen to be real, there exists an energy E0 defined by,

−
E0 − EB − F(E0)

πρ(E0)|VE0B|
2
=
πVE0B〈ψE0 |T̂|i〉

〈9B|T̂|i〉
, (12.412)

at which the transition amplitude 〈9|T̂|i〉 vanishes. There is destructive interference between the two contributions to the
transition.

Although Eq. (12.411a) appears to involve several parameters, it can be recast in a more transparent and compact
form. To this end, we define the following quantities:

ε(E) ≡ −cot δr =
E − Er

1
20

, q(E) ≡
〈9B|T̂|i〉

√
ρ(E)πVEB〈ψE|T̂|i〉

. (12.413)

Equation (12.412) guarantees that ε(E0) + q(E0) = 0. In terms of ε and q, the Fano formula for the ratio of the corre-
sponding transition rates reads, ∣∣∣∣∣ 〈9|T̂|i〉〈ψE|T̂|i〉

∣∣∣∣∣
2

=
(q+ ε)2

1+ ε2
. (12.414)

This so-called Fano lineshape, shown in Fig. 12.19, is the hallmark of the physics involving coupling between a bound
state and continuum states. As a function of ε, the RHS of Eq. (12.414) displays a peak at ε = 1/q and vanishes at
ε = −q.

In the special case where the initial state |i〉 is a plane wave describing the relative motion of an electron and an
atom in its ground state, and 〈r|9〉 is a scattering state with outgoing spherical wave asymptotic boundary conditions,
the corresponding matrix element is nothing but the scattering amplitude. Thus, if T̂ is a dipole operator, the matrix
element 〈ψE|T̂|i〉 is the scattering amplitude for the photoabsorption cross-section into the continuum, while 〈9|T̂|i〉 is

FIG 12.19 Fano lineshapes. The energy dependence of experimental
resonance cross-sections can often be written in the form

σ(ε) = σ0
(q+ε)2

1+ε2 + σb, where σb is a background

contribution to the cross-section and σ0 is proportional to
|〈ψE|T̂|i〉|. For negative q, invert the curves with respect to
ε = 0.

the modified photoabsorption cross-section due to the
presence of the bound state embedded in the contin-
uum. The dependence of q on energy is much weaker
than that of ε, and hence, q can be regarded as a con-
stant parameter. For |q| � |ε|, the line shape is Loren-
zian, as for shape resonances. For small q, however,
the transition cross-section is far from being Loren-
zian, and the Fano zero at ε = −q and the Fano peak
at ε = 1/q are close to each other.

Example: s-wave scattering

In the following example, we consider the coupling
between continuous and discrete states in configura-
tion space and point out some distinctions between
Fano and Feshbach analyses.

In a three-dimensional system, we consider an
s-wave scattering where system 1 describes a free par-
ticle [wave function ψ(r)] and system 2 describes
a particle [wave function ϕ(r)] scattered from a
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spherical shell potential −λδ(r − a). The two systems are coupled on the spherical shell due to a potential −αδ(r − a).
In the notation of (12.158) and (12.159), the coupled Schrödinger equations are

−
d2

dr2
ψ(r)− αδ(r − a)ϕ(r) = k2ψ(r), (12.415a)

−
d2

dr2
ϕ(r)− λδ(r − a)ϕ(r)− αδ(r − a)ψ(r) = q2ϕ(r). (12.415b)

The connection with Eqs. (12.400a) and (12.400b) are ψ(E′) ↔ ψ(r), VE′B = V∗BE′ ↔ αδ(r − a), 2mE
h̄2 ↔ k2, and

2m(E−EB)

h̄2 ↔ q2 (not the Fano parameter). In the first equation, k2 > 0, whereas in the second equation, there are two

possibilities: If q2 > 0, then we say that both systems 1 and 2 correspond to open channels. If, on the other hand, q2 < 0,
system 2 describes a bound state and is referred to as a closed channel. Due to Eq. (12.158), both ψ(r) and ϕ(r) vanish
at r = 0. When r→∞, ψ(r) is a combination of an incoming and an outgoing spherical wave, whereas ϕ(r) is either an
outgoing spherical wave (q2 > 0) or an exponentially decaying function (q2 < 0). Explicitly,

ψ(r) =

{
e−ikr
− S11eikr, r > a,

A(eikr
− e−ikr) 0 < r < a.

ϕ(r) =

{
−S21eiqr, r > a,

C(eiqr
− e−iqr) 0 < r < a.

(12.416)

Here, Sji denotes the corresponding S matrix element for final channel j and incoming channel i. The matching at r = a
requires continuity of the wave functions at r = a and discontinuity of the derivatives as dictated by the Dirac delta
function potential. When this is carried out, we obtain

S11 =

q
sin qa − λeiqa

−
α2

k ei(q−k)a sin ka

D
,

S21 =
−2iα sin ka

D
,

D = λeiqa
+
α2

k
ei(q+k)a sin ka−

q

sin qa
. (12.417)

When q2 > 0, both channels are open and contain an outgoing spherical wave. Unitarity (flux conservation) implies
|S11|

2
+ |S21|

2
= 1. If q2

= −κ2 < 0,

S11 =

κ
sinh κa − λe−κa

−
α2

k e−(κ+ik)a sin ka

D̄
,

S21 =
−2iα sin ka

D̄
,

D̄ = λe−κa
+
α2

k
e−(κ−ik)a sin ka−

κ

sinh κa
. (12.418)

Here, only channel 1 is open, and S21 is, strictly speaking, not a generic S matrix element; thus, |S11|
2
= 1. This is a

slight distinction between the Feshbach and the Fano resonances; in the former case, channel 2 is always closed, due to
the confining potential VB in Eq. (12.354), see also Fig. 12.14. In this case, S11 = e2iδ , and at low energy, the relation of
the phase shift to the scattering length is employed. It is technically trivial to remove VB and “open” channel 2 but then
S11 6= e2iδ . By analogy with Eq. (12.376), the Fano resonance energy Er and its width 0 should be read out from the pole
of S11 at E = Er − i0/2. The autoionization cross-section for s-wave scattering is 4πa2, where the scattering length a
is given in Eq. (12.378). In addition to the autoionization cross-section, the Fano formalism yields also the probability
Pϕ = |〈ϕ|ψ〉|2 that, for q2 < 0, ϕ is occupied.
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Direct calculation yields,

Pϕ =
16π |AC|2

ε2
B

[
4κ2eκa

− 2κλ(1− e−2κa)− 4α2e−κa sinh2 κa
]2

[2κ + λ(1− e−2κa)]2
, (12.419)

where the coefficients A, C appearing in Eq. (12.416) should be calculated by solving the matching equations in the same
way that S11 and S21 were calculated. Pϕ vanishes at some energy κ2

0 > 0. This fixes the zero of the excitation spectrum
line shape occurring at an energy that is shifted from E′B by an energy κ2

0 .

Problem 12.18

(a) For q2 > 0, prove the unitarity relation |S11|
2
+ |S21|

2
= 1.

(b) For q2 < 0, prove the unitarity relation |S11|
2
= 1.

(c) Explain the difference between (a) and (b).

Solution: For (a), one cannot avoid brute-force calculations. For (b), one immediately notes that the numerator and
the denominator in the expression for S11 are complex conjugates. In case (a), particle flux occurs in both channels,
and the unitarity of the S matrix reflecting flux conservation should be computed for each channel separately. In case
(b), only channel 1 is open, hence flux is present only in this channel.

Feshbach and Fano Resonances: Summary

(1) Feshbach and Fano resonances are very similar to each other. Both analyses resolve the subtle issues of treating the
interaction of a discrete level embedded in, and interacting with, a continuum of states.

(2) Feshbach and Fano resonances are distinct from shape resonances that are characterized by a Breit–Wigner line-
shape. The latter is a Lorenzian, symmetrically distributed around the peak, while the former is asymmetric and
vanishes at a certain energy. However, it is sometimes difficult to distinguish between Feshbach or Fano resonances
on the one hand and interference effects between Breit–Wigner resonances and a smooth background B, character-
ized by an amplitude such as, F = B + 0/2

E−Er+i0/2 . |F|2 can be parametrized by a Fano resonance lineshape with
q = 1/B.

(3) The Feshbach formalism was originally developed for the study of nuclear reactions, but recently has played a
central role in cold atom physics, where the atom–atom scattering length can be tuned via Feshbach resonances. In
this framework, only one channel is open, and the expression (12.379) indicates that the scattering length passes
through∞ and changes sign at the resonance.

(4) The Fano formalism was originally developed to study autoionization processes, but recently it was shown to be
relevant for mesoscopic physics. Examples from mesoscopic physics are related to electron interferometers, to be
discussed in Sec. 13.2. The Fano expression (12.405b) for the modified phase shift can be easily reformulated as
an expression for the scattering length, similar to Eq. (12.378). Thus, the low-energy scattering cross-section can be
calculated in either theory.

12.7 APPROXIMATION METHODS

In Sec. 12.5.3, we presented a recipe for calculating phase shifts by numerical integration of the radial Schrodinger
equation (12.159). This section focuses on approximation methods that can be applied to more general potential scattering
problems, for central or non-central potentials. The first method to be discussed is the Born approximation, which consists
of retaining only the first few terms in the Born series (12.122). The Born series is an operator relation, which is applicable
also to problems involving scattering from non-central potentials. The second formalism is the WKB approximation,
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which was introduced in Chapter 7. It is a semiclassical approximation, which is justified when the potential is slowly
varying on the scale of the local particle wavelength. Then, variational methods of approximation are introduced, and
we describe the Kohn variational principle for calculating phase shifts. The Kohn variational principle is also useful in
finding the few lowest eigenvalues of a given Hamiltonian. Finally, the eikonal approximation is discussed. Similar to
the WKB approximation, it is suitable for high-energy particle scattering from a smooth potential but does not require
partial wave expansion, and, unlike the WKB approximation, it can directly be used in three-dimensional systems with
non-central potentials. (The WKB approximation is basically a 1D semiclassical method, and a simple generalization to
higher dimensions is not available.)

12.7.1 BORN APPROXIMATION

The Born approximation is based on successive iterations of the Lippmann–Schwinger equation in its various forms.
These could be the abstract operator equations for the Green’s function (12.109), for the T operator (12.110), the momen-
tum representation of the partial wave Eq. (12.182) for the t matrix, the partial wave Lippmann–Schwinger Eq. (12.194)
for the radial wave function, and other equations such as (12.118), (12.120), (12.122), and (12.85). A natural question

concerns the rate of convergence of the Born series (12.122) for z = E+ = h̄2k2

2m + iη,

T = V + VG+0 V + VG+0 VG+0 V + . . . . (12.420)

Determining the rate of convergence of the Born series is in general rather complicated. It is, however, illuminating to
compare the ratio or the second and first term of the series. The Lippmann–Schwinger equation (12.120), to second order
in v = 2m

h̄2 V , is

t(2)(k′, k) = v(k′, k)+
∫

dk′′ v(k′, k′′)[k′2 + iη − k′′2]−1v(k′′, k). (12.421)

The explicit expressions for the two terms on the RHS are

B1(k′, k) = v(k′ − k) ≡ v(q) =
∫

dr eiq·rv(r), (12.422)

B2(k′, k) =
∫

dk′′
v(k′ − k′′)

[k′2 + iη − k′′2]
v(k′′ − k). (12.423)

Here, q = k−k′ is the momentum transfer. Recall the on-energy shell condition k2
= k′2 = ε, so that q2

= 2ε(1−cos θ).
At high energy ε and at high momentum transfer squared q2, it is reasonable to replace the denominator in the expression
for B2 simply by 1/ε and to approximate the ratio,

B2(k′, k)
B1(k′, k)

≈
1

ε

〈k′|v2
|k〉

〈k′|v|k〉
. (12.424)

For example, consider the Yukawa potential (12.124) whose momentum representation (12.125) is

v(q) =
v0

µ

1

q2 + µ2
. (12.425)

For k =
√
ε � µ and q� µ, direct application of Eq. (12.424) yields

B2(k′, k)
B1(k′, k)

≈
v0

2kµ
. (12.426)

Reliable estimates of higher order terms are rather difficult to carry out. For the Yukawa potential, one finds that the
condition

2

π
ln

(
v0

2µ2

)
< 1 (12.427)
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is sufficient for the convergence of the Born series (12.420) [179]. Note that this is close to the condition that the RHS of
Eq. (12.426) is smaller than unity.

Often, the Born approximation works well even when it is not expected to do so. At the same time, there are examples
where, counter to intuition, it does not work. For example, it gives poor results in the problem of scattering from a hard
sphere even when the dimensionless parameter kr0 satisfies the condition kr0 � 1 leading to an s-wave scattering with a
very small phase shift, δ0 ≈ −kr0 [see Eq. (12.200)].

12.7.2 WKB APPROXIMATION

The WKB approximation [187] for the solution of a 1D Schrödinger equation in the semiclassical approximation was
introduced in Sec. 7.2.1, where the analysis focused on the calculation of bound-state energies based on the Bohr–
Sommerfeld semiclassical theory of the quantization of energy levels. Here, we focus on its use for scattering problems.
The technique using the connection formulae at the turning points is the same, and therefore, we will not repeat it here.
In the study of transmission and reflection in generic 1D problems, the coordinate −∞ < x < ∞, but the WKB
approximation is applicable also for the analysis of the radial equations obtained after partial wave expansion, where the
one-dimensional coordinate is the distance between the scattered particle and the potential center with 0 ≤ r < ∞. The
connection formulas developed in Sec. 7.2.1 are also applicable here with a slight modification. Starting from the radial
equation (12.159), we will derive an expression for the phase shift δl(k). The WKB approximation is expected to be useful
when the scattering potential varies slowly on the scale of the wavelength λ = 2π

q(x) , where q(x) = 1
h̄

√
2m[E − V(x)] is

the local wavenumber (which includes the contribution from the potential),

λ(x) =
h

√
2m[E − V(x)]

� 4π
[E − V(x)]∣∣∣ dV(x)

dx

∣∣∣ . (12.428)

WKB Approximation: Transmission Through a Potential Barrier

-4 -2 2 4 

0.2 
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x

V(x)  [arb. units]

a b

FIG 12.20 Transmission through a potential barrier V(x) within the
WKB approximation. The energy E determines the turning
points b > a, with V(a) = V(b) = E.

Consider a one-dimensional potential V(x) forming
a smooth barrier as shown in Fig. 12.20. Defin-
ing v(x) = 2mV(x)/h̄2, the Schrödinger equation at
energy E = h̄2k2/(2m) is,[

d2

dx2
+ q2(x)

]
ψ(x) = 0, (12.429)

with local wavenumber q(x) defined as,

q2(x) ≡ k2
− v(x) = ε − v(x). (12.430)

At any given scattering energy ε= k2, there are
two turning points a and b defining two classi-
cally allowed regions x< a and x> b and a forbid-
den region a< x< b. In the region a< x< b, where
v(x) > ε, the local wavenumber q(x) becomes purely
imaginary,

q(x) = iκ(x) = i
√

v(x)− ε, v(x) > ε, κ(x) > 0. (12.431)
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The corresponding wave functions in the WKB approximation are

ψ(x) =
1
√

q(x)

[
A+ei

∫ x
a dy q(y)

+ A−e−i
∫ x

a dy q(y)
]

, (x < a), (12.432)

ψ(x) =
1
√
κ(x)

[
C+e−

∫ x
a dy κ(y)

+ C−e
∫ x

a dy κ(y)
]

, (a < x < b), (12.433)

ψ(x) =
1
√

q(x)

[
B+ei

∫ x
b dy q(y)

+ B−e−i
∫ x

b dy q(y)
]

, (x > b), (12.434)

where A+, A−, C+, C−, B+, and B− are constants. The connection formulae developed in Sec. 7.2.1 enable us to express
the coefficients B+, B− as functions of the coefficients A+, A− in terms of the central quantity,

τ ≡ e−
∫ b

a dx κ(x). (12.435)

Explicitly, (
C+
C−

)
=

1

2

[
τ
2 +

2
τ

i( 2
τ
−

τ
2 )

−i( 2
τ
−

τ
2 )

τ
2 +

2
τ

](
A+
A−

)
≡ M

(
A+
A−

)
. (12.436)

Equation (12.436) defines the 2×2 matrix, M, transforming amplitudes from the left to the right side of the barrier. In the
language of one-dimensional scattering theory, it is called the transfer matrix. Transfer matrices are encountered in many
branches of physics, including statistical mechanics and field theory. From the theory of barrier penetration in Sec. 1.3.11,
we know that when the conditions are chosen so that A+ = 1 and C− = 0, the transmission amplitude is given by C+.

Problem 12.19

(a) For A+ = 1 and B− = 0 in Eq. (12.436), show that the transmission amplitude t(ε) is given by,

t(ε) = B+ = [M11]−1
=

2
τ
2 +

2
τ

. (12.437)

(b) Similarly, calculate the reflection amplitude r(ε) = A− in terms of the elements of M. (Hint: Show that
M21 =

r(ε)
t(ε) and use your answer to part (a).)

Hence, the transmission coefficient in the WKB approximation is,

T(ε) = |t(ε)|2 =
4(

τ
2 +

2
τ

)2
≈ τ 2

= e−2
∫ b

a dx κ(x), (12.438)

where the approximated estimates holds for τ � 1.
We have indicated above that the WKB method is applicable also for 3D problems where the potential is spherically

symmetric and the waves propagate along the radial coordinate r. As an example, let us consider a nuclear fission reaction
corresponding to α particle decay. An alpha particle of charge Z1 = 2e in a heavy nucleus of charge (Z2 + 2)e is bound
by the short-range attractive nuclear potential VN(r). In addition, a repulsive Coulomb potential V(r) = Z1Z2e2/r exists
between the α particle and the Z2 protons of the remaining nucleus. The combination of the nuclear potential and the
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FIG 12.21 Schematic illustration of an α particle tunneling through the
Coulomb barrier in nuclear fission. The barrier starts at the
radius RC , the range of the nuclear attraction. The
transmission probability is approximately given by the
Gamow factor (12.440).

repulsive Coulomb potential generates a radial poten-
tial, such that the α particle is quasi-bound at positive
energy ε and can tunnel through the Coulomb poten-
tial (see Fig. 12.21). Let us calculate the transmission
coefficient for this nuclear fission process.

Since the range RC of the nuclear potential VN(r)
is short (R is a few fermi, 1 fermi = 10−15 m), a rea-
sonable approximation is to replace V = VN + VC by
the Coulomb potential tail,

V(r) = θ(r − RC)VC(r). (12.439)

The transmission coefficient in this case is obtained
from Eq. (12.435) with a = RC and b is the right turn-
ing point where the local wavenumber vanishes, i.e.,
ε = VC(b). It can be approximated by the so-called

Gamow factor for the fission probability,

T = e
−

2πµZ1Z2e2

h̄2k , (12.440)

where µ is the reduced mass of the alpha-nucleus system.

Problem 12.20

Calculate the transmission coefficient within the WKB approximation for a potential having the shape of an inverse
parabola, v(x) = v0 − Cx2, with v0 > 0 and C > 0, at energy 0 < ε < v0.

Hint: Find the two turning points x1,2 by solving the equation v(x) = ε and compute |τ |2 = e
−2

∫ x2
x1

dx κ(x)
, where

κ(x) =
√

v(x)− ε.

WKB Approximation for Phase Shifts

We now discuss the use of the WKB approximation for calculating phase shifts and estimate its effectiveness. Returning
to Eq. (12.159), let us assume that the potential v(r) falls off faster than 1/r as r → ∞ and that its behavior at r → 0
is less singular than r−2. This excludes the Coulomb potential case, but it should be kept in mind that the phase shift is
known exactly for the pure Coulomb potential, Eq. (12.312), while the problem of scattering by a Coulomb plus short-
range potential can be cast in a form where the effective combined potential satisfies the above constraints as explained
in Sec. 12.5.5. In the presence of a centrifugal potential l(l+ 1)/r2, it is useful to define an effective potential

vl(r) = v(r)+
l(l+ 1)

r2
, (12.441)

and a local wavenumber,

κ2
l (r) = k2

− vl(r). (12.442)

As far as potential scattering in three space dimensions is concerned, the important classical turning point rt is defined as
the largest r at which the local wavenumber κl(r) vanishes. Indeed, for sufficiently large r, κ2

l (r) > 0 and

lim
r→∞

κ2
l (r) = k2. (12.443)
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Thus, as r decreases from∞, a turning point r = rt is reached, where κ2
l (rt) = 0, such that

κ2
l (r) < 0, for r < rt, κ2

l (r) > 0, for r > rt. (12.444)

This is valid for l > 0, but even for s-wave scattering, with l = 0, it occurs when the potential v(r) has a weak singularity
at r = 0, such as the case for the Yukawa potential. Regions for which κ2

l (r) < 0 are classically forbidden, and regions for
which κ2

l (r) > 0 are classically allowed. In order to avoid cumbersome manipulations while still retaining the important
points, it is assumed that κ2

l (r) is strictly monotonic (at least for some region around rt),

dκ2
l (r)

dr
> 0. (12.445)

There is a subtle distinction in the application of the WKB approximation for 1D and 3D problems regarding the
analysis of the matching equations at the turning point. It is tempting to apply the procedure employed in 1D to the 3D
case. However, this leads to some inaccuracy. The reason is that it is necessary to transform variables r → x, such that
−∞ < x <∞. Let us transform both the radial coordinate r and the function ul(r) in Eq. 12.159 as follows:

r =
1

k
ex, 0 ≤ r <∞, −∞ < x <∞. (12.446)

ul(r) = e
x
2 w(x). (12.447)

Then, the Schrödinger equation (12.159) for w(x) reads,[
d2

dx2
+ K2(x)

]
w(x) = 0, (12.448)

with variable momentum K(x) defined by,

K2(x) ≡

(
1−

v(x)

k2

)
e2x
−

(
l+

1

2

)2

. (12.449)

Equation (12.448), which is exact, is now amenable to treatment using the WKB formalism as in the 1D problem analyzed
in Sec. 7.2.1. Recall that for the scattering problem in 3D, we are interested in the wave function as r→∞. The rightmost
turning point in position space, rt, is mapped onto the rightmost turning point xt at which K2(xt) changes sign as,

K2(x) < 0 for x < xt, K2(x) > 0 for x > xt. (12.450)

Regions for which K2(x) < 0 are classically forbidden, and regions for which K2(x) > 0 are classically allowed. Thus,
in the x variable, the physically relevant, classically allowed region, K2(x) > 0 is located to the right of the rightmost
turning point xt, and the WKB solutions need to be calculated as x→∞. Taking these points into account, the analysis
carried out above for the original one-dimensional problem can be carried out starting from Eq. (12.448) but here, unlike
in the one-dimensional case, there is only one turning point xt. Therefore, there is only one matching equation at the
single turning point = xt and, moreover, the WKB solution to the left of xt, where K2(x) < 0, should decay at least
exponentially as x → −∞. This implies that for x < xt only one Airy function, Ai(x), is retained. We now use the
analysis developed in Sec. (7.2.1) and the asymptotic form of the regular Airy function,

Ai(x)→ π−
1
2 x−

1
4 [c sin(ζ + π/4)+ d cos(ζ + π/4)] (12.451)

where c and d are constants and ζ = 2
3 x3/2. The WKB approximation for w(x) at x > xt is

w(x) =
C
√

K(x)
sin

 x∫
xt

dx′ K(x′)+
π

4

 , (12.452)
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where C is a constant, and the occurrence of π
4 is related to the discussion preceding Eq. (12.451). Getting back to r

space, the local wavenumber is slightly modified from κl(r) of Eq. (12.442) to,

q2
l (r) = k2

− v(r)−
(l+ 1

2 )
2

r2
, (12.453)

ql(r)→ k, (as r→∞). (12.454)

The WKB approximation for ul(r) then reads,

ul(r) = C

√
k

ql(r)
sin

 r∫
rt

dr′ ql(r
′)+

π

4

 . (12.455)

Comparing with Eq. (12.163b) and recalling the limit (12.454), we find that C = 1 and

ul(r) −−−→
r→∞

sin


r∫

rt

dr′ [ql(r
′)− k]+ k(r − rt)+

π

4

 . (12.456)

Hence, according to Eq. (12.163b),

δl,WKB =

∞∫
rt

dr′ [ql(r
′)− k]− krt + (l+ 1/2)π . (12.457)

12.7.3 THE VARIATIONAL PRINCIPLE

The variational principle is a useful tool for finding energy eigenvalues (see Sec. 7.6). Here, we use it to estimate scattering
phase shifts [179]. The variational principle requires the minimization of a certain functional with constraints. For the
eigenvalue problem, the functional to be minimized is 〈ψ |H|ψ〉 and the constraint is 〈ψ |ψ〉 = 1. It is carried out by
solving an unconstrained problem for a function ψ for which the functional

I[ψ] ≡ 〈ψ |H|ψ〉 − λ(〈ψ |ψ〉 − 1) (12.458)

is a minimum with respect to all choices ofψ . The Lagrange multiplier λ [see Eq. (7.135)] is determined by the constraint
〈ψ |ψ〉= 1 and turns out to be the desired energy eigenvalue. The idea behind the use of the variation principle for
calculation of phase shift is similar, but instead of the normalization constraint, the asymptotic form of the wave function
is imposed. The starting point for the present discussion is Eq. (12.159) with slightly modified boundary conditions than
Eq. (12.163b), obtained by dividing the wave function by the constant cos δl,[

d2

dr2
+ k2
−

l(l+ 1)

r2
− v(r)

]
ul(r) = 0, (12.459)

ul(r) −−−→
r→∞

sin

(
kr −

1

2
lπ

)
+ tan δl cos

(
kr −

1

2
lπ

)
, ul(0) = 0. (12.460)

Denote by wl(r) a (real) variational wave function, which is well behaved for 0 ≤ r <∞ and satisfies similar constraints
as ul(r) in Eq. (12.163b) albeit with a phase shift αl(k) 6= δl(k), since wl(r) is not the exact solution of Eq. (12.459),
while ul(r) is. Thus, wl(0) = 0, and

wl(r) −−−→
r→∞

sin

(
kr −

1

2
lπ

)
+ tanαl cos

(
kr −

1

2
lπ

)
. (12.461)
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The difference

dl(r) ≡ wl(r)− ul(r), (12.462)

clearly satisfies, dl(0) = 0, and

dl(r) −−−→
r→∞

(tanαl − tan δl) cos

(
kr −

1

2
lπ

)
. (12.463)

An estimate of the difference dl(r→∞) can be obtained using the functional

I[wl] ≡

∞∫
0

dr wl(r)

[
d2

dr2
+ k2
− v(r)−

l(l+ 1)

r2

]
wl(r). (12.464)

Indeed, suppose that wl(r) is wisely chosen to be close to ul(r) in some appropriate norm, and write

wl(r) = ul(r)+ dl(r), ||dl|| � ||ul||, ||wl||. (12.465)

Inserting this decomposition in the integral on the RHS of Eq. (12.464) and recalling that I[ul] = 0, the integral is
evaluated to first order in dl to yield,

I[wl] = [ul(r)d
′

l(r)− dl(r)u
′

l(r)]
r=∞
r=0 = −k(tanαl − tan δl). (12.466)

The quantity [I[wl]+ k tan δl] is stationary around ul(r) [to first order in dl(r)], i.e.,

δ [I[wl]+ k tan δl] = 0. (12.467)

Since I[ul] = 0 by the application of Eq. (12.459) in the definition (12.464), then, to order ||dl||
2, one arrives at the Kohn

variational estimate of the phase shift,

tan δl ≈ tanαl +
1

k
I[wl]. (12.468)

The problem of finding an approximate function wl(r) is not discussed here. In principle, it can be approached by letting
wl depend on a few parameters xi and then minimize the quantity

Jl ≡ [I[wl]+ k tanαl] , (12.469)

with respect to the parameters xi.
A similar procedure can also be applied to the scattering amplitude f (k̂′, k̂) [see, e.g., Eq. (12.116), or Eqs. (12.143)

and (12.144)]. Recall Eq. (12.143), which, for simplicity, is written here for a central potential v(r),[
∇

2
+ k2
− v(r)

]
ψ+k (r) = 0, (12.470)

with the boundary condition (12.144),

lim
r→∞

ψ+k (r) = eik·r
+ f (k̂ · r̂)

eikr

r
, (12.471)

where the factor (2π)−3/2 is dropped for convenience and for central potential scattering, the scattering angle is θ =
k̂ · r̂ (at large distance, the unit vector r̂ = k̂′). In analogy with Eq. (12.464), let φ+k (r) be an approximate solution of
Eq. (12.470) with asymptotic behavior similar to Eq. (12.471), albeit with an approximate scattering amplitude f̄ (θ),

φ+k (r) −−−→r→∞
eik·r
+ f̄ (k̂ · r̂)

eikr

r
. (12.472)
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The difference

Dk(r) ≡ φ
+

k (r)− ψ
+

k (r) (12.473)

has the asymptotic behavior,

Dk(r) −−−→
r→∞

[
f̄ (k̂ · r̂)− f (k̂ · r̂)

] eikr

r
≡ δ

[
f (k̂ · r̂)

] eikr

r
. (12.474)

In analogy with the procedure detailed in connection with Eq. (12.464), the corresponding functional for the function
φ+k (r) is

I[φ+k′ ,φ
+

k ] ≡
∫

drφ+k′(r)
[
∇

2
+ k2
− v(r)

]
φ+k (r), (12.475)

while, due to Eq. (12.470), one has for the exact wave function ψ+k (r),

I[ψ+k′ ,ψ
+

k ] = 0. (12.476)

Following the procedure detailed in Eqs. (12.465) and (12.466), we obtain, to first order in Dk(r)

I[φ+k′ ,φ
+

k ] = I[ψ+k′ + Dk′ ,ψ
+

k + Dk]

=

∫
dr
(
ψ+k′ (r)

∂Dk(r)
∂r

− ψ+k (r)
∂Dk′(r)
∂r

)
. (12.477)

After some manipulations employing the asymptotic forms (12.471), (12.472), and (12.474), the result is

I[φ+k′ ,φ
+

k ] = −4πδ[f (−k̂′ · k̂)], (12.478)

implying that

J ≡ I[ψ+k′ ,ψ
+

k ]+ 4πδ[f (−k̂′ · k̂)], (12.479)

is stationary with respect to small variation of ψ+k′ and ψ+k . This statement is the 3D analog of the relation (12.467). The
3D analog of the Kohn variational principle for the phase shift (12.468) is obtained in a similar way, namely, assuming
Dk is small, one has an approximate relation for the scattering amplitude,

f (k̂′ · k̂) = f̄ (k̂′ · k̂)+
1

4π
I[φ+
−k′ ,φ

+

k ]. (12.480)

Note the use of the wave function with incoming spherical wave boundary conditions.

12.7.4 EIKONAL APPROXIMATION

The eikonal approximation9 is good for treating the scattering of particles at high energy from a smooth potential [188,
189]. A detailed analysis can be found in Ref. [179]. The eikonal approximation is based on an analogy with classical
scattering theory and uses the concept of impact parameter introduced in Sec. 12.1. It is also used in geometrical optics,
where it was first developed.

The starting point is Eq. (12.64) for the wave function ψ+k (r) whose asymptotic form (12.65) defines the scattering
amplitude f (θ ,φ):

[∇2
r + k2

+ iη − v(r)]ψ+k (r) = 0. (12.481)

9 Eikonal means image in Greek. In optics, the eikonal is the optical path length of a ray between object and image.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 15-ch12-605-748-9780444537867 2012/11/15 23:50 Page 691 #87

12.7 Approximation Methods 691

The conditions of high-energy scattering and smooth potential are quantitatively expressed as,

|v(r)| � k2 for all r, (12.482)∣∣∣∣dv(r)

dr

∣∣∣∣� k |v(r)| for all r, (12.483)

which are almost identical with the conditions required for the validity of the WKB approximation. The first condition
(12.482) implies the positivity of the local squared momentum in 3D,

k2(r) ≡ k2
− v(r) > 0. (12.484)

From a classical point of view, the condition (12.482) implies that the flux of scattered particles is concentrated at small
angles, so that the condition

θ � 1 (12.485)

can be safely employed.
The WKB analysis consists of writing the wave function in terms of modulus and phase, depending on the local

momentum, but some care is required in applying it in 3D. The wave function ψ+k (r) is written as,

ψ+k (r) = A(r) eiφ(r), (12.486)

where A(r) and φ(r) are real functions. The dimensionless phase φ(r) is referred to as the action. Inserting ansatz (12.486)
into Eq. (12.481) results in{

∇
2A(r)− A(r)[∇φ(r)]2

+ k2
− v(r)

}
+ i

[
∇A(r) ·∇φ(r)+ A(r)∇2φ(r)

]
= 0. (12.487)

Since the real and imaginary parts on the LHS of Eq. (12.487) should vanish independently, we obtain two equations, for

the amplitude A(r) and the action φ(r). With the assumption
∣∣∣∇2A(r)

k2(r)

∣∣∣� 1 [based on the estimates (12.483)], the real part

of Eq. (12.487) leads to the following equation for the action,

[∇φ(r)]2
= k2(r). (12.488)

Since the RHS of this equation is positive, by Eq. (12.484), it is formally possible to take the square root of both sides
and obtain the action φ(r) as a line integral of the local momentum k(r) along a certain curve joining some initial point
r0 and the final point r. In general, this integral is path dependent. The idea of the eikonal approximation is reminiscent
of the classical theory of scattering where a particle starts its motion at z = −∞ along a straight line parallel to the z
axis at distance b from it (where b is the impact parameter). For simplicity, the method is explained here for the case of
central potential, but extension to non-central potential is straightforward. Since, in this geometry, b is a vector lying in
the plane perpendicular to ẑ, the three-dimensional position vector r of the scattered particle is represented in cylindrical
coordinates as r = (b, z), and for central potential, we may write, v(r) = v(r) = v(

√
b2 + z2). The eikonal representation

of the solution of Eq. (12.488) is

φ(r) = φ(b, z) = kz+

z∫
−∞

dz′
[√

k2 − v(
√

b2 + z′2)− k

]
. (12.489)

The constant of integration is chosen such that

φ(b, z)→ kz, as v
(√

b2 + z2
)
→ 0. (12.490)
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Employing the condition (12.482) and expanding the square root to first order in v/k, the action is approximated by,

φ(b, z) = kz−
1

2k

z∫
−∞

dz′ v
(√

b2 + z′2
)

. (12.491)

Within the eikonal approximation, the prefactor A(r) in the expression (12.486) for the wave function is set equal to unity.
This is consistent with the notion that the particle current is related to the phase of the wave function. Thus, Eq. (12.486)
is rewritten as

ψ+k (r) = (2π)
−

3
2 eikze

−
i

2k

∫ z
−∞

dz′ v
(√

b2+z′2
)
. (12.492)

This expression can now be used in Eq. (12.87) for the scattering amplitude, yielding,

fEikonal(k′, k) = −
1

4π

∫
dr′ e−ik′·r′v(r′)eik·r′e

−
i

2k

∫ z′

−∞
dz′′ v

(√
x′2+y′2+z′′2

)
. (12.493)

The replacement kz′ → k · r′ is allowed since k = kẑ. Without the last exponential factor in the integrand, the expression
on the RHS of the above equation is identical with the Born approximation (12.123) for the scattering amplitude. The
integral over r′ can be carried out in cylindrical coordinates, r′ = (b cosβ, b sinβ, z′), so dr′ = bdbdβdz′. Note that with
this choice, k · b = 0. Together with condition (12.485) this justifies the approximation,

(k− k′) · r′ = −kbθ cosβ + O(θ2). (12.494)

When this estimate is used to calculate the amplitude in Eq. (12.493), we find,

fEikonal(k′, k) =

∞∫
0

bdb

 2π∫
0

e−ikbθ cosβdβ

 ∞∫
−∞

v
(√

b2 + z′2
)

e
−

i
2k

∫ z′

−∞
v
(√

b2+z′′2
)

dz′′
dz′

. (12.495)

The integral in square brackets gives 2πJ0(kbθ). To compute the remaining integral, the following change of variable is
employed,

q(z) ≡

z∫
−∞

dz′ v
(√

b2 + z′2
)

. (12.496)

The integral in the second square brackets now reads,∫
dz

dq(z)

dz
e−

i
2k q(z)

= 2ik

[
e
−

i
2k

∫
∞

−∞
dz v

(√
b2+z2

)
− 1

]
. (12.497)

Collecting these results, we finally obtain the scattering amplitude in the eikonal approximation,

fEikonal(k′, k) = −ik
∫

db b J0(kbθ)

[
e−

i
2k

∫
∞

−∞
dz v(
√

b2+z2)
− 1

]
. (12.498)

If the potential v(r) has a finite range R, the domain of integration in b is 0 ≤ b ≤ R, and when b > R, the expression
within the square brackets vanishes.
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12.8 PARTICLES WITH INTERNAL DEGREES OF FREEDOM

So far, our discussion of scattering has focused on collisions of point particles, where the only relevant dynamical coordi-
nate is the relative position vector r between the two particles. Special attention was given to scattering from a spherically
symmetric (central) potential, where partial wave analysis leads to a set of effective one-dimensional scattering problem,
and different partial waves were not coupled. But scattering theory must provide tools for studying more general scatter-
ing scenarios, including cases where the colliding particles have internal degrees of freedom, e.g., spin.

12.8.1 SPIN

The simplest example of particles with internal degrees of freedom is particles with spin. We already considered spin
degrees of freedom of colliding particles with spin-independent central potentials, but once a potential depends on spin,
the spin states of particles before and after the collision need not be the same; the collision affects the internal degrees of
freedom of the particle by changing its spin state.

12.8.2 COMPOSITE PARTICLES

In addition to the inclusion of spin as an internal degree of freedom, we also need to analyze collisions between
objects having internal degrees of freedom, such as objects composed of several point particles. Different scenarios
are encountered when at least one of the two colliding objects is a cluster of particles, which are bound together. Such
colliding particles are referred to as composite. Examples are an atom composed of its nucleus and electrons, or a
nucleus composed of constituent neutrons and protons, or a molecule composed of bound atoms. If the scattering energy
is low (e.g., below the ionization energy of each atom), the only possible result of a collision can be to excite the internal
states of the colliding particles at the expense of their relative kinetic energy, and the process is referred to as inelastic
scattering. Low-energy scattering between two atoms, or two nuclei, or electron–atom scattering below the ionization
threshold, belong to this class of collisions. If the scattering energy is above the breakup threshold, some constituents
can be transferred among the colliding particles; moreover, disintegration (or breakup) might occur. In the latter case, the
number of particles leaving the collision region might exceed two.

The following types of collisions between composite particles A and B (assumed to be initially at their ground state)
are possible:

(1) Elastic scattering, A+ B→ A+ B, where the particles A and B keep their identities and their internal states before,
during and after the collision.

(2) Inelastic scattering, A+B→ A′+B′, where the particles keep their identities but emerge from the collision in differ-
ent internal states. Such internal states need not be an excited energy state, it might be just a different spin state (and in
that case, the kinetic energy might still be conserved). Note that not both final particles need to be in different states.

(3) Exchange (or rearrangement) reactions, A + B → C + D, where the colliding particles loose their identities as a
result of the collision process but the number of particles after the collision remains two.

(4) Breakup reactions, A+ B→ C + D+ F + · · · , where the final number of particles exceeds two.
(5) Dissociation reactions, A → B + C, where the metastable state A breaks apart into two (or more) particles, and

the inverse, association reactions, B + C → A, wherein two particles, B and C, collide and form a metastable
composite-particle state C. Examples are the molecular reactions, N2O4 ↔ NO2 + NO2.

In the following discussion, we limit ourselves to cases (1) and (2), wherein scattering occurs between two particles that
keep their identities throughout the collision. Hence, the corresponding masses m1 and m2 are not changed during the
collision and neither is the reduced mass m = (m1m2)/(m1 + m2).

12.8.3 CHANNELS

The internal degrees of freedom (such as spin and excitation energies) can change during the collision. Consequently,
the eigenvalues of the S operator can change. Unlike the case studied for scattering of spinless point particles, where,
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according to Eq. (12.133), the S matrix, S(k′, k) = 〈ψ−k′ |ψ
+

k 〉, depends only on relative wavenumbers before and after
the collision through the asymptotic states ψ±k (r), here the asymptotic states also depend on the internal state quantum
numbers as specified by the labels a for the pre-collision states and by b for the post-collision states (including k′ ∈ b
and k ∈ a). Thus, instead of |ψk(r)〉, we now have |ψa(r)〉, and the S matrix elements are denoted as,

Sba = 〈ψ
−

b |ψ
+
a 〉. (12.499)

The extension of the formalism from scattering of point particles to scattering of composite particles is straightforward.
Instead of a single Schrödinger equation describing the scattering of point particles, scattering theory of composite par-
ticles can be formulated in terms of a coupled set of Schrödinger or Lippmann–Schwinger equations. This formalism is
referred to as multichannel scattering theory. A precise definition of the concept of channels is given below.

The definition of the S matrix in Eq. (12.499) makes sense only if the states {|ψ+a 〉} and {|ψ−b 〉} each form a complete
set in the space D+ consisting of two composite particle states that are eigenstates of the Hamiltonian with positive
total energy. An asymptotic state of two separate particles with assigned internal degrees of freedom is referred to as a
channel. Channels are denoted in terms of kets |a〉, |b〉 . . ., where a, b, . . . are sets of quantum numbers, which completely
characterize the corresponding states of the two composite particles. They contain relative and internal quantum numbers
including spin. For example, if we consider the collision of two hydrogen atoms, an appropriate ket for a given channel is
|a〉 = |kan1l1m1n2l2m2 . . .〉, where ka is the relative momentum and . . . refers to the additional internal quantum numbers
specifying spin quantum numbers. The dependence of the relative momentum ka on the internal quantum numbers a is
evident: The possibility of energy transfer between relative motion and internal excitations implies that the corresponding
relative wavevector depends on channel index a [see Eq. (12.56)]. The total scattering energy E is independent of channel
index, i.e.,10

E =
h̄2k2

a

2m
+ Ea =

h̄2k2
b

2m
+ Eb. (12.500)

The fact that scattering is inelastic implies that, generically,

ka =
√
ε − εa 6= kb =

√
ε − εb, (12.501)

where,

ε =
2mE

h̄2
, εa,b =

2mEa,b

h̄2
. (12.502)

It is sometimes useful to consider a more general relation e(k) between momentum and kinetic energy instead of the

quadratic one, e(k) = h̄2k2
a

2m . The density of states related to the function e(ka) is

n(e) = k2
a

dka

de(ka)
=

mka

h̄2
, (12.503)

where the last equality is true for the case e(k) = h̄2k2
a

2m . The dependence on the energy ε enters through Eq. (12.500).
Denoting the interaction between the two composite particles as V , we may write the full Hamiltonian as,

H = −
h̄2

2m
∇

2
r + H1 + H2 + V ≡ H0 + V . (12.504)

Here, m is the reduced mass and r is the vector connecting the two centers of mass of the two clusters. Channel kets are
eigenstates of the Hamiltonian H0 describing the relative motion and the internal dynamics of the noninteracting particles

10 Equation (12.500) is the on-shell condition. As in the discussion of potential scattering, sometimes one needs to consider off-shell conditions. Then,
Eq. (12.500) is not obeyed.
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governed by internal Hamiltonians H1, H2; hence, they form a complete set in D+. If the interaction V depends only on
the vector r joining the centers of mass of the two particles, the problem basically reduces to that of structureless particles
discussed before. A nontrivial situation occurs when V also depends on internal degrees of freedom (one important
example is that V depends on spin). Once the potential V depends on kinematic variables other than the distance between
the centers of masses of the two colliding particles, it cannot be regarded as a central potential. Hence, the present analysis
includes the scattering from a non-central potential as a special case. Inspection of Eq. (12.501) raises the possibility that
the (scaled) scattering energy is chosen such that ε − εa > 0, while ε − εb < 0. The corresponding wavenumbers are
ka and kb = iκb, where κb is real and positive. The wave function in channel b decays as r → ∞, and channel b is
sometimes referred to as a closed channel. This process is an association reaction of the type A+ B→ C.

Let ka and Ea denote the relative momentum and the sum of the internal energies in a given stationary state of the
system, |8a〉 denote the wave function constructed from the internal wave functions |8a1〉 and |8a2〉, and a = (kaa)
denote the set of quantum numbers encoding the internal degrees of freedom a and the momentum ka for the relative
motion of particles 1 and 2. Including the spins and their projections in the quantum numbers a1(s1ν1), a2(s2ν2), and
a(sν), we have

|8a〉 =
∑
ν1ν2

〈sν|s1ν1s2ν2〉 |8a1〉 ⊗ |8a2〉, (12.505a)

a = (kaa), (12.505b)

|a〉 = |ka〉 ⊗ |8a〉 = |kaa〉, (12.505c)

〈r|a〉 = (2π)−
3
2 eika·r|8a〉. (12.505d)

Note the distinction in Eq. (12.505b) between a and a; the latter refers only to internal quantum numbers. Equation
(12.505d) is an example of what is referred to as partial representation, where the dependence on r is specified explicitly
while the dependence on internal degrees of freedom is specified in terms of abstract kets (and bras). With the above
definitions, the following equations define the channel states,

(H1 + H2)|8a〉 = Ea|8a〉, (12.506a)

H0|a〉 = E|a〉 =

(
h̄2k2

a

2m
+ Ea

)
|a〉. (12.506b)

Equation (12.506a) describes the internal states alone without the relative motion, while Eq. (12.506b) describes the
internal states and the relative motion, but without the interaction between the objects.

12.8.4 ASYMPTOTIC STATES AND CROSS-SECTIONS

We are now in a position to define asymptotic states, scattering amplitudes, and cross-sections. The analysis is carried out
in the center of mass frame of the two colliding particles. Transformation to the laboratory frame, if required, should be
carried out as discussed in Sec. 12.3.2. Starting from the Hamiltonian (12.504), we write the Schrödinger equation as

H|9+a 〉 = E|9+a 〉 (12.507)

for the wave function whose initial channel wave function is |a〉 [see Eq. (12.505d)]. As r → ∞, the function (12.507)
is a combination of plane wave plus outgoing spherical waves for the relative motion multiplied by (possibly excited)
internal states (12.505a). Adopting the procedure of (partial) representation as in Eq. (12.505d), the scattering wave
function 9+a (r) = 〈r|9

+
a 〉 is required to have the following asymptotic behavior,

9+a (r) −−−→r→∞
(2π)−

3
2

[
eika·ra |8a〉 +

∑
b

fba(�)
eikbr

r
|8b〉

]
. (12.508)
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Here, � is the solid angle denoting the direction of the momentum kb with respect to the initial direction ka. It specifies
the direction of r as the two particles recede after the collision and fba(�) is the amplitude for scattering from the initial
channel a into an outgoing channel b.11 The differential cross-section from the initial channel a into an outgoing channel
b is the ratio of the outgoing current into an area r2d� divided by the incoming flux. Since the magnitudes of ka and kb

must not be the same, the appropriate formula is

dσba

d�
=

kb

ka
| fba(�)|

2. (12.509)

Note that in case of elastic scattering, b = a, one must replace kb with k′a where in general k′a 6= ka, but k′2a = k2
a, and

the prefactor kb/ka is unity. The case kb 6= ka will be considered in Sec. 12.8.9 where we discuss inelastic scattering. The
total cross-section from an initial channel a is given by

σa =
∑

b

∫
d�

dσba

d�
. (12.510)

The dynamics of the scattering process is determined by the interaction V , which, as stated above, depends on both
the internal degrees of freedom and the relative position vector r. If V is local (as will be assumed), then its partial
representation [see definition following Eq. (12.505d)] can be written as

V(r) =
∑
ab

vab(r)|8a〉〈8b|, vab(r) = 〈8a|V(r)|8b〉. (12.511)

12.8.5 MÖLLER OPERATORS

Let us now develop the formal scattering theory, in the sense of Sec. 12.4, which is applicable for multichannel scattering.
To this end we recall the time-dependent theory, where the evolution is governed by the Hamiltonian (12.504). The exact
wave function 9(t) is the solution of the time-dependent Schrödinger equation

ih̄
∂

∂t
|9(t)〉 = H|9(t)〉. (12.512)

When t→±∞, the colliding particles are far apart and do not interact. Therefore, there exist two solutions |8in
a (t)〉 and

|8out
b (t)〉 for the free-motion Schrödinger equations,12

ih̄
∂

∂t
|8in

a (t)〉 = H0|8
in
a (t)〉 t→−∞, (12.513)

ih̄
∂

∂t
|8out

b (t)〉 = H0|8
out
b (t)〉 t→∞, (12.514)

such that

lim
t→−∞

‖ |9(t)〉 − |8in
a (t)〉 ‖ = 0,

lim
t→∞
‖ |9(t)〉 − |8out

b (t)〉 ‖ = 0. (12.515)

11 The dependence of the scattering solid-angle � on the final channel index b, i.e., �k̂b
is clear and will be dropped.

12 The time-dependent states |8in
a (t)〉 and |8out

b (t)〉 also encode the relative motion and should not be confused with the stationary internal states |8a,b〉

defined through Eq. (12.506a) that encode only the internal degrees of freedom.
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In this time-dependent formalism, the direction of time also determines the time-dependent asymptotic states. Neverthe-
less, we retain the channel indices a, b; they will be used when the stationary states are introduced. The Möller operators,

�± = lim
t→∓∞

eiHt/h̄e−iH0t/h̄, (12.516)

carry the asymptotic states into the exact wave function at time t,

�+|8
in
a (t)〉 = |9(t)〉, �−|8

out
b (t)〉 = |9(t)〉. (12.517)

These operations are illustrated in Fig. 12.22.
From Eq. (12.36), we find

�± = lim
η→0+

∓iη

∓∞∫
0

dteiHt/h̄e−iH0t/h̄e±ηt. (12.518)

This equality is now inserted into Eq. (12.517). We insert unit operators in D+ expressed in terms of complete sets of
channel wave functions |a〉 and |b〉 between�+ and |8in

a (t)〉 and between�− and |8in
b (t)〉. By definition, H0|a〉 = Ea|a〉

and H0|b〉 = Eb|b〉 [see Eq. (12.506b)]. Now, we formally perform the time integration and use the same manipulations
as those leading from Eq. (12.36) to Eq. (12.100) and Eq. (12.104), and thereby get an expression for |9(t)〉 in terms of
|8in

a (t)〉 or |8out
b (t)〉,

|9(t)〉 =
∫

da e−iEat/h̄
|ψ+a 〉〈a|8

in
a (0)〉, (12.519)

exp[iH0T]

exp[-iHT]

exp[-iH0T]

exp[iHT]
Ω +

Ω −
S

Φa
in(t-T) Φa

in(t+T)Φa
in(t)

Φb
out(t-T) Φb

out(t+T)Φb
out(t)

Ψ(t)

(a)

exp[iH0T]

exp[-iHT]

Φa
in(t)Φa

in(t-T)
Ψ(t)

Ω +

Ψ(t)

Φb
out(t+T)

Φb
out(t)

Ω −
exp[iHT]

exp[-iH0T]

(b)

S=Ω −Ω +

FIG 12.22 The action of Möller operators in the multichannel formalism. For notational convenience, we take h̄ = 1 in this figure. (a)
Application of �+ on |8in

a (t)〉 and �− on on |8out
b (t)〉. The state |8in

a (t)〉 is first propagated backward in time (dashed black

arrow) to the distant past t − T with T > 0 by the free evolution operator eiH0T . At that early time, it coincides with |9(t − T)〉,
which then evolves forward to the present time t by the evolution operator corresponding to the full Hamiltonian, e−iHT (dashed
white arrow). The product of these two operations as T →∞ yields the Möller operator �+ defined in Eq. (12.517). A similar

construction defines �−. The S matrix, S = �†
−
�+, takes |8in

a (t)〉 to |8out
b (t)〉. (b) Summary of the action of the Möller

operators.
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|9(t)〉 =
∫

dbe−iEbt/h̄
|ψ−b 〉〈b|8

out
b (0)〉, (12.520)

where Ea,b =
h̄2k2

a,b
2m + Ea,b.

If we work in energy instead of time space, we can use the energy shell condition (12.500) and replace Ea = Eb = E,
i.e., the scattering energy [see Eq. (12.506b)]. In Eqs. (12.519) and (12.520), |ψ+a 〉 and |ψ−b 〉 are eigenstates of the
Hamiltonian (12.504) belonging to the continuous spectrum,

|ψ+a 〉 = �+(E)|a〉 ≡ |a〉 + (E + iη − H)−1V|a〉, (12.521)

|ψ−b 〉 = �−(E)|b〉 ≡ |b〉 + (E − iη − H)−1V|b〉. (12.522)

We can now define the operators G0(z), G(z),�(z), and T(z) exactly as in Eqs. (12.108b)–(12.108d), this time with

H0 = −
h̄2

2m∇
2
r+H1+H2 instead of just− h̄2

2m∇
2
r as is the case of scattering of particles without internal degrees of freedom.

Evidently, these new operators satisfy Eqs. (12.109)–(12.111) since these equations are quite general, irrespective of how
the Hamiltonian is divided into its free part H0 and the interaction part V . As before, the parameter z is an arbitrary
complex number, but for describing the real physical situation, it should eventually approach the real axis, z → E± =
E ± iη, and the representation of operators expressing physical observables should be taken on the energy shell. Thus,
in Eqs. (12.113a), (12.113b), (12.113c), (12.115) , and (12.114), we can replace k and k′ by a and b, respectively. In
particular, the transition matrix Tba [the analog of T(k′, k) in Eq. (12.115)] is given by,

Tba = 〈b|T|a〉 = 〈b|V|ψ+a 〉 = 〈b|V[1+ G+(E)V]|a〉. (12.523)

This leads immediately to the analogous expression of Eq. (12.116) for the scattering amplitude. In other words, exactly
as one arrives at Eq. (12.116), one now arrives at the fundamental relation,

fba(�) = −
4mπ2

h̄2
〈b|V|ψ+a 〉 = −

4mπ2

h̄2
〈b|T|a〉. (12.524)

There is, however, at least one task remaining, namely, to show that the wave function |ψ+a 〉 has indeed the asymptotic
form as in Eq. (12.508). Only then we can justify the analog of Eq. (12.116) for the multichannel case and suggest reliable
algorithms for calculating experimental quantities. The analog of Eq. (12.113a) for |ψ±a 〉 is

|ψ±a 〉 = |a〉 + G±0 (E)V|ψ
+
a 〉, (12.525)

|ψ±a 〉 = |a〉 + G±0 (E)T(E)|a〉, (12.526)

where G±0 (E) = (E ± iη − H0)
−1
= (E ± iη + h̄2

2m∇
2
r − H1 − H2)

−1. In order to check if ψ+a (r) = 〈r|ψ
+
a 〉 indeed

has the asymptotic condition specified in Eq. (12.508), we need to construct the free Green’s function with outgoing and
incoming spherical wave asymptotic boundary conditions for the appropriate channels. This requires an extension of the

analysis based on Eqs. (12.78) and (12.82) for the multichannel case, with H0 = −
h̄2

2m∇
2
r +H1+H2. The desired Green’s

function is an operator in channel space as is evident from Eq. (12.525), where G0 operates on a state in this space.
Explicitly, (

−
h̄2

2m
∇

2
r + H1 + H2 − E

)
G±0 (r, r′) = −δ(r− r′), (12.527)

G±0 (r, r′) = 〈r|G±0 |r
′
〉 →

∑
b

eikbr

r
g(r · r′; kb)|8b〉〈8b|, (12.528)
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where k2
b =

2m
h̄2 (E − εb), kb → kbr̂ as r→∞, and g(x; k) is a bounded function. These conditions are realized by,

G±0 (r, r′) = −
∑

b

e±ikb|r−r′|

4π |r− r′|
|8b〉〈8b|, (12.529)

G±0 (r, r′)→−
∑

b

e±ikbr

r
e−ikb·r′ |8b〉〈8b|, (12.530)

= −(2π)
3
2
∑

b

e±ikbr

r
|8b〉〈b|r′〉, (12.531)

where the last equality results from Eq. (12.505d). The passage from Eq. (12.525) to Eq. (12.508) is now straightfor-
ward. First, one takes the partial representation of Eq. (12.525) and apply 〈r| on the left and “unity operator in relative
motion space”

∫
|r′ 〉〈r′|dr′ between G0 and V and between V and |ψ+a 〉. Then, one takes the limit r→∞ and employs

Eq. (12.531). This leads directly to Eq. (12.508) with the scattering amplitude fab(�) given by Eq. (12.524).

12.8.6 THE MULTICHANNEL S MATRIX

The S operator (or S matrix) for scattering of particles with internal degrees of freedom is defined exactly as in
Eq. (12.129),

S(E) = �†
−(E)�+(E) = [1+ G−(E)V]†[1+ G+(E)V], (12.532)

except that in the present case V depends also on internal coordinates. Using the fact that the operators �±(E) transform
the states |a〉 to |ψ±a 〉 as in Eqs. (12.521) and (12.522), we infer the representation of the S operator as a matrix in the
Hilbert space spanned by states |a〉, the so-called S matrix,

Sba = 〈b|S|a〉 = 〈ψ
−

b |ψ
+
a 〉. (12.533)

Let us again stress that once we speak of the matrix Sba, we limit ourselves to the representation of the S operator only in
a subspace D+ of the full Hilbert space pertaining to the positive spectrum of the relative motion part of the Hamiltonian.
Roughly speaking, bound states of the two particles are excluded from this subspace. In general, the Hamiltonian might
also have bound states, which do not belong to the subspace D+. We have already seen that the presence of bound
states affects the low-energy scattering in a profound way, but this can be included in the present formalism even if
bound states are not directly presented in the basis of states forming the S matrix. The properties of the S matrix and its
relation to the T matrix element Tba defined in Eq. (12.523) can be worked out using methods similar to those used in
Eqs. (12.133), (12.134), and (12.137), replacing k and k′ by a and b, respectively. First, let us indicate the orthogonality
and normalization of the scattering states as in Eq. (12.114),

〈ψ+b |ψ
+
a 〉 = 〈b| [1+ VG−(Eb)] |ψ

+
a 〉

= 〈b|
[

1+ V
1

Eb − Ea − iη

]
|ψ+a 〉 = 〈b|

[
1−

1

Ea − H0 + iη
V

]
|ψ+a 〉

= 〈b|a〉 = δba = δ(kb − ka)δba. (12.534)

Let us briefly explain how each step in the above equation is determined. The first equality is based on 〈ψ+b | = 〈b| [1+
VG−(Eb)] derived from Eq. (12.522). The second line results from noting that (Eb − iη − H)−1

|ψ+b 〉 = (Eb − iη −
Ea)
−1
|ψ+a 〉, since |ψ+a 〉 is an eigenstate of H with an eigenvalue Ea. The third equality results from the replacement of

Eb by H0 in the denominator, which is allowed when the operator acts leftward on the bra 〈b|. Finally, the last equality
is based on expressing |a〉 in terms of |ψ+a 〉 using Eq. (12.521). Moreover, the orthogonality and normalization relation
of the scattering states with incoming boundary conditions is 〈ψ−b |ψ

−
a 〉 = δba. The overlap of incoming and outgoing
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scattering states defining the S matrix as in Eq. (12.533) has essentially been worked out in (12.133), Eqs. (12.134), and
(12.137). With the appropriate modifications, we find,

Sba = 〈ψ
−

b |ψ
+
a 〉 = 〈b|a〉 − 2π iδ(Eb − Ea)〈b|V|ψ+a 〉

= δ(kb − ka)δba − 2π iδ(Eb − Ea)Tba(Ea + iη), (12.535)

where the T matrix element Tba(Ea + iη) is defined in Eq. (12.523) and the specification of the argument Ea + iη and the
energy delta function underline the fact that this relation is valid on the energy shell.

The S matrix is unitary, as can be demonstrated from its definition (12.535). Indeed, using the orthogonality of the
scattering states (12.534) and their completeness on the subspace D+ allow us to express |ψ+a 〉 in terms of {|ψ−b 〉} and
vice versa as,

|ψ+a 〉 =
∑

b

|ψ−b 〉Sba =
∑

b

|ψ−b 〉〈ψ
−

b |ψ
+
a 〉 (12.536)

|ψ−b 〉 =
∑

a

|ψ−b 〉[S
−1]ab =

∑
a

|ψ+a 〉〈ψ
+
a |ψ

−

b 〉. (12.537)

Hence,

[S−1]ab = [Sab]∗, (12.538)

so that the matrix S is unitary, ∑
c

SacS∗bc = δab. (12.539)

Expressing the S matrix in terms of the T matrix using Eq. (12.535) and substituting it into the unitarity relation leads
to the multichannel analog of the optical theorem. In the first step, one obtains the unitarity relation in terms of the T
matrices as,

Tba − [T†]ba = −2π i
∑

c

δ(Ec − Ea)[T
†]bcTca. (12.540)

Note that the on energy-shell delta function refers to the total energy, as in Eq. (12.500). As a special case, we take a = b
on both sides and find,

Im[Taa] = −2π i
∑

c

δ(Ec − Ea)|Tca|
2. (12.541)

In the second step, the sum over intermediate states is turned into an integral and the delta function in energy is used to
reduce the number of integration variables,∑

c

δ(Ec − Ea)→
m

h̄(2π)3
∑

c

kc

∫
d�c. (12.542)

In the third step, we use the relation (12.542) for calculating the RHS of Eq. (12.541) and also employ Eq. (12.524) to
express the T matrix elements in terms of the scattering amplitude. Moreover, we recall Eq. (12.509), which enables us to
put the differential cross-section from an initial state a to a final state c inside the integral (this requires putting ka in the
denominator, which is executed on both sides). Performing the integral yields the total cross-section between the same
initial and final states a as in Eq. (12.510). Finally, we arrive at the optical theorem for multichannel scattering,

σa =
4π

ka
Im faa(θ = 0). (12.543)

The argument θ = 0 occurs since a = (ka, a) [see Eq. (12.505c)], which means that the final direction coincides with the
initial direction.
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Symmetries of the S matrix

Here, we consider the invariance of the S matrix under several symmetry transformations. For this purpose, it is useful to
separate the notations for the quantum numbers of a given channel a and single out (in addition to relative momentum ka)
also the corresponding spins. The reason is that momenta and spins are the quantum numbers most affected by symmetry
operations. Thus, if in a state |a〉 the relative momentum between the two particles is ka, the spin projections of the two
particles are σ1a, σ2a and all other quantum numbers (mainly the internal energy Ea) are collected under a (and similarly
for channel b), we will sometime write,

Sba = 〈b|S|a〉 = 〈kbσ1bσ2bb|S|kaσ1aσ2aa〉. (12.544)

The on-shell condition is,

ε(ka)+ εa = ε(kb)+ εb, (12.545)

where for free particles ε(k) = k2, but we may in principle consider other dependence of energy on momentum. These
might be Bloch energies in crystal or linear dispersion energies ε(k) = vF|k| near the Dirac point in monolayer graphene
(see Sec. 13.6). Alternatively, if the spins of the two particles are added to form a spin state |sν〉, the matrix representation
of the S matrix is denoted as,

Sba = 〈b|S|a〉 = 〈kbSbνb|S|kaSaνa〉. (12.546)

The symmetries of the S matrix defined in Eq. (12.533) reflect the symmetries of the Hamiltonian H. If5 is a symmetry
of H such that 5H5−1

= H, then formally, this property holds also for S, 5S5−1
= S. The symmetry 5 might be a

continuous one, such as translational invariance (whose generator is momentum operator P), rotation (whose generator
is the angular momentum operator J and combines space and spin rotations), or a discrete one, such as space inversion,
also referred to as parity P , space reflection, or time-reversal T . The question that should be answered here is what are
the constraints on the matrix elements Sba that should be imposed due to the presence of a symmetry 5. Translation
invariance and rotation symmetry have already been elaborated upon, and hence, the present discussion concerns the
discrete symmetries, inversion, and time reversal in particular. If the symmetry operation 5 is represented by a linear
operator, the analysis is easily carried out using bra–ket notation,

Sba = 〈b|S|a〉 = 〈b5−1
|5S5−1

|5a〉 = 〈5b|S|5a〉

= S[5b][5a], (for a linear symmetry operation 5). (12.547)

Invariance Under Space Inversion
If 5 corresponds to space inversion (parity), 5 = P , then, in the notation of Eqs. (12.546) and (12.547), the invariance
of the Hamiltonian under space inversion implies,

Sba = SkbSbνbb;kaSaνaa = S−kbSbPνbPb;−kaSaPνaPa. (12.548)

A special case of importance is when at least one of the scattered particles or both have spin, but do not have any
additional internal structure. The S matrix elements are expressed as in Eq. (12.546). Since space inversion does not
affect spin projection quantum number, the invariance under parity implies,

〈kbSbνb|S|kaSaνa〉 = 〈−kbSbνb|S| − kaSaνa〉. (12.549)

This constraint is schematically depicted in Fig. 12.23, where the S matrix for scattering event Fig. 12.23(a) is related to
that of scattering event Fig. 12.23(b).
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ka

kb

-ka

-kb

(a)

νa

−νb

νb

νa

-kb

−νa
-ka

νb

(b)

(c)

FIG 12.23 Scattering process for a light particle of spin s = 1/2 from
a heavy spinless particle. Both particles are structureless.
(a) A process described by S matrix 〈kb,↓ |S|ka,↑〉.
(b) Space inversion process described by an S matrix
〈−kb,↓ |S| − ka,↑〉. (c) Time-reversed process described by
an S matrix (−1)〈−ka,↓ |S| − kb,↑〉. Note that in our
convention of writing the S matrix elements as Sba, the state
appearing on the right, |a〉, is the initial state before scattering.
The direction of time follows the arrows. Thus, in (a) and (b)
the initial state is | ± ka,↑a〉 and the final state is | ∓ kb,↓b〉,
while in (c) the initial state is | − kb,↓〉 and the final state is
−ka,↑〉. In other words, time reversal swaps the roles of
initial and final states.

Time-Reversal Invariance
Time reversal is represented by an antilinear and
antiunitary operator T . There are some pitfalls in try-
ing to operate with antilinear operators on bras [9],
and therefore, we will avoid this and stick to the
rule that antilinear operators should operate only on
kets and not on bras. Hence, the manipulations per-
formed in Eq. (12.547) are not applicable here. In our
convention of writing the S matrix elements Sba, the
state appearing as a ket on the right, |a〉, is the initial
state and the state appearing on the left as a bra, 〈b|,
is the final state. The fact that time-reversal operation
reverses the arrows of time (encoded by complex con-
jugation if no spin is involved) implies that the appli-
cation of time reversal effectively replaces the roles of
kets and bras. The required procedure for implement-
ing time-reversal invariance starts from the represen-
tation of the S matrix in terms of asymptotic scattering
states as in Eq. (12.533). Applying the time-reversal
operators on these states, we obtain

Sba = 〈b|S|a〉 = 〈ψ
−

b |ψ
+
a 〉

= 〈T ψ−b |T ψ
+
a 〉
∗
= 〈ψ−T a|ψ

+

T b〉

= 〈T a|S|T b〉 = ST aT b. (12.550)

The equality (12.550) holds between amplitudes. The
implication for cross-sections can be deduced with the
help of Eq. (12.509),

ka

[
dσ

d�

]
ba
= kb

[
dσ

d�

]
[T a][T b]

. (12.551)

As a special case, consider scattering of elementary (structureless) particles 1 and 2 with spins s1, s2, and corresponding
projections m1, m2. The two-particle spin state of spin s and projection ν is

|sν〉 =
∑

m1m2

〈s1m1s2m2|sν〉|s1m1〉 ⊗ |s2m2〉. (12.552)

Then |a〉 = |kasaνa〉 and |b〉 = |kbsbνb〉. Applying the time-reversal operator on a state |sν〉, we obtain

T |sν〉 = (−1)s+ν |sν̄〉, (12.553)

where ν̄ = −ν. Employing this expression in Eq. (12.550), which displays the time-reversal invariance of the S matrix,
we obtain the following relation,

〈kbsbνb|S|kasaνa〉 = (−1)sb+νb−sa−νa〈−kasbν̄a|S| − kbsbν̄b〉. (12.554)

The above constraint is schematically depicted in Fig. 12.23 displaying a scattering of a light spin 1/2 from a heavy spin
0 particle, so that ν = ±1/2. Time-reversal invariance relates the processes (a) and (c) [by reversing the momenta, the
spins and the time and multiplying by an appropriate phase].
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The Inverse Collision
From Eqs. (12.549) and (12.554), it is clear that there is no symmetry relation between 〈kbsbνb|S|kasaνa〉 and
〈kasaνa|S|kbsbνb〉. The former is referred to as the amplitude for the direct collision, while the latter is the amplitude
for the inverse collision. An intriguing question is whether there is an equality between cross-sections of the direct and
inverse collisions such as Eq. (12.551) albeit without the operation of T . We will see below, when discussing the effect of
spin–orbit coupling, that certain scattering amplitudes can be written as a sum of two functions, one is symmetric under
ka ↔ kb and the other is antisymmetric. The latter is referred to as skew scattering, which has the form iσ · ka × kb.

Problem 12.21

Show that the term iσ · ka × kb is hermitian and invariant under parity and time-reversal transformations.

The presence of skew scattering then implies an asymmetry between direct and inverse collisions. On the other hand,
a central potential does not produce skew scattering, and the symmetry is maintained. This is one facet of a general
principle referred to as detailed balance. We may then write,

ka

[
dσ

d�

]
ba
6= kb

[
dσ

d�

]
ab

(skew scattering present), (12.555a)

ka

[
dσ

d�

]
ba
= kb

[
dσ

d�

]
ab

(skew scattering absent). (12.555b)

12.8.7 SCATTERING FROM TWO POTENTIALS

A generalization of the Born approximation introduced in Sec. 12.7 can be applied to scattering problems involving
two different potentials, e.g., scattering of two nuclei where in addition to the nuclear potential, the Coulomb potential
also plays an important role. Consider the situation where the potential V is composed of two terms, V → V + U, so
Hamiltonian (12.504) reads,

H = −
h̄2

2m
∇

2
r + H1 + H2 + V + U ≡ H0 + V + U. (12.556)

According to Eq. (12.523), the required transition matrix element is,

Tba = 〈b|V + U|ψ+a 〉, (12.557)

where |ψ+a 〉 is the solution of the Lippmann–Schwinger integral equation (12.521), albeit with the sum of the two poten-
tials,

|ψ+a 〉 = |a〉 + (E + iη − H)−1(V + U)|a〉

= |a〉 + (E + iη − H0)
−1(V + U)|ψ+a 〉. (12.558)

So far, we have not used the solutions of equations such as Eq. (12.522) since they correspond to the unphysical situation
of an incoming spherical wave following a scattering event. At this point, we will make use of these solutions for technical
reasons, and consider a variant of Eq. (12.522) corresponding only to the second term of the potential, U. Explicitly,
consider the state |φ−b 〉 defined by

|φ−b 〉 = |b〉 + (E − iη − H0)
−1U|φ−b 〉. (12.559)

The goal is to eliminate the state |b〉 from Eq. (12.558) in favor of |φ−b 〉 by using Eq. (12.559). Doing so, we find,

Tba = 〈φ
−

b |V|ψ
+
a 〉 + 〈φ

−

b |U|a〉. (12.560)
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The second term on the RHS of Eq. (12.560) depends solely on the potential U. The first term represents a distortion of
the expression in Eq. (12.523) where the state 〈b| is replaced by 〈φ−b |. In the second term, we re-express the bra 〈φ−b | in
terms of the free wave 〈b| using the bra version of Eq. (12.559),

〈φ−b | = 〈b|[1− U(E + iη − H0)]
−1, (12.561)

where the sign change of the iη term is due to the passage from ket to bra, and is crucial. Indeed, when this expression
for 〈φ−b 〉 is substituted into the second term on the RHS of Eq. (12.560), the operator between 〈b| and |a〉 is identified as
the transition operator for the potential U alone, i.e.,

tU ≡ [1− U(E + iη − H0]−1U = U + UG+0 tU . (12.562)

Hence, we arrive at the exact relation for the scattering from two potentials,

Tba = 〈φ
−

b |V|ψ
+
a 〉 + 〈b|tU|a〉. (12.563)

If the potential V is small and can be taken to first order, one can solve Eq. (12.558) without V and substitute the solution
|φ+a 〉 instead of |ψ+a 〉 in the first term on the RHS of Eq. (12.563), thus arriving at the distorted wave Born approximation
(DWBA),

TDWBA
ba = 〈φ−b |V|φ

+
a 〉 + 〈b|tU|a〉. (12.564)

12.8.8 SCATTERING OF PARTICLES WITH SPIN

In this section, we focus on the scattering between two particles with spins when the interaction potential V depends on
spin. The partial wave expansion must be modified because the orbital angular momentum is no longer a good quantum
number. Spin-dependent interactions can occur in several situations. The two most common situations are as follows. (1)
The two particles have spins s1 and s2 and the interaction V depends on both spins (e.g., spin-dipolar coupling). (2) One
of the particles has spin s, while the other does not have spin, and the interaction between the particles includes spin–orbit
coupling. The analysis of scattering from a non-central potential is carried out below, first for nonidentical particles and
then for identical particles with spin.

In the center of mass frame, scattering due to a spin-dependent potential can be described as follows. In the initial state,
the two particles 1 and 2 have spins and spin projections s1σ1 and s2σ2, and momenta k and −k. After the collision, they
are in a final state, with spins and spin projections s1σ

′

1 and s2σ
′

2 and momenta k′ and −k′. The corresponding energies
of relative motion are ε(k) and ε(k′). In the absence of a magnetic field, the internal energies do not depend on spin
projections and can be taken to be zero. Therefore, the on-shell condition reduces simply to the equality,

ε(k) = ε(k′) ≡ ε. (12.565)

The Schrödinger equation (12.507) can be written in the center of mass frame (after multiplying by 2m
h̄2 ) as,

[−∇2
r + v(r)]ψ+k (r) = k2ψ+(r), (12.566)

but the fact that the potential v(r) = (2m/h̄2)V(r) is non-central and depends on spin renders the partial wave expansion
a bit more complicated than its central potential counterpart.

We have already seen in Chapter 4 [see also Eq. (12.552)] that for two-particle systems, it is convenient to employ
angular momentum algebra to add the two spins and construct a two-particle spin function χsν , out of the two spin
functions |s1σ1〉 and |s2σ2〉, with s = s1 + s2 and ν = σ1 + σ2. Explicitly,

χsν =
∑
σ1σ2

〈s1σ1s2σ2|sν〉|s1σ1〉 ⊗ |s2σ2〉. (12.567)
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The kets |a〉 and |b〉 of the initial and final states defined in Eq. (12.505c) are

|a〉 = |ksν〉, |b〉 = |k′s′ν′〉, (12.568)

where, generically, all the three quantum numbers might differ. The corresponding r space representation (12.505d) is a
product of plane wave and spin function,

〈r|ksν〉 = (2π)−
3
2 eik·rχsν , 〈r|k′s′ν′〉 = (2π)−

3
2 eik′·rχs′ν′ . (12.569)

Following Eqs. (12.535) and using the notation of Eq. (12.544), the on-shell S matrix element is related to the T matrix
and thereby to the scattering amplitude as,

〈k̂′s′ν′|S|k̂sν〉 = δk̂k̂′δss′δνν′ − 2π in(ε)〈k̂′s′ν′|T(ε)|k̂sν〉, (12.570)

where the density of states n(ε) defined in Eq. (12.503) results from the energy conservation delta function. Note that
the on-energy shell condition implies the dependence on energy and the initial and final directions. For a non-central
potential, the scattering amplitude, generically, depends on cos θ = k̂′ · k and the azimuthal angle φ. The unitarity of the
on-shell S matrix is explictly expressed as,

∑
s′′ν′′

∫
d�k̂′′〈k̂

′s′ν′|S|k̂′′s′′ν′′〉〈k̂′′s′′ν′′|S|k̂sν〉 = δk̂k̂′δss′δνν′ . (12.571)

Employing the familiar relation (12.524) between the T matrix and scattering amplitude,

fk(�k̂′) = −
4π2m

h̄2
〈k̂′s′ν′|T(ε)|k̂sν〉, (12.572)

dσ

d�k̂′
= |fk(�k̂′)|

2. (12.573)

As in the case of scattering from a central potential, the calculation of the cross-section requires partial wave expansion
and solution of the partial wave Schrödinger equation (or equivalently, the Lippmann–Schwinger equation). This is our
next task.

Let us start from the abstract form of the Lippmann–Schwinger equation (12.526) for the scattering state |ψ+a 〉 and
represent it in configuration space by applying the bra 〈r| on the left. Recall that in the present case, |a〉 and 〈r|a〉 are
given by Eqs. (12.568) and (12.569), respectively. In carrying out this procedure, we encounter the kernel 〈r|G+0 T|a〉,
which is handled by introducing a unity operator

∫
|a′〉〈a′|da′ between 〈r| and G+0 . It is also useful to re-scale the T

matrix and the non-central potential in their (ksν) representations as in Eqs. (12.119)

〈ksν|T|k′s′ν′〉 =
h̄2

2m
〈ksν|t|k′s′ν′〉, (12.574a)

〈ksν|V|k′s′ν′〉 =
h̄2

2m
〈ksν|v|k′s′ν′〉. (12.574b)

This yields the following equation [the analog of Eq. (12.187) for scattering by a non-central potential],

ψ+ksν(r) = (2π)
−

3
2

[
eik·rχsν +

∑
s′ν′

∫
dk′

eik′·rχs′ν′

ε(k)+ iη − ε(k′)
〈k′s′ν′|t|ksν〉

]
. (12.575)
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Following the analysis detailed in Eqs. (12.186) and (12.187), it is straightforward to write down the corresponding
relations for the non-central potential case, and to arrive at an expression for the cross-section from the wave function,
starting from Eq. (12.575). As r→∞, Eq. (12.575) takes the form,

ψ+ksν(r)→ (2π)−
3
2

[
eik·rχsν − 2π2 eikr

r

∑
s′ν′

〈r̂s′ν′|t|k̂sν〉χs′ν′

]
, (12.576)

which is the analog of Eq. (12.185). It has indeed the structure of (12.508) with |a〉 = |kk̂sν〉 and 〈b| = 〈kr̂s′ν′| with the
on-shell condition k =

√
ε and

fk(�k̂′) = −2π2
〈r̂s′ν′|t|k̂sν〉. (12.577)

Once again, recalling that, as r → ∞, the direction of r coincides with that of the final momentum k′, Eq. (12.577) is
consistent with Eqs. (12.572) and (12.574a). Therefore, −2π2

〈r̂s′ν′|t|k̂sν〉 is the scattering amplitude for scattering by
non-central potential, and the differential cross-section from an initial state |ksν〉 to a final state 〈k′s′ν′| is,[

dσ

d�k̂′

]
k′s′ν′;ksν

= |fk(�k̂′)|
2
= 4π4

|〈r̂s′ν′|t|k̂sν〉|2. (12.578)

In many cases of practical interest, the incident beam is unpolarized. This means that if these particles have spins s1, the
beam contains a random mixture of spin orientations ν1 with equal weights wν1 = (2s1 + 1)−1. Likewise, the collection
of target particles having spin s2 is a random mixture of spin orientations ν2 with equal weights wν2 = (2s2 + 1)−1.
Moreover, in many cases, the observer is not interested in the polarization of the outgoing particles. In this special
situation, the differential cross-section is given by the incoherent sum,〈

dσ

d�k̂′

〉
= wν1 wν2

∑
sν s′ν′

[
dσ

d�k̂′

]
k′s′ν′;ksν

. (12.579)

This procedure is referred to as averaging over initial states and summing over final states.
In order to compute the scattering amplitude, it is necessary to expand all the three functions, ψksν(r), eik·rχsν , and

〈k′s′ν′|T|ksν〉 (or equivalently 〈r̂s′ν′|t|k̂sν〉) in partial waves. Employing the completeness and orthogonality of the
angular wave functions implies a relation involving the partial wave components, which is analogous to Eq. (12.188)
derived for central potentials. Unlike the situation encountered in scattering from central potentials, however, the pertinent
partial wave expansion basis is constructed from both spin and orbital functions.

First, we need to introduce some functions related to the addition of orbital and spin angular momentum. Consider
first the spinor spherical harmonics.

〈r̂|lsJM〉 = YJM
ls (r̂) =

∑
mν

〈lsmν|JM〉Ylm(r̂)χsν , (12.580)

which are eigenfunctions of L2, S2, J2, and Jz with eigenvalues l(l + 1), s(s + 1), J(J + 1), and M, respectively. These
may be regarded as the analogs of the spherical harmonics Ylm(θ ,φ), properly modified for treating scattering of spin
1/2 particles. In the initial state |ksν〉 (12.569), the spin projection ν is specified, and therefore, its expansion in terms of
spinor spherical harmonics should take this into account. To this end, we define the functions,

QJM
l′s′ν′;lsν(r̂; k̂) =

∑
m′,m

〈l′m′s′ν′|JM〉〈lmsν|JM〉il
′

Ym′
l′ (r̂)Y

m∗
l (k̂), (12.581)

XJ
l′s′ν′;lsν(r̂; k̂) =

∑
M

QJM
l′s′ν′;lsν(r̂; k̂). (12.582)
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Problem 12.22

Prove the equality:
∑

J XJ
l′s′ν′;lsν(r̂; k̂) = 2l+1

4π ilPl(r̂ · k̂).

Hint: Use the addition theorem for spherical harmonics.

Problem 12.23

Show that
∑
ν′ Q

J
l′s′ν′;lsν(r̂; k̂)χs′ν′ is an eigenfunction of J2 and Jz.

Hint: Show that, after summation, you get a quantity proportional to 〈r̂|lsJM〉 defined in Eq. (12.580).

We are now in a position to expand the initial state, the S and T matrices and the wave function in terms of the functions
defined above. Starting with expansion of the plane wave, let us first use the addition formula for spherical harmonics
and rewrite Eq. (12.153) as

eikz
= eikr cos θ

= 4π
∞∑

l=0

iljl(kr)Ym∗
l (k̂)Ym

l (r̂). (12.583)

Using definitions (12.581) and (12.582), this can be written as

eik·rχsν = 4π
∑
l,J

jl(kr)XJ
lsν;lsν(r̂; k̂)χsν . (12.584)

Although this is certainly a more complicated representation of the same function, the corresponding angular functions
will appear in the expansion of the S and T matrices, 〈k̂′s′ν′|S|k̂sν〉 and 〈k̂′s′ν′|T|k̂sν〉, to which we now turn. The basic
technique is to introduce unit operators in terms of complete sets of states and employ orthogonality and conservation
laws. First, we introduce the projection operator

P1 ≡
∑

lms′′ν′′

|lms′′ν′′〉〈lms′′ν′′|, (12.585)

between the ket |k̂sν〉 and the S operator, and use the relation,

〈lms′′ν′′|k̂sν〉 = Ylm(k̂)δss′′δνν′′ . (12.586)

Next, we introduce the projection operator

P2 ≡
∑
JM

|lsJM〉〈lsJM|, (12.587)

between P1 and the S operator. When a similar procedure is carried out between the bra 〈k̂′s′ν′| and the S operator, we
encounter the matrix element,

〈l′s′J′M′|S(k)|lsJM〉 = δJJ′δMM′S
J
l′s′,ls(k), (12.588)

where the invariance of the S matrix under rotations has been used. Here, the energy (or the momentum k) is explicitly
indicated, and the RHS of Eq. (12.588) is referred to as the klsJ representation of the S matrix. It should be stressed that
both P1 and P2 are unit operators in the appropriate spaces. After carrying out all manipulations, we get

〈k̂′s′ν′|S|k̂sν〉 = 〈k̂′s′ν′|P1P2SP2P1|k̂sν〉 =
∑
l′l,J

XJ
l′s′ν′;lsν(k̂

′; k̂)SJ
l′s′,ls(k). (12.589)
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A similar expression holds for the t matrix and the non-central potential v in momentum space. Note from Eq. (12.575)
that the off-shell t matrix and potential might also be required. Thus, we have,

〈k′s′ν′|t|ksν〉 =
∑
l′l,J

XJ
l′s′ν′;lsν(k̂

′; k̂)tJl′s′,ls(k
′, k, ε), (12.590)

〈k′s′ν′|v|ksν〉 =
∑
l′l,J

XJ
l′s′ν′;lsν(k̂

′; k̂)vJ
l′s′,ls(k

′, k), (12.591)

where the on-shell condition here is simply k′ = k, and tJl′s′,ls(k
′, k) ≡ tJl′s′,ls(k) is the on-shell t matrix in the klsj repre-

sentation. Relation (12.570) between S and T (on energy shell) in the k̂sν representation is translated with the help of the
expansions (12.589) and (12.590) into an appropriate relation between S and T in the klsj representation,

SJ
l′s′,ls(k) = δl′lδs′s − 2π ik tJl′s′,ls(k). (12.592)

Equations (12.589) and (12.590) are a consequence of the rotation invariance of the Hamiltonian. It is useful at this point
to stress the consequences of unitarity and time-reversal invariance on SJ

l′s′,ls(k). The unitarity relation is obtained from

Eq. (12.571) expressed in the k̂sν representation and the expansion (12.589),∑
l′′s′′

[SJ
l′′s′′,l′s′ ]

∗SJ
l′′s′′,ls = δll′δss′. (12.593)

The invariance of the S matrix under time reversal discussed previously in connection with Eq. (12.550) and Fig. 12.23
has consequences for the partial wave S matrix elements. For the sake of self-consistence, let us recall our earlier results
within a slightly different reasoning. The time-reversal operator T applied on a scattering state |ψ+a 〉, such as defined in
Eq. (12.521), can be formulated as follows,

T |ψ+a 〉 = |ψ
−

T a〉, (12.594)

namely, it turn an outgoing scattering state into an incoming state whose quantum numbers are transformed accordingly.
In particular, if a = (ksν), the phase of the ket |ksν〉 can be chosen, so that

T |ksν〉 = (−1)s+ν | − ks− ν〉. (12.595)

Therefore, the invariance of the S matrix under time reversal implies,

〈k′s′ν′|S|ksν〉 = 〈ψ−k′s′ν′ |ψ
+

ksν〉 = (−1)s
′
−s+ν′−ν

〈ψ+
−ks−ν |ψ

−

−k′s′−ν〉

= (−1)s
′
−s+ν′−ν

〈−ks− ν|S| − k′s′ − ν′〉. (12.596)

This relation is true also off-shell, but we will use it on-shell and expand both sides of the relation

〈k̂′s′ν′|S|k̂sν〉 = (−1)s
′
−s+ν′−ν

〈−k̂s− ν|S| − k̂′s′ − ν′〉. (12.597)

According to Eq. (12.589), we obtain the relation,

SJ
l′s′,ls = SJ

ls,l′s′ . (12.598)

Thus, rotational invariance and time-reversal symmetry imply that in the klsj representation, the S matrix (and the T
matrix as well) is symmetric.
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Problem 12.24

Show that if there are n combinations for the pair (ls) (these are n channels for a given J), the matrix SJ
l′s′,ls is

determined by 1
2 n(n+ 1) independent parameters.

Guidance: There are n2 complex numbers, i.e., 2n2 real numbers forming the matrix elements of the S matrix.
Subtract the number of symmetry relations (12.598) and the number of unitarity relations implied by the constraint
S†S = 1n×n.

Problem 12.25

Show that for scattering of two spin 1/2 particles in the triplet state s = 1, the number of possible values of l′ and l
are J + 1 and J − 1 (i.e., n = 2). Then, show that the S matrix can be diagonalized by a real 2×2 orthogonal matrix
depending on a single parameter,

S =

(
cosα sinα
− sinα cosα

)(
e2iδ1 0

0 e2iδ2

)(
cosα − sinα
sinα cosα

)
. (12.599)

The two parameters δ1 and δ2 are called the eigenphases of S.

Solution: Since s = 1, the spin function is symmetric, and the space part must be antisymmetric. Therefore, both l
and l′ must be odd. Moreover, l cannot differ from J by more than one unit since J = l+ s and s = 1. From the
solution of the previous problem, we know that the number of independent real numbers determining S is 3. Two of
them are the phase shifts and the third one is the angle α appearing in the matrix that diagonalizes S. A unitary 2×2
matrix that depends on a single parameter can be chosen to be real, that is, it is orthogonal. The group of 2×2
orthogonal matrices that depends on a single parameter are the rotations about a given axis, that has the form
appearing in the question (the matrices commute with each other).

In analogy with the expansion of the initial state in Eq. (12.584), the expansion of the scattering state (12.575) in
partial waves reads,

ψksν(r) = 4π
∑

l′s′ν′lJ

XJ
l′s′ν′;lsν(r̂; k̂)χs′ν′ψ

+

l′s′,ls;Jk(r). (12.600)

Inserting the expansions (12.590) and (12.600) into Eq. (12.575) then leads to a relation between the wave function and
the T matrix in the klsj representation,

ψ+l′s′,ls;Jk(r) = δl′lδs′sjl(kr)+

∞∫
0

dk′ k′2
jl(k′r)

ε(k)+ iη − ε(k′)
tJl′s′,ls(k

′, k), (12.601)

which is the analogous expression to Eq. (12.188) for scattering by a non-central potential. Using the same procedure
as followed in Eq. (12.188), the expression relating the wave function to the partial wave scattering amplitude, together
with its asymptotic limit, yields

ψ+l′s′,ls;Jk(r) = δl′lδs′sjl(kr)− πk
eikr

2kr
tJl′s′,ls(k)→

1

kr

[
−δl′lδs′s e−ikr

+ SJ
l′s′,ls(k) eikr

]
. (12.602)

Recipe for Calculating Cross-sections

A procedure for calculating the partial wave functions ψ+l′s′,ls;Jk(r) introduced in Eqs. (12.600)–(12.602) can be carried
out starting from the Schrödinger equation (12.566) and expanding the wave function and the potential in partial waves.
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The wave function expansion has already been executed in Eq. (12.600). Writing Eq. (12.566) in the form,[
∇

2
r − v(r)+ k2

]
ψk(r) = 0, (12.603)

implies the following equality,∫
d�k̂d�r̂

∑
ν′

χ
†
s′ν′X

J∗
l′s′ν′;lsν(r̂; k̂)

[
∇

2
r − v(r)+ k2

]
ψk(r) = 0. (12.604)

To complete the procedure, the wave function ψk(r) is now expanded as in (12.600), and the integration over solid angles
is performed. These operations define the configuration space partial wave potential matrix in the Jls representation [in
momentum space, it has already been introduced in Eq. (12.591)],

vJ
l′′s′′;l′s′(r) =

2s+ 1

2J + 1

∫
d�r̂d�k̂

∑
ν′′ν′

χ
†
s′′ν′′X

J∗
l′′s′′ν′′;lsν(r̂; k̂)v(r)XJ

l′s′ν′;lsν(r̂; k̂)χs′ν′ . (12.605)

The dependence on ν in X and in X∗ cancels out. Except for the potential v(r), all the functions appearing in Eq. (12.605)
are of geometrical origin. Since the Hamiltonian H0 + v is hermitian, the time-reversal invariance implies that vJ

l′s′;ls is
real and symmetric,

vJ
l′s′;ls =

[
vJ

l′s′;ls

]∗
(12.606)

vJ
l′s′;ls = vJ

ls;l′s′ . (12.607)

It is now possible to formulate a recipe for the calculation of the partial wave S matrix defined through Eq. (12.589) and
thereby the differential cross-section. The partial wave Schrödinger equation for the wave function (12.601) is,[

∂2

∂r2
+

2

r

∂

∂r
−

l′(l′ + 1)

r2
+ k2

]
ψ+l′s′,ls;Jk(r) =

∑
l′′s′′

vJ
l′s′;l′′s′′(r)ψ

+

l′′s′′,ls;Jk(r). (12.608)

The implicit dependence on l is implied through the asymptotic boundary conditions (12.602). The procedure for obtain-
ing the t matrix elements now goes as follows: First, in order to avoid the first-order derivative and set the boundary
condition at r = 0, the wave function is written as,

ψ+l′s′,ls;Jk(r) =
ul′s′,ls;Jk(r)

kr
, (12.609)

such that [
∂2

∂r2
−

l′(l′ + 1)

r2
+ k2

]
ul′s′,ls;Jk(r) =

∑
l′′s′′

vJ
l′s′;l′′s′′(r)ul′′s′′,ls;Jk(r). (12.610)

Second, the set of coupled differential Eqs. (12.610) is integrated from r = 0 (where ul′s′,ls;Jk(0) = 0) up to large distance
R much beyond the range of the potential v(r). Finally, the wave functions at R are matched with the asymptotic form as
in Eq. (12.602),

u+l′s′,ls;Jk(R) = δl′lδs′skR jl(kR)− πk
eikr

2
tJl′s′,ls(k)→

[
−δl′lδs′se

−ikR
+ SJ

l′s′,ls(k)e
ikR
]

. (12.611)

from which one extracts the S matrix or the t matrix elements. Using Eq. (12.590), the t matrix elements are obtained,
from which the differential cross-section is evaluated according to Eq. (12.578).
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Scattering of Identical Particles with Spins

The above formulas must be modified if the two scattered particles are identical. The following analysis is similar to the
one detailed in Sec. 12.5.6 near Eq. (12.329) with the necessary modifications arising due to the fact that the scattering
potential is non-central. The starting point is the application of the exchange operator S̃ on the asymptotic wave function
(12.576). The result is,

S̃ψ+k (r)→
1
√

2

[(
eik·r
+ p12φse

−ik·r
)
χsν

]

−
1
√

2

eikr

4πr

[∑
s′ν′

(〈r̂s′ν′|t|k̂sν〉 + p12φs′〈−r̂s′ν′|t|k̂sν〉)χs′ν′

]
, (12.612)

where p12=±1 for bosons and fermions, respectively, and φs ≡ (−1)2s1−s. Accordingly, the properly symmetrized
scattering amplitude from initial state |ksν〉 to final state 〈k′s′ν′| is the coefficient of the outgoing spherical wave eikr/r,
i.e.,

fk(�k̂′) = −
1

4π
√

2

[
〈r̂s′ν′|t|k̂sν〉 + p12φs′〈−r̂s′ν′|t|k̂sν〉

]
, (12.613)

which is the analog of Eq. (12.577) when the two particles are identical. The cross-section is then calculated from fk(�k̂′)

as in Eq (12.578) or (12.579).

Scattering of Spin 1
2 and Spin 0 Particles

Consider the scattering of particle 1 with spin s1 =
1
2 and particle 2 with no spin (s2 = 0). Examples of scattering of

spin 1
2 and spin 0 particles are neutron scattering from a spin 0 atomic nucleus and scattering of low-energy electrons

by ground state 4He atoms or other noble gas atoms. The total spin of the two-particle system is s = s1 =
1
2 , and the

dependence of the scattering potential on spin enters through the spin–orbit interaction (see below).
Using basic conservation laws of quantum mechanics, the dependence of the partial wave S and T matrices, defined

within Eqs. (12.588)–(12.590) and (12.592), takes a simple form when compared with the structure for the case of two
particles with spins. The conservation of spin s = s′ = 1

2 is of course obvious. In addition, if it is assumed that the
potential v(r) is even under parity, the parity of the initial and final states must be the same. The parity of the spherical
harmonics Ym

l (r̂) and the kets |lsJM〉 is (−1)l. Therefore, parity conservation implies (−1)l = (−1)l
′

. The total angular
momentum J is a good quantum number, and hence, for a given value of J = 1/2, 3/2 . . ., the orbital angular momentum
can take only two values,

l+ = J +
1

2
l− = J −

1

2
. (12.614)

The S and T matrices and the potential matrix (12.605) are diagonal in l,

SJ
l′s′;ls = SJ

l′ 12 ;l 1
2
= δl′lS

J
l = δl′le

2iδJ
l , (12.615)

tJl′s′;ls = tJ
l′ 12 ;l 1

2
= δl′lt

J
l , (12.616)

vJ
l′s′;ls = vJ

l′ 12 ;l 1
2
= δl′lv

J
l . (12.617)

The relation (12.592) between the partial wave S and T matrices takes the simple form,

SJ
l = 1− 2π iktJl , (12.618)

tJl = −
eiδJ

l sin δJ
l

πk
. (12.619)
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The partial wave expansions (12.589)–(12.591) are also simplified, since in Eq. (12.582), the quantum numbers are
restricted,

XJ
l′s′ν′;lsν(r̂; k̂)→ XJ

l 1
2 ν
′;l 1

2 ν
(r̂; k̂) =

∑
m′,m,M

〈
lm′

1

2
ν′|JM

〉 〈
lm

1

2
ν|JM

〉
ilYm′

l (r̂)Y
m∗
l (k̂), (12.620)

With the definitions (12.581) and (12.582), the expansion now reads,〈
k̂′

1

2
ν′|O|k̂

1

2
ν

〉
=

∑
lmm′JM

Ym′
l (k̂

′)Ym∗
l (k̂)

〈
l
1

2
m′ν′|JM

〉 〈
l
1

2
mν|JM

〉
OJ

l , (12.621)

where O = S, t, v.

Schrödinger Equation with Spin–Orbit Interaction

We focus on the problem of an electron (or other spin 1/2 particle) scattered from a central potential V(r) = Vc(r) =
e8(r) together with a spin–orbit potential,

Vso(r) = −
h̄

4m2c2

1

r

dVc

dr
σ · L , (12.622)

where L = r × p is the orbital angular momentum operator. Defining vc(r) =
2mVc(r)

h̄2 , we can start our analysis from
Eq. (12.603), where the presence of spin–orbit potential implies the following form of the non-central potential,

v(r) = vc(r)+ vso(r)σ · L. (12.623)

The spin–orbit potential, with vso(r) =
λ
r

dvc(r)
dr , where λ = eh̄

8m2c2 , is non-central due to the occurrence of the spin operator.
Equation (12.603) then reads, [

∇
2
r + k2

− vc(r)− vso(r)σ · L
]
ψ+

k 1
2 ν
(r) = 0. (12.624)

Problem 12.26

A particle of mass m and charge q is restricted to move on a sphere of radius R. It is acted upon by the Coulomb field
generated by a charged particle of charge Q fixed at the center of the sphere. Find the energies and the wave
functions for this system.

Guidance: On the sphere, vc(r) = Qq/R and vso(R) are constants. Therefore, the problem is reduced to that of
finding the eigenvalues of L · S. Due to spin–orbit interaction, L is not a good quantum number but J = L+ S. Use
the identity L · s = [J(J + 1)− L(L+ 1)− S(S+ 1)]/2.

In principle, the formalism developed for the scattering of particles with spin can be repeated here, with the angular
functions XJ restricted as in Eq. (12.620). It is useful, however, to elaborate on these steps and expose the simplifications
resulting from the special form of the spin–orbit interaction, employing the conservation laws, rotation invariance, time-
reversal invariance, and parity. The wave function is now expanded in partial waves as in Eq. (12.600), but due to the
conservation laws, this expansion takes a simpler form. The partial wave components of the wave function depends only
on klJ, which reduces to kl± for J = l± 1

2 , namely,

ψ+l′s′,ls;Jk(r)→ ψ+klJ(r) = ψ
+

kl±
(r) for J = l± 1

2 , (12.625)
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and

ψ+ksν(r) = 4π
∑
lν′J

XJ
l 1

2 ν
′;l 1

2 ν
(r̂; k̂)χ 1

2 ν
′ψ
+

klJ(r). (12.626)

When the expansion (12.626) is substituted in Eq. (12.624), the following identities should be employed, which result
from the definition (12.620),

σ · LXJ
l 1

2 ν
′;l 1

2 ν
(r̂; k̂)χ 1

2 ν
′ = lXJ

l 1
2 ν
′;l 1

2 ν
(r̂; k̂)χ 1

2 ν
′ (for J = l+ 1

2 ), (12.627)

σ · LXJ
l 1

2 ν
′;l 1

2 ν
(r̂; k̂)χ 1

2 ν
′ = −(l+ 1)XJ

l 1
2 ν
′;l 1

2 ν
(r̂; k̂)χ 1

2 ν
′ (for J = l− 1

2 ). (12.628)

Employing Eqs. (12.627) and (12.628) and the orthogonality of spin and angular functions, the partial wave Schrödinger
equation for the wave functionψ+klJ(r) is obtained, which is the analog of Eq. (12.608). Using the notation of Eq. (12.625),
l± = J ∓ 1

2 , [
d2

dr2
+

2

r

d

dr
−

l(l+ 1)

r2
+ k2

]
ψ+kl±

(r) = vl±(r)ψ
+

kl±
(r), (12.629)

where, following Eqs. (12.627) and (12.628), the potentials vl±(r) are

vl+(r) = vc(r)+ lvso(r), (12.630)

vl−(r) = vc(r)− (l+ 1)vso(r), (12.631)

which constitutes a remarkable simplification compared with the definition of partial wave potential in Eq. (12.605).
In what follows, we use the same procedure recipe for calculating phase shift and cross-section as already discussed.
Keeping in mind a fixed quantum number J, the first derivative is eliminated through the definition,

ψ+kl±
(r) =

ukl±(r)

kr
, (12.632)

such that [
d2

dr2
−

l(l+ 1)

r2
+ k2

]
ukl±(r) = vl±(r)ukl±(r). (12.633)

The differential Eqs. (12.633) are integrated from r = 0 (where ukl±(0) = 0) up to large distance R much beyond the
range of the potential v(r). The wave functions at R are then matched with the asymptotic form as in Eq. (12.602),

ukl±(kR) = kRjl±(kR)− πk
eikr

2
tJl±(k)→

[
−e−ikR

+ SJ
l±(k)e

ikR
]

. (12.634)

from which one extracts the partial wave matrix SJ
l or tJl . Using Eq. (12.621), the t matrix elements 〈k̂′ 12ν

′
|t|k̂ 1

2ν〉 are
obtained, 〈

k̂′
1

2
ν′|t|k̂

1

2
ν

〉
=

∑
lmm′JM

Ym′
l (k̂

′)Ym∗
l (k̂)

〈
l
1

2
m′ν′|JM

〉 〈
l
1

2
mν|JM

〉
tJl , (12.635)

to which the scattering amplitude is simply related as in Eq. (12.577), and the differential cross-section is evaluated
according to Eq. (12.578).

It is instructive, however, to exploit the consequences of rotation, parity, and time-reversal invariance in a somewhat
different way. The t matrix elements on the LHS of Eq. (12.635) form a 2×2 matrix t in spin space. The 2×2 matrix f
of scattering amplitudes fν′ν = −2π2

〈k̂′ 12ν
′
|t|k̂ 1

2ν〉 [see Eq. (12.577)] can be written in terms of the vector σ of Pauli
matrices,

f = a+ iσ · b, (12.636)
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where a is a scalar multiplying the unit 2×2 matrix and b is a vector (the prefactor i is introduced for convenience).
Both a and b depend on the scattering angle θ (as well as on the energy) and should be calculated in terms of the partial
amplitudes tJl± . Rotational invariance dictates that the matrix f should be a scalar formed from the vectors k̂, k̂′, and σ .
This immediately implies that

a = h(k̂ · k̂′) = h(cos θ), (12.637)

iσ · b = σ ·
[
k̂×k̂′ + b1(cos θ)k+ b2(cos θ)k′

]
g(cos θ). (12.638)

Time-reversal invariance expressed in Eq. (12.554) or, equivalently, (12.597), implies that this expression must be
invariant (up to a phase independent of the momenta) under sign change of spin and momenta and swapping initial
and final momenta k̂ ↔ k̂′, which requires b1 = b2. Moreover, invariance under space inversion (parity) expressed in
Eq. (12.549) implies that f should be invariant under sign change of the momenta. This constraint eliminates the terms
linear in momenta, namely, b1 = b2 = 0. Collecting these constraints, the most general form of the f matrix consistent
with rotation, parity, and time-reversal invariance is of the form,

f = h(cos θ)+ i σ · k̂×k̂′ g(cos θ), (12.639)

where it should be recalled that the scattering angle θ also enters in the vector product. Beyond the kinematics and
symmetry constraints, the physical content of the scattering is encoded in the functions h(cos θ) and g(cos θ). These can
formally be calculated in terms of the partial wave t matrix elements tJl [see discussion around Eq. (12.634)]. This task is
carried out by comparing expression (12.639) with the sum on the RHS of Eq. (12.635) (multiplied by −2π2). For each
fixed ν, ν′, the sum is divided into a first term containing only cos θ and a second term with a factor sin θ multiplying a
function of cos θ . The result is

h(cos θ) = −
1

k

∞∑
l=0

[
(l+ 1)tJl+ + ltJl−

]
Pl(cos θ), (12.640)

g(cos θ) = −
1

k

∞∑
l=1

[
tJl+ − tJl−

]
Pl
′(cos θ), (12.641)

where P
′

l(cos θ) = dPl(cos θ)/d cos θ . The total angular momentum J is determined by J = l+ −
1
2 or J = l− +

1
2 .

Equation (12.639) is convenient for analyzing the various contributions for the differential cross-section. First, it is
evident from this expression that any dependence of the cross-section on spin direction cannot occur neither in the
forward direction θ = 0 nor in the backward direction θ = π (provided g(cos θ) is regular at these points, which is
normally the case). Second, in the scattering plane defined by the initial and final momentum unit vectors, the sign of the
second term depends on the direction of the vector product k̂×k̂′. This implies left-right asymmetry, referred to as skew
scattering. In solid-state physics, it contributes to the anomalous Hall effect.

The differential cross-section for an unpolarized beam and unpolarized detector requires summation over final polari-
zations ν′ = ±1/2 and averaging over initial polarizations ν = ±1/2,〈

dσ

d�k̂′

〉
=

1

2
Tr(f†f) = |h(cos θ)|2 + sin2 θ |g(cos θ)|2. (12.642)

In order to analyze the cross-section for polarized beam and detector, we need to define a quantization axis z. A nat-
ural choice is ẑ perpendicular to the scattering plane and points in the direction of k̂×k̂′. In this case, σ · k̂×k̂′ =
η sin θσz and

f = h(cos θ)+ iη sin θ g(cos θ) σz, (12.643)
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where η = ±1 for scattering to the left or right, respectively. For particle polarized along±ẑ (i.e., ν = ± 1
2 ), Eq. (12.639)

then reduces to,

fν′ν = δν′ν
[
h(cos θ)+ i(−1)

1
2−νη sin θ g(cos θ)

]
, (12.644)

and there is no spin flip in this case. The cross-section for a polarized incoming beam is then given by,[
dσ

d�k̂′

]
ν←ν

= | fνν |
2
= |h(cos θ)|2 + sin2 θ |g(cos θ)|2 + 2η(−1)

1
2−νIm[h(cos θ)g(cos θ)∗]. (12.645)

As long as Im[h(cos θ)g(cos θ)∗] 6= 0, the cross-section displays left-right asymmetry according to the sign of η.

Problem 12.27

If the initial beam is polarized along x̂ (i.e., νx =
1
2 ), find the amplitudes for direct and spin-flip scattering events

into final states ν′x = ±
1
2 .

Answer: Express the states polarized along ±x̂ in terms of those along ±ẑ,∣∣∣∣νx = ±
1

2

〉
=

1
√

2

[∣∣∣∣νz =
1

2

〉
±

∣∣∣∣νz = −
1

2

〉]
, (12.646)

and employ Eqs. (12.643) and (12.644) to compute 〈ν′x = ±
1
2 |f|νx =

1
2 〉. This procedure yields〈

ν′x =
1

2
|f|νx =

1

2

〉
=

1

2

[
f 1

2
1
2
+ f
−

1
2−

1
2

]
= h(cos θ), (12.647)〈

ν′x=−
1

2
|f|νx =

1

2

〉
=

1

2

[
f 1

2
1
2
− f
−

1
2−

1
2

]
= iη sin θ g(cos θ). (12.648)

In this case, there is no left-right asymmetry of the spin-flip cross-section.

12.8.9 INELASTIC SCATTERING AND SCATTERING REACTIONS

We now consider inelastic scattering of particles with internal degrees of freedom. The particles can be atoms, molecules,
atomic nuclei, etc. In the laboratory frame, a standard experiment usually involves one particle, referred to as the projec-
tile, that moves toward another particle at rest, referred to as the target. We distinguish between two cases: In the simpler
case, internal degrees of freedom can be excited but the particles retain their identities. A more complicated case is when
the target and projectile exchange particles, a process referred to as a rearrangement collision. An even more complicated
situation occurs when at least one of the two colliding particles breaks up, a process referred to as breakup reaction. In
case of breakup reactions, there are at least three bodies in the final state. Rearrangement and breakup processes will not
be discussed here; their analysis requires new tools that are beyond our scope. Therefore, we restrict ourselves to cases
(1) and (2), whereas cases (3) and (4) of the list in Sec. 12.8 are not considered here.

A simple example borrowed from the physics of nuclear reactions can help illustrate the above discussion. Consider
the collision between two α particles. The α particle contains two protons and two neutrons. A successful model for
describing low-energy states of light and medium nuclei is the so-called nuclear shell model that assigns a shell structure
to the nuclei, in analogy with the shell structure of atomic electrons. According to this model, the α particle is a closed
shell nucleus; hence, it is tightly bound. This is confirmed in experiments, showing that the binding energy of the α
particle is about 28 Mev. Consider the collision with the projectile α particle having a kinetic energy of tens of Mev. As a
result of the collision, the following final states can be obtained, depending on the value of the scattering energy used: (1)
Two α particles that may or may not be in excited states. This is an example of an elastic or inelastic collision, where the
latter is written as α+α→ α′+α′. (2) A proton and a neutron leave one of the α particles and become bound inside the
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other α particle. The particles leaving the scattering region are a 6Li nucleus (with three protons and three neutrons) and
a deuteron. This is an example of rearrangement reaction, written as α+α→6Li+d. (3) At least one of the α particles is
broken up into several lighter particles. For example, if one of the α particles is broken up into a deuteron, a neutron, and
a proton, the breakup reaction is written as α+α→ α′+ d+ n+ p. This process is possible only if the kinetic energy of
the relative motion of the two particles is higher than the breakup energy of the α particle (the breakup threshold). There
are many atom–atom, atom–molecule, and molecule–molecule collisions that can also serve as good examples of these
types of reactions, but we shall not pause to present additional examples.

For inelastic scattering, the on-shell energy condition (12.500) is satisfied but the relative kinetic energies are not equal.

ε = ε(ka)+ εa = ε(kb)+ εb, (12.649a)

ε(ka) 6= ε(kb). (12.649b)

In this section, our goal is to modify the general framework introduced in Sec. 12.8.4 to inelastic scattering and to bring
it into a workable calculation scheme.

The restriction to pure inelastic scattering means that the Hilbert space of positive energy states can be spanned by
any basis composed of channel states |a〉 as defined in Eq. (12.505c). Moreover, for any potential V that depends both on
the internal coordinates and on the vector r between the centers of masses of the colliding particles, we can define the
potential matrix vab(r) as specified in Eqs. (12.511). Thus, the problem is formulated within a multi-channel scattering
theory in the sense that the original Schrödinger equation (12.507) is replaced by a coupled set of equations. Let us
expand 9+a (r) [whose asymptotic form is given in Eq. (12.508)] in terms of internal states as

9+a (r) =
∑

b

|8b〉ψ
+

ba(r). (12.650)

Note that in this expansion, the internal states |8b〉 are abstract kets, while the coefficients ψ+ba(r) are c numbers (for a
given value of the indices, they are numerical functions of r, which will be determined below).

The functions ψ+ba(r) satisfy the set of coupled Schrödinger equations,

−∇
2ψ+ba(r)+

∑
c

vbc(r)ψ+ca(r) = εψ
+

ba(r). (12.651)

With the asymptotic condition,

ψ+ba(r) −−−→r→∞
(2π)−

3
2

[
δabeika·r + fba(�)

eikbr

r

]
. (12.652)

Equations (12.651) and (12.652) define the multichannel scattering problem.
It is worth mentioning the situation where the scattered particles have both internal energy states and spin. This case

is encountered in cold atom physics. The discussion of scattering of particles with spin in Sec. 12.8.8 is a special case
of this more general situation, where the internal degrees of freedom include only the spin, and the scattering is elastic
(if no external magnetic field is present). The channels of the S matrix are labeled by the spin and other internal degrees
of freedom. In Eq. (12.568), the notation (12.505c) for channel states is modified to specify the spin degrees of freedom.
Now, we modify it once more and define our channel states (kets) as

|a〉 = |kasaνaa〉, (12.653)

where a denotes all internal quantum numbers except spin, as in Eq. (12.544). The channel density of states na is given in
Eq. (12.503). Note that when the on-shell condition (12.545) is imposed, it fixes the magnitude of the channel momenta
ka [as in Eq. (12.649a)], so that matrix elements of physical interest between kets (12.653) such as S and T matrices
depend on k̂a and k̂b and on energy ε. The relation between the on-shell S and T matrices [analog of Eq. (12.570)] now
reads,

〈k̂bsbνbb|S|k̂asaνaa〉 = δk̂bk̂a
δsbsaδνbνaδba − 2π i

√
nbna〈k̂bsbνbb|T|k̂asaνaa〉, (12.654)
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and the unitarity of the on-shell S matrix is as in Eq. (12.571) with channel indices included (in the summation as well).
The relation between the on-shell T matrix and the scattering amplitude [the analog of Eq. (12.572)] is

fba(�) = −
(2π)2m

h̄2
〈k̂bsbνbb|T|k̂asaνaa〉, (12.655)

and the differential cross-section is then given by

dσ

d�
=

kb

ka
|fba(�)|

2
=
(4π)4nbna

k2
a

|〈k̂bsbνbb|T|k̂asaνaa〉|2. (12.656)

Partial Wave Analysis

The partial wave analyses for the S matrix, and the T matrix are performed as in Eqs. (12.589) and (12.590). Here, they
are written explicitly since the channel momenta ka and kb might have different magnitudes (even on-shell):

〈k̂bsbνbb|S|k̂asaνaa〉 =
∑
lbla,J

XJ
lbsbνb;lasaνa

(k̂′; k̂)SJ
lbsbb,lasaa(ε), (12.657)

〈kbsbνbb|t|kasaνaa〉 =
∑
lbla,J

XJ
lbsbνb;lasaνa

(k̂′; k̂)tJlbsbb,lasaa(kb, ka, ε). (12.658)

The relation between partial wave S and t matrices can be deduced from Eq. (12.654),

SJ
lbsbb,lasaa = δlbsbb,lasaa − 2π i

√
nbnatJlbsbb,lasaa = δlbsbb,lasaa − 2π i

√
nbna

2m

h̄2
TJ

lbsbb,lasaa, (12.659)

which is the analog of Eq. (12.592). In Eq. (12.659), it is assumed for simplicity that the relative kinetic energy is k2 as
in Eq. (12.500). Once again, it should be stressed that generically, ka 6= kb, as is stated in Eq. (12.501). Unitarity and
symmetry of the S matrix (a consequence of time-reversal invariance) are derived as in the case of elastic scattering (see
the general discussion in Sec. 12.8.6). Explicitly, abbreviate α ≡ lasaa,∑

γ

[SJ
γβ ]∗[SJ

γα] = δαβ , (12.660)

SJ
αβ = SJ

βα . (12.661)

The next task is to perform partial wave analysis on the coupled set of Schrödinger Eq. (12.651). The partial wave
potential is derived as in Eq. (12.605).

vJ
l′′s′′a′′;l′s′a′(r) =

2s+ 1

2J + 1

∫
d�r̂d�k̂[∑

ν′′ν′

χ
†
s′′ν′′X

J∗
l′′s′′ν′′;lsν(r̂; k̂)va′′a′(r)X

J
l′s′ν′;lsν(r̂; k̂)χs′ν′

]
. (12.662)

The expansion of the wave function requires some modifications of the expansion (12.600), which will not be detailed
here. The partial wave components of the wave function, ψ+l′s′a′;lsa;J(r), satisfy the set of Schrödinger equations,

−
d2

dr2
ψ+l′s′a′;lsa;J(r)−

2

r

d

dr
ψ+l′s′a′;lsa;J(r)+

l′(l′ + 1)

r2
ψ+l′s′a′;lsa;J(r)

+

∑
l′′s′′a′′

vJ
l′s′a′;l′′s′′a′′(r)ψ

+

l′′s′′a′′;lsa;J(r) = k2
a′ψ
+

l′s′a′;lsa;J(r), (12.663)
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where the appearance of the channel momenta k′2a on the RHS marks one of the differences from Eq. (12.608). In order
to relate the wave function to the T matrix, we need to write down the Lippmann–Schwinger equation derived from
Eq. (12.663). This requires the free Green’s function satisfying[

−
d2

dr2
−

2

r

d

dr
+

l′(l′ + 1)

r2
− k2

a′

]
g+l′ (r, r′; k′a) = δ(r − r′), (12.664)

with outgoing boundary conditions, which is given in Eq. (12.193). Then one gets, in analogy with Eq. (12.194),

ψ+l′s′a′;lsa;J(r) = jl(k
′
ar)δl′s′a′,lsa +

∑
l′′s′′a′′

∫
dr̄ g+l′ (r, r̄; k′a)v

J
l′s′a′;l′′s′′a′′(r̄)ψ

+

l′′s′′a′′;lsa;J(r̄). (12.665)

Using the formal relation G+0 V|ψ+〉 = G+0 T|φ〉 within the Lippmann–Schwinger identities |ψ+〉 = |φ〉 + G+0 V|ψ+〉 =
|φ〉 + G+0 T|φ〉 [see Eqs. (12.113a) and (12.113c)], we can relate the wave function directly to the partial wave S matrix
(or T matrix) introduced via Eq. (12.659),

ψ+l′s′a′;lsa;J(r)→ δl′lδs′sδa′ajl(k
′
ar)− π

eik′ar− 1
2 l′π

r
tJl′s′a′;lsa(ε),

which is the analog of Eq. (12.190). Employing the relation (12.654), we finally obtain

ψ+l′s′a′;lsa;J(r)→
1

2
√

nana′

[
−δl′lδs′sδa′a

e−ikar

r
+

eika′ r

r
SJ

l′s′a′;lsa(ε)

]
. (12.666)

In principle, it is possible to employ the above formalism for the calculation of cross-sections. Once the partial wave
potentials are known from Eq. (12.662), the Schrödinger Eq. (12.663) or the Lippmann–Schwinger equations (12.665)
should be solved for ψ+l′s′a′;lsa;J(r) and the S matrix elements are deduced from the asymptotic behavior (12.666). The t
matrix in the ksν representation is then constructed using Eq. (12.658) to which the scattering amplitude is related via
Eq. (12.655).

Let us examine the low-energy behavior of the total cross-section from an initial state (channel) a to a final state a′.
For that purpose, it is useful to express the total cross-section in terms of the partial wave T matrix elements. Expanding
the RHS of Eq. (12.656) in partial waves and performing the angular integration over d� yield

σa′a = π
∑

J

CJ
na′na

k2
a

∑
l′l

|TJ
l′s′a′;lsa(ε)|

2, (12.667)

where CJ is a spin-related factor. In many cases, the dominant contribution comes from a given set of quantum numbers
J, l′, l and summation is then avoided. This has an important consequence at low energy. As we have seen in 12.5.4, e.g.,
in Eq. (12.236), the low-energy behavior of the partial T matrix for central potential scattering is tl(ε) ' εl

= k2l. This
can be extended for the case of non-central potential scattering (including the multichannel partial wave T matrix) ,

TJ
l′s′a′;lsa(ka′ , ka, ε) ' const× kl′

a′k
l
a, (ε = k2

a′ + εa′ = k2
a + εa), (12.668)

hence,

σa′a ' constant× na′nak2l′
a′ k2l−2

a . (12.669)

Inelastic Scattering: A Single-Channel Formalism

The multichannel scattering formalism developed above is designed to calculate all the scattering amplitudes fba(�b̂)

defined in Eq. (12.652), a task that often requires heavy calculational resources. In many cases, we are interested in the
scattering amplitude faa(�), where the initial and final channels are identical, and the effect of coupling to other partial
waves or other channels can be encoded in a phenomenological manner. This formalism is now presented.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 15-ch12-605-748-9780444537867 2012/11/15 23:50 Page 719 #115

12.8 Particles with Internal Degrees of Freedom 719

Partial wave expansion
The technique of eliminating inelastic channels is similar to the procedure employed to analyze Feshbach resonance. To
clarify the procedure, consider Eq. (12.663) for the simple case, there is no spin and no internal degrees of freedom, and
only two partial waves, l and l′, are coupled. Substituting ul(r) =

ψl(r)
r , we obtain[

−
d2

dr2
+

l(l+ 1)

r2
+ vll(r)

]
ul(r)+ vll′(r)ul′(r) = k2ul(r),[

−
d2

dr2
+

l′(l′ + 1)

r2
+ vl′l′(r)

]
ul′(r)+ vl′l(r)ul(r) = k2ul′(r). (12.670)

Now, formally express ul′(r) from the second equation in terms of ul(r) and substitute it into the first equation. This yields
the following equation for ul(r): [

−
d2

dr2
+

l(l+ 1)

r2
+ vll + wll;k2(r)

]
ul(r) = k2ul(r), (12.671)

in which the coupling with ul′(r) is encoded within the potential,

wll;k2(r) = vll′(r)[−
d2

dr2
+

l′(l′ + 1)

r2
+ vl′l′ − k2

− iηl]
−1vl′l(r), (12.672)

where ηl→ 0+. Equation (12.673) is formally exact, but an evaluation of the potential wll;k2(r) is very difficult. Its
dependence on energy, with the retardation boundary condition, causes it to be complex with positive imaginary part.
Generalization of this formalism for the realistic case, where several partial waves are coupled, is straightforward. Equa-
tion (12.671) is a standard scattering problem for central potentials within a given partial wave l. In analogy with
Eq. (12.171),

ψl(r) = ĥ−l (kr)+ Sl(k)ĥ
+

l (kr), (12.673)

where ĥ±l (x) are the Ricatti Hankel functions with incoming (−) and outgoing (+) spherical wave boundary conditions.
There is, however, an important difference between the present analysis and that of scattering from a spherically sym-
metric real potential, detailed in Sec. 12.5. Due to the coupling with other partial waves (or other channels), encoded by
the (complex) potential wll;k2(r), the absolute value of the partial wave S matrix is less than unity.

Sl(ε) = βl(ε) e2iδl(ε), 0 < βl(ε) < 1, (12.674)

where ε = k2 and the phase shift δl(ε) is real. Flux is not conserved for each partial wave and |Sl| < 1, since part of
it, 1 − |Sl|

2, leaks into other partial waves. In the present formulation, this leakage is due to the fact that the scattering
potential is complex with a positive imaginary part.

Problem 12.28

Reflection from an absorptive media. A particle moving in 1D, −∞ < x <∞, is subject to a potential
v(x) = 0 (x ≤ 0), v(x) = iv0 (x > 0), and v0 > 0. The wave function for x ≤ 0 is ψ(x) = eikx

+ Re−ikx,
where k > 0 is the wavenumber. Let us assume h̄2/(2m) = 1.

(a) Find ψ(x) for x > 0, and the reflection amplitude R. Show that |R| < 1.
(b) What happens when v0 < 0.

Answer: (a) ψ(x) = Aeiκx, κ =
√

k2 − iv0, R = k−iκ
k+iκ , A = 1+ R.

κ = |κ|e−iθ/2, tan θ = v0
k2 > 0, |R| =

∣∣∣∣ k−i|κ| cos θ2−|κ| sin θ
2

k+i|κ| cos θ2+|κ| sin θ
2

∣∣∣∣ < 1.

(b) For v0 < 0, |R| > 1 and the wave function on the right side diverges.
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Instead of Eq. (12.165), the scattering amplitude is given by

f (θ) =
1

2ik

∞∑
l=0

(2l+ 1)(Sl − 1)Pl(cos θ), (12.675)

which reduces to Eq. (12.165) when Sl = e2iδ , but takes another form when Sl = βle2iδ . The differential and total elastic
cross-sections are

dσe

d�
=

1

k2

∣∣∣∣∣
∞∑

l=0

(2l+ 1)(Sl − 1)Pl(cos θ)

∣∣∣∣∣
2

, (12.676)

σe =
π

k2

∞∑
l=0

(2l+ 1)|1− Sl|
2. (12.677)

Compare these with Eqs. (12.166) and (12.167). Let us also find the inelastic cross-section, σin. We already indicated that
1− |Sl|

2 is the fraction of flux that leaks from channel l, so the inelastic cross-section is

σin =
π

k2

∞∑
l=0

(2l+ 1)
(

1− |Sl|
2
)

, (12.678)

and the total cross-section is

σt = σe + σin =
2π

k2

∞∑
l=0

(2l+ 1)(1− Re Sl). (12.679)

Employing Eqs. (12.675) and (12.679), we arrive at the optical theorem (appropriate for inelastic scattering),

σt =
4π

k
Imf (0). (12.680)

Note that f (θ) is the scattering amplitude for elastic scattering, but when it enters the optical theorem, it is related to the
total cross-section, which also includes the inelastic cross-section.

Modified Analytic Properties of Partial Wave Amplitudes
Since |Sl| < 1, the expression (12.254) for the wave function in terms of the Jost functions must be modified because
it leads to Eq. (12.255), which implies |Sl| = 1. Let us replace F∗l (k) in Eq. (12.254) by Fl(−k) and notice from
Eq. (12.256), which defines the Jost function, that unlike Eq. (12.257), for a complex potential, Fl(−k) 6= F∗l (k). Accord-
ingly, Eq. (12.258) must be modified,

Sl(k) =
Fl(−k)

Fl(k)
= βle

2iδl(k) ≡ e2i(δl(k)−iχl(k)), (12.681)

where χl(k) ≡ log[βl(k)]/2 < 0. The poles of the S matrix in the upper half of the complex k plane are no longer pure
imaginary as they appear in Fig. 12.9. This can be understood from Eq. (12.256), since for a complex potential, the RHS
of this equation does not vanish for k = iκ , κ > 0, hence Fl(iκ) 6= 0. Equation (12.681) has an important consequence
for the partial wave scattering amplitude fl(k):

fl(k) =
1

2ik
(Sl − 1) =

Fl(−k)− Fl(k)

2ikFl(k)
⇒ fl(k)− fl(−k) = 2ikfl(k)fl(−k). (12.682)
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After a little algebra, we find that
[

1
fl(k)+ik

]
=

[
1

fl(−k)−ik

]
. Defining gl(k2) ≡

[
1

fl(k)+ik

]
, which is an even function of k,

we find

fl(k) =
1

gl(k2)− ik
. (12.683)

Recall that in the case |Sl| = 1, we have gl(k2) = k cot δl(k) as in Eq. (12.240). For |Sl| < 1, however, gl(k2) is not real.
Using the expression (12.681) for |Sl| we have gl(k2) = k cot[δl(k)− iχ(k)]. Consequently, Eq. (12.260) is modified:

δl(−k) = −δl(k) (mod 2nπ), χl(−k) = −χl(k). (12.684)

It should be stressed that only quantities with positive k are physically measurable.

Modified Effective Range Theory
Let us now consider s-wave scattering (l= 0) at low energy (k→ 0) (we omit the ubiquitous angular momentum sub-
script). From Eq. (12.684), we infer that χ(0) = 0 and δ(0) = nπ . Let us define the complex function z(k) ≡ δ(k)−iχ(k).
Following Eq. (12.684), we have z(k) ∼ k as k → 0. Hence, g(k2) = k cot z(k) is expected to be finite, albeit complex.
At low-energy ε (small k), we can define a complex scattering length, a = aR + iaI , and complex effective range,
r0 = r0R + ir0I ,

lim
k→0

k cot z(k) = −
1

a
+

1

2
r0k2
+ O(k4). (12.685)

We can now express the low-energy cross-sections for s-wave scattering in terms of the real and imaginary parts of
the complex scattering length, a = aR + iaI . From Eqs. (12.677)–(12.679), adapted for s-wave scattering,

σe =
π

k2
|1− S|2, σin =

π

k2
(1− |S|2), σt =

2π

k2
(1− Re[S]). (12.686)

Problem 12.29

Express aR and aI in terms of δ(k) and χ(k).

Answer: Use Eq. (12.685) and employ trigonometric identities to get

a = aR + iaI = −
1

k
tan[δ(k)− iχ(k)] ≈ −

1

k
[tan δ(k)− i tanhχ(k)+ O(k3)].

It is crucial to note that χ(k) < 0, which implies that aI < 0. The three main results are then formulated as follows:
(1) σe is finite as k → 0. To show this, use Eq. (12.681), and Eq. (12.684), z(k) ∼ k as k → 0. Therefore, |1 − S|2 =
|eiz(k) sin z(k)|2 ∼ k2. Using Eq. (12.686), we see that f (k) = S−1

2ik =
1

k cot z(k)−ik→ − a; expressing σe in terms of
scattering length,

σe = 4π |a|2 = 4π
(

a2
R + a2

I

)
. (12.687)

(2) σin diverges as k−1 for k→ 0. Intuitively, this seems at odds with the second relation in Eq. (12.686) because |S| < 1.
However, this relation does not exclude 1 − |S|2 ∼ k, as shown below. Starting from the expression for the S matrix in
Eq. (12.688), we find

S→
1− ika

1+ ika
, ⇒ |S|2 =

(1+ kaI)
2
+ ka2

R

(1− kaI)2 + ka2
R

, (aI < 0). (12.688)
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Therefore, 1− |S|2 = −4kaI
(1−kaI)2+(kaR)2

→−4kaI , and expressing σin in terms of scattering length,

σin =
π

k2
(1− |S|2) = −

4πaI

k
(12.689)

as claimed. Note the importance of the sign aI < 0. If aI > 0, |S| > 1 and σin < 0, which does not make sense.
(3) The optical theorem: Let us take the imaginary part of the s-wave scattering amplitude given in Eq. (12.687) and
divide it into its elastic and inelastic parts. After some algebra, we find Im[f (k)] = k|a|2 − aI for k→ 0; hence

σt =
4π

k
Im[f (k)] = 4π |a|2 −

4πaI

k
. (12.690)

Thus, elastic scattering occurs even when aR = 0, but there is no inelastic scattering if aI = 0.
Finally, writing the complex potential as wll;k2(r) = (2m/h̄2)(VR + iVI), ignoring the energy dependence of VI , and

denoting by u(r) the (dimensionless) s-wave solution of the radial Schrödinger equation, we state (without proof) the
relations between the scattering potential V = VR + iVI (VI > 0) and the s-wave inelastic cross section and aI :

σin =
4π

kE

∞∫
0

drVI |u(r)|
2, aI = − lim

E→0

1

E

∞∫
0

drVI |u(r)|
2. (12.691)

12.8.10 SCATTERING FROM A COLLECTION OF IDENTICAL PARTICLES

Numerous scattering experiments involve scattering of a particle from a system of N identical particles (usually N →∞)
whose positions ri vary slowly relative to the speed of the scattered particle or are almost fixed in space. Scattering of

(a) (b)

FIG 12.24 Illustration of scattering from a system of particles: (a)
Scattering from a system of slowly moving particles whose
positions are random (such as liquid or gas). (b) Scattering
from a piece of solid material where the particles are fixed in
space and form a lattice.

a fast electron off such a system composed of identi-
cal heavy particles is an example of the first scenario,
while scattering of electrons (or neutrons or X-rays)
from the atoms of solid is an example of the second
scenario, where the (average) position vectors ri are
fixed and form a lattice. These scenarios are schemat-
ically illustrated in Fig. 12.24. In both cases, it is
assumed that the mass of the target particles is much
larger than the projectile mass m, so that recoil of the
scatterers is neglected and the reduced mass equals m.
The statistics of the target particles does not play any
significant role in these experiments.

A complete analysis of such scattering is rather
complicated. Here, we present a brief description based on the Born approximation (assuming that it can be justified)
[190]. According to Eq. (12.123), the Born approximation expresses the scattering amplitude f (k′, k) in terms of the
Fourier transform of the potential at momentum transfer q = k′ − k. In addition to the Born approximation, the basic
assumption is that the scattering potential V(r) can be written as a sum of the potentials v(r−ri) of the separate scattering
centers

V(r) =
N∑

i=1

v(r− ri). (12.692)
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This approximation is justified when the distances |ri − rj| � d, where d is the range of the potential v. According to
Eq. (12.123), the scattering amplitude in the Born approximation is

fB(θ ,φ) = −
m

2π h̄2

N∑
i=1

∫
dr e−iq·rv(r− ri)

= −
m

2π h̄2

∫
dr e−iq·rv(r)

N∑
i=1

e−iq·ri ≡ −

√
2πm

h̄2
ṽ(q)S(q), (12.693)

where (θ ,φ) are the spherical angles of q, ṽ(q) = (2π)−3/2
∫

dr e−iq·rv(r) is the Fourier transform of v(r), and the
structure factor, defined as

S(q) ≡
N∑

i=1

e−iq·ri , (12.694)

encodes the information on the geometry of the system of scatterers. The differential cross-section is

dσ

d�
(θ ,φ) = 2

[
πm

h̄2

]2

|ṽ(q)|2|S(q)|2. (12.695)

It is then interesting to analyze the modulus squared of the structure factor in some detail and, in particular, to distinguish
between the two extreme cases according to whether the positions ri are completely random or form a crystal.

If the positions are random, it is useful to separate the double sum in |S(q)|2 = S∗(q)S(q) as

|S(q)|2 = N +
N∑

i6=j=1

e−iq·(ri−rj). (12.696)

In terms of the average density of scatterers

ρ(r) =
1

N

N∑
j=1

δ(r− rj), (12.697)

we can use the randomness property and write

N∑
j 6=i=1

e−iq·(ri−rj) = N
∫

dr ρ(r)e−iq·r. (12.698)

Thus,

dσ

d�
(θ ,φ) = 2

[
πm

h̄2

]2

N|ṽ(q)|2[1+ (2π)
3
2 ρ̃(q)], (12.699)

i.e., the cross-section is proportional to N.
Consider, on the other hand, the situation where the scatterers form a Bravais lattice (see Chapter 9, Sec. 9.3.1),

ri = nia+ mib+ lic, (12.700)

where a, b, and c are the vectors of the unit cell and ni, mi, and li are integers between 0 and M − 1 such that M = N1/3.
Then, S(q) is computed as a product of three geometric progressions and its modulus square is

|S(q)|2 =
∏

γ=a,b,c

[
sin(Mq·γ

2 )

sin(q·γ
2 )

]2

, (12.701)
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so

dσ

d�
(θ ,φ) = 2

[
πm

h̄2

]2

|ṽ(q)|2
∏

γ=a,b,c

[
sin(Mq·γ

2 )

sin(q·γ
2 )

]2

. (12.702)

For large enough M, the function f (x) = sin(Mx/2)
sin(x/2) has sharp maxima at xn = nπ (n an integer), i.e., f (xn) = M2, and it is

negligible away from these points. Thus, as a function of q, the differential cross-section is appreciable only for vectors
such that

q · γ = 2nγπ (nγ=a,b,c integers). (12.703)

In Problem 12.30 you are asked to determine q. Thus, the analysis of the peaks obtained in particle scattering from a
crystal yields structural information about the reciprocal lattice of the crystal (see Sec. 9.3.2).

Problem 12.30

Show that the equality (12.703) is satisfied if q is a vector in the reciprocal lattice, q = NAA+ NBB+ NCC, where

A = 2π
b× c

a · b× c
, B = 2π

c× a
b · c× a

, and C = 2π
a× b

c · a× b
.

12.9 SCATTERING IN LOW-DIMENSIONAL SYSTEMS

So far, we have considered scattering in three dimensions (most experiments involving two colliding particles are carried
out in 3D). We have also studied transmission and reflection formulated strictly in 1D in Chapter 1, mostly for pedagogical
purposes. Recently, enormous progress in fabrication techniques has enabled the fabrication of systems confined to lower
dimension. Hence, it is useful to develop the basic formalism for studying scattering in low-dimensional systems.

When a system is fabricated such that the motion is strongly confined along one direction and not confined along the
other two directions, a 2D system results; such a 2D system is called a quantum well. When two directions are confined,
a 1D system or quantum wire results, and when all three directions are confined, we have a zero-dimensional system or a
quantum dot.

The physics of low-dimensional systems has become increasingly important with the discovery of physical phenomena
in low dimensions. For example, integer and fractional quantum Hall effects in 2D have been discovered (see Sec. 9.5.8),
interacting electrons in quantum wires have been shown to exhibit unusual Luttinger liquid properties (see Sec. 18.15.3
linked to the book web page), and Coulomb blockade (see Sec. 13.3.2), and Kondo effect (see Sec. 18.14) have been dis-
covered in quantum dot systems. In the following sections, we introduce the basic tools required for analyzing scattering
in low-dimensional systems.

12.9.1 SCATTERING IN TWO DIMENSIONS

2D scattering by a potential V(r) results when the confinement in the z dimension is so strong that only one mode in
the z dimension is populated; therefore, this degree of freedom is frozen out. Cartesian r = (x, y) or a polar r = (r, θ)
coordinates can be used. Assume that a scattered particle propagates initially to the right along the x axis (starting with
x < 0 and very far from the origin r = 0). After scattering off the potential centered at the origin, it is observed by a
detector situated very far from the origin and with polar coordinates (r, θ). The definitions of particle flux and scattering
cross-section must be slightly modified compared with 3D scattering [see the discussion relating to Eqs. (12.52) and
(12.167)]: cross-sections now have the units of length instead of area. In polar coordinates, the 2D Laplacian is

∇
2
=
∂2

∂r2
+

1

r

∂

∂r
+

1

r2

∂2

∂θ2
, (12.704)

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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and the Schrödinger equation for scattering from a potential V(r), scaled as v(r) = 2m
h̄2 V(r), is[

∇
2
+ k2
− v(r, θ)

]
ψ+k (r) = 0. (12.705)

The asymptotic form of the wave function at large r [the 2D analog of Eq. (12.65)] is given by

ψ+k (r) −−−→r→∞

1

2π

[
eikx
+ f (θ)

eikr

√
r

]
. (12.706)

The direction of the incoming wave is along the x axis, k = kx̂, θ is the scattering angle and f (θ) is the two-dimensional
scattering amplitude, which has the dimensions of square root of length. The 2D current density,

J(r) =
1

m
ψ+∗k (r)[−ih̄∇]ψ+k (r), (12.707)

has units of (number of particles) per unit length per unit time, and J(r) · ds gives the number of scattered particles per
unit time per unit length that cross an infinitesimal circular arc, ds = r dθ θ̂ , centered at r, where ds is perpendicular to
r. This is the local particle current, which in 2D is the number of particles crossing the arc rdθ per unit time, dI(r) =
J(r) · ds = k|f (θ)|2dθ . Note that the r−1/2 in the denominator on the RHS of Eq. (12.706) is cancelled with the factor r
appearing in the arc length. Dividing the current by the incoming flux k and by dθ , we obtain the differential cross-section

dσ

dθ
= |f (θ)|2. (12.708)

The total cross-section is given by

σ =

2π∫
0

dθ |f (θ)|2. (12.709)

The formalism developed for studying potential scattering in 3D is easily transformed to the 2D case. The momentum
kets |k〉 corresponding to the 2D momentum vector k = (kx, ky), are normalized as 〈k′|k〉 = δ(2)(k′ − k) and the 2D
plane wave is 〈r|k〉 = (2π)−1eik·r. In analogy with Eq. (12.77) valid in 3D, we identify the Green’s function of the free
Schrödinger equation in 2D in momentum space as

〈k′|g+0 (ε)|k〉 =
δ(2)(k′ − k)
k2 − ε − iη

. (12.710)

The definition holds off the energy shell, k2
6= ε, and the small positive imaginary part of the energy ε, iη, η > 0,

guarantees that the Green’s function in position space, g0(r, r′; k2), has outgoing wave boundary conditions and satisfies,

[∇2
+ k2]g0(r, r′; k2) = δ(2)(r− r′). (12.711)

It can be obtained by taking the Fourier transform of 〈k′|g+0 (ε)|k〉 to obtain

g+0 (|r
′
− r|; k2) = −

i

4
H(1)

0 (k|r′ − r|), (12.712)

which is the 2D analog of Eq. (12.80). Here H(1)
m (z) and H(2)

m (z) are the first and second Hankel functions of order m. In
analogy with the discussion of the Lippmann–Schwinger equation, Eq. (12.79), we can write the equation for the wave
function ψ+k (r) appropriate for 2D scattering,

ψ±k (r) =
1

2π
eik·r
+

∫
dr′ g+0 (|r− r′|; k2)v(r′)ψ±k (r

′), (12.713)

which is equivalent to the Schrödinger equation (12.705), together with the asymptotic boundary conditions (12.706).
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To apply Eq. (12.713) for the calculation of the scattering amplitude, we employ the asymptotic form of the first Hankel
function [see text following Eq. (1.7) and Eq. (B.23)] and use the expansion (12.81) in the aysmptotic form (B.23)

g+0 (|r− r′|; k2) −−−→
r→∞

−
ei π4

4

√
2

πkr
eikre−ik′·r′ , (12.714)

where k′ = kr̂. Substituting into Eq. (12.713) and comparing the result with the definition of f (θ) in terms of ψ+k (r) in
Eq. (12.706), we obtain the key relation between the scattering amplitude f (θ) and the scattering potential v(r) in 2D [the
analog of Eq. (12.87)]

f (θ) = −

√
iπ

2k

∫
dr′ e−ik′·r′v(r′)ψ+k (r

′). (12.715)

The Born approximation to the scattering amplitude is obtained by replacing the exact function ψ+k (r
′) in the integrand

by the plane wave, (2π)−1eik·r,

fB(θ) = −

√
i

8πk

∫
dr′ e−ik′·r′v(r′) eik·r′

= −

√
iπ

2k
ṽ(q), (12.716)

where ṽ(q) is the Fourier transform of v(r) and q = k′−k is the (2D) momentum transfer, so the differential cross-section
in the Born approximation is dσ

dθ =
π
2k |ṽ(q)|

2.

Coulomb Scattering in Two Dimensions

Consider an incoming beam of particles of charge q1 with energy E > 0 moving in the x, y plane along the x axis from left
to right, and scattered by point charge q2 that is fixed at the origin. The discussion below applies to q1q2 > 0 (q1q2 < 0)
where the Coulomb potential q1q2/r is repulsive (attractive). A collector located at very large r and at an angle θ relative
to the x-axis measures the current of the scattered particles. Denoting k2

=
2mE
h̄2 , A ≡ 2mq1q2

h̄2 , η = mq1q2

h̄2k
, the Schrödinger

equation reads, [
−∇

2
+

A

r

]
ψ(r) = k2ψ(x, y). (12.717)

Let us work out the solution of the problem by using plane parabolic coordinates and select the solution appropriate
to the physical situation. The parabolic coordinates are defined as ξ = r − x and ζ = r + x, in terms of which the
two-dimensional Laplacian reads

∇
2
=

4

ξ + ζ

[
ξ

1
2
∂

∂ξ

(
ξ

1
2
∂

∂ξ

)
+ ζ

1
2
∂

∂ζ

(
ζ

1
2
∂

∂ζ

)]
. (12.718)

Substituting into Eq. (12.717) and letting ψ(r) = eikx8(ξ) yields the following equation for 8(ξ)

ξ8′′ +

(
1

2
− ikξ

)
8′ − η8 = 0, (12.719)

whose solution is NF(−iη, 1
2 , ikξ), where N is a normalization constant and F is the hypergeometric function (see

Chapter 5, Morse and Feshbach [26]). Letting ξ →∞ yields

ψ(r)→ N

√
πeπη/2

0( 1
2 + iη)

[
eikx+iη log kξ

+
eikr−iη log kξ−iπ/4

√
kξ

0( 1
2 + iη)

0(−iη)

]
. (12.720)
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Restoring plane polar coordinates r, θ and identifying the scattering amplitude as the coefficient of eikr−η log r/
√

r, we
find

f (θ) = −
ηei π4√

2k sin2 θ
2

0( 1
2 + iη)

0(1− iη)
e−2iη log sin θ

2 . (12.721)

Using the identities |0( 1
2 + iη)|2 = π/ coshπη, and |0(1− iη)|2 = πη/ sinhπη, we obtain the differential cross-section

dσ

dθ
= |f (θ)|2 =

η

2k sin2 θ
2

tanhπη =
|q1q2|

4E sin2 θ
2

tanh
πm|q1q2|

h̄2k
. (12.722)

Except for the factor tanhπη, the result coincides with the classical one. This is a beautiful example of quantum versus
classical behavior. The differential cross-section for Coulomb scattering in 3D, Eq. (12.304), does not include h̄ and, in
fact, is equal to the classical result in Eq. (12.10). This is not the case in 2D since the factor tanhπη contains h̄. When
h̄→ 0, the factor tanhπη→ 1 and the classical result is recovered.

Partial Wave Expansion

The analysis leading to Eq. (12.715) is valid for a general potential V(r) = V(r, θ) that falls off faster than r−2 as
r→∞. In particular, no circular (or cylindrical) symmetry is required. If we limit our discussion to scattering potentials
V(r) = V(r) with cylindrical symmetry, we can employ this symmetry through the technique of partial wave expansion
that is now introduced for 2D scattering. In plane polar coordinates r, θ , the free Schrödinger equation has solutions
ψm(r, θ), which are eigenstates of Lz with eigenvalue m,

ψm(r, θ) = Rm(r)e
imθ ,

Lzψm(r, θ) = h̄mψm(r, θ). (12.723)

To proceed, the following steps are carried out:

(1) The wave function, the plane wave, and the scattering amplitudes are expanded in the angular function basis eimθ .
The partial wave expansion of the wave function reads

ψ+k (r) =
∞∑

m=0

Rm(r)e
imθ , (12.724)

the expansion of the plane wave is

eikr cos θ
=

∞∑
m=−∞

im Jm(kr) eimθ , (12.725)

and the expansion of the scattering amplitude is given by

f (θ) =
∞∑

m=−∞

am eimθ . (12.726)

(2) Expansion (12.724) is inserted into the Schrödinger equation (12.705) and the orthogonality of the angular functions
is used to obtain the radial equation[

d2

dr2
+

1

r

d

dr
−

m2

r2
+ k2
− v(r)

]
Rm(r) = 0. (12.727)
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To obtain the asymptotic form of Rm(r), we note that when the potential in Eq. (12.727) is switched off, the equation
reduces to the Bessel equation, whose solution, Jm(kr), has the asymptotic form

Jm(kr) −−−−→
kr→∞

√
2

πkr
cos

[
kr −

(
m+

1

2

)
π

2

]
= −

√
2

πkr
sin

[
kr −

(
m−

1

2

)
π

2

]
. (12.728)

When the v(r) is switched back on, the asymptotic form of Rm(r) becomes,

Rm(r)→−

√
2

πkr
Am sin

[
kr −

π

2

(
m−

1

2

)
+ δm(k)

]
, (12.729)

where δm(k) is the partial wave phase shift and Am is a dimensionless constant to be determined. The scattering
information is encoded in the set of phase shifts δm(k), m = 0,±1,±2, . . .. As in our discussion for the 3D partial
wave expansion in Sec. 12.5.3, all radial wave functions are dimensionless.

(3) Now we substitute all three expansions (12.724), (12.725) and (12.726) into Eq. (12.706), take r → ∞, write
the trigonometric function − sin[kr − (π/2) (m− 1/2) + δm(k)] in terms of complex exponentials, and equate the
coefficients of eikr and e−ikr separately to zero (real and imaginary parts). After integrating over angle, this gives
four equations for the real and imaginary parts of the unknown coefficients Am and am for each m, which are to be
expressed in terms of the phase shift δm(k). The solutions are

Am = eiδm(k), am =
1
√

k
eiδm(k) sin δm(k). (12.730)

(4) The partial wave expansion for the scattering amplitude is then

f (θ) =
1
√

k

∞∑
m=−∞

eiδm sin δmeimθ . (12.731)

The total cross-section in terms of phase shifts is given by

σ =

2π∫
0

dθ |f (θ)|2 =
2π

k

∞∑
m=−∞

sin2 δm(k), (12.732)

and the optical theorem reads

σ =
2π
√

k
Im f (0). (12.733)

One of the important applications of scattering in 2D is the scattering of electrons in graphene. We will treat this
topic in Sec. 13.6.7.

Example: A Two-Dimensional Square Well
Consider scattering at energy E = h̄2k2

2m from a two-dimensional (attractive) square well potential,

V(r) =

{
−V0 r < ρ, (ρ > 0, V0 > 0).

0, r > ρ,
(12.734)
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The wavenumber inside the well is κ =
√

k2 +
2mV0

h̄2 . The wave function of partial wave m outside the well r > ρ is the

analogous expression of Eq. (12.171), while inside the well it is the analogous expression of Eq. (12.205),

ψm(r) =

{
AJm(κr), (r < ρ),

H(2)
m (kr)+ SmH(1)

m (kr), (r > ρ).
(12.735)

Following the procedure of matching logarithmic derivative that leads to Eq. (12.210) for scattering from a 3D square
well, we arrive at an expression for the phase shift in terms of Bessel and Neumann functions that is analogous to the one
displayed in problem (12.13). Denoting β = kρ, ζ = κρ, we find

tan δm(k) =
kJ′m(β)Jm(ζ )− κJ′m(ζ )Jm(β)

kN′m(β)Jl(ζ )− κJ′m(ζ )Nm(β)
. (12.736)

Threshold Scattering
At very low energy, β � 1, only s-wave scattering occurs, hence, only the m = 0 phase shift is relevant. We may

approximate κ ≈ κ0 ≡

√
2mV0

h̄2 and ζ ≈ ζ0 = κ0ρ. We now use the following approximations for the Bessel functions

with small arguments z� 1 that are valid up to the order z2, see Abramowitz and Stegun [27], Eqs. (9.1.12) and (9.1.13).

J0(z) = 1+ O(z2), N0(z) =
2

π

[
ln( 1

2 z)+ γ
]

J0(z)+ O(z2),

where γ = 0.5772157 . . . is Euler’s constant. Moreover, we employ the recurrence relation in Eq. (9.1.27) in Abramowitz
and Stegun [27],

J′0(z) = −
1

2
J1(z) −−→

z→0
0.

Substitution into Eq. (12.736) then yields the approximate relation,

tan δ0 ≈
πζ0J1(ζ0)

2[ζ0J1(ζ0) ln(yβ)+ J0(ζ0)]
, (12.737)

where y = eγ /2.
The definition of scattering length is more subtle than for three-dimensional scattering. For m = 0, denoting δ(k) =

δ0(k), the s-wave scattering amplitude is

f0(k) =
eiδ sin δ
√

k
=

1
√

k(cot δ − i)
. (12.738)

Making a low-energy approximation for the Bessel functions in Eq. (12.736), it can be cast in the general form

cot δ = c0 +
2

π
lnβ + c2β

2
+ O(β4), (12.739)

where c0 and c2 are energy-independent constants. Letting k→ 0 in Eq. (12.738) does not make sense because the
denominator vanishes. The quantity that is left finite as k→ 0 is the (dimensionless) constant c0, i.e.,

c0 = lim
k→0

[
cot δ0(k)−

2

π
ln kρ

]
. (12.740)

As it encodes the low-energy behavior of the scattering amplitude, it can serve as the substitute for the scattering length.
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Bound States in 2D Systems

In Sec. 1.3.11, we showed that in 1D, an attractive potential always has a bound state, regardless of how small the well
depth or width is. A similar statement holds for 2D, as we shall now show.

Consider, an attractive 2D circular well of radius ρ and potential depth−V0 < 0, in which a particle is bound at energy
−EB, where, in this notation EB > 0. Our task is to calculate EB. The wave function decays exponentially as r→∞ and
is regular at r→ 0:

ψm(r) =

{
AJm(κr), (r < ρ),

H(1)
m (iqr) (r > ρ).

(12.741)

Here q=
√

2mEB

h̄2 , κ =
√
κ2

0 − q2, and κ0=

√
2mV0

h̄2 . By matching logarithmic derivatives at r = ρ, one obtains a transcen-

dental equation for q from which the binding energy can be found. We will be interested in weak m = 0 bound states. In

this case, EB � V0, i.e., q2
� κ2

0 and we may replace κ→
√
κ2

0 − q2 ≈ κ0. The required calculation is outlined in the
following problem. Its solution implies that an attractive circular well in 2D always has an m = 0 bound state, but that
the binding energy vanishes exponentially when the well-depth shrinks. This statement is then generalized for arbitrary
attractive potentials.

Problem 12.31

(a) Write the logarithmic derivatives of the wave function inside and outside the well and then match them
at r = ρ. Using recurrence relations and other identities for the Bessel functions, demonstrate the equality

ζ0J1(ζ0)

J0(ζ0)
=

iqρH(1)
1 (iqρ)

H0(iqρ)
=

qρK1(qρ)

K0(qρ)
,

where Km(·) is the second kind Bessel function.
(b) Assume that EB is small that is qρ � 1 and use the small argument approximation of Km(·) to show that the

RHS is approximately equal to −[ln yqρ]−1 (where y = eγ /2). Then, derive the first equality:

EB =
h̄2

2mρ2y2
e
−

2J0(ζ0)
ζ0J1(ζ0) ≈

h̄2

2mρ2y2
e
−

4
(κ0ρ)

2 .

(c) For weak attractive potential, ζ0 = κ0ρ � 1, use the small argument approximation for the Bessel functions
J0(·) and J1(·) and obtain the second expression on the RHS.

More generally, for any attractive 2D potential V(r) of range ρ, assuming that the magnitude of the bound-state energy,
EB = |E|, is much smaller than the maximum depth of the potential, V0, let us assume (this will be confirmed below) that
we neglect E on the RHS of the Schrödinger equation, 1

r
∂
∂r

(
r ∂
∂rψ

)
=

2m
h̄2 [V(r)−E]ψ , within the well, r ≤ ρ. Multiplying

by r and integrating from r = 0 to r = ρ, we find

r
∂

∂r
ψ

∣∣∣∣ρ
0
=

2m

h̄2

∞∫
0

dr r V(r)ψ(r), (12.742)

where we have extended the integral from ρ to∞, despite the fact that the potential vanishes beyond r = ρ. For r ≥ ρ,
ψ(r) = CH(1)

0 (iκr) and for κr � 1, H(1)
0 (iκr) ≈ ln(κr), where h̄2κ2/(2m) = |E|. Matching the log derivative of ψ at
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r = ρ, and using Eq. (12.742), we find, 1/[ρ ln(κρ)] = 2m
ρh̄2

∫
∞

0 dr r V(r), hence

|E| =
2h̄2κ2

2m
=

m

ρh̄2
e−(h̄

2/m)
∫
∞

0 dr r V(r). (12.743)

Thus, an m = 0 bound state always exists, and its energy vanishes as e−4/(κ0ρ)
2
. It has an essential singularity as the

dimensionless parameter 2mV0

h̄2 ρ2
→ 0.

12.9.2 1D SCATTERING: S MATRIX

In this section, we elaborate upon the theory of quantum scattering in 1D. This analysis is applicable to study electron
transport along metallic or semi-conducting wires, which are very narrow so that only one transverse mode is populated.
The simplest examples of quantum scattering are problems involving particle reflection and transmission in 1D. Pene-
tration through a barrier is one of the first exercises appearing in quantum mechanical textbooks (see Sec. 1.3.11). Here,
however, we have in mind not only scattering from a single barrier but also from a scattering potential that extends along
a large part of the system (see below for a more quantitative statement).

Electronic 1D systems have recently become of great interest due to the experimental feasibility of fabricating quan-
tum wires (1D quantum systems), which reveal several remarkable phenomena. For example, interacting electrons in
quantum wires constitute a unique physical system called a Luttinger liquid, which cannot be described, even approx-
imately, in terms of noninteracting fermions. Its description goes beyond the scope of this chapter. Remarkably, even
within the seemingly simple independent particle model, the pertinent physics is rich. The theory discussed below can be
tested experimentally due to the insight of Landauer [191], who showed that the quantum mechanical transmission and
reflection in 1D scattering devices are directly related to conductance and resistance, which are measurable quantities
(see Sec. 13.2). Moreover, once a quantum scattering formalism is developed for strictly 1D systems, it is straightforward
to extend it to include scattering in quasi-1D systems, where electrons are confined in the transverse direction but several
transverse modes are open. Note that the physics of electrons in quasi-1D systems is similar to the physics of light in
waveguides.

In our analysis below, we will also discuss the effect of potential disorder on the transmission and reflection. Strictly
speaking, disorder is unavoidable due to imperfections and impurities. In 1D systems, disorder has a dramatic effect,
since it localizes the electrons in the sense that the transmission decays exponentially with length. This purely quantum
mechanical fundamental phenomenon is referred to as Anderson localization [192].

Basic 1D Formalism

Consider first the simplest case of spinless particle of mass m moving in 1D along the x axis, −∞ < x < ∞, subject to
a bounded potential V(x), which falls off as |x| → ∞ faster than |x|−1 when |x| > X where X � ` is some large length
scale (here ` is the mean free path defined In Chapter 9, Sec. 9.2.1). The time-dependent Schrödinger equation describing
the particle dynamics is

ih̄
d9(x, t)

dt
= H9(x, t) ≡

[
−

h̄2

2m

d2

dx2
+ V(x)

]
9(x, t). (12.744)

The fact that V(x) falls off sufficiently fast beyond |X| enables the definition of asymptotic regions, where |x| � X
and the effect of the potential V(x) is virtually negligible. The segment |x| < X for which V(x) is not negligible is the
scattering region. Within the stationary formulation of scattering, 9(x, t) = e−iEt/h̄ψ(x) is a stationary state at energy

E = h̄2k2

2m > 0, and ψ(x) satisfies the (properly scaled) time-independent Schrödinger equation

Hψ(x) =

[
−

d2

dx2
+ v(x)

]
ψ(x) ≡ [H0 + v(x)]ψ(x) = k2ψ(x), (12.745)
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where v(x) = 2m
h̄2 V(x). A scattering event in one dimension is described as follows: A particle at a given energy, E > 0,

approaches the scattering region either from the left or from the right, and it is partially reflected and partially transmitted.
In the asymptotic regions |x| > X, the basic solutions of the stationary Schrödinger equation are plane waves, which we
normalize to carry unit current,

ψ±0 (x) =
e±ikx

√
k

, (12.746)

J± = Re

[
ψ±0 (x)

∗

(
−i

d

dx

)
ψ±0 (x)

]
= ±1. (12.747)

The wave functions in the corresponding (left and right) asymptotic regions are given as linear combinations of these
basic states. When the particle approaches the scattering region from the left, the asymptotic form of the wave function
is

ψ(x) = ψ+0 (x)+ r(k)ψ−0 (x), (x→−∞), (12.748a)

ψ(x) = t(k)ψ+0 (x), (x→∞). (12.748b)

Likewise, when the particle approaches the scattering region from the left, the asymptotic form of the wave function is

ψ(x) = ψ−0 (x)+ r′(k) ψ+0 (x), (x→∞), (12.749a)

ψ(x) = t′(k) ψ−0 (x), (x→−∞). (12.749b)

Here, r(k) and t(k) are the reflection and transmission amplitudes for scattering from the left, while r′(k) and t′(k) are
the reflection and transmission amplitudes for scattering from the right. Note that, unlike the situation encountered in 3D
scattering, the asymptotic wave functions in Eqs. (12.748) and (12.749) are exact eigenfunctions of the kinetic energy

operator H0 = −
h̄2

2m
d2

dx2 .

Transmission Through a 1D Coulomb Potential

As an example, let us consider the transmission through a one-dimensional Coulomb potential barrier,

VC(x) =
A

|x|
, (A > 0). (12.750)

For technical reasons, we first consider transmission through the right part of the barrier,

V(x) =

{
0 (x < 0),
A
x (x > 0, A > 0),

(12.751)

and then use this solution to evaluate the transmission through the potential VC(x). The Schrödinger equation is
[
−

h̄2

2m
d2

dx2

]
ψ(x) = Eψ(x) (x < 0),[

−
h̄2

2m
d2

dx2 +
A
x

]
ψ(x) = Eψ(x) (x > 0),

(12.752)

where E = h̄2k2/(2m). Assuming that the particle approaches the barrier from left to right, the boundary conditions are,

ψ(x) =

{
eikx
+ r(k)e−ikx, (x < 0),

t(k)H(+)
0 (kx) (x > 0),

(12.753)
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where H(+)
0 (kx) is the Coulomb analog of the first Hankel function. Using ρ ≡ kx and η ≡ mA

h̄2k
,

H(±)
0 (ρ) = G0(ρ)± iF0(ρ)→ρ→∞ e±i[ρ−η ln 2ρ+Arg0(1+iη)], (12.754)

which are combinations of the s-wave Coulomb wave functions defined in Eqs. (12.310) and (12.311). The choice of
H(+)

0 (kx) in Eq. (12.753) dictates a rightward propagating Coulomb wave. The quantities r(k) and t(k) in Eq. (12.753)
are the reflection and transmission amplitudes for scattering from left to right, which are to be calculated.

It is tempting to solve the problem directly by matching the logarithmic derivative of ψ(x) at x = 0; however, this
procedure is problematic because the function G′(ρ) is singular at ρ = 0. Specifically, the values of the functions and
their derivatives at ρ = 0 are

F0(0) = 0, F′(0) = C0(η), G0(0) = 1/C0(η), G′0(0) = −∞. (12.755)

In order to circumvent this problem, we consider a potential that is truncated at some small but finite δ > 0 and let δ→ 0
at the end of the calculations (this process is referred to as regularization). The truncated right half-potential is

Vδ(x) =

{
0 x ≤ δ,
A
x x > δ,

(12.756)

as displayed on the right side of Fig. 12.25. The scattering boundary conditions for the wave function of the truncated
potential are

ψ(x) =

{
eık(x−δ)

+ r(k, δ)e−ik(x−δ) x ≤ δ,

t(k, δ)H0(kx) x > δ.

(12.757)

FIG 12.25 The potential Uδ(x) defined in Eq. (12.761). In the limit
δ→ 0 Uδ(x)→ A/|x|, the 1D Coulomb potential VC(x),
Eq. (12.750).

Matching at x = δ yields

1+ r(k, δ) = t(k, δ)H(+)
0 (kδ),

1− r(k, δ) = −it(k, δ)Ḣ(+)
0 (kδ), (12.758)

where Ḣ(+)
0 (kδ) ≡

[
dH(+)

0 (ρ)/dρ
]
ρ=kδ

. Hence,

t(k, δ) =
2

H(+)
0 (kδ)− iḢ(+)

0 (kδ)
,

r(k, δ) =
H(+)

0 (kδ)+ iḢ(+)
0 (kδ)

H(+)
0 (kδ)− iḢ(+)

0 (kδ)
. (12.759)

In view of Eq. (12.755), the limit as the truncation
parameter δ→ 0 are

t(k, δ) −−→
δ→0

0, r(k, δ) −−→
δ→0

−1. (12.760)

Thus, the transmission through the half-Coulomb barrier (12.751) vanishes. In order to evaluate the transmission through
the full Coulomb potential (12.750), we return to Eq. (12.759), just before taking the limit δ→ 0, and compute the
transmission T(k, δ) through the symmetric potential Uδ(x) (see Fig. 12.25)

Uδ(x) ≡ Vδ(x)+ Vδ(−x), (12.761)
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in terms of t(k, δ) and r(k, δ). Clearly, limδ→0 Uδ(x) = VC(x). Employing the technique of summing amplitudes of
multiple reflected waves between the two parts of Uδ , the exact expression becomes

T(k, δ) =
t2(k, δ)

1− r2(k, δ)e2ikδ
. (12.762)

Using expressions (12.755), one can show that limδ→0 T(k, δ) = 0, although this does not directly result from the
fact that t(k, δ) −−→

δ→0
0, because at the same time r2(k, δ)e2ikδ

−−→
δ→0

−1, and the denominator in Eq. (12.762) tends

to be 0.
It is natural to try to apply the WKB approximation to this problem. Since

∫ A/b
−A/b dx

√
A/x− b = Aπ/

√
b, the tunneling

transmission coefficient |TWKB(k)|2 is finite, hence the WKB approximation fails to produce a correct result. The reason
is that the condition for the validity of the WKB approximation,

h̄
√

2m |VC(x)− E|

V ′C(x)

VC(x)
� 1,

is violated as x → 0, since the LHS becomes ∼ x−1/2
→ ∞ as x → 0. Thus, the 1D Coulomb barrier is impenetrable,

unlike the case of the delta function potential for which the transmission remains finite (see Sec. 1.3.12). The peculiarities
of the Coulomb potential in 2D and 3D scattering problems stem from its slow falloff at large r, but in 1D, the peculiarity
is related to the behavior at the origin.

Channels and S matrix in 1D

Scattering in 1D can be regarded as a two-channel problem. Following the strict definition of channels, for the Hamilto-
nian H = H0 + V(x), where V(x)→ 0 as x→ ±∞, the channels are different orthogonal eigenstates of H0, which are
plane waves going either to the right, |k〉, or to the left, |−k〉, with 〈−k|k〉 = 0. For elastic scattering, the on-shell condition
should be obeyed. In this momentum representation, the elements of the S matrix are denoted as Sk,k, S−k,k, Sk,−k, S−k,−k.
By convention, in this case, the channels are numbered as 1 = |k〉 and 2 = | − k〉. Historically, however, a somewhat
different definition of channels is used in 1D scattering problems, where the two channels are determined by which side
the scattered particle is located with respect to the scattering potential (left L or right R). In this scheme, that we call
the left-right representation, the elements of the S matrix are denoted as SL,L, SR,L, SL,R, SR,R. By convention, in this case,
the channels are numbered as 1 = L and 2 = R. In both notations, the right index indicates the incoming (initial) wave
and the left index indicates the outgoing (final) wave. Eventually, the decision of which choice to adopt is a matter of
convenience.

In the absence of spin, the S matrix carries a channel index and hence it is a 2×2 matrix. This is in contradistinction
to problems involving 3D scattering of spinless particles in central potential, for which the S matrix for a given angular
momentum quantum number l is a single number Sl = e2iδl . Reflection and transmission amplitudes for an initial wave
coming from the left (right) are denoted by r and t (r′ and t′). Commensurate with our convention, the matrix element Sji

represents scattering amplitude from an initial channel i to a final channel j. It will be shown that for spinless particles, if
the Hamiltonian is time-reversal invariant, t = t′, but we shall keep different notations to treat more general cases later
on. Therefore, in the two schemes described above, the S matrix is written, respectively, as

S =

(
t r
r′ t′

)
or S =

(
r t′

t r′

)
. (12.763)

Note that in the first scheme, the S matrix reduces to the unit 2×2 matrix when the potential V(x) is turned off, in
accordance with the usual convention for S matrices. However, the second scheme is often used in the literature. In some
cases, it is useful to express the solutions in the asymptotic regions on the left and right sides of the barrier without
specifying the normalization of the incoming wave, i.e., ψ(x) = Aψ+0 (x)+Bψ−0 (x) as x→−∞, and ψ(x) = Cψ−0 (x)+
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Dψ+0 (x), as x → ∞. The S matrix turns the vector of incoming amplitudes A, C into a vector of outgoing amplitudes
B, D,

S

(
A
C

)
=

(
B
D

)
. (12.764)

Problem 12.32

(a) Argue physically that |t| = |t′| and then use the unitarity requirement SS†
= 12×2 to show that |r| = |r′|.

(b) If time-reversal invariance is conserved, then as will be shown below, t = t′. In that case, we may write
t = t′ = |t|eiα and r = |r|eiβ , r′ = |r|eiβ ′ to derive a relation between the three phases α,β,β ′.

Answer: (b) 2α − (β + β ′) = π . Note that if the potential is symmetric, V(x) = V(−x) then r = r′ and α − β = π
2 .

Symmetries of Transmission and Reflection Amplitudes

To check the symmetries of the scattering amplitudes, it is convenient to consider them within the framework of on-
shell representation of the S operator denoted as Ŝ, between momentum eigenstates | ± k〉, whose configuration space
representations are plane waves, 〈x| ± k〉 = ψ±0 (x), as defined in Eq. (12.746). Here, k > 0 and ±k refers to wave
propagating from left to right (+) or from right to left (−). Thus,

t(k) = 〈k|Ŝ|k〉, t′(k) = 〈−k|Ŝ| − k〉, (12.765a)

r(k) = 〈−k|Ŝ|k〉, r′(k) = 〈k|Ŝ| − k〉. (12.765b)

Note that, here the only direction that the momentum can take is either left or right. Following the analysis of symmetries
in three-dimensional scattering [see Eq. (12.547)], the following constraint is imposed by the time-reversal invariance,

t(k) = 〈k|Ŝ|k〉 = 〈−k|Ŝ| − k〉 = t′(k). (12.766)

If the potential V(x) is symmetric, V(x) = V(−x), then the following constraint is imposed by invariance under parity,

r(k) = 〈−k|Ŝ|k〉 = 〈k|Ŝ| − k〉 = r′(k). (12.767)

Problem 12.33

Show that invariance under parity also implies t(k) = t′(k) even in the absence of time-reversal invariance.

Guidance: Time-reversal invariance reverse momentum directions and swaps initial and final states. Parity just
reverses momentum directions. In one-dimensional systems, we see from Eq. (12.766) that the outcome is the same.
However, note that the parity conservation holds only if V(x) is symmetric.

Problem 12.34

The transfer matrix M turns the vector of the amplitudes (A, B) on the left into a vector of amplitudes (D, C) on the
right,

M

(
A
B

)
=

(
D
C

)
. (12.768)
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The order of components is such that the upper components on the LHS and RHS (A and D) correspond to leftward
propagating waves, while the lower components (B and C) correspond to leftward propagating waves. Prove the
following expression for M,

M =

(
t − r′t′−1r r′t′−1

−rt′−1 t′−1

)
, (12.769)

then show that

det M = 1, (12.770a)

M†σzM = σz, (12.770b)

Demonstrate that Eq. (12.770b) results from current conservation (unitarity).

Green’s Functions for 1D Scattering

Here, we will briefly develop Green’s function formalism for 1D scattering problems [201], starting from the station-
ary Schrödinger equation (12.745). Green’s function with the outgoing wave boundary condition satisfies the following
requirements (

d2

dx2
+ k2

)
g+0 (x, x′) = δ(x− x′), (12.771)

lim
x→±∞

g+0 (x, x′) = e±ikxf (x′), (12.772)

where f (x′) is a bounded function. This Green’s function was already obtained in Problem (12.8),

g+0 (x, x′) = −
eik|x−x′|

2ik
, (12.773)

with the “asymptotic” behavior,

lim
x→±∞

g+0 (x, x′) =
1

2ik
e±ikxe∓ikx′ . (12.774)

The solution to the Lippmann–Schwinger equation derived from Eq. (12.745) with rightward propagating incoming
wave is

ψ(x) =
eikx

√
k
−

∫
dx′g+0 (x, x′)v(x′)ψ(x′), (12.775)

and the asymptotic form of the wave function is

lim
x→±∞

ψ(x) = ψ+0 (x)−
1

2i
ψ+0 (x)

∞∫
−∞

dx′ψ+∗0 (x)v(x′)ψ(x′). (12.776)

Comparing Eqs. (12.748a) and (12.748b), we find

t = 1−
1

2i

∞∫
−∞

dx′ψ+∗0 (x′)v(x′)ψ(x′), r = −
1

2i

∞∫
−∞

dx′ψ−∗0 (x′)v(x′)ψ(x′). (12.777)
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12.9.3 1D SCATTERING: ANDERSON LOCALIZATION

In amorphous materials, electrons are subject to potentials that include many small attractive or repulsive centers located
at random positions and having random strengths. The electrons are said to be affected by a disordered potential. The
methods for handling scattering problems with disordered potentials are distinct from those used for treating ordinary
potential scattering problems, and must involve a combination of quantum mechanics and statistical analysis of random
potentials.

Disorder is often unavoidable. It may result from the presence of impurities or structural defects that usually occupy a
sizable portion of the material. Disorder plays a crucial role in contemporary condensed matter physics and is responsible
for numerous phenomena, such as disorder-induced localization and metal-insulator transitions. As the term metal–
insulator transition implies, the effect of disorder is readily experimentally observable in conductance measurements. If
disorder is strong (in the sense explained below), the material will be an insulator at zero temperature. The physics of how
disorder and space dimensionality d affect localization of wave functions, and metallic or insulating properties of materi-
als, is very rich; it is referred to as the theory of Anderson localization [192–194]. In this section, we analyze the problem
of electron scattering from a disordered potential [195, 196] in one dimension. Strictly speaking, a disordered potential as
a static distribution of impurities at random positions and random strengths is an over-simplified picture. Roughly speak-
ing, impurities and other imperfections can move randomly from one place to another, but this occurs very slowly and the
motion is then characterized by a very large relaxation time τ . During short enough time intervals,1t � τ , their positions
can be regarded as “frozen”; the parameters determining the strength of disorder are called quenched variables. The actual
value of a quenched variable (e.g., the electrostatic potential felt by an electron at a given point x) depends on the manner
in which the sample was prepared. In another sample, prepared under similar conditions, the same variable may assume a
different value. The system is then said to have (quenched) disorder. Each sample might have a different configuration of
random impurities or different disorder realizations. The mathematical tool for dealing with such systems is an analysis of
the Schrödinger equation with a static disordered potential, but as a result of randomness, the analysis must also include
statistics.

Statistical Analysis of a Random Potential

The analysis of scattering from a disordered potential is quite different from that of scattering from a fixed potential due
to the introduction of statistics into the problem. The interest is focused not just on a specific solution of a scattering
problem for a given potential, but also on the distribution of observables calculated within the solution such as reflection
and transmission coefficients. In this context, the statistical properties of the disordered potential play an important
role. Consider the stationary Schrödinger equation (12.745) and suppose that the potential v(x) is disordered (random).
For a random potential v(x) there is, in general, no definite functional relation x → v(x). Rather, there is a set of
random potentials {v(xi)} generated by a set of random variables {Vi} with joint distribution such that the probability
that, at a given set of points xi, the potential will assume a set of (real) values between v(xi) and v(xi) + dv(xi), that is
P[v(x1)v(x2) . . . ]

∏
i d[v(xi)]. The Schrödinger equation can formally be solved once a set of values {v(xi)} is specified

(this is referred to as a realization of the random potential). However, a numerical value of an observable quantity
O (e.g., electrical conductance), derived from such a solution, assumes another value once a different realization is
employed. In other words, O fluctuates as {v(xi)} fluctuates. Such sample to sample fluctuations are distinct from thermal
or quantum fluctuations of a given realization. Since we are interested in disorder-averaged quantities, it is useful to
introduce two kinds of averaging procedures, quantum statistical and disorder averaging:

〈O〉 =
Tr[Oe−βH]

Tr[e−βH]
, O =

∫ ∏
i

d[v(xi)] O[v(x1)v(x2) . . . ]P[v(x1)v(x2) . . . ]. (12.778)

Here, H is the Hamiltonian for a fixed realization of the disordered potential and β = (kBT)−1.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 15-ch12-605-748-9780444537867 2012/11/15 23:50 Page 738 #134

738 CHAPTER 12 Scattering Theory

Problem 12.35

For a given observable, O, explain the following variances,

σ 2
1 ≡ 〈O

2〉 − 〈O〉2, σ 2
2 ≡ 〈O〉

2 −
[
〈O〉

]2
. (12.779)

Answer: σ 2
1 is the variance of quantum fluctuations, while σ 2

2 is the variance due to disorder.

In this section, we focus on quantities whose fluctuations are solely due to disorder. In most physical situations of
interest, it is legitimate to consider the random variables {Vi} as independent identically distributed random variables,
i.e., with equal probability distributions p[v(xi)]. Moreover, the central limit theorem13 suggests that this distribution is
Gaussian. It is also convenient to shift the average value of v(xi) to zero. Thus, we arrive at the definition of Gaussian
white-noise random potential,

P[v(x1)v(x2) . . . ] =
∏

i

p[v(xi)], (12.780a)

p(v) =
1

√
2πσ 2

e
−

v2

2σ2 , (12.780b)

v(x) = 0, v2(x) = σ 2, v(x)v(x′) = 0 if x 6= x′, (12.780c)

where the constant σ 2 represents the degree of potential fluctuations.

Problem 12.36

A random potential is drawn from the distribution P[v(x)] = 2a3

π(v(x)2+a2)2
, where a is constant. After verifying

that P[.] is normalized, calculate v(x) and v(x)v(x′) .

Answer: v(x) = 0, v(x)v(x′) = 0, for x 6= x′ and v(x)v(x′) = 5
4πa , for x = x′.

Tight-Binding Formulation of a Random Potential

Potential scattering problems can be formulated within the tight-binding approximation, a method closely related to a
model used in solid-state physics, (see Sec. 9.4.7). In 1D, this approximation is obtained by replacing the continuum
variable x by a lattice of equally spaced points xn = na, where a is the lattice constant. The physical motivation for this
approach is that in many realistic problems in solid-state physics, the particles (usually electrons) are tightly bound to
the atoms composing a Bravais lattice, yet occasionally they hop between atoms. Thus, there is a natural length-scale in
the problem, i.e., the lattice constant a, which should be employed in order to construct the tight-binding approximation.
In the simplest version of the approximation, the hopping occurs between nearest neighbors only. Technically, this is
obtained by replacing the Laplacian in the Schrödinger equation by a three-term difference approximation according to
the prescription,

d2

dx2
f (x) ≈

f (x+1x)− 2f (x)+ f (x−1x)

1x2
. (12.781)

13 The central limit theorem gives conditions under which the mean of a sufficiently large number of independent random variables, each with finite
mean and variance, are normally distributed.
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and taking 1x = a. Thus, the particle can hop between lattice sites xn = na, with n = 0,±1,±2, . . . . Applying the
kinetic energy operator on the wave function then yields

−
h̄2

2m

d2

dx2
ψ(x)→−

h̄2

2ma2
[ψn+1 − 2ψn + ψn−1] , (12.782)

where ψn = ψ(x = na).
In addition to the kinetic energy, the potential energy term is included in the tight-binding approximation by the

replacement V(xn)ψ(xn) → vnψn, where vn are random numbers drawn from a given distribution p(vn) as explained
above. Written in the tight-binding scheme, Eq. (12.745) takes the form,

(Hψ)n = − [ψn+1 + ψn−1]+ vnψn = εψn, (12.783)

where ε is the scattering energy and the term −2ψn on the RHS of Eq. (12.782) is absorbed into the energy. The Hamil-
tonian so defined is referred to as the Anderson Hamiltonian [192]. At this stage, our first task is to solve the scattering
problem for a fixed realization of disorder, where {vn} is a fixed set of N real numbers. This procedure is carried out within
the transfer matrix formalism. Once a solution is obtained and observables are calculated, the averaging procedure can
be worked out.

The form of the wave function ψn in the different domains is illustrated in Fig. 12.26. For n < 1 and n > N, the wave
function ψn is a combination of plane waves,

ψn =
1

√
sin ka

[
Aeikna

+ Be−ikna
]

, (n < 1), (12.784a)

ψ0 =
1

√
sin ka

[A+ B] , ψ−1 =
1

√
sin ka

[
Ae−ika

+ Beika
]

, (12.784b)

ψn =
1

√
sin ka

[
Ceik(n−1−N)a

+ De−ik(n−1−N)a
]

, (n > N), (12.784c)

ψN+1 =
1

√
sin ka

[C + D] , (12.784d)

ψN+2 =
1

√
sin ka

[
Ceika

+ De−ika
]

, (12.784e)

where the energy is related to k as ε = −2 cos ka, and the current carried by a plane wave in the tight-binding approxi-
mation is sin ka, so that the plane waves are current normalized. Solution of the scattering problem for a fixed realization
requires the evaluation of the 2×2 transfer matrix MN relating the complex coefficients A, B on the left to C, D on the
right according to Eq. (12.768). The subscript N is to remind us that the disordered potentials occupies N points. In some
cases, the limit N →∞ is examined.

0-1-2-3 1 2 3 N N+1 N+2

e ikna

r e-i kna t eikna

FIG 12.26 Scattering in a 1D system within the tight-binding approximation. Particle positions are represented on a lattice points xn = na,
where a is the lattice constant. The wave function satisfies the second-order difference equation (12.783). The scattering region
consists of N sites (solid dots) for which vn 6= 0. To its left and right, the potential (site energies) vanishes and the wave function
is a combination of plane waves as detailed in the text.
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Equation (12.783) can be recast in a transfer matrix form,(
ψn+1

ψn

)
=

(
ε − vn −1

1 0

)(
ψn

ψn−1

)
≡ qn

(
ψn

ψn−1

)
, (12.785)

where the matrices qn are 2×2 independent random matrices. From Eq. (12.785), we obtain(
ψN+1

ψN

)
=

N∏
n=1

qn

(
ψ1

ψ0

)
≡ QN

(
ψ1

ψ0

)
. (12.786)

These relations can be used for evaluating the transfer matrix MN by noting that(
ψ1

ψ0

)
=

(
ε −1
1 0

)(
ψ0

ψ−1

)
=

1
√

sin ka

(
ε −1
1 0

)(
1 1

e−ika eika

)(
A
B

)
, (12.787a)

1
√

sin ka

(
eika e−ika

1 1

)(
C
D

)
=

(
ψN+2

ψN+1

)
=

(
ε −1
1 0

)(
ψN+1

ψN

)
. (12.787b)

Using these equations, and taking into account the required order [see remark after Eq. (12.768)], we arrive at the final
expression for the transfer matrix

MN =
1

2i sin ka

(
−1 eika

1 −e−ika

)(
ε −1
1 0

)
QN

(
ε −1
1 0

)(
1 1

e−ika eika

)
, (12.788)

where det MN = 1. The calculation of the transfer matrix MN for a given disorder realization reduces to the problem of
evaluating the matrix,

QN =

N∏
n=1

qn =

N∏
n=1

(
ε − vn −1

1 0

)
. (12.789)

For finite N, the product defining QN can be easily calculated if N is not too large. Once the transfer matrix is known,
the reflection and transmission amplitudes can be deduced by inspecting the elements of MN and using the expression
(12.769). Alternatively, one can show that the transmission coefficient |t(k)|2 is directly related to the transfer matrix MN

via the expression,

|t(k)|2 = 2Tr{MNM†
N + [MNM†

N]−1
+ 2}−1. (12.790)

As will be explained below, the transmission coefficient is directly related to the electrical conductance via the Landauer
formula [191]. Therefore, after proper disorder averaging, the electrical conductance of such a system can be calculated.
In most cases, however, the procedure of obtaining |t(k)|2 through averaging over disorder, as defined in Eq. (12.778),
cannot be carried out in closed form, and numerical calculations should then be used.

The case N → ∞ is of special interest, since it is related to the phenomenon of Anderson localization. The product
of N independent random matrices defining QN according to Eq. (12.789) tends to diverge as mathematically formulated
in the following statement [197]. The asymptotic behavior of a product of large number of random matrices qn generated
by independent identically distributed random variables is characterized by the existence of the following limit,

γ = lim
N→∞

1

N
log Tr

N∏
n=1

qn > 0. (12.791)

For any energy and any non-trivial disorder distribution p(vn) (not necessarily Gaussian), one can show that γ > 0.
Roughly speaking, the trace of the product diverges as eγN . The number γ defined through the limit in Eq. (12.791) is
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referred to as the Lyapunov exponent of the product (of random matrices). Note that the limit does not depend on the
realization and is the same for any infinite sequence {vn} of random numbers. The Lyapunov exponent is hence self-
averaging in the sense that the averaging is achieved by performing the limit on an arbitrary given realization of disorder
and dividing by the length of the system. In the language of statistical mechanics, log Tr

∏N
n=1 qn is an extensive quantity.

The consequence of the above theorem is rather profound. Recall from Eq. (12.768) that the transfer matrix satisfies

MN

(
1
rN

)
=

(
tN
0

)
, (12.792)

where the subscript N indicates that the amplitudes pertains to a system of length N. Since detMN = 1, Eq. (12.791)
implies that in the large N limit, MN can be written as

MN = V−1
N

(
eγN 0

0 e−γN

)
UN , (12.793)

where UN and VN are 2×2 unitary matrices. Since the transmission amplitude tN is bounded (by unitarity), the eigenvalue
eγN must not appear in its expression, implying that the reflection amplitude rN must be so chosen that the upper element

of U

(
1
rN

)
vanishes. This means that

tN = CN e−γN , (12.794)

where CN is an algebraic function of the elements of VN and UN . Note that tN is not a self-averaging quantity. Although
it decays exponentially with length, it fluctuates depending on realization. On the other hand, log tN is self-averaging.
Since the wave function for n > N is a product of tN and a plane wave, the wave function on the RHS of the potential
is exponentially small. This is one facet of Anderson localization, which, for 1D, states that in a disordered system, all
states are localized in the sense that they decay exponentially at large distance from a certain reference point at which
their amplitude is finite.

12.9.4 SCATTERING IN QUASI-ONE-DIMENSIONAL SYSTEMS

A quasi-1D system has the geometry of a slab. Particles can propagate along the longitudinal direction of the slab, which
we take to be the x axis, while the wave function is confined and square integrable in the other directions by a confining
potential. To avoid complicated expressions, we illustrate the main ingredients of single-particle scattering in quasi-1D
system employing the geometry of a 2D strip,−∞ < x <∞, −W/2 ≤ y ≤ W/2, where W is the width of the strip. The
confinement of the wave function 9(x, y) in the lateral direction is implied by imposing Dirichlet boundary conditions
9(x,±W/2) = 0. The scattering potential V(x, y) is active within a finite region around x = 0, and falls off faster than
1/|x| for large |x|, so

lim
|x|→∞

|xV(x, y)| = 0. (12.795)

The Schrödinger equation for 9(x, y) reads[
−

d2

dx2
−

d2

dy2
+ v(x, y)

]
9(x, y) = k29(x, y), (12.796)

where v(x, y) = 2m
h̄2 V(x, y). Far away from the scattering region where v(x, y) can be neglected, separation of variables is

employed. The corresponding asymptotic states, which are eigenstates of H0, are

8±n (x, y) =
1
√

kn
e±iknx

√
2

W
sin [nπ(y+W/2)/W] , (12.797)
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and these define the various channels. These states are products of current normalized plane waves propagating along

x and standing waves in y. The standing wave energy is εn =
n2π2

W2 , when εn < k2, a finite energy remains for the
longitudinal motion and the wave can propagate with longitudinal momentum

kn ≡
√

k2 − εn. (12.798)

Since the channel states are current normalized, the current carried along the x direction by a state 8±n (x, y) is ±1. For a

given energy E = h̄2k2

2m , the number N of channels is the maximal number n for which kn is real,

N =

[
kW

π

]
, (12.799)

where [O] is the integer value of O. For n > N, εn > k2 and kn in the exponent should be replaced by i
√
εn − k2 ≡ iκn,

κn > 0. The states (12.797) with n > N are referred to as evanescent waves. The evanescent waves should not be regarded

Scattering 
region

n

m1
m2
m3

m1
m2
m3

 m4

tmn
rmn

FIG 12.27 Schematic illustration of scattering in a quasi-1D system. The
modes labeled mi on the left and on the right are not the
same.

as channels (although sometimes they are called
closed channels), since they decay at large distance
from the scattering region. Thus, they do not appear
in the S matrix. Yet, they need to be included in the
expansion of the wave function close to the scattering
region.

A scattering event in a quasi-1D system is then
described as follows: A particle at a given energy
E > 0 approaches the scattering region (either from
the left or from the right) in a given channel n and then
it is partially reflected and partially transmitted into all

possible channels (see Fig. 12.27). When the particle approaches the scattering region from the left, the asymptotic form
of the wave function is

9n(x, y) = 8+n (x, y)+
∑

m

8−m(x, y)rmn, (x→−∞), (12.800a)

9n(x, y) =
∑

m

8+m(x, y)tmn, (x→∞). (12.800b)

Likewise, when the particle approaches the scattering region from the left, the asymptotic form of the wave function is

9n(x, y) = 8−n (x, y)+
∑

m

8+m(x, y)r′mn, (x→∞), (12.801a)

9n(x, y) =
∑

m

8−m(x, y)t′mn, (x→−∞). (12.801b)

When |x| is large enough, all evanescent modes decay, and the sum in the above equations runs on all open channels. In
the strip geometry, the number of open channels on the left and on the right is identical, so that n = 1, 2, . . . , N. There
are situations where this is not the case, but we will not discuss them here. The reflection and transmission amplitudes
are N ×N matrices. Thus, tmn is the transmission amplitude for scattering of a wave propagating from the left in channel
n and partially transmitted to the right in channel m. Similar definitions apply to the matrices t′, r, r′. The transmission
coefficient from initial channel n to all outgoing channels m is

Tn =
∑

m

|tmn|
2. (12.802)

Since the plane waves are normalized to have unit current, the transmission amplitudes are current normalized, as can be
proved by the following exercise.
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Problem 12.37

Show that the x components of the current carried by the states (12.800a) and (12.800b) across the strip of width L
read

Jn
x =

W
2∫

−
W
2

dyRe

[
9n(x, y)∗

(
−i

d

dx

)
9n(x, y)

]
(12.803a)

= 1−
∑

m

|rmn|
2, (x→−∞), (12.803b)

Jn
x =

∑
m

|tmn|
2, (x→∞). (12.803c)

Guidance: Use expansion (12.797) and employ the orthogonality of the transverse (trigonometric) functions.
Current conservation requires that the current is independent of x, hence the two expressions must be equal,∑

m

(|tmn|
2
+ |rmn|

2) = 1 for any initial channel n. (12.804)

Summing over all channels n = 1, 2, . . . , N one gets,

Tr [t†t]+ tr[r†r] = N. (12.805)

The analysis of the 1D scattering problem carried out from Eqs. (12.763) to (12.770b) is also applicable here, but with
a few obvious modifications. The S matrix is a 2N×2N unitary matrix, which has the same form as in Eq. (12.763) with
N×N reflection and transmission matrices. Instead of Eqs. (12.748) and (12.749), it is useful to write the wave function
in the asymptotic regions x→±∞ in its most general form

9(x, y) =
∑

n

[
an8

+
n (x, y)+ bn8

−
n (x, y)

]
, (x→−∞), (12.806a)

9(x, y) =
∑

n

[
cn8

−
n (x, y)+ dn8

+
n (x, y)

]
, (x→∞). (12.806b)

The vectors a, b, c, d with aT
= (a1, a2, . . . , aN), etc., respectively, define incoming left, outgoing left, incoming right,

and outgoing right amplitudes, respectively. Equations (12.764) and (12.768) then hold with the 2N×2N transfer matrix
M as defined in Eq. (12.769), where the order of matrices is important. Although the determinant of M equals unity as in
Eq. (12.770a), the conservation of current Eq. (12.770b) now takes the form

M†6zM = 6z, 6z ≡ σz ⊗ 1N×N =

(
1N×N 0

0 −1N×N

)
. (12.807)

Finally, it is worth pointing out that the quasi-1D formalism can also be formulated within the tight-binding approxi-
mation. The electron hops on a square lattice of integer pairs (n, m) and the Schrödinger equation reads

− t[ψn+1,m + ψn−1,m + ψn,m+1 + ψn,m−1]+ vnmψnm = Eψnm, (12.808)

wheren = 0,±1,±2, . . .andm = 0, 1, 2, . . . , M, M+1.Thehardwallboundaryconditions require thatψn,0 = ψn,M+1 = 0.
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Problem 12.38

For free motion, vnm = 0, show that an appropriate solution is and the corresponding energy eigenvalue are,
ψnm = eikxn sin kym where ky =

2π
M+1 , and E(kx, ky) = −2t(cos kx + cos ky).

Effect of a Perpendicular Magnetic Field: Edge States

When the 2D strip is subject to a perpendicular magnetic field, we can treat the scattering rather simply using the Landau
gauge,

B = Bẑ = ∇ × A = ∇ × Byx̂. (12.809)

The first task is to find the magnetic analogs of the plane waves (12.797) in a 2D strip (−∞ < x < ∞, −W/2 ≤

y ≤ W/2). Recall the definition of the magnetic length l ≡
√

h̄c
eB , the Schrödinger equation at a given scattering energy

E = h̄2ε
2m and the corresponding boundary conditions read[(

−i
d

dx
−

y

l2

)2

−
d2

dy2

]
9(x, y) = ε9(x, y), (12.810a)

9(x,−W/2) = 9(x, W/2) = 0. (12.810b)

Translational invariance along x enables the separation of variables as

9(x, y) = eikxψk(y). (12.811)

Equation (12.810a) turns into a 1D harmonic oscillator in the variable y centered at yc ≡ kl2 with hard wall boundary
conditions at y = ±W/2, [

−
d2

dy2
+

1

l4
(yc − y)2

]
ψk(y) = εψk(y), (12.812a)

ψk(−W/2) = ψk(W/2) = 0. (12.812b)

Although the wave function is separable as in Eq. (12.811), the energy cannot be written as a sum of longitudinal and
transverse contributions. The scattering energy ε is just the Fermi energy of the scattered electron, and our task is to
find the channel momenta kn(ε) in analogy with Eq. (12.798). This can be achieved by considering Eqs. (12.812a) and
(12.812b) as an eigenvalue problem with k dependent eigenvalues εn(k). Then, the channel momenta are obtained as
solutions of the implicit equations εn(k) = ε.

The eigenvalue problem implied by Eqs. (12.812a) and (12.812b) is not simple to solve. Indeed, in the absence of
boundaries, the system extends from −∞< y<∞, so the boundary conditions on ψk(y) are ψ(±∞)= 0 and the eigen-
values are simply the Landau energies, εn= (2n + 1)/l2, independent of yc= kl2. However, the presence of boundaries
changes this infinite degeneracy and the energies become dependent on yc= kl2. The general solution of Eq. (12.812a) is
a superposition of parabolic cylinder functions, and the eigenvalues εn(k) are obtained by requiring that this superposition
vanishes at y = ±W/2. The corresponding eigenfunctions ψkn(y) are orthogonal to each other. When |yc −

W
2 | < l, the

oscillator center is yc = kl2 is located within a magnetic length from the edge, so that ψkn(y) are localized near the edge of
the strip at y = ±W/2. Hence, these states are referred to as edge states, and they play a fundamental role in the theory of
the quantum Hall effect [122, 198, 200], and also in the description of recent experiments with electron interferometers.
An approximate formula for εn(k) has recently been proposed based on the semiclassical (WKB) approximation. The
first few eigenvalues are displayed in Fig. 12.28.
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FIG 12.28 Eigenvalues εn(k) for Eqs. (12.812a) and (12.812b) that
model an electron in an infinite strip subject to a
perpendicular magnetic field corresponding to a magnetic
length l2 = 20. Using the magnetic length as unit, the width
of the strip is W = 2.5l. The dimensionless quantities εn(k)l2

are displayed as a function of kl2 for n = 0, 1, 2, 3, 4 from
bottom up. The values of k corresponding to the boundaries
are k = ±1.25l−1. Near these values of k, the corresponding
states are edge states propagating along the boundary of the
strip and hardly scattered by impurities. For k close to 0, the
eigenfunctions almost do not feel the edges and the
corresponding energies are the degenerate Landau levels
εn = (2n+ 1)/l2.

Returning now to the problem of determining the channel momenta kn(ε), draw a horizontal line of height ε (the Fermi
energy of the scattered electron) and determine the kn(ε) for which this line intersects the energy curves. It is evident from
this procedure that if kn(ε) is a solution, so is −kn. This symmetry is due to the reflection symmetry of the strip. The fact
that the momenta have different signs is robust and means that edge states propagate on both edges in opposite directions.
The asymptotic form of the wave function in the presence of a perpendicular magnetic field at a given scattering energy
ε is given by

9±n (x, y) = e±ikn(ε)xψ±kn(ε)n(y). (12.813)

The number of channels is equal to the number of bulk Landau levels below the Fermi energy ε,

N = Int

[
l2ε + 1

2

]
. (12.814)

Problem 12.39

Find the current of the state 9+n (x, y) along the x direction.

Solution: Following the definition of the current in the presence of a vector potential

Jn = Re


W
2∫

−
W
2

dy9+n (x, y)∗
(
−i

d

dx
−

y

l2

)
9+n (x, y)

 = kn −
1

l2
〈ψkn |y|ψkn〉,

since ψkn(y) is real and normalized to 1 on the interval [−W
2 , W

2 ]. Note that the current operator contains a
contribution from the magnetic field.

The expression for the current as presented in the problem can also be derived by noting the relations

εn(k) = 〈ψkn| −
d2

dy2
+

(
k −

y

l2

)2
|ψkn〉, (12.815a)

∂εn(k)

∂k
= εn(k)

∂〈ψkn|ψkn〉

∂k
+

〈
ψkn|2

(
k −

y

l2

)
|ψkn

〉
= 2

[
k −

1

l2
〈ψkn|y|ψkn〉

]
. (12.815b)
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Applying the Hellman–Feynman theorem (see Sec. 11.3.3) on relation (12.815a) leads to the useful expression

Jn =
1

2

[
∂εn(k)

∂k

]
k=kn(ε)

. (12.816)

Qualitatively, the value of the derivative can be deduced from Fig. 12.28. The current is appreciable near the edges and
virtually vanishes at the bulk because εn(k) is flat there.

The Role of Spin in Quasi-1D Scattering

This study is useful to analyze the propagation of electrons in solid materials with the appropriate geometry. In these
systems, there are spin-dependent interactions that should be taken into account. The first example of spin-dependent
interaction enters through a Zeeman term

vZ = −gµBs · B, (12.817)

which breaks time-reversal invariance. Here, g ≈ 2 is the anomalous g factor, µB is the Bohr-magneton, and s is the
electron spin operator. As a second example, we note that in many semiconductors, spin–orbit interaction is present, as
we discussed in Sec. 9.6.6. Therefore, a short discussion on transmission and reflection of electrons in regions where
spin–orbit interaction is appreciable is useful. Unlike the interactions involving the presence of magnetic field, the spin–
orbit interaction conserves time-reversal invariance. In semiconductors, it might assume various forms, most notably
Rashba or Dresselhouse interaction, defined by

vR = αR(pxσy − pyσx), (12.818a)

vD = αD(pxσx − pyσy), (12.818b)

where αR and αD are the corresponding interaction strength constants.
If the spin–orbit potential is active within a finite domain, say |x| < X then for |x| > X spin is conserved and

the channel wave functions are written as 8±nσ (x, y) = 8±n χσ , where 8±n (x, y) are defined in Eq. (12.797) and χσ is a
spin function. The quantum numbers defining channels then include the energy quantum number n and the spin projection
σ = ±1/2 along a given axis (usually z perpendicular to the plane of the strip). Thus, tmσ ′nσ is the transmission amplitude
for the scattering of a wave incoming from the left in channel |nσ 〉 and leaving rightward in channel |mσ ′〉. In particular,
the case σ ′ = σ̄ = −σ corresponds to transmission involving spin flip.

Symmetries of Transmission and Reflection Amplitudes
Now, we are in a position to analyze the symmetries of the transmission and reflection amplitudes under discrete symmetry
operations. Our system is composed of an electron in a strip subject to a potential v(x, y) that might depend both on space
and spin. This dependence is due to scattering centers inside the material and/or to the application of perpendicular
magnetic and/or electric fields. As far as space inversion symmetry is concerned, it is hardly expected that the scattering
potential will have any kind of space symmetry, so that what is left is time-reversal symmetry, which is broken by the
magnetic field.

In analogy with Eqs. (12.765), the relation of reflection and transmission amplitudes at energy ε to the S operator for
quasi-1D scattering from an initial channel |nσ 〉 into a final channel |mσ ′〉 (here σ , σ ′ = ± 1

2 ) can be written as,

tmσ ′nσ = 〈kmσ
′
|Ŝ|knσ 〉, t′mσ ′nσ = 〈−kmσ

′
|Ŝ| − knσ 〉, (12.819a)

rmσ ′nσ = 〈−kmσ
′
|Ŝ|knσ 〉, r′mσ ′nσ = 〈kmσ

′
|Ŝ| − knσ 〉. (12.819b)

Consider first the situation where there is no magnetic field and time reversal is conserved. We have already shown that
the invariance of the S operator under time-reversal implies the following constraint,

〈qσ ′|Ŝ|kσ 〉 = (−1)σ−σ
′

〈−k− σ |Ŝ| − q− σ ′〉. (12.820)
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Employing the relation (12.820) for the relations (12.819a), (12.819b) leads to the following symmetry relations,

tmσ ′nσ = (−1)σ−σ
′

t′nσ̄mσ̄ ′ , rmσ ′nσ = (−1)σ−σ
′

rnσ̄mσ̄ ′ , (12.821)

where σ̄ = −σ . An immediate consequence of the second relation is that there is no reflection involving spin-flip at the
same channel,

rnσnσ̄ = 0. (12.822)

When a magnetic field B (not necessarily homogeneous) is present, time-reversal invariance is broken. The eigenfunctions
of the system Hamiltonian H(B) are transformed by the time-reversal operation into those of H(−B). Consequently,
relations (12.821) should be modified as,

tmσ ′nσ (B) = (−1)σ−σ
′

t′nσ̄mσ̄ ′(−B),

rmσ ′nσ (B) = (−1)σ−σ
′

rnσ̄mσ̄ ′(−B), (12.823)

which is a simple consequence of the Onsager relations, derived in Sec. 7.9.3. Further constraints might appear if the
scattering potential, the magnetic field, and the geometry of the system have additional space symmetries, but this is not
always experimentally achievable.

Transmission and reflection in quasi-1D disordered systems can be analyzed in a fashion similar to the strictly one-
dimensional formulation. However, in a quasi-1D system, some of the waves are evanescent and cannot propagate very
far. This happens for mode n when εn > k2 and the momentum kn defined in Eq. (12.798) is pure imaginary, as dis-
cussed following Eq. (12.799). The transmission problem then includes the propagation of waves from one interval to
another, including evanescent modes. On the other hand, unitarity relations and current calculations (12.803a) should
be formulated solely in terms of propagating modes for which kn is real, i.e., the S matrix involves only open channels.
This makes the use of the transfer matrix method for the solution of the transmission problem in quasi-1D systems rather
cumbersome. However, in disordered systems, the fact that the potential is random implies that the transfer matrices are
random as well, and one can derive many useful results based on the theory of random transfer matrices [209]. This is
discussed in Sec. 13.4.2.

Electron localization occurs also in quasi-1D systems. In particular, it is possible to formulate the problem within
a tight-binding approximation, such that the number M of transverse modes (propagating and evanescent) is finite.
In the absence of spin degrees of freedom, the transfer matrices are of 2M × 2M order and the Lyapunov exponent
exists as defined in Eq. (12.791). Exceptions might occur at the band center, but these are artifacts of the tight-binding
approximation.
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13Low-Dimensional Quantum
Systems

The focus of condensed matter physics was, until recently, on bulk 3D systems. This focus has broadened during the last
few decades to include the properties of low-dimensional systems having electrons (and holes and excitons) confined to
move in a plane (d = 2), along a wire (d = 1), or within a quantum dot (d = 0). Low-dimensional systems have been
realized in semiconductors and in ultra-cold atomic systems confined in optical lattices.1 Experimental and theoretical
progress have gone hand in hand with new revelations, and surprising results are rapidly emerging. The progress in exper-
imental techniques has made it possible to fabricate novel semiconductor reduced dimensional structures with submicron
resolution. This has led to the understanding of fundamental physical concepts in transport in low-dimensional structures
that are markedly distinct from their analogs in 3D (bulk) systems.

Low-dimensional systems hold great promise in the quest for smaller and faster electronic and spintronic devices. They
are natural candidates for miniaturization of solid-state devices whose behavior will be based on quantum mechanics.
Such structures are expected to be the building blocks for the next generation of electronic and optoelectronic devices
ranging from ultrafast optical switching devices to ultra-dense memory devices.

Low-dimensional systems can be classified according to the dimension of confinement. When electrons are confined
within a very small segment of, say, the z-axis, but are free to move in the x-y plane, the structure is referred to as
a quantum well. Electrons or holes confined in a quantum well form a 2D electron gas or hole gas. When electrons are
confined in two directions (say y and z) but are free to move along x, a quantum wire results. When the motion of electrons
is confined in all three directions, a zero-dimensional system, or quantum dot, results. The single-particle energy levels of
charge carriers in quantum dots are quantized; therefore, quantum dots are sometimes referred to as artificial atoms.

This chapter begins with an introduction to mesoscopic systems, a topic that has emerged as an important branch of
condensed matter physics. Section 13.1 also presents a brief description of quantum wells, quantum wires, quantum dots,
heterostructures, superlattices, and quantum point contacts. Section 13.2 introduces the Landauer formula, which estab-
lishes a crucial relation between quantum mechanical scattering in quasi-1D systems and the experimentally measured
conductance. It was originally developed (and will be presented here) for noninteracting systems (its extension to interact-
ing systems requires many-body Green’s functions). The multi-port extension of the Landauer formula is also introduced
in this section. Conductance of Aharonov-Bohm interferometers, quantum point contacts and three-port systems is calcu-
lated using the Landauer formula. Section 13.3 presents quantum dots and covers, among other topics, the phenomena of
Coulomb blockade and spin physics. The treatment of the electron–electron interaction responsible for Coulomb blockade
is introduced on a classical level according to which the quantum dot behaves as a charged capacitor. Disorder effects in
mesoscopic systems and quantum dots in particular, are discussed in Sec. 13.4, and random matrix theory is used to predict
their behavior of such systems. The Kondo effect in quantum dots is described in Sec. 13.5 within a first quantization for-
mulation. A more elegant description requires the formalism of second quantization employed for studying the many-body
problem, as detailed in Sec. 18.13 which is linked to the book web page. Section 13.6 presents graphene (a monolayer of
graphite having a 2D honeycomb lattice of carbon atoms); this section will focus mainly on its electronic properties. The
discovery and fabrication of graphene was an important development in low-dimensional systems. Graphene has remark-
able electronic properties. It has a very high electron mobility, µ ≈ 2 × 104 cm2/(Vs). Under favorable conditions, the
dynamics of electrons in graphene are governed by a 2D Dirac Hamiltonian. The Dirac electron theory is presented within
this section. Finally, in Sec. 13.7, we briefly survey some novel phenomena that occur in low-dimensional systems, includ-
ing Wigner crystals, exotic concepts associated with the fractional quantum Hall effect (composite fermions and fractional
statistics), high temperature superconductivity, 1D spin systems, and finally, the spin Hall effect.

1 This subfield, which belongs to both condensed matter physics and atomic physics, is one of the most rapidly growing areas of contemporary physics.
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750 CHAPTER 13 Low-Dimensional Quantum Systems

13.1 MESOSCOPIC SYSTEMS

A mesoscopic system is one whose linear size L ranges from a few Angstroms to a few micrometers, and quantum
coherence is maintained throughout the entire system. A quantum mechanical wave function is coherent only as long
as the phase of the wave is well defined (and therefore, it can interfere with other waves). However, spatial coherence
cannot be maintained over infinite length. At some length scale (which depends on temperature T and space dimension
d), coherence is lost, and the behavior of the system ceases to be purely quantum mechanical. The existence of a finite
coherence length, denoted by `ϕ , leads to the distinction between coherent and incoherent regimes of propagation. For
microscopic systems such as atoms and molecules, coherence is typically maintained, and the physics is governed fully by
quantum mechanics. Macroscopic systems (e.g., a piece of solid material) generally contain a huge number of particles,
and their linear size is much larger than the coherence length of the system. Hence, the existence of a coherence length is
relevant in condensed matter physics, and in particular, for electrons propagating in solids. Coherence and decoherence
will be extensively discussed in Chapter 17 to be linked to the book web page; these are fundamental concepts in quantum
mechanics that have great bearing on mesoscopic physics.

The study of mesoscopic systems has become an integral part of condensed matter physics. We will focus below on
the application of scattering theory in quasi-1D and -2D systems and to the calculation of experimental observables that
can be measured in mesoscopic devices. The theoretical treatment of these processes is based on the relation between
quantum mechanical transmission and electrical conductance, which has been derived by several authors, most notably,
Rolf Landauer (for additional material beyond our presentation, the reader can consult Refs [131, 202, 203]).

There are at least two reasons for the recent interest in mesoscopic systems. First, there has been significant progress
in fabrication techniques. An important achievement in this context is the possibility of attaching electrodes and measur-
ing the electrical conductance of micro- and nano-sized systems at very low temperature where coherence is maintained
and the conductance is determined almost entirely by the laws of quantum mechanics. One of the intriguing results of
these measurements is that electrical conductance at the quantum level does not follow the classical laws of addition of
resistance, neither in series nor in parallel. A second important experimental feature of mesoscopic systems is that the
density of electrons in the system can be controlled by gate potentials and the effect of external fields can be traced very
precisely. Therefore, mesoscopic systems are ideal experimental and theoretical sandboxes to test fundamental concepts
in quantum mechanics, such as decoherence, quantum dissipation, and Aharonov–Bohm effects, edge-state properties,
and electron–electron interaction effects. Moreover, disorder plays an important role in mesoscopia. Performing measure-
ments on different samples of the same material with the same geometry yields different results that fluctuate around a
certain average, a property referred to as sample-to-sample fluctuations. Plays an important role in mesoscopia. Perform-
ing measurements on different samples of the same material with the same geometry yields different results that fluctuate
around a certain average, a property referred to as sample-to-sample fluctuations.

Length Scales in Mesoscopic Systems

There are a number of length scales that play a role in mesoscopic physics. An important one is the coherence length
`ϕ . It is determined by various scattering mechanisms of the itinerant electrons. For example, inelastic scattering is one
of the mechanisms that determines the coherence length of an electron propagating in a metal or a semiconductor (see
Sec. 13.7.2). The coherence length `ϕ is associated with a time scale τϕ that takes an electron in a diffusive system to
traverse a distance `ϕ . For reasons that will become clear later, τϕ is called dephasing time and τ−1

ϕ is the dephasing rate.
If inelastic scattering is the dominant mechanism responsible for the loss of coherence, `ϕ is the mean distance between
two inelastic collisions and τϕ is the mean time between two inelastic collisions. The relation between `ϕ and τϕ is given
by `ϕ =

√
Dτϕ , where D is the diffusion constant, which is related to the conductivity σ through the Einstein relation,

σ = e2(dn/dE)D, and n is the electron density. Both `ϕ and τϕ decrease with increasing temperature. Nowadays, it is
possible to fabricate very small solid materials and study their electronic properties. The size, L of such systems typically
ranges from a few nanometers to a few microns. At low enough temperature, the coherence length `ϕ becomes very large
and exceeds the system size L.

https://sites.google.com/site/thequantumbook/
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The technological achievement of fabricating systems with L < `ϕ has far reaching consequences for nanotechnology.
Mesoscopic systems possess interesting and novel physical properties, because they maintain coherence and therefore
behave quantum mechanically, yet they are much larger than the size of a typical ‘nanoscopic’ (atomic) system. In some
sense, they behave as big molecules, having a low-lying discrete electronic spectrum, and electron orbitals that can be
readily identified. However, they differ from natural atoms or molecules first, because they can be manipulated and
because the relevant energy level spacing is of the order of meV, much smaller than the spacing between the electronic
spectral lines of atoms.

Another important length scale for mesoscopic systems is the elastic mean free path lel, i.e., the average distance an
electron travels between two consecutive elastic collisions. Its range of values is anywhere between a few a (the distance
between atoms) to the linear size of the system, L. A mesoscopic system is referred to as diffusive if a � lel � L < `ϕ .
Finally, in considering the diffusive metallic regime (or metallic grain), we require that the system size L is much less than
the localization length ξ (see Secs. 9.5.2 and 12.9.3). A mesoscopic system is said to be in the diffusive regime if

a� lel � L < `ϕ , ξ . (13.1)

The quantum mechanical conductance in diffusive systems is finite but less than the quantum mechanical conductance
unit, 2e2/h per mode [see discussion related to Eq. (13.15) below, where the quantum mechanical unit of conductance is
introduced].

The length-scale relations (13.1) defining diffusive system properties should be slightly modified in very clean meso-
scopic samples, where an electron can travel the length of the entire system, undergoing very few elastic scattering events,
if any. In this case, the length-scale relation becomes, a� `el ∼ L < `ϕ , which defines the ballistic regime. In a ballistic
mesoscopic system, the quantum mechanical conductance is close to 2e2/h per open mode.

Sensitivity to Boundary Conditions

Electronic wave functions in mesoscopic systems show sensitivity to variations in the boundary conditions. Consider
a mesoscopic system of linear size L and compare two possible boundary conditions imposed on the wave function:
periodic boundary conditions ψ(x + L) = ψ(x) and twisted boundary conditions ψ(x + L) = eiαψ(x), where α > 0
is the twisting parameter. In particular, the case α = π yields antiperiodic boundary conditions. Comparing periodic
and twisted boundary conditions is a good theoretical tool for investigating an important property of wave functions,
their degree of localization. The single-particle energies, εn(α), vary smoothly with α. If εnF (0) ≈ εF , and 1ε denotes
a typical single-particle level spacing, a dimensionless quantity that reflects the sensitivity to boundary conditions is the
Thouless number. It can be defined as

gTh ≡
|εnF (0)− εnF (π)|

1ε
. (13.2)

The numerator in Eq. (13.2), ETh ≡ |εnF (0)− εnF (π)|, is one way to define the Thouless energy [see also (Eq. 13.3)]. The
identification of gTh = ETh/1ε with the conductance of the system in units of the quantum unit of conductance e2/h was
first suggested by Thouless. For an Anderson insulator (see Sec. 9.9.2) where all states are localized, it is expected that the
effect of changing boundary conditions will be negligible, gTh ≈ 0. On the other hand, a strong sensitivity of the wave
function to boundary conditions implies that the wave functions are extended over the entire system and can carry current.

The Thouless energy is connected by the uncertainty relation to the diffusion time τD required for an electron to travel
through the system of length L,

ETh =
h̄

τD
=

h̄D

L2
, (13.3)

where D is the diffusion constant. A somewhat finer definition of the Thouless energy can be obtained by inspecting the
curvature of the energies εn(α) near the Fermi energy,

ETh =

[
∂2εnF (α)

∂α2

]
α=0

. (13.4)
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13.1.1 LOW-DIMENSIONAL NANOSTRUCTURES

Confining structures such as quantum wells (2D sheets), quantum wires (1D wires), and quantum dots are important tools
in the quest for new electronic and optical devices. These low-dimensional systems can exhibit novel electric, magnetic,
mechanical, chemical, and optical properties. Here, we consider a number of low-dimensional nanostructures. We briefly
describe confinement effects that arise in quantum wells, quantum wires, quantum dots, heterostructures, superlattices,
and quantum point contacts.

If the thickness of a nanostructure is small compared to the electron de Broglie wavelength, λ = h/(m∗e vF), the energy
momentum dispersion relation for the bulk material is no longer applicable. The energy of an electron in the conduction
band of the quantum well of thickness d is

Ee = Eg +
h̄2(nπ/d)2

2m∗e
+

h̄2(k2
y + k2

z )

2m∗e
, (13.5)

where Eg is the gap energy (see Fig. 13.1). In a quantum wire stretched along the z-axis having small transverse dimen-
sions dx and dy, the single-particle electron energy is given by

Ee = Eg +
h̄2[(nxπ/dx)

2
+ (nyπ/dy)

2]

2m∗e
+

h̄2k2
z

2m∗e
, (13.6)

and in a quantum dot of dimensions dx, dy, and dz, the electron energy is given by

Ee = Eg +
h̄2[(nxπ/dx)

2
+ (nyπ/dy)

2
+ (nzπ/dz)

2]

2m∗e
. (13.7)

FIG 13.1 (a) Geometry of a quantum well structure. (b) Energy levels of electrons and
holes in a quantum well. (c) Energy-momentum dispersion relations. The
quantum numbers qi in the figure correspond to the quantum numbers n in the
text. (Reproduced from Figs 15.1–21 in Saleh and Teich [204].)

Figure 9.4 schematically shows the geo-
metry of quantum wells, wires and dots,
and their density of states, and Fig. 13.1
shows further details of the geometry of
a quantum well and the energy levels and
energy-momentum dispersion relations
for such a device. Heterojunctions, quan-
tum wells, quantum wires, and quantum
dots are widely used for lasers. Quantum
dot lasers exhibit performance that is less
temperaturedependent thanexistingsemi-
conductor lasers, and they do not degrade
at elevated temperatures. Other benefits
include further reduction in threshold cur-
rents and an increase in differential gain,
i.e., more efficient laser operation.

13.1.2 QUANTUM WELLS

Quantum wells are heterostructures in which a thin layer of one semiconductor is sandwiched between two layers of a
different semiconductor material, thereby forming a heterojunction. An important requirement is that the two semicon-
ductors have different energy gaps (and for optical applications, also different refractive indices). Materials are chosen so
that electrons available for conduction in the middle layer have lower energy than those in the outer layers, creating an
energy dip (or well) that confines the electrons in the middle layer [see Fig. 13.2(a)]. This is possible since differences in
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the energy gap permit spatial confinement of electrons and holes injected into the middle layer. Quantum well devices are
often fabricated using molecular beam epitaxy. The most intensively studied and thoroughly documented semiconductor
materials for heterostructures are GaAs and AlxGa1−xAs, but several other III-V (InGaAs, GaN, and AlN) and IV-VI
(PbS, PbTe, and GeTe) systems are also used.

The thickness of the middle layers (a few nanometers) is comparable with the wavelength of the electrons confined
in it, thereby modifying electron behavior, since they are now confined within a plane (2D), rather than in a bulk (3D)

z

E
 (

eV
)

AlAs

AlxGa1-xAs

10 nm

(a) (b)

50 nm

Gate

Gate

2DEG 2DEG

(c)

0

4
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GaAs

GaAS AlAs

FIG 13.2 A quantum well, wire, and dot. (a) Schematic diagram of an AlAs/GaAs
quantum well. The electrons are confined along z (showing the three lowest
energy confined eigenstates) and free to move in the x-y plane. (b) A
quantum wire is formed at the intersection of the T-shaped (shaded) region
formed by two 10 nm GaAs type I quantum wells, confined by
AlxGa1−xAs barriers. (c) Application of gates on a 2D electron gas
(2DEG) to confine electrons into a lateral quantum dot, typically of size of
a few tens of nanometer.

sample. The energies of electrons in the
middle layer exhibit quantized thresholds.
When the middle layer is attached to leads
and a small voltage is applied, a current
flows. The current will be large when the
energy of injected electrons matches the
electron energy level in the middle layer,
and small otherwise. The characteristics of
the heterojunction can be tuned using the
layer thickness and the material composi-
tion. Further tuning is achieved by building
multiple quantum wells, made from alter-
nating layers of semiconductor materials.
This structure is referred to as superlattice,
a structure comprising alternating layers of
different materials.

Quantum well systems can be used to
create compact, fast computer chips, highly

efficient microscopic lasers, and optoelectronic devices; they form the basis of lasers in CD players and microwave
receivers. Blue light semiconductor lasers use quantum wells.

13.1.3 QUANTUM WIRES

Quantum wires are extremely narrow structures where electron transport is possible only in a very few transverse modes
(with energies less than the Fermi energy). Quantum wires can be used as electron waveguides. Semiconductor quantum
wires have been used to make switchable high-speed lasers. Quantum wires can be fabricated by an appropriate arrange-
ment of metallic gates on top of a 2D electron gas. The electron gas beneath a negative gate voltage is depleted, slicing
the quantum well into two, as shown in Fig. 13.2(b). Nanotubes can also be used as quantum wires.

Interesting physics emerges when quantum wires are used in transport experiments. Quantum wires are easily attached
to electrical contacts that are formed within the underlying 2D electron gas, and this allows transport measurements.
The length and width of a quantum wire can be controlled during an experiment. By varying the width, the number of
transverse propagating modes that contribute to the conductance of the wire is changed. The Landauer formula, described
below, predicts that the conductance of a perfectly clean wire equals 2e2/h times the number of transverse modes below
the Fermi energy (assuming noninteracting electrons). As the width of the wire is varied, the conductance as function of
gate volatge is expected to display a step structure with plateaus quantized in units of 2e2/h. This has been experimentally
observed. However, in some recent experiments, there are plateaux at 0.7e2/h̄. The origin of this phenomenon is still under
study, but it is well accepted that the reason is related to the interaction between the electrons (and more concretely, to
the Kondo effect, that is discussed below).

The effects of electron–electron interaction become more pronounced when the transverse size of the quantum wire is
of the order of the electron wavelength, and there is a single propagating mode. The motion of electrons along the longi-
tudinal dimension is virtually 1D, and this leads to novel phenomena. The reason is that in 1D, the interaction between
electrons is only weakly screened and interaction plays a central role. Some of the interesting physical phenomena related
to interacting electrons in 1D will be discussed in Sec. 13.7.4.
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13.1.4 QUANTUM DOTS

Roughly speaking, a quantum dot is a zero-dimensional system. It is a small, isolated region within a semiconductor or
metallic material. The size L of a quantum dot is typically much smaller than the coherence length `ϕ , so that coherence
is maintained throughout, and this often requires low temperatures. A quantum dot can be formed by cleaving a quantum
wire and then overgrowing with high bandgap material. Another technique is to confine the electrons in a 2DEG by
applying gates, as schematically shown in Fig. 13.2(c). This is especially useful since it enables the design of the quantum
dot as part of an electric circuit between two leads. Other methods for fabricating quantum dots include: (1) Strained
epitaxial growth, where the dot is “self-assembled” by depositing a semiconductor material with larger lattice constant
onto a semiconductor with a smaller lattice constant. Examples include Ge on Si and InAs on Ga. (2) Quantum dots can
be chemically grown in a liquid. (3) Quantum dots can also be formed in large molecules such as the fullerene molecule
(sometimes called Buckminsterfullerene, named after Richard Buckminster Fuller, who developed the geodesic dome).
When the Fullerene molecule is doped, electrons can move freely on its surface, hoping from atom to atom, thereby
turning the system into an isolated quantum dot. A single quantum dot is the mesoscopic analog of a single atom and
can be considered an artificial atom, since electron confinement results in a quantized energy spectrum. Hence, several
neighboring quantum dots can be thought to constitute the mesoscopic analog of a molecule (this analogy is far from
perfect—molecules have vibrational and rotational degrees of freedom, while a system of quantum dots does not vibrate
or rotate).

The feasibility of spin control in a system of a few quantum dots has important ramifications for quantum information
and quantum computing. For example, a two-level system in a double quantum dot can serve as the basic elementary
qubit that is a key ingredient in quantum computation devices.

Several quantum dots can be integrated into an electric circuit of resistors and capacitors. This enables the construction
of rich structures designed to study many interesting phenomena, such as resonant tunneling, the two-channel Kondo
effect, and the Kondo–Fano effect. Some examples are shown in Fig. 13.3.

13.1.5 HETEROJUNCTIONS AND SUPERLATTICES

S S SSD D DD S DΦ Φ Φ

S D S DS D S D S D
Φ

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

FIG 13.3 A few quantum dots (QDs) assembled and integrated within electrical
circuits between source (S) and drain (D) electrodes. (a) Single QD as
a resistor, (b) QD in an Aharonov–Bohm loop, (c) two QDs in series,
(d) two disjoint QDs in parallel within an Aharonov–Bohm loop, (e) two
connected QDs in parallel within an Aharonov–Bohm loop, (f ) T-shaped
two QD configuration, (g) three QDs in series, (h) three QDs in a triangle
within an Aharonov–Bohm loop, (i) cross-shaped three QD configuration,
and ( j) T-shaped three QD configuration.

Heterojunctions can be grown epitaxially,
one material on top of another, using molec-
ular beam epitaxy, liquid phase epitaxy, or
vapor phase deposition [e.g., metalorganic
chemical vapor deposition (MOCVD)]. The
semiconductor materials most often used
are GaAs and the ternary compound Alx
Ga1−xAs. The combination of multiple het-
erojunctions in a device is often called a
heterostructure, although the two terms are
commonly used interchangeably. In 2000, the
Nobel Prize in physics was awarded jointly to
Herbert Kroemer and Zhores I. Alferov for
developing semiconductor heterostructures.

Heterojunctions are used in many solid-
state device applications, including semicon-
ductor lasers, solar cells, and transistors. The
electronic energy bands in heterojunctions
are engineered for specific purposes. For example, heterojunction devices are often used in field-effect transistors where,
by proper control of the bandgaps and the impurity concentrations of the two semiconductor materials, a conductive
channel can be formed at the interface of the two semiconductors. Because of the high conductivity in the channel, a
large current can flow from source to drain.
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Using heterojunctions, barriers for charge carriers can be created, which prevent charges from entering undesired
regions or confining charge carriers to a desired region of space. Moreover, energy discontinuities can accelerate carriers
in specific regions. This is used to selectively enhance impact ionization in avalanche photodiodes. Semiconductors with
different bandgap type (direct or indirect) can be introduced into specific regions to control whether light is emitted (or
not emitted), since indirect bandgap materials do not efficiently emit light. Furthermore, the different indices of refraction
of the heterostructure materials can be used to waveguide light in devices.

13.1.6 QUANTUM POINT CONTACTS

FIG 13.4 A quantum point contact with an AFM canteliever tip
that can be used to measure its properties. Placing the tip
so that it interrupts the flow in particular modes lowers
the conductance of the point contact.

A quantum point contact (QPC) is a constriction located
between two electron reservoirs. An experimental realiza-
tion of a QPC can be obtained by depleting a 2DEG with
the help of a number of tunable gates [see Fig. 13.4]. Tun-
ing these gates enables variation of the width of the chan-
nel where electrons can flow, since depletion of electrons is
equivalent to making the channel narrower. If the size of the
constriction is smaller than the mean free path, the motion
of electrons in the constriction occurs almost freely, and the
collisions occur only at the boundaries of the QPC or out-
side it. In this case, the QPC is very similar to a waveguide
(i.e., a photonic waveguide) and ballistic transport through
the QPC ensues. The width of the constriction is often taken
to be comparable to the Fermi wavelength (a few units of
1/kF , where kF is the Fermi wavenumber). The point con-
tact consists of a slit (formed by electrostatic gates) between
two regions of 2DEG.

13.2 THE LANDAUER CONDUCTANCE FORMULA

We are familiar with electrical resistance in a system of linear size L at temperatures such that L� `ϕ(T, d). In this
regime, the resistance is largely due to inelastic collisions of the itinerant electrons with lattice vibrations and impurities,
and the resistance is well described by the classical Drude model (Ohm’s Law), where the rate of collisions, 1/τ , increases
with temperature (see Sec. 9.2.1). However, at very low temperatures, the behavior of the resistance is very different. In
a mesoscopic system with linear size L < `ϕ(T, d), coherence is maintained through the entire system and the quantum
mechanical nature of the resistance is manifest. At even lower temperatures, when L � `ϕ , electrons can propagate the
length of the entire system without undergoing a single inelastic collision.

This somewhat ideal description is not realized in actual experiments. To measure the resistance of a mesoscopic
system, it must be connected to electrodes. The resistance is then due to both elastic collisions inside the system and
elastic and inelastic collisions in the contacts and the leads. As shown by Landauer [191], the quantum mechanical
resistance in such systems is determined by the rate of elastic scattering inside the system. To appreciate the importance
of the Landauer formula for the resistance (conductance) of a low-temperature system, we note that one of the central
challenges in studying the transport of electrons in solid materials is to relate experimentally measurable quantities, such
as electrical conductance of fully coherent systems (for which the laws of quantum mechanics prevail), to transmission
and reflection amplitudes that are calculated within quantum mechanics.

We will apply the theoretical tools developed in Chapter 12 to determine the electrical conductance of such systems,
and derive a fundamental relation between transmission and conductance that is called the Landauer formula. For addi-
tional discussions, the reader is referred to the book of Imry [131].
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Consider Fig. 13.5, which schematically illustrates a system consisting of a scattering region located between two ideal
conductors that are connected to electron reservoirs. This kind of quantum scattering problem can be formulated using
Eqs (12.800) and (12.801). In ideal conductors, the solution of the Schrödinger equation for a single electron at energy E

scattering 
region

n
m

m
tmn

rmnμ1
μΑ

μΒ
μ2

bath ideal  
conductor

ideal  
conductor bath

FIG 13.5 Schematic illustration of the Landauer construction that relates
transmission and reflection amplitudes to conductance for scattering
in a quasi-1D system. An input wave is incident from the left in
channel n, and output waves emerge to the right and left in channels
labeled by m. The chemical potentials in the left and right leads, and
in the ideal conductors surrounding the scattering region (the
quantum point contact region), are marked by dashed lines.

is the product of standing waves ϕn(y) in the
transverse direction y with energy εn and plane
waves e±iknx for the longitudinal motion, where

kn =

√
2m
h̄2 (E − εn) is the longitudinal wave-

number,

ψ±n (x, y) =
1
√

kn
ϕn(y)e

±iknx. (13.8)

The normalization factor ensures that for real kn,
the state ψ±n (x, y) carries 1 unit of current in the
positive (+) or negative (−) longitudinal direc-
tion. These basic solutions define the physical
channels for real kn. An incoming wave ψ+n (x, y)
in channel n in the left ideal conductor propagates
rightward toward the scattering region, as indi-
cated by the corresponding arrow in Fig. 13.5.
It is partially reflected backward into a wave
ψ−m (x, y) in channel m with reflection amplitude

rmn(E) and partially transmitted into the wave ψ+m (x, y) in the ideal conductor on the right with transmission amplitude
tmn(E). A similar scenario holds for waves propagating from right to left, defining reflection and transmission amplitudes
r′mn and t′mn, respectively. The reflection and transmission coefficients from channel n to channel m are |rmn|

2 and |tmn|
2,

respectively, and the transmission coefficient for channel n is

Tn =
∑

m

|tmn|
2. (13.9)

In Sec. 12.9.4, we considered scattering in quasi-1D systems and defined the corresponding S matrix. For NL channels
on the left and NR channels on the right, the S matrix can be written in terms of the reflection and transmission matrices
r(NR × NR), t(NL × NR), r′(NR × NR), and t′(NL × NR) as

S =

(
r t′

t r′

)
. (13.10)

This is the generalization of Eq. (12.763) for quasi-1D scattering. The S matrix is a (NL+NR)×(NL+NR) unitary matrix.
The Landauer formula relates the transmission coefficients Tn in Eq. (13.9), to the experimentally measured conduc-

tance. The latter can be measured by applying a voltage V across the system and measuring the current I. The chemical
potentials µ1 and µ2 for the electrons in the two reservoirs 1 (on the left) and 2 (on the right) are related to the applied
voltage as

eV = µ1 − µ2, (13.11)

We assume that each bath is in thermal equilibrium at temperature T , so the occupation of electrons in the bath is given
by the corresponding Fermi functions f (E−µ1) and f (E−µ2), where E is the energy of electrons in the reservoirs. The
difference in chemical potentials results in a current I between the reservoirs. This causes a difference in the chemical
potentials of the ideal conductors, µA > µB (see Fig. 13.5), but this consideration does not enter at this level of descrip-
tion (self-consistency of this nonequilibrium process is not maintained). The conductance is given by G = I/V . To be
“counted” in a conductance measurement apparatus, an electron must cross from the left reservoir into the right reservoir,
so that the conductance includes also the effect of the boundary between the ideal conductors and the electron baths.
The electron reservoirs feed the ideal conductors with electrons in all channels that reach the scattering region from both
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left and right. To calculate the current, we first consider a channel n and calculate its contribution to the current. Due to
current conservation, this can be calculated at any point. Here, it will be calculated in the ideal conductor to the right of
the scattering region. The current contributed between energies E and E + dE from an incoming wave from the left at
channel n is

dIn(L→ R) = ρnvnTn f1(E − µ1)dE =
e

π h̄
Tn f1(E − µ1)dE. (13.12)

Here, vn is the initial velocity and ρn = e/(π h̄vn) is the 1D charge density, see Eq. (9.26), with spin included. At the
same time, the reservoir on the right feeds the ideal conductor with electrons in channel n that propagate leftward and are
reflected by the scattering potential, contributing a term e

π h̄ (1 −
∑

m |r
′
mn|

2)|dE = Tn f2(E − µ2) to the current. Within
linear response,

f2(E − µ2)− f1(E − µ1) ≈ −

(
−
∂f (E)

∂E

)
(µ1 − µ2),

and summing over channels, the current between reservoirs is given by

I = e
µ1 − µ2

π h̄

∫
dE

(
−
∂f (E)

∂E

)∑
mn

|tmn(E)|
2. (13.13)

Finally, dividing by the voltage V = (µ1 − µ2)/e, one arrives at the multichannel Landauer conductance formula,

G = 2
e2

h

∫
dE

(
−
∂f (E)

∂E

)
Tr[t†(E)t(E)] −−−→

T→0
2

e2

h
Tr[t†(E)t(E)]. (13.14)

The factor 2 originates from spin degeneracy. If the conductance depends on spin projections σ for the initial channel n
and σ ′ for the final channel m, the transmission and reflection amplitudes are labeled as tmσ ′;nσ and rmσ ′;nσ , respectively,
and the Landauer formula can be used to calculate spin transmission coefficients Gσ ′σ expressing the conductance from
a state prepared at spin σ into a final state at spin σ ′. These quantities are difficult to resolve experimentally. A more
accessible quantity is the conductance Gσ =

∑
σ ′ Gσ ′σ , expressing the conductance for a given initial spin state.

• As emphasized above, the quantity

G0 ≡
e2

h
≈ 3.874× 10−5�−1 (13.15)

is the quantum unit of conductance. Its inverse, h/e2
≈ 26 K�, is the quantum unit of resistance.

• Equation (13.14) expresses the ratio of the current and the potential difference between the electron reservoirs. G
includes the contact resistance between the ideal conductors and the reservoirs, and hence remains finite even if the
barrier is transparent and Tr[t†(E)t(E)] equals the number of open channels N. At zero temperature, the number of
channels depends on the Fermi energy according to Eqs (12.799) and (12.814). When the Fermi energy is increased,
new channels open, and for weak scattering, the conductance plotted as function of the Fermi energy displays step
structures (see Fig. 13.11).

• The symmetries derived in Eq. (12.821) for the transmission amplitudes apply for the conductance as well. Specifically,
in the presence of an external magnetic field H, the conductance is independent of the sign of the magnetic field,

G(H) = G(−H). (13.16)

13.2.1 AHARONOV–BOHM INTERFEROMETER

As an example of the use of the Landauer formula, we calculate the conductance of an Aharonov–Bohm (AB) inter-
ferometer, to highlight some fundamental concepts in quantum mechanics such as interference, coherence, gauge
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eikx

r e-ikx

t eikx

a ei(k-φ)x

b e-i(k+φ)x

c ei(k+φ)x

d e-i(k-φ)x

L RSL
SR

Φ

FIG 13.6 The schematic illustration of scattering through an Aharonov–Bohm
interferometer.

invariance, and Onsager relations. From the point
of view of using the Landauer formula, the anal-
ysis is straightforward. There is a single incom-
ing channel and a single outgoing channel, and
therefore, according to the Landauer formula, the
conductance in units of G0 is equal to the trans-
mission coefficient. The nontrivial aspects arise
because (1) between the initial and final ideal
conductors, there are two modes that carry cur-
rent, and (2) a magnetic flux threads the interfer-
ometer; hence, the AB effect must be properly
treated (see Sec. 9.5.2).

In its simplest version, an AB interferometer
(see Fig. 13.6) consists of two 1D ideal conduc-
tors L and R (for left and right) connected by three port contacts SL and SR, sometimes referred to as splitters, to an
ideal ring-shaped conductor of radius ρ threaded by a central magnetic flux 8. A convenient choice of gauge takes the
tangential vector potential along the polar angle in cylindrical coordinates to be

A(ρ, θ , z) =
8

2πρ
θ̂ . (13.17)

The magnetic field H=∇×A resulting from this vector potential is 0 everywhere except at the origin r = 0. As discussed
in Sec. 9.5.2, the electrons stay on the wires of the interferometer and do not reach the central point where the magnetic
field is present. Nevertheless, the transmission (and hence the conductance) depends on the magnetic flux. This is a purely
quantum mechanical effect with no classical analog.

Problem 13.1

Show that the magnetic field on the ring is H = ∇ × A = 8
2πr δ(ρ) ẑ.

Hint: Substituting Eq. (13.17) into Eq. (C.46) of Appendix C yields H = 0, except for point ρ = 0. There,
Hz(r) = 1

ρ
∂(ρAθ )
∂ρ

is not well defined since 1/ρ →∞ when ρ → 0. So, to determine Hz(r) at ρ = 0, use Stokes’
theorem.

The incoming plane wave with energy E = h̄2k2/(2m) propagates toward the interferometer from the left and is
reflected leftward with reflection amplitude r and transmitted through the ring with transmission amplitude t. The goal

is to calculate the transmission and hence the conductance G(k,8) = 2 e2

h |t|
2 via the Landauer formula. The external flux

is a convenient control parameter, and the dependence of G(k,8) on energy and magnetic flux can tell us about the effects
of quantum interference and gauge invariance. Note that the system cannot be regarded as purely one dimensional since
part of it (the ring with the flux) is not simply connected. The calculation requires finding the two linearly independent
solutions on every 1D conductor in the system and matching the solutions at the two splitters. The motion of the electron
on the ring is governed by the Schrödinger equation in the presence of magnetic flux.

It is useful to introduce dimensionless variables using the radius ρ of the ring as the unit of length. The dimensionless

coordinate is x (in units of ρ), the wavenumber is k (in units of 1/ρ), the dimensionless energy is ε = 2mEρ2

h̄2 = k2, and
the dimensionless magnetic flux (the magnetic flux in units of the quantum unit of flux) is

φ =
8

80
, where 80 ≡

hc

e
. (13.18)

The variable x in Fig. 13.6 assumes values −∞ < x ≤ 0 on L, 0 ≤ x < ∞ on R, and 0 ≤ x ≤ π on either arm of
the ring, where x = 0 at SL. Gauge invariance requires that all measurable quantities are periodic functions of φ with
period 1, and Onsager reciprocity relations require that the conductance is symmetric with respect to φ (see Eq. 13.22).
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Thus, we have

−
d2

dx2
ψ(x) = k2ψ(x), (x < SL, x > SR), (13.19a)(

−i
d

dx
+ φ

)2

ψ(x) = k2ψ(x), (SL ≤ x ≤ SR). (13.19b)

The solutions corresponding to an incoming wave from the left (see Fig. 13.6) are

ψ(x) = eikx
+ r e−ikx (x < SL), (13.20a)

ψ(x) = t e−ikx (x > SR), (13.20b)

ψ(x) = a ei(k−φ)x
+ b e−i(k+φ)x (SL ≤ x ≤ SR, upper arm), (13.20c)

ψ(x) = c ei(k+φ)x
+ d e−i(k−φ)x (SL ≤ x ≤ SR, lower arm). (13.20d)

The junctions at points SL and SR are referred to as splitters. The precise relations between the incoming and outgoing
amplitudes at each splitter depend on the detailed structure of the device. The only restriction is that current should be
conserved at each splitter. To satisfy this restriction, we characterize the splitters SL and SR by two unitary 3×3 S matrices
SL and SR relating the three amplitudes of the incoming waves in the junction to the three amplitudes of the outgoing
waves at this junction. The form of these S matrices is then a property of the contacts and depends on the experimental
setup. Current conservation at the two junctions yields,

SL

1
b
d

 =
r

a
c

 , SR

 0
aei(k−φ)π

cei(k+φ)π

 =
 t

be−i(k+φ)π

de−i(k−φ)π

 . (13.21)

These are six linear inhomogeneous equations for the six unknowns a, b, c, d, r, and t, which can be solved once the
unitary matrices SL and SR are given. The solution must obey the current conservation constraint |r|2+|t|2 = 1. Another

test is that the conductance through the interferometer G(φ) = 2 e2

h |t(φ)|
2 should be a symmetric and periodic function

of φ with period 1,

G(φ) = G(−φ), G(φ) = G(φ + 1). (13.22)

The first equality was discussed in connection with Eq. (13.16). It is a special case of a more general set of constraints
resulting from the combination of time-reversal invariance and magnetic field reversal, known as Onsager relations (see
Sec. 7.9.3). The second relation, the periodicity of G(φ), is a consequence of gauge invariance and is referred to as the

FIG 13.7 The dimensionless conductance g(k,φ) = |t(k,φ)|2 versus k and φ
for x1 = 1/2 and x2 = 1/2.

Byers–Yang theorem. Roughly speaking, it states
that every physical quantity that is measured in
a system which is not simply connected and
threaded by a magnetic flux 8 is a periodic func-
tion of 8 with period given by the flux quantum
80 = hc/e.

As an example, we can take a specific form for
the S matrices SL and SR. To keep the number of
parameters at a minimum yet avoid a trivial case,
we take the matrices S = SL = SR to be real and
to depend only on two parameters 0 < x1, x2 < 1
as specified in Problem 13.2. This form is just
for illustration purposes; it should not be consid-
ered as describing a specific realization of a split-
ter designed in a laboratory. Figure 13.7 plots the
dimensionless conductance G(k,φ) = |t(k,φ)|2

versus k and φ for x1 = 1/2 and x2 = 1/2.
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Problem 13.2

(a) Show that the matrix

S =

√1− x2
√
(1− x1)x2

√
x1x2

−
√

x2
√
(1− x1)(1− x2)

√
(1− x2)x1

0 −
√

x1
√

1− x1


is unitary if 0 < x1, x2 < 1.

(b) Assuming SL=SR=S, solve Eqs. (13.21) and get a closed expression for the dimensionless conductance g(k,φ).

Answer: g(k,φ) = |t(k,φ)|2, where

t(k,φ) =
eiπ(k−φ)(e2iπk

− 1)x2
√

1− x1

1+ 2e2iπkx1
√

1− x2 cos(2πφ)− e2iπk(1− x1)(2− x2)+ e4iπk(1− x2)
.

13.2.2 MULTIPORT LANDAUER FORMULA

1
2

3
1

2

3

4

(a) (b)

a
a

μ4

μ3φ φ

μ2

μ1

FIG 13.8 (a) Schematic illustration of a multiport device with an
Aharonov–Bohm flux. (b) A three-port device is treated in the text
within the tight-binding model. The arrows indicate the direction of
the vector potential along the links.

The Aharonov–Bohm interferometer shown in
Fig. 13.6 is an example of a two-port (or two-
lead) device, where current enters the device via
one port (say, from the left) and leaves via the
second port. There are many physical devices
with more than just two ports where the current
enters the device from a single port and can leave
via several ports. For example, the Hall bar, used
in the experimental discovery of the quantum
Hall effect, is a six-port device (see Fig. 9.55).
A schematic device with four ports is shown in
Fig. 13.8(a). Each port k is composed of a wire
carrying (for simplicity) a single mode and is attached to an electron reservoir whose chemical potential is µk. Hence, the
potential difference between ports k and l is Vlk = (µl − µk)/e. The current supplied (or removed) at port i is denoted as
Ii and the sum of all currents is 0 (current conservation).

The elements of the real resistance tensor,

Rji,lk(φ) =
e(Ij − Ii)

µl − µk
, (13.23)

can be determined experimentally by measuring the potential drop and the currents at the appropriate ports. The indices
in each pair are distinct, but those in the first pair need not be different from those in the second pair. The quantum
mechanical formalism of electron transport in multiport devices was developed by Büttiker [205]. In a system with N
ports, an electron reaching the device at port i is partially reflected with amplitude rii (reflection coefficient Rii = |rii|

2)
and partially transmitted into other ports j 6= i with corresponding amplitudes tji (transmission coefficients Tji = |tji|2).
The amplitudes form an N × N unitary (flux dependent) S matrix, whose elements are

Sii(φ) = rii(φ), Sj6=i(φ) = tji(φ), SS†
= S†S = IN×N . (13.24)

Extension of Eq. (12.821) (constraints imposed on the S matrix elements by time-reversal symmetry) to a multiport
geometry system is straightforward:

Sji(φ) = Sij(−φ), ⇒ Rii(φ) = Rii(−φ), Tji(φ) = Tij(−φ). (13.25)

These are Onsager reciprocal relations (see Sec. 7.9.3). In the two-port geometry, the relation (13.16) is a special case of
Eq. (13.25). Using current conservation and reciprocal relations, Büttiker was able to relate the elements of the resistance
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tensor (13.23) directly to the transmission and reflection coefficients Tji and Rii. The pertinent expressions for N = 2, 3, 4
are presented in Ref. [205], which become more and more complex for larger N. In the special case for N = 2, the
expression reduces to the Landauer formula 1/R21,21 = (e2/h)|T21|

2. For N = 3, there are three different configurations
of current voltage arrangements,

Rji,jk(φ) =
h

e2

Tki

TijTik + TijTjk + TkiTik
≡

h

e2

Tki

D
= Rjk, ji(−φ). (13.26)

Rji,ki(φ) =
h

e2

Tkj

D
, Rji, ji(φ) =

h

e2

Tki + Tkj

D
, k 6= i 6= j 6= k. (13.27)

These three resistance tensors refer to the potential and current configurations displayed in Fig. 13.9.

1

2

3V

1

2

3

V 1

2

3

V

(a) (b) (c)

FIG 13.9 Current and voltage settings corresponding to the elemental
resistance tensors defined in Eqs (13.26) and (13.27) for (a)R12,13,
(b)R12,32, and (c)R12,12.

Example: Three-port Device.
Let us work out a solvable tight-binding model
for the three-port device shown in Fig. 13.8(b).
The ring is represented by an equilateral triangle
and the wires by discrete chains. For triangu-
lar symmetry, we impose a vector potential
(e/h̄c)aA = φ/3 along each link of the triangle
[see arrows in Fig. 13.8(b)], where a is the length
of each link. By Ampere’s law, the total flux is
φ. The incoming wave approaches the device
from port 1, so that along the wires, the wave
functions are

ψ1(n) = eikn
+ r11e−ikn, (n ≤ 0), ψ2(n) = t21eikn, ψ3(n) = t31eikn, (n ≥ 0), (13.28)

where k is related to the scattering energy as ε = −2 cos k. The values of the wave function on vertices are denoted
as f1, f2, and f3. Together with r11, t21, and t31, we have six unknowns that should be evaluated from the solution of the
Schrödinger equation applied to the wave functions at the vertices and at the sites n = 0 on wires 1, 2, and 3. In the
simplest version of the tight-binding model [see discussion near Eq. (12.781)], the Schrödinger equation for a wave
function ψ(n) defined on lattice sites {n} reads,

−

Zn∑
qn=1

cqnψ(n+ qn) = εψ(n), (13.29)

where ε is the scattering energy and {qn} are vectors connecting site n to its Zn nearest neighbors (in a Bravais lattice, Zn
is the coordination number). The coefficients cqn are hopping matrix elements reflecting the degree of overlap of the wave
function on sites n and n+ qn. Assuming constant hopping strength, and taking account of the magnetic flux, we use

cqn = ei e
h̄c Aqn a, (13.30)

where Aqn is the component of the vector potential along the link qn. Along the chains, Aqn = 0 and cqn = 1, while along
the links of the triangle, cqn = e±iφ/3, where the ± sign depends on orientation.

Application of the above formalism to the three-port system described in Fig. 13.8(b) results in the following six
equations,

−[ψ1(0)+ ei φ3 f2 + e−i φ3 f3] = εf1, −[ψ1(−1)+ f1] = εψ1(0), (13.31a)

−[ψ2(0)+ ei φ3 f3 + e−i φ3 f1] = εf2,−[ψ2(1)+ f2] = εψ2(0), (13.31b)

−[ψ3(0)+ ei φ3 f1 + e−i φ3 f2] = εf3, −[ψ3(1)+ f3] = εψ3(0), (13.31c)
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Writing the values of the wave functions on the chains in terms of transmission and reflection amplitudes given by
Eq. (13.28), we end up with six inhomogenous linear equations for the six unknowns, with relatively simple expressions
for r11, t21, and t31. The reflection and transmission coefficients are

R11 =
(cos k + cosφ)2

D
, T21 =

2 sin2 k[1+ cos(k + φ)]

D
, T31 =

2 sin2 k[1+ cos(k − φ)]

D
,

D = (cos k + cosφ)2 + 4 sin2 k(1+ cos k cosφ). (13.32)

Problem 13.3

(a) Use the geometrical symmetry of the device shown in Fig. 13.8(b) to show that

R22 = R33 = R11, T12 = T23 = T31, T21 = T13 = T32. (13.33)

(b) Verify the symmetry relations (13.25).
(c) Write an expression for the element resistance tensor when the current is fed at port 3 and withdrawn at port 1,

while the voltage is measured between ports 2 and 1. For a given value k = 0.65, plot it as function of
0 ≤ φ ≤ 1.

Answer: (a) The triangular symmetry implies that the enumeration of ports as 1, 2, 3 can start at any point. There-
fore, Rii = Rjj. On the other hand, the occurrence of flux introduces left–right asymmetry at each port. Therefore,
Ti+1i = Tii−1 and Tii+1 = Ti−1i, but generically Ti+1i 6= Ti−1i (here, the port indices are considered modulo 3).
(b) Using the analytic expressions (13.32), we see that D(φ) = D(−φ), and since the numerator of R11(φ) is
symmetric in φ, we get R11(φ) = R11(−φ). Due to the symmetry established in (a), we get Rii(φ) = Rii(−φ). The
two expressions for the transmission amplitudes in Eq. (13.32) written for i = 1 imply Ti+1i(φ) = Ti−1i(−φ). Using
the symmetry relations for Tij proved in (a), we get the second part of the symmetry relations (13.25).
(c) The desired quantity is R13,12, and according to Eq. (13.26), we have i = 3, k = 2, and j = 1, so
R13,12 =

h
e2

T23
T31T32+T31T12+T23T32

. All the transmission amplitudes can be obtained from Eq. (13.32) and the
symmetry relations derived in part (a).

13.2.3 CONDUCTANCE OF QUANTUM POINT CONTACTS

A quantum point contact (QPC) is a long quasi-1D electron waveguide built on a semiconductor substrate that narrows
and broadens at what is referred to as the contact point (see Fig. 13.4 and Sec. 13.1.6). The narrow region is referred to

x x

w(x) w(x)

(a) (b)

FIG 13.10 Geometries of a quantum point contact in the hard-wall boundary
condition model. (a) Smooth QPC with large aspect ratio. (b) Sharp
QPC with small aspect ratio.

as the constriction. The passage from the broader
waveguide and the constriction may be smooth
or sharp. The ratio between the width of the con-
striction and its length is the aspect ratio.

A schematic illustration of a QPC is shown
in Fig. 13.10. If the distance between the walls,
2w(x) (the width of the contact), changes slowly
in comparison with the wavelength, transverse
and longitudinal motion can be approximately
separated, i.e., the dynamics is adiabatic in the
same sense that flow of fluid in a pipe is adiabatic
if the width w(x) of the pipe changes sufficiently

slowly as a function of the longitudinal coordinate x. A convenient way to describe the degree of adiabaticity in 2D is to
use a parameterization of the form,

w(x) = ±w0 −
1w

2

{
tanh

[
x+ x1

σw

]
− tanh

[
x− x1

σw

]}
, (13.34)
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which yields a symmetric QPC with minimum width 1w at x = 0, with crossover region proportional to σw.
As shown in Fig. 13.4, it is possible to attach electrodes to the quantum point contact and integrate it within

FIG 13.11 Conductance of a quantum point contact, in units of G0 = e2/h
(per spin), versus energy (controlled by a gate voltage). The inset
shows a schematic quantum point contact with nearly sharp
boundaries. The conductance displays a step structure, where the
step occurs whenever a new transverse mode enters the
constriction. Between steps, the conductance is approximately
quantized in units of G0. The resonance oscillations are due to
diffraction around the corners. They are absent for adiabatic
quantum point contacts [see Fig. 13.10(a)].

an electric circuit and control the gate voltage
on the contact (which determines the scattering
energy E of the electrons traversing the conctact).
This was one of the first experimental demonstra-
tions of mesoscopic physics. The conductance
through a quantum point contact reveals sev-
eral surprising effects. Remarkably, when plotted
as function of gate voltage, it is approximately
quantized in units of the quantum mechanical
conductance G0 = e2/h (see Fig. 13.11).

The conductance can be calculated by solv-
ing the Schrödinger equation with the appropriate
boundary conditions and using the Landauer for-
mula. For ballistic transport through a sharp con-
striction of length L and width w located between
two leads of width w0 > w, as shown in the
inset of Fig. 13.11, the calculations are carried
out following the discussion in Sec. 13.2. We
choose a 2D Cartesian coordinate system such
that the constriction is defined by 0 ≤ x ≤ L,
−w0/2 ≤ y ≤ w0/2, while the left and right
leads are defined as −∞ < x ≤ 0 (left lead),
L ≤ x < ∞ (right lead), and −w/2 ≤ y ≤ w/2
(both leads). For a given scattering energy, E =
h̄2ε
2m , we look for a solution of the Schrödinger
equation,

−∇
29(x, y) = ε9(x, y), (13.35)

that vanishes on the boundaries and satisfies scattering boundary conditions along the propagation direction x. More
specifically, we define the solutions

ψ±n (x, y) =
e±iknx

√
kn

√
2

w0
sin

nπ(y+ w
2 )

w0
(in leads), (13.36a)

ϕ±n (x, y) =
e±iqnx

√
qn

√
2

w(x)
sin

nπ(y+ w0
2 )

w(x)
(in constriction), (13.36b)

where kn =

√
ε − n2π2

w2
0

and qn =

√
ε − n2π2

w2 . Scattering boundary conditions corresponding to an incoming wave from

the left in channel n lead to the following solution of Eq. (13.35):

9n(x, y) =


ψ+n (x, y)+

∑
m ψ
−
m (x, y)rmn, (in the left lead),∑

m amϕ
+
m (x, y)+ bmϕ

−
m (x, y) (in the constriction),∑

m ψ
−
m (x, y)tmn, (in the right lead).

(13.37)
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Problem 13.4

Prove that the functions ψ±n are current normalized, i.e., the total current carried by ψ±n (x, y) across the lead is
Re
[∫

dyψ±∗n (x, y)[−i ∂
∂x ]ψ±n (x, y)

]
= ±1.

Answer: [−i ∂
∂x ]ψ±n (x, y) = ±knψ

±
n (x, y),

∫
dyψ±∗n (x, y)ψ±n (x, y) = k−1

n .

The matching at the interfaces x = 0 and x = L yields the coefficients appearing in Eq. (13.37). For proper matching,
the sum must also include evanescent waves for which km are imaginary and ε <m2π2/w2

0. The evanescent waves decay
exponentially far away from the constriction. The quantities to be computed are the transmission and reflection matrices
tmn and rmn, respectively, between the propagating (non-evanescent) waves. The number N of propagating waves (or
channels) is determined by the inequality,

N2π2

w2
0

< ε <
(N + 1)2π2

w2
0

. (13.38)

Since, as shown in Problem 13.4, the functions ψn are normalized to unit current, the conductance is given by the
Landauer formula G = G0Tr [tt†].

Problem 13.5

Let x1 � 0 and x2 � L. Calculate the total current contributed from mode n at x1 and x2 using 9n(x, y), making use
of the orthogonality of the transverse functions.

Answer: 1−
∑N

m=1 |rmn|
2 at x1 and

∑N
m=1 |tmn|

2 at x2.

The formalism above is useful when the conductance needs to be calculated exactly. However, the step structure can
be understood on a more qualitative level. A step occurs each time the energy is capable of accommodating one more
propagating mode into the constriction. Thus, a step number j will occur when the scattering energy is such that ε '
j2π2/w2. In the region j2π2/w2 < ε < ( j+1)2π2/w2, the conductance is nearly quantized at jG0, independent of energy.

13.3 PROPERTIES OF QUANTUM DOTS

Semiconductor quantum dots are small fabricated regions, typically of order of a few tens to 100 nanometers. The number
of atoms in such dots is of the order of a few hundred to a few million (which reflects on the number of electrons).
However, almost all the electrons are tightly bound to the atomic nuclei, and the number of free electrons (not bound to
atoms) is extremely small and can be controlled to be from one to a few hundred. The size of the dot is comparable to
the de Broglie wavelength of the electrons, and the single-particle energy levels are discrete. The shape of the dot plays
a role in determining the properties of the single-particle spectrum. If the dot is highly symmetric (e.g., a circular dot
in 2D), the spectrum, within a single-particle picture, can be calculated analytically and reveals a shell structure, as in
atoms. If the dot is not symmetric (e.g., if it is in the form of a stadium), the classical dynamics may be chaotic, and there
may not be any conserved quantities (except energy). Then, the particle trajectory r(t) can have a finite probability of
being in any finite region inside the cavity. The classical system is then referred to as a non-integrable system. When a
classically chaotic system is quantized, the system displays quantum chaos. Quantum dots can serve as an experimental
tool for studying quantum chaos. The absence of conservation laws (hence classical nonintegrability and quantum chaos)
can be caused not only by an asymmetric geometrical shape but also by the presence of a disordered potential such as
resulting from localized impurities. We will discuss this in Sec. 13.4.1, but first we concentrate on the electrostatic aspects
of electron transport in quantum dots.

The Coulomb interaction between free electrons in a dot is very important. This interaction is characterized by the
charging energy, the energy required to add or remove an electron from the dot (analogous to the ionization energy



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 16-ch13-749-824-9780444537867 2012/12/4 17:18 Page 765 #17

13.3 Properties of Quantum Dots 765

and electron affinity of an atom). Quantum dots are probed mainly by studying their transport properties and also by
their optical properties (like atoms). Electron transport in quantum dots can be easily controlled. Charge transfer through
a quantum dot is possible only when the repulsive Coulomb energy is compensated by a gate voltage. Otherwise the
motion of electrons through the dot is blocked by Coulomb repulsion, a phenomena referred to as Coulomb blockade.

13.3.1 EQUILIBRIUM PROPERTIES OF QUANTUM DOTS

SOURCE DRAIN

GATE

DOT

Vs Vd
Vg

FIG 13.12 Schematic structure of a lateral quantum dot coupled with source and
drain electrodes and controlled by a gate. The quality of the links between
the dot and the source and drain electrodes determines the dot’s physical
properties. These links are quantum point contacts, whose conductances
gs and gd can be controlled by separate gates.

Figure 13.12 schematically shows a quan-
tum dot in the shape of a disk. It is con-
nected on the left to a source electrode
held at potential Vs and on the right to a
drain electrode held at potential Vd. These
potentials control the chemical potentialsµs

and µd, respectively, of the electrons in the
leads, µs−µd = −e(Vs−Vd). When µs >

µd, a current might flow across the dot. The
current is sensitive to the energy spectrum
of electrons in the dot. This spectrum can
be controlled by a gate voltage Vg. Quan-
tum dots are usually formed from extrinsic
semiconductors (see Sec. 9.6.3), which have fully ionized donors. With N0 donors in the dot, the number of electrons
free to propagate within a neutral dot is N0, and a positive background charge of eN0 originating from the donor ions
remains in the heterostructure. The number N of electrons in the dot can be tuned by varying a gate potential on the dot.
When N 6= N0, the dot is negatively charged. Electron transport between the source and the drain electrodes, and its
control by gate voltage, makes the quantum dot system an ideal tool for investigating the properties of quantum systems
of nanoscopic size that contain a few mobile electrons.

Before analyzing electron transport through quantum dots, let us study their equilibrium properties. When the contact
between the dot and the leads is severed, the dot is a cavity in which electrons interact with each other and with external
potentials, such as the gate potential Vg, as well as with the confining potential. Often, the dot is assembled on a substrate,
and the electrons in the dot interact with substrate atoms. The similarities between this system and an atom are strong
in that both contain a finite number of confined interacting electrons that can move through the system. However, there
are important differences. The size of the dot (Ldot ≈ thousands of Angstroms) is much larger than the size of an atom
(Latom ≈ a few Angstrom); hence, their energy level spacing is much smaller. If the dot is fabricated as a 3D cavity, the
ratio of energy spacings between two adjacent levels in the dot is smaller by a factor (Latom/Ldot)

2. The typical level
spacing in quantum dots, 1, is of the order of a few millielectron volt. Another difference is that the electrons in an atom
are subject to a central (spherically symmetric) Coulomb potential. In quantum dots, the degree of symmetry depends on
the symmetry of the confining potential and the presence or absence of disorder. Most experimentally realizable quantum
dots are fabricated on 2D substrates, and the symmetry (if it exists) is typically cylindrical. Perhaps, the most important
distinction between quantum dots and atoms pertains to controllability: It is very difficult to manipulate single atoms,
but quantum dots can be manipulated. The main tools for manipulating quantum dots in equilibrium are gates (electrical
fields), and the application of magnetic and electromagnetic fields. We briefly discuss the constant-interaction model
for electron–electron interactions, few-electron quantum dot systems, and various aspects of spin physics and optical
transitions in quantum dots.

The Constant-Interaction Model

The classical constant-interaction model of quantum dots provides a simple approximate description of the electronic
energy levels and the environment which typically consists of two leads (a source S and a drain D) and a gate G, held
at potentials Vs, Vd, and Vg, respectively. It is adequate when the detailed electronic structure is not relevant, e.g., in the
Coulomb blockade regime. The repulsive electron–electron interaction is accounted for through the charging energy of
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the dot. In semiconductor nanostructures, space quantization and Coulomb blockade effects are important because the
Fermi wavelength in semiconductor heterostructures is much larger than in metallic systems, due to the relatively small
electron density in semiconductors. The constant-interaction model accounts for both the Coulomb blockade effect and
the energy spectrum of electrons in the quantum dot.

The two assumptions of the constant-interaction model are as follows: (1) The magnetic field dependent single-particle
energy levels εn(H) in the dot are independent of the number N of electrons in the dot and (2) the electron–electron
interaction is determined by the capacitive couplings between the dot and its environment, Cs, Cd, and Cg; the total
capacitance is C = Cs + Cd + Cg. Here, s, d, and g stand for source, drain, and gate, respectively (see Fig. 13.12). The
ground-state energy of a dot with N electrons is

E(N) =
[e(N0 − N)+ CsVs + CdVd + CgVg]2

2C
+

N∑
n=1

εn(H). (13.39)

Problem 13.6

(a) Show that the chemical potential of the dot with N electrons, defined as µ(N) ≡ E(N)− E(N + 1), is

µ(N, H) =

(
N − N0 −

1

2

)
e2

C
−

e

C
(CsVs + CdVd + CgVg)+ εN(H). (13.40)

(b) Show that the gate voltage for which the ground states of the dot with N and N + 1 electrons are degenerate is

Vg =
2Cεn + e2[2(N − N0)− 1]− 2e(CdVd + CsVs)

2eCg
.

Guidance: (b) Set µ(N) = µ(N + 1) and solve for Vg.

The chemical potential determines the energy required to obtain the ground state of the N electron system from that
of the N − 1 electron system. It depends linearly on the voltages Vs, Vd, and Vg, and this dependence is the same for all
values of N. A related quantity is the electrochemical potential of transition between successive ground states, referred to
as addition energy,

Eadd ≡ µ(N + 1)− µ(N) =
e2

C
+ εN+1(H)− εN−1(H). (13.41)

When µ(N) exhibits a jump (related to magic electron numbers, see below), its derivative, Eadd, displays a peak. This is
shown schematically in Fig. 13.13.

Problem 13.7

Consider a quantum dot with harmonic 2D confinement potential V(r) = mω2r2/2. Find E(N),µ(N), and Eadd.

Answer: E(N) = N2h̄ω, µ(N) = 2Nh̄ω, and Eadd = 2h̄ω.

1 2 3 4 5 6 7 8 9 10 11 12 13 µ

FIG 13.13 Chemical potentials and addition energies in a circular quantum dot
containing a few electrons numbered 1,2, . . . , 13. The ticks indicate
the location of the chemical potentials µ1,µ2, . . . ,µ13 and the
differences between the ticks correspond to the addition energies.
The bold ticks correspond to “magic” numbers.

Few-Electron States in a Quantum Dot

We already noted that electron confinement in
quantum dots results in a quantized electronic
energy spectrum, similar to atoms. The spec-
trum can be indirectly probed via electronic
transport if the quantum dots are fabricated
between the source and the drain electrodes, since
current-voltage measurements are sensitive to the
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energy spectrum. The number of electrons on the dot is controlled by tuning the gate voltage. By varying the energy E(N)
and the chemical potential µ(N), it is possible to scan through the entire “periodic table” of the dot. This will be shown
for a simple example, where the energy spectrum of a planar quantum dot with cylindrical symmetry, containing a few
noninteracting electrons subject to a perpendicular magnetic field, is calculated.

First, recall some features of the few-electron spectra of atoms [206]. In atoms, particularly, stable elec-
tronic configurations occur when shells are completely filled. The corresponding atomic magic numbers are 2,
10, 18, 36, ... The degeneracy of an energy level in a given shell is partially lifted by electron–electron inter-
action and by spin–orbit coupling. The prescription of shell filling by electrons is summarized in Hund’s rules
(see Sec. 9.5.9).

Unlike in atoms, where the confining potential is spherically symmetric, the confinement potential of planar dots has
the form of a 2D cavity with soft boundaries, which to some extent can be controlled. Here, we consider the highest
possible symmetry, i.e., cylindrical symmetry. The repulsive confinement potential will be approximated by a harmonic
potential. This has several consequences for the energy spectrum and relaxation times appearing in the decay of an excited
state. In the absence of an external magnetic field, the energy spectrum has a shell structure with magic numbers 2, 6, 12,
20, ..., as shown in Fig. 13.14.

1                 2                3               4               5                6               7

1 2

3 4 5 6

7 8 9 10 11 12

13 14 15 16 17 18 19 20

(a)

(b)

+ +Δε2 Δε6

FIG 13.14 (a) Schematic illustration of electron orbits in a circular quantum dot
with a harmonic oscillator confining potential. (b) The energetics of
electron addition is summarized in a “periodic table.” Each row
corresponds to an orbit and the number of squares in a row is the
number of electrons that this orbit can accommodate.

The energetics of adding electrons is dis-
played in Fig. 13.14(a) and depends on the
number of electrons each orbit can accommo-
date. The first orbit can hold two electrons.
Putting the first electron does not cost energy
but adding the second electron costs an energy
e2/C, and that closes the first shell, with a
magic number 2. The second orbit can accom-
modate up to four electrons. Putting the third
electron (the first electron in the second orbit)
costs an energy e2/C + 1ε2 and adding the
other three electrons to the second orbit cost
e2/C each. This completes the closing of the
second shell, with magic number 6. To add
the seventh electron (the first on the third
orbit) again costs an extra energy e2/C+1ε2.
These energetic considerations lead to the for-
mation of a periodic table for the 2D quantum
dot with cylindrical symmetry as displayed in
Fig. 13.14(b). The magic numbers are shown
in the shaded squares on the rightmost col-
umn. When the addition energy Eadd defined
in Eq. (13.41) is plotted against N, it displays peaks at the magic numbers. There are also half magic numbers resulting
from Hund’s rules, where Eadd displays smaller peaks. Hund’s rules in atomic physics were formulated in Sec. 9.5.9; an
atomic shell is first filled with electrons with parallel spins until the shell is half full, then filling of the shell continues
with spin in the opposite direction. In quantum dots with cylindrical symmetries, the second shell is half filled when
N = 4. Half filling of the third and fourth shells occur for N = 9 and 16, respectively. These half magic numbers appear
in the weakly shaded squares in Fig. 13.14(b).

Spin does not play a direct role in energetics when no external magnetic field is present, and when spin–orbit effects
are neglected, yet, it enters indirectly through the Pauli principle and Hund’s rules due to exchange energy between
electrons.

The analysis above applies in the absence of a magnetic field. Application of a strong magnetic field H (e.g., such that
the flux through the dot of area A is HA = 8 ' hc/e) significantly modifies the eigenenergies and eigenfunctions.

A useful energy scale for systems in the presence of a magnetic field is the cyclotron energy EH = h̄ωc ≡ h̄eH/(m∗c),
where m∗ is the effective mass. In GaAs, m∗ = 0.067me, so EH/H ≈ 1.8 meV/T.
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Problem 13.8

(a) Consider a circular quantum dot of radius r subject to a perpendicular magnetic field such that the magnetic flux
through it is a single-flux quantum 80 = hc/e. What is the magnitude of the magnetic field.

(b) What should be the strength of the magnetic field acting on an atom such that the flux through an electronic
orbit of radius 5 Å equals 10−380?

Answer: (a) πr2H = 80, ⇒H = 80
πr2 . (b) In Gaussian units, H = 10−3hc/e

π(5×10−8)2
= 527× 104 Gauss (= 5.27 T). In SI

units, 80 = h/e, and substituting e and h in SI units yields H = 5.27 T.

Problem 13.9

Calculate the magnetic Zeeman energy of an electron in GaAs EZ = gµBH, where µB is the Bohr magneton and
gGaAs = −0.44. In particular, show that EZ/EH ≈ 3× 10−2.

Single-Particle States: The Fock–Darwin Spectrum

Consider a charged particle in a plane confined by a 2D harmonic potential V(r) = m∗ω2r2/2 and subject to a perpen-
dicular magnetic field H. In the absence of confining potential, the system exhibits the Landau levels as discussed in
Sec. 9.5.4. When the harmonic potential is included, it is convenient to use the symmetric gauge for the vector potential,
as in Eq. (9.216b). Using plane polar coordinates r, θ and using cylindrical symmetry, the z component h̄`z of the orbital
angular momentum is conserved (`z = 0,±1,±2, . . . ). The Hamiltonian for the radial motion is

H = −
h̄2

2m∗

[
d2

dr2
+

1

r

d

dr
−
`2

z

r2

]
−

1

2
h̄ωc`z +

1

2
m∗
(

1

4
ω2

c + ω
2
)

r2, (13.42)

which is composed of a 2D harmonic oscillator with frequency � ≡
√
ω2

c/4+ ω2 shifted by −h̄ωc`z/2.

Problem 13.10

Derive the Hamiltonian (13.42).
Guidance: In the symmetric gauge, the kinetic energy operator is

T =
1

2m∗

(
p−

e

2c
r×H

)2
.

Expand the RHS and use the definition of the angular momentum operator Lz = (r× p)z. In 2D, the Hamiltonian of
Eq. (13.42) results after adding the harmonic oscillator part.

The energy eigenvalues of Eq. (13.42) are

εn`z = (2n+ |`z| + 1)h̄�−
1

2
`zh̄ωc. (13.43)

This is the Fock–Darwin spectrum, shown in Fig. 13.15(a). The wave functions are identical to 2D harmonic oscillator
wave functions, with � replacing ω. From this figure, the chemical potential, with spin degeneracy and charging energy
e2/C included, has the following properties: (1) The level crossing is slightly avoided and (2) between two magic num-
bers, the curves are separated by e2/C. The energy of adding the first electron above a magic number equals e2/C+ h̄ω
[see Fig. 13.15(a)].
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Spin States in Few Electron Quantum Dots

It is typically not easy to manipulate the spin of a single electron in a condensed phase material. However, this is some-
what easier to do in a small quantum dot containing a few electrons, since the spin states of a few electrons in a quantum
dot are determined by the orbital levels and the strength of the applied magnetic field.

Single-Electron States: Suppose there is a single electron in the dot. Let us denote by En(H) the Fock–Darwin energies,
counted from below with E0(H) < E1(H) < E2(H) . . ., as shown in Fig. 13.15(a). When the Zeeman energy EZ is taken
into account, the single-electron energies in the dot are

E0↑, E0↓ = E0↑ + EZ , E1↑, E1↓ = E1↑ + EZ , . . . (13.44)

FIG 13.15 (a) Fock–Darwin spectrum [see Eq. (13.43)]. The scaled energies εn`z/(h̄ω) are
plotted as function of ωc/ω. The quantum numbers of the energy curves are
assigned at low field (before level crossing) from the bottom up as (n, `z) =

(0, 0), (0, 1), (0,−1), (0, 2), (1, 0), (0,−2), (0, 3), (1, 1), (1,−1), (0,−3). The
numbers at ω = 0 are the orbit numbers. When they are multiplied by 2 (for
spin degeneracy) and summed, they give the magic numbers in the right column
in Fig. 13.14. (b) Chemical potential µ(H, N), Eq. (13.40), with spin degeneracy
and charging energy taken into account versus ωc/ω. These results are obtained
from (a) in two steps: (1) imposing avoided crossings and (2) putting two
electrons on each level and separating their energies by the charging energy
e2/C.

Two-Electron States: As we have
seen in Secs 4.7 and 8.4, the spin state
of two electrons can be either an anti-
symmetric spin singlet state (then the
spatial wave function will be symmet-
ric) or any of the triplet states (then the
spatial wave function will be antisym-
metric):

|S〉 = ψS(r1, r2)
1
√

2
(|↑↓〉 − |↓↑〉),

|T+〉 = ψAS(r1, r2)|↑↑〉,

|T−〉 = ψAS(r1, r2)|↓↓〉,

|T0
〉 = ψAS(r1, r2)

1
√

2
(|↑↓〉 + |↓↑〉.

(13.45)

Both electrons can occupy the same
orbital wave function φn with energy
En(H) if the total spin state of the two

electrons is a singlet, and the charging energy cost is Ec = e2/C. In a triplet state, the two electrons must occupy different
orbits, say, n and n′> n. This costs an orbital energy 1orbit = En′(H)− En(H) but reduces the interaction energy by the
exchange energy Eex. Thus, the triplet–singlet energy difference is

1TS = 1orbit − Eex. (13.46)

In the absence of magnetic field, the three triplet states are degenerate; in the presence of a magnetic field, this degeneracy
is lifted, and E(T+) < E(T0) = E(T+) + EZ < E(T−) = E(T0) + EZ . Restricting our discussion to the ground state,
only levels n = 0, 1 are populated, and the singlet and triplet energies are

E(S) = E0↑ + EC + EZ ,

E(T+) = 2E0↑ +1TS + EC, E(T−) = E(T+)+ 2EZ ,

E(T0) = E(T+)+ EZ . (13.47)

Because population of the dot is controlled by a gate potential, we may regard the operations of adding or removing
electrons from the dot as transitions between states of different numbers of electrons that are induced by the gate potential.
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We will develop expressions for the energies required to add an electron in a given spin state to a dot that is already
populated with a single electron in a given spin state. By definition, these are the corresponding chemical potentials.
They depend on the spin of the two-electron states (S, T+, T0, T−) and the one-electron spin states (| ↑〉, | ↓〉). Note that
some combinations are blocked, for example, if the single electron in the dot is in a state ↑, the addition of a second
electron cannot lead to a state T− of the two-electron system. Thus, transitions T+ ↔↓ or T− ↔↑ are not included
here because they require removal of one electron and spin-reversal of the second electron. Specifically, we will write
expressions for:

µ(S,↑) ≡ E[two electrons in S state] −E[one electron in spin-up state].
µ(T+,↑) ≡ E[two electrons in T+ state] −E[one electron in spin-up state].
µ(T0,↑) ≡ E[two electrons in T0 state] −E[one electron in spin-up state].
µ(S,↓) ≡ E[two electrons in S state] −E[one electron in spin-down state].
µ(T0,↓) ≡ E[two electrons in T0 state] −E[one electron in spin-down state].
µ(T−,↓) ≡ E[two electrons in T− state] −E[one electron in spin-down state].

Thus, combining Eqs (13.44) and (13.47), we have

µ(S,↑) = E(S)− E0↑ = E0↑ + EC + EZ ,

µ(T+,↑) = E(T+)− E0↑ = E0↑ +1TS+ EC,

µ(T0,↑) = E(T0)− E0↑ = E0↑ +1TS+ EC + EZ ,

µ(S,↓) = E(S)− E0↓ = E0↑ + EC,

µ(T0,↓) = E(T0)− E0↓ = E0↑ +1TS+ EC,

µ(T−,↓) = E(T−)− E0↓ = E0↑ +1TS+ EC + EZ . (13.48)

The discussion above is highlighted in Fig. 13.16.

13.3.2 CHARGE TRANSPORT THROUGH QUANTUM DOTS
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FIG 13.16 (a) Energies of one- and two-electron spin states in a simple dot
and possible transitions between these states. (b) Chemical
potentials for these transitions. The heights of the chemical
potential lines are commensurate with the transition energies
specified by the double white arrows in (a). The highest chemical
potentials are µ(T0,↑) = µ(T−,↓), followed by
µ(T0,↓) = µ(T+,↑) and the lowest ones are µ(S,↑) > µ(S,↓).

Transport experiments are an important tool for
studying quantum dots. Transport occurs when
the system under study is out of equilibrium. The-
oretical tools for studying physical systems out of
equilibrium are introduced in Chapter 18 (linked
to the book web page). Fortunately, for small bias
potential, these tools are not required, since the
Landauer formula is adequate for calculating the
conductance of quantum dot structures within lin-
ear response.

First, we consider Coulomb blockade effects
on transport using the constant-interaction model.
Classically, electric transport in bulk materials at
finite temperature is characterized by the conduc-
tivity, σ , which is a local property of the mate-
rial. The longitudinal conductance, G, of a finite
sample of length L and cross-section area A is
G = σA/L. Since the constant-interaction model
is essentially based on classical considerations, it
overlooks important quantum interference effects
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that need to be considered at low temperatures. If the sample is small and the temperature is low, such that `ϕ > L,
the conductivity does not follow the classical Drude picture. In this regime, quantum corrections to the conductivity are
essential. We briefly consider these features at the end of this section.

Coulomb Blockade at Small Bias

In Fig. 13.12, a potential difference Vsd = Vs − Vd is maintained between the source and drain electrodes. As a result,
the electrochemical potential on the left (source) is higher than that on the right (drain), so that

eVsd = (µL − µR). (13.49)

eVg eVg

(a) (b) (c)

eVg

µL

µD µD

µDµR
µLµR µR

µL

FIG 13.17 Three stages of energy profile in a simple quantum dot (see Fig. 13.12). (a)
The dot contains N electrons such that µD(N) < µR and µD(N + 1) > µL.
The tunneling current vanishes, and the dot is in a Coulomb blockade state.
(b) µD(N + 1) = µL. The dot states with N and N + 1 are degenerate. (c)
µL > µD(N + 1) > µR, the current through the dot is maximal.

First, let us assume that eVsd is much
smaller than µ(N) defined in Eq. (13.40).
The energetics of quantum dot withµL '

µR is displayed in Fig. 13.17.
The dot is located between two metal-

lic leads whose conduction bands on the
left (L) and right (R) (black rectangles)
are filled up to chemical potentials µL

andµR, respectively. The dot is separated
from the leads by high tunneling barri-
ers (white rectangles) and accommodates
an integer number of electrons. When
the dot contains N electrons, its chemical
potential µD(N) is given in Eq. (13.6),
and the addition energy Eadd = µD(N +
1) − µD(N) is given in Eq. (13.41).
The chemical potential of the dot can be
shifted up and down by an appropriate gate voltage Vg. A small chemical potential difference µL−µR > 0 is maintained
across the dot. The tunneling current, I, is strongly dependent on the position of µD(N). N electron levels below µR (full
lines) are filled up to the dot chemical potential µD(N). The levels above µL are empty (dashed line). When µD(N) < µR

and µD(N + 1) > µL as shown in Fig. 13.17(a), the tunneling current is blocked and there is a Coulomb blockade.
Application of gate voltage shifts the levels downward. When µD(N + 1) = µL as shown in Fig. 13.17(b), dot states
with N and N + 1 electrons are degenerate, and tunneling current can flow through the dot. The current has a peak when
µR < µD(N + 1) < µL, as shown in Fig. 13.17(c). Thus, by changing the gate voltage, electrons enter the dot one by
one. This is why a quantum dot is sometimes referred to as single electron transistor. The size of the current I through
the dot depends on the spectrum of the dot and the conductances gs and gd between the dot and the source and drain.
Since the links between the dot and the leads are quantum point contacts, gs and gd can be controlled by separate gates.
The quantities,

0s,d = gs,d1, 0 = 0s + 0d, (13.50)

specify the partial widths and total width (broadening) of the upper dot level. They occur because an electron in this level
is not perfectly bound inside the dot and can tunnel to either a source or a drain lead. Therefore, the corresponding level
is not sharp; it is broadened by 0. Equivalently, it has a relaxation time equal to h̄/0.

The measurable quantity is the differential conductance,

G(Vsd; Vg) =
dI

dVsd
, (13.51)
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FIG 13.18 Schematic illustration of the differential conductance of a quantum
dot versus αgeVg, where αg ≡ Cg/C, displaying Coulomb
blockade peaks. The energy difference between two adjacent peaks
alternates between EC and EC +1, and the ground-state spin of the
few-electron system alternates between S = 1/2 and S = 0.

that depends on source drain and gate volt-
ages. Following our analysis above, a plot of
G(Vsd; Vg) as function of Vg for small and fixed
bias displays a series of sharp peaks occurring
when µR < µD(N + 1) < µL, as shown in
Fig. 13.18. The distance between peaks is then

equal to Eadd = δεn +
e2

C , Eq. (13.41). When the
dot does not have a geometrical symmetry, the
single-particle levels are not degenerate, and the
level spacing 1 ≡ εn+1 − εn is assumed to be
independent of the single-particle energy quan-
tum number n. Since each single-particle level
accommodates two electron with opposite spin
directions, we can replace Eq. (13.41) by

Eadd(N) = µD(N + 1)− µD(N) =

{
Ec, (if N is odd),

Ec +1, (if N is even).
(13.52)

A Quantum Dot at Finite Bias: Coulomb Diamonds

In the discussion above, it was assumed that the bias voltage Vsd is small in the sense that only a single level in the
dot is included between eµd and eµs, as illustrated in Fig. 13.17(c). Experimentally, the bias can be made higher and
several levels in the dot can be found between eµd and eµs. In this situation, the system is driven way out of equilibrium,
and an exact treatment requires special techniques explained in Chapter 18. However, within the classical approach the
constant-interaction model is capable of treating a quantum dot at finite bias, either positive or negative (the notation Vsd

will be used in either case). As we have noticed above, for Vsd ≈ 0, the source (left) and drain (right) chemical potentials
are nearly equal, µL ≈ µR, and the Coulomb blockade peaks are very sharp because they occur only for a narrow interval
of the gate voltage such that µL > µD > µR for Vsd > 0 or µL < µD < µR for Vsd < 0. For finite bias, the borders
of these domains recede, and the interval at which the differential conductance is large becomes wider, while the regions
of Coulomb blockade shrink. This can be deduced from Fig. 13.17(c). When µL − µR is increased, the gate voltage can
vary on a larger interval and still the inequality µL > µD > µR is maintained. From Fig. 13.17(a), we can see that
µL and µR can vary on a finite interval and still keep the Coulomb blockade effective, as long as µ(N + 1) > µL and
µD = µ(N) < µR.

For a quantitative description of these features, we need to know the border lines in the Vg–Vsd plane that separate
the regions with small differential conductance. In the former case, there is no energy level of the dot located between
µL and µR, whereas in the latter case, at least one dot level exists between µL and µR. Let µ0 be the common chemical
potential of the source and drain leads in the absence of bias, and assume a symmetric application of the bias, i.e.,
µL = µ0 + eVsd/2 and µR = µ0 − eVsd/2. Then the quantum dot with N electrons is stable (in a state of Coulomb
blockade) if

µ(N + 1) > µ0 + eVsd/2, µ(N) < µ0 − eVsd/2 (Vsd > 0), (13.53)

µ(N) < µ0 + eVsd/2, µ(N + 1) > µ0 − eVsd/2, (Vsd < 0). (13.54)
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Using Eq. (13.40), we obtain two linear relations between Vsd and Vg that determine the border lines,

Vg =
1

2Cge
[A(N)+ (C + Cd − Cs)eVsd], (13.55)

Vg =
1

2Cge
[A(N + 1)− (C − Cd + Cs)eVsd], (13.56)

where

A(N) ≡ 2C(εn − µ0)− 2(Cd + Cs)µ0 + e2[2(N − N0)− 1]. (13.57)

When N is used as a parameter, relations (13.55) and (13.56) represent two families of straight lines Vg(Vsd) with positive
and negative slopes, respectively. For a symmetric dot, the slopes are of different sign. These two families define a set of
parallelograms that tile the (Vsd, Vg) plane as shown in Fig. 13.19. This pattern is referred to as a Coulomb diamond.

13.4 DISORDER IN MESOSCOPIC SYSTEMS

A perfectly ordered crystal is an idealization; disorder is typically unavoidable. Disorder can take on different forms:
point defects, interstitial atoms, dislocations, magnetic disordering, or the presence of impurity atoms. The degree of
disorder can vary from very weak, for a metal with a very low impurity density, to very strong, for amorphous materials.

eVsd

eVG

 

 

Ν − 1

Ν + 1

ΔΝ+1+ΕC

(ΔΝ+1+ΕC)/αGΝ

FIG 13.19 Coulomb diamond pattern for a quantum dot in the (eVsd , eVg)

plane. For Vsd = 0, the black points along the eVG axis indicate the
positions of the Coulomb peaks discussed in connection with
Fig. 13.18. For finite bias, Coulomb blockade is present in the
bright areas where no level of the dot occurs between µL and µR.
In the gray areas, a single dot level lies between µL and µR, and the
dot serves as a single-electron transistor for finite range of VG. In
the dark areas, a couple of dot levels lie between µL and µR, and
the dot serves as two-electron transistor for finite range of VG.

Disorder plays a crucial role in many branches
of physics, chemistry, and engineering. In low-
dimensional systems, its effects can be dra-
matic. For example, in space dimension d≤ 2,
in absence of spin-orbit coupling, any amount
of disorder leads to electron localization, and
the system becomes an Anderson insulator (pro-
vided its size L exceeds the localization length ξ ).
This kind of disorder will be discussed further in
Chapter 19, which is linked to the book web page.
In this section, we focus on the effect of disorder
in mesoscopic systems, where L� `ϕ , ξ .

13.4.1 DISORDER IN
QUANTUM DOTS

Disorder in quantum dots can result from a vari-
ety of causes. If the boundaries of the dot are
corrugated, and/or if there are imperfections in
the semiconductor material on which the quan-
tum dot is fabricated, or if impurities are present
in the dot itself, quenched disorder can occur (see
Sec. 12.9.3). A quantum dot with disorder can be
regarded as a confined region which will give rise
to chaotic classical dynamics: A point particle moving in the dot, subject to the disordered potential and reflected from
its walls, will not possess any conserved quantities except energy. Chaotic motion will also occur in cases where there
are no impurities and the boundaries of the dot are smooth, but the geometrical shape has low symmetry. The motion of
the particle in the dot will be ballistic, but the classical dynamics can be chaotic. Examples of chaotic classical dynamics
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are dots with impurities, dots in the form of a stadium, or in a form of a square billiard with a circular block at one of
its corners (or in the middle of the square). Figure 13.20 shows these examples of dots with classical trajectories that
are chaotic.

Disorder, and classical chaos, can greatly affect electron transport through a quantum dot. For weak disorder, the
motion of electrons in the dot is diffusive in the sense that `el � L � `ϕ . In diffusive mesoscopic systems, the dimen-
sionless conductance displays significant sample-to-sample fluctuations. The main question of physical interest in such

(a) (b) (c)

FIG 13.20 A particle (empty circle) moves in a quantum dot with two
ports. (a) Quenched disorder due to impurities (filled
circles). (b) Ballistic motion in a stadium. (c) Ballistic
motion in a rectangular domain with a blocked corner (the
somewhat more familiar Sinai billiard has a disk removed
from the center of the rectangle).

systems is not related to the conductance (or other physi-
cal properties) of a specific system, rather to the statistical
behavior of transport quantities. For example, in a collec-
tion of quantum dots {Di} with slightly different shapes,
Fermi energy, or applied magnetic field, the dimension-
less conductances {gi} correspond to a random variable
g with a probability distribution P(g). For quantum dots
in the Coulomb blockade regime, other observables have
interesting statistical properties in addition to the conduc-
tance. Within a given ensemble of quantum dots, the dis-
tance between two Coulomb blockade peaks will fluctu-
ate, as well as the peak heights.

13.4.2 DISORDERED SYSTEMS AND RANDOM MATRICES

In mesoscopic systems with disorder (or with classical chaos), the statistical properties of physical observables have
interesting characteristics. A mathematical formalism geared to obtaining the statistical properties of the eigenvalues
of measurable operators for these systems is random matrix theory (RMT) [131, 207, 209, 228]. RMT cannot be fully
covered in this book; however, some results derived within RMT will be presented here without proof.

Random Matrix Theory: Gaussian and Circular Ensembles

The concept of random matrices was introduced into physics by Wigner to model systems having very complicated
spectra, such as highly excited states of heavy nuclei.

To introduce the concept of random matrices, let us consider an ensemble of real symmetric matrices {M} of dimension
N × N that have the following properties:

1. M is symmetric.
2. Each entry of M is a random variable.
3. {Mij} are independent, subject to symmetry constraints.
4. The elements {Mij} have the same distribution ∀ i, j.
5. 〈Mij〉 = 0 ∀ i, j, where 〈·〉 refers to expectation with respect to the distribution.
6. 〈M2

i6=j〉 = 1 and 〈M2
ii〉 = 2.

7. All the moments of Mij are finite.

Let us cite a few results regarding the distribution of eigenvalues of M for such matrices of large dimension. Using a
theorem by C. Tracy and H. Widdom, it is possible to show that the probability that the largest eigenvalue of M is smaller
than 2

√
N + 13N−1/6 tends to 1 as N → ∞. Therefore, due to symmetry, the spectrum of M is a set of N eigenvalues

lying “mostly” in the interval [−2
√

N, 2
√

N]. For this reason, it is sometimes useful to consider the normalized matrix
M̄ = M/

√
N whose spectrum lies mostly within the interval [−2, 2]. A natural question is, how are the eigenvalues

{λi} of M̄ distributed on the interval [−2, 2]? For large N, we can consider a distribution ρN(E) such that ρN(E)dE is
the number of eigenvalues in the interval [E, E + E]. For finite N, ρN(E) consists of a series of delta functions, and the
integrated density of states,

∫ E
−2 dx ρN(x), is a monotonic function of E, varying between 0 and N. For N → ∞, the
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Wigner semicircle law states that ρN(E) weakly converges to

ρ(E) =
1

2π

√
4− E2. (13.58)

Wigner–Dyson Matrix Ensembles: There are many physical systems that exhibit some kind of randomness, such as
the spectra of heavy nuclei, disordered electronic systems, photon mode frequencies in irregular cavities, and scattering
matrices for scattering from impurities. The latter requires an extension of the requirements imposed on real symmetric
matrices to other classes of matrices (unitary matrices), as developed by Wigner and Dyson, see below.

In the Wigner–Dyson RMT formalism [207], one considers an ensemble H of matrices {H} that is related to a physical
system that displays some sort of randomness. The relevant physical system possesses (or lacks) special symmetries
such as time-reversal and/or spin-rotation invariance. The elements hij of a matrix H ∈ H are random numbers with a
certain distribution, constrained by the symmetries of the system. A matrix H is drawn from H with a certain distribution
P(H). The probability to sample a matrix from the ensemble and obtain a result between H and H + dH is P(H)dH,
where dH =

∏
i<j dhij

∏
i dhii =

∏
i<j dRe[hij] dIm[hij]

∏
i dhii.

Gaussian Ensembles: Anticipating the matrix H to correspond to the Hamiltonian H of a physical system, Wigner and
Dyson suggested a specific form for P(H) in the case that H is an ensemble of Hermitian N × N matrices,

P(H) = Cβ e−β Tr[HH†], (13.59)

where Cβ is a normalization constant (its dependence on N will not be explicitly indicated), and the parameter β counts
the number of degrees of freedom in a typical matrix element of H. We will encounter ensembles of real symmetric
matrices, complex Hermitian matrices, real quaternionic matrices (see below for the precise definition), and unitary
matrices, {S}. Each one of the first three ensembles represents a disordered system whose Hamiltonians have definite
symmetry properties with respect to time-reversal and spin rotation, whereas the last ensemble represents an S matrix
describing scattering from a disordered system. For the first three ensembles, β takes on values β = 1, 2, 4, respectively,
and the corresponding three matrix ensembles are collectively referred to as Gaussian Ensembles. For this reason, β is
also referred to as the symmetry parameter. A technical remark might be in order: Once a matrix derived from a physical
system is considered (for example, the Hamiltonian of a disordered quantum system), some care must be exercised in
order that the exponent in Eq. (13.59) is dimensionless. This can always be achieved by dividing H with some appropriate
energy scale of the system.

Joint Eigenvalue Distribution: Let us write the Hermitian matrix as H = U†3U, where U is the unitary (or orthogonal)
matrix of eigenvectors diagonalizing H and 3 = diag{λi}, i = 1, 2, . . . , N, is the diagonal matrix composed of the
eigenvalues of H. Then P(H) is independent of U, which means the U is uniformly distributed over the corresponding
unitary group of matrices that diagonalize H. Then, one can write dH = J d[U]

∏N
i=1 dλi, where d[U] is the measure

of the corresponding unitary group (the so-called Haar measure), and J =
∏N

i<j=1 |λi − λj|
β is the Jacobian resulting

from the variable transformation dH → d[U]
∏N

i=1 dλi. After integrating over [U], we obtain the joint distribution of
eigenvalues, P(λ), that specifies the probability that the N eigenvalues λ ≡ (λ1, λ2, . . . , λN) of H are located in the
infinitesimal interval [λ,λ+ dλ] [207],

P(λ1, λ2, . . . , λN) ≡ P(λ) = Cβ
∏
i<j

|λi − λj|
βe−β

∑N
i=1 λ

2
i . (13.60)

Note that the probability distribution vanishes when two levels coincide; this is referred to as level repulsion and is a
hallmark of chaotic systems. The eigenvalues of the random matrix H cannot fluctuate independently and approach each
other arbitrarily closely. In other words, they are correlated. As we shall see below, this feature has been experimentally
verified for physical systems.

Once we know the joint distribution of eigenvalues, we are able to compute statistics of observables. Any function
O(λ1, λ1, . . . , λN) that depends only on the eigenvalues of H can be averaged as,

〈O〉 =
∫

dλO(λ)P(λ). (13.61)
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In particular, the averaged density of eigenvalues, ρ(E), is

ρ(E) = 〈ρ(E;λ)〉, where ρ(E;λ) ≡
N∑

i=1

δ(E − λi). (13.62)

Another important spectral property is the density–density correlation function,

C(E1, E2) ≡ 〈ρ(E1;λ)ρ(E2;λ)〉. (13.63)

Circular Ensembles (Random Unitary Matrices): For the study of the statistics of transport properties in quantum
dots attached to two narrow leads using RMT, we do not use the ensemble H of random Hermitian matrices, but rather
random unitary matrices. This is because the physical properties of scattering from a disordered system that we typi-
cally seek is determined by the unitary S matrix, Eq. (13.10), so we need to consider an ensemble U of random uni-
tary (NL + NR) × (NL + NR) matrices, referred to as a Circular Ensemble (CE). Here, NL and NR are the number of
open channels in the left and right leads, respectively. There are three circular ensembles, characterized by the value
of the symmetry parameter β = 1, 2, 4. The circular ensembles are characterized by the distribution P(S) = constant.
The scattering matrix is uniformly distributed in the unitary group U(NL + NR), subject to the constraints imposed by
the presence or absence of time-reversal and spin-rotation symmetries. Unlike for the Hermitian matrix ensembles, where
P(H) contains the symmetry parameter β, see Eq. (13.59); here, β enters only when the joint distribution of eigenvalues
is considered. Because S is unitary, its eigenvalues are unimodular complex numbers λn = eiφn , n = 1, 2, . . . , NL + NR,
and the angles {φi} are called eigenphases. The joint distribution of eigenphases of the S matrix is derived from P(S) =
constant as

P(φ1,φ2, . . . ,φNL+NR) = Dβ
∏
m<n

∣∣eiφm − eiφn
∣∣β , (13.64)

where Dβ are normalization constants for the circular ensembles.

The Symmetries of the Three Gaussian Ensembles

The relevant symmetries in disordered systems are time-reversal and spin-rotation invariance. If the system conserves
time-reversal invariance, T HT −1

= H, and T 2
= 1, then all matrices in the ensemble can be chosen to be real and

symmetric. A real symmetric matrix can be diagonalized by an orthogonal matrix transformation, hence the corresponding
ensemble is referred to as a Gaussian orthogonal ensemble (GOE). This corresponds to the symmetry parameter β = 1.
The physical system for β = 1 corresponds to a disordered system of spinless particles without the presence of a magnetic
field. If time-reversal symmetry is not present, e.g., for systems with an external magnetic field, the Hamiltonian matrix is
complex, and the corresponding ensemble consists of random complex Hermitian matrices. A complex Hermitian matrix
can be diagonalized by a unitary matrix. Therefore, the corresponding ensemble is referred to as a Gaussian unitary
ensemble (GUE). This corresponds to symmetry parameter β = 2. Finally, if the system is time-reversal invariant,
T HT −1

= H, but T 2
= −1, the system describes particles with half-integer spin, e.g., electrons when spin–orbit

coupling is present (so that spin rotation symmetry is not present), in the absence of an external magnetic field (so that
time-reversal symmetry is present). The corresponding random matrices have even dimension, 2N × 2N, and in addition
to being Hermitian, they can be written as N2 blocks of 2 × 2 matrices of the form a1 − ib · σ , where the scalar a and
the vector b are real and σ is the vector of Pauli matrices. Such a 2 × 2 matrix is called a real quaternionic matrix.2

To expose the structure of the Hamiltonian containing blocks of real 2 × 2 quaternionic matrices that are time-reversal
invariant, recall from Sec. 4.4 that for spin 1/2 particles, T = −iSyK, where K is the complex conjugation operator. For a
2N × 2N Hamiltonian, −iSy = −(ih̄/2)σy ⊗ 1N×N . In analogy with our discussion of the GOE and the GUE ensembles,
we now look for a matrix that diagonalizes the 2N × 2N Hamiltonian matrix that has the structure of N2 blocks of

2 Note that the elements of the real quaternionic matrix are not necessarily real; a and b are real.
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2× 2 real quaternionic matrices. Consider a 2N × 2N real and unitary matrix M with the property, MT SyM = Sy, which
reduces to

MT
(

0 1N×N

−1N×N 0

)
M =

(
0 1N×N

−1N×N 0

)
.

Such a matrix is called a symplectic matrix. The set of symplectic matrices {M} form a group called the symplectic group,
denoted as Sp(N). The ensemble of Hermitian random matrices {H} composed of N2 blocks of real quaternionic matrices
is referred to as a Gaussian symplectic ensemble (GSE) and corresponds to symmetry parameter β = 4. A theorem from
quaternion algebra states that a matrix H in the GSE can be diagonalized by a symplectic matrix M,

H = M

[
λN 0
0 λN

]
MT ,

where λN = diag(λ1, λ2, . . . , λN) is the set of eigenvalues of H. Therefore, every eigenvalue is at least doubly degenerate
(Kramers degeneracy).

Problem 13.11

Consider the 4×4 matrix H of 2×2 block form,

H =

(
0 a+ ib · σ

a− ib · σ 0

)
,

where a = 1 and b = (1, 2, 3). Find its eigenvalues and verify the Kramers degeneracy.

Answer: The eigenvalues are ±
√

15, where each is twofold degenerate.

Problem 13.12

Show that a 2×2 real quaternionic matrix a− ib · σ with real scaler a and vector b is invariant under time reversal.

Hint: Use T ST −1
= −S and T iT −1

= −i.

The ensemble nomenclature, Orthogonal, Unitary, and Symplectic, correspond to β = 1, 2, 4, respectively, and this
nomenclature is also used for the circular ensembles, referred to as circular Orthogonal, circular Unitary, and circular
Symplectic ensembles (COE, CUE, and CSE).

13.4.3 APPLICATION OF RANDOM MATRIX THEORY TO DISORDERED MESOSCOPIC
SYSTEMS

Random matrix theory can be used for analyzing statistical properties of spectra and transport observables. In the first
case, the starting point is identification of the system’s Hamiltonian, H, with a random matrix H belonging to one of the
Gaussian ensembles according to the symmetries of the system. In the second case, the starting point is the identification
of the scattering matrix, S, with a random unitary matrix that belongs to the circular ensemble possessing the symmetries
of the system. We briefly present a few examples.

Level Correlations and Nearest Level Spacings

The fact that the Hamiltonian H of a disordered physical system is distributed according to one of the Wigner–Dyson
Gaussian ensembles requires justification. For statistics of energy levels of heavy nuclei, justification was established by
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Wigner and Dyson [207]. For a quantum dot in the diffusive regime (where the dot is sometimes called a metallic grain),
this justification was established on energy scales below the Thouless energy defined in Eq. (13.4); see Refs [131, 209,
228] for more details.

The spectral properties of isolated dots with no contact to leads (the openings shown in Fig. 13.20 are assumed closed)
can be investigated within RMT. The main calculational effort in RMT is the evaluation of averages and correlations, similar
to those in Eqs (13.62) and (13.63). Powerful methods have been developed in Ref. [209] to perform this kind of stochastic
integration. Much progress has been made, but there are still many quantities that cannot be obtained in closed form.

For example, the density–density correlation function (13.63) was calculated for the GUE at small energy difference
E2 − E1 � (EN − E1) [207] to be

R2(ω) ≡
C(E + ω

2 , E − ω
2 )

ρ2(E)
= δ(s)+ 1−

sin2 πs

(πs)2
. (13.65)

Here, s=ω/1(E) denotes the level spacing in units of the mean level spacing at energy E, 1(E) = 1/(ρ(E)N).

Level Fluctuations and Nearest Neighbor Spacing Distribution: The study of level fluctuations in disordered physical
systems is a powerful tool for identifying the symmetry class and the degree of chaos. Level fluctuations can be obtained
directly once the spectrum is measured. A spectrum of two systems A and B that are different only in the configuration of
disorder, or a spectrum of two chaotic systems, where the shapes of their boundaries are slightly different, show energy
level fluctuations, λn(A) 6= λn(B). But the information gained from the fluctuation of each level separately is not very rich.
A much more interesting quantity that can be measured in the same type of experiment is the fluctuation in the nearest
level spacing distribution, i.e., fluctuation of the differences qn ≡ λn+1−λn. This quantity introduces correlations among
all levels because if λ2−λ1 fluctuates, it automatically affects the fluctuation of λ3−λ2, and so on. A physically relevant
question in this respect is, what is the probability of find two levels whose spacing qn is such that q ≤ qn ≤ q+ dq. This
probability P(q)dq is very sensitive to the symmetries of the single-particle Hamiltonian. Before proceeding, we need to
solve a technical problem.

Spectral Unfolding: In many physical systems, the density of levels is not uniform. For example, in atomic or nuclear
systems, the lower levels are well separated from each other, whereas at higher energy, the levels become more and
more dense. Comparing the fluctuations of level spacings in both energy domains does not make sense. The study of
level fluctuations of, say, λ2 − λ1 and λ1002 − λ1001 on the same footing is meaningless, if the first energy difference
is orders of magnitude larger than the latter. We are interested in a spectrum where the average spacing between two
adjacent levels is identical on all energy scales, and our interest is focused on their fluctuations. There is a special
procedure to transform a spectrum with energy-dependent averaged density of states to a spectrum with constant average
density of states ρ(E) = ρ in which the mean level spacing between two adjacent level is constant. This procedure is
called unfolding. It does not affect the nature of level fluctuations. The technical details of the unfolding procedure will
not be described here. It is pictorially illustrated in Fig. 13.21. From now on, when discussing level fluctuations, we

(a) (b)

E E

FIG 13.21 (a) Spectrum before unfolding. The average density of states and
the mean level spacing are energy dependent. The low-lying states
are widely separated, and the definition of mean level spacing is
useless there. (b) Spectrum after unfolding. The average density of
states is constant and so is the mean level spacing. But the level
spacing fluctuates around the mean. This is where Eq. (13.66) is
applicable.

assume that the average density of states is uni-
form, and so is the mean level spacing 1 =

1/(Nρ), which will then serve as an energy scale
for the study of level fluctuations.

How does the spacing between two adjacent
eigenvalues fluctuate around its mean value after
the spectrum is unfolded? Let us assume that the
eigenvalues {λn} of a random matrix H ∈ H are
ordered as λ1 < λ2 < . . . < λN and define a
random variable for the level spacing as,

sn ≡
λn+1 − λn

1
≥ 0. (13.66)
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FIG 13.22 Energy spectrum λn (left ordinate), shown as a solid curve and
level spacings sn (right ordinate), shown as dots, as function of n.
The overall dependence of λn on n is linear, indicating that the
average density of states is constant. Yet {sn} fluctuate around the
mean level spacing, 1 = 1 (dashed line). (Reproduced from Castro
Neto, et al. [214].

Note that s is dimensionless. An example of near-
est level spacing fluctuations in a matrix whose
spectrum is unfolded is shown in Fig. 13.22,
where we plot the eigenvalues {λn} and the near-
est level spacings {sn} of some random matrix as
function of n. In this figure, we see that the aver-
age density of states is constant, but the nearest
level spacings fluctuate around their mean value
that, for the data chosen, is 1 = 1. Therefore,
we define the nearest level spacing distribution
Pβ(s) of a given random matrix ensemble char-
acterized by symmetry parameter β (and with
unfolded spectrum) as follows: The probability
that there are two adjacent levels whose spacing
lies between s and s + ds is Pβ(s)ds. The con-
straints imposed by normalization and mean level
spacing of unity requires the equalities,

∞∫
0

ds Pβ(s) =

∞∫
0

ds sPβ(s) = 1. (13.67)

The calculation of Pβ(s) directly from the joint probability distribution requires N point correlations, much higher than the
two-point correlation defining C(E1, E2) in Eq. (13.61). For N = 2, using Eq. (13.61), withO(λ1, λ2) = δ(s−|λ1−λ2|),
the required integral has the form

Pβ(s) = Cβ

∞∫
−∞

dλ1dλ2|λ1 − λ2|
βe−β(λ

2
1+λ

2
2)δ(s− |λ1 − λ2|) = Cβ sβ e−Aβ s2

, (13.68)

FIG 13.23 Nearest level spacing distributions P(s) for the three Gaussian
ensembles, GOE, GUE, and GSE (β = 1, 2, and 4).

where the constants Cβ is fixed by the normaliza-
tion constraint [the first equality in Eq. (13.67)]
and Aβ results from the integral (you will calcu-
late it in Problem 13.13). The physical meaning
of Aβ is that it controls the dependence of nearest
level fluctuations at large distances. On the other
hand, the level repulsion at short distance (van-
ishing of Pβ(s) as s → 0) is controlled by the
powers sβ before the Gaussian factor. Expression
(13.68) is referred to as the Wigner surmise. It
was conjectured to hold also for random matri-
ces of arbitrary size (and this was numerically
confirmed). Based on the constants calculated in
Problem 13.13, the nearest level spacing distribu-
tions for the three Gaussian ensembles are plotted
in Fig. 13.23.

Problem 13.13

Use the two normalization constraints and unit average level spacings specified in Eq. (13.68) to find Cβ and Aβ for

β =1,2,4. Use the following relations,
∫
∞

0 dxxne−ax2
= a−1/2−n/20[(1+ n)/2]/2 =

√
π

2
√

a
, 1

2a ,
√
π

4a
3
2

, 1
2a2 , 3

√
π

8a
5
2

, 1
a3 ,
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for n = 0, 1, 2, 3, 4, 5.

Answer: C1 =
π
2 , A1 =

π
4 , C2 =

32
π2 , A2 =

4
π

, C4 =
218

729π3 , A4 =
64
9π .

The Wigner surmise holds also for the level spacing distribution calculated for chaotic quantum dots such as the
stadium or the Sinai billiard displayed in Fig. 13.20(b) and (c) (albeit without leads).

The quantity P(s) is sensitive to the symmetry parameter β, as is clear from (Eq. 13.68). Moreover, it is a good
indicator of whether a system is disordered (or chaotic) or integrable. It was shown by M. V. Berry and M. Tabor that for
a generic integrable system, P(s) = e−s, i.e., the distribution is that of a Poisson process. The main difference between
the Poisson statistics and the Wigner surmise is that in the latter case, there is a level repulsion at small s, implying
that levels are correlated and interact with each other, whereas in the former, there is no level repulsion at small s and
levels are completely independent. The Wigner surmise result for nearest level fluctuations, and level repulsion has been
experimentally verified in a series of experiments, see for example Ref. [210].

Universal Conductance Fluctuations

Consider the measurement of electrical conductance, G = 2e2g/h ≡ G0g, performed on several disordered mesoscopic
systems that differ from each other only in their disorder configurations (otherwise, they have identical geometry and
symmetry). Here, G0 = 2e2/h is the quantum unit of conductance, and the factor 2 results from spin degeneracy. The
measured (dimensionless) conductance g will vary from sample to sample, a phenomenon referred to as sample-to-
sample fluctuations. Sample-to-sample fluctuations result from quantum interference and occurs in disordered systems.
Sample-to-sample fluctuations, and the dependence on the symmetry parameter β, can be analyzed within RMT.

The statistical consequence of sample-to-sample fluctuations is that the dimensionless conductance g will obey a
certain distribution P(g). In several cases, RMT is capable of predicting the first two moments of P(g), i.e., the averaged
conductance 〈g〉 and its variance Var(g), defined as,

〈g〉 ≡
∫

dg gP(g), Var(g) ≡ 〈g2
〉 − 〈g〉2. (13.69)

From the analysis of the Landauer formula, we expect that 〈g〉 is of order Nc, the number of open channels. What is less
expected is that Var(g) ' 1, and its precise value depends mainly on the symmetries of the system under time reversal
and spin rotation, and not on the detailed form of the disordered potential (it might depend weakly on the shape of the
conductor). This phenomenon is referred to as universal conductance fluctuations (UCF). In particular, Var(g) decreases
by a factor of 2 when time-reversal symmetry is broken (e.g., by a magnetic field). This result was originally proven
using the technique of diagrammatic perturbation theory, where the terms in the perturbation expansion are represented
by Feynman diagrams. It was shown that breaking time-reversal symmetry suppresses one (of two) classes of diagrams,
hence the factor 2. For a conductor in a form of a long wire, the expression Var(g) = 2/(15β) was derived using RMT.
Additional results pertaining to quantum dots will be discussed below.

Average Conductance: Having listed some general statements about the conductance fluctuations in general, it is instruc-
tive to present some examples where RMT is elegantly employed to yield analytical results that can be experimentally
tested. For this purpose, we consider a chaotic quantum dot shown as in Fig. 13.20(b) with two ports supporting NL

and NR propagating channels through which electrons can enter and leave. Classically, a point particle executes chaotic
motion which implies that the transmission and reflection probabilities are equal. Quantum mechanically, the transmission
probability is slightly smaller than the reflection probability, due to weak localization that results from constructive inter-
ference of pairs of time-reversed trajectories. The deviation of the quantum transmission coefficient from the classical
one is referred to as the weak localization correction to the conductance.
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Because the distribution P(S) for all three circular ensembles, COE, CUE, and CSE, is constant, the distribution of all
its squared matrix elements can be evaluated within RMT. The result is

〈|Smn|
2
〉 =

β + (2− β)δnm

β(NL + NR − 1)+ 2
, n, m = 1, 2, . . . , NL + NR. (13.70)

To get the conductance according to the Landauer formula, we have to sum over 1 ≤ n ≤ NL incoming modes and
NL + 1 ≤ m ≤ NL + NR outgoing modes, which yields

〈g〉 =
NL+NR∑

m=NL+1

NL∑
n=1

〈|Smn|
2
〉 =

βNLNR

β(NL + NR − 1)+ 2
. (13.71)

From Eq. (13.71), we see that the conductance of disordered (or chaotic) system is increasing as a function of magnetic
field strength. The increase of 〈g〉 as β changes from 1 to 2 is related to the phenomenon of negative magnetoresistance
in 2D systems, one of the hallmarks of weak localization phenomena described in Sec. 13.7.2. An intuitive explanation
is as follows. Assume that an electron moves in a 2D sample starting at some point A. What is the probability that it will
return to this point after time t? For describing this process, we imagine a closed curve starting and ending at A as in
Fig. 13.45. For every such closed curve, there is an identical closed curve, the time-reversed curve, that the electron can
take on its way from A to A. In the absence of a magnetic field, the phase accumulated by the wave functions along these
two curves is identical, and there is constructive interference at A leading to enhanced backscattering. When a magnetic
field is applied, the phases gained by the electron along the two time-reversed paths are different, and there is no strong
backward interference (see Sec. 13.7.2).

Higher conductance for β = 4 is due to a different mechanism leading to the absence of enhanced backward scattering.
It occurs when the magnetic field is absent, but there is a strong spin–orbit interaction. From our discussion of the
Aharonov–Casher effect in Sec. 9.5.2, we conclude that a spinor going along a closed loop acquires an SU(2) phase factor
[see Eq. (9.206)]. Because of this, the two paths along time-reversed closed loops starting and ending at a given point
A interfere destructively, which leads to a higher conductance. This phenomenon is referred to as weak antilocalization
induced by spin–orbit coupling.

Problem 13.14

Assume that the classical conductance through each port is proportional to the number of propagating channels and
that the classical resistance of the dot can be calculated in series, R = RL + RR. (a) Calculate the classical
dimensionless conductance gclass.
(b) Calculate the weak localization correction to the conductance.

Answer: (a) gclass = 1/R = 1/(RL + RR) = 1/(1/NL + 1/NR) = NLNR/(NL + NR). (b) δg = 〈g〉 − gclass.

Variance of the conductance: To calculate the variance, note that

g2
=

 NL+NR∑
m=NL+1

NL∑
n=1

|Smn|
2

2

,

where the expression inside the square brackets is the conductance according to the Landauer formula. Performing the
integration of g2 over the measure of the unitary group and subtracting 〈g〉2 yields, for large values of channel numbers
NL, NR � 1,

Var(g) =
2(NLNR)

2

β(NL + NR)4
=

1

8β
(for NL = NR). (13.72)
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This shows that fluctuations are universal. The calculations presented above are carried out for chaotic systems, as shown
in Fig. 13.20(b) and (c), and show that the conductance fluctuations are independent of the shape of the dot and that the
fluctuations are proportional to β−1. These physical consequences are valid also for a quantum dot with impurities, as
shown in Fig. 13.20(a). In this case, we consider many samples having the same average impurity disorder but different
realizations of impurity configurations. As long as we are in the diffusive regime [see definition in Eq. (13.1)], there is
neither dependence on the details of disorder, nor on the geometry of the dot, nor of its size. The conductance fluctuations
depend only on the symmetry of the Hamiltonian with respect to time-reversal and spin-rotation operations. Experimen-
tal tests of universal conductance fluctuations and further discussion are found elsewhere [131]. One way to observe
such fluctuations is to apply a weak magnetic field on a disordered system and vary the magnetic field. As long as the
magnetic field remains weak, this variation is equivalent to keeping the magnetic field fixed and changing the impurity

H(T)

Δg

-1

 1

 0

0 2 4 6

FIG 13.24 A typical experimental result showing the dimensionless
conductance of a narrow wire, shifted to have zero mean, versus
magnetic field. The conductance displays universal conductance
fluctuations that are time independent and completely reproducible.
The root mean square is close to

√
1/15 in accordance with the

RMT prediction for a wire, Var(g) = 2/(15β) with β = 2 (the
unitary ensemble is appropriate due to the presence of the magnetic
field).

FIG 13.25 The RMT prediction of the distribution P(T) of the transmission
coefficient for a disordered wire with a single propagating mode for
the three symmetry classes. For the orthogonal ensemble, β = 1,
P(T) is peaked at T = 0, for the unitary ensemble, β = 2, P(T) is
uniform, and for the symplectic class, β = 4, and P(T) is peaked at
T = 1.

configurations in the sample (this kind of equiv-
alence is referred to as ergodicity, we shall not
discuss it here). An example of results of a typi-
cal experiment is displayed in Fig. 13.24.

Conductance Distribution, P(g): We have
indicated after Eq. (13.69) that 〈g〉'Nc and
Var(g)' 1. For large Nc, the conductance of the
dot has a Gaussian distribution. However, for
small Nc' 1, or more precisely, when the fluc-
tuation of g is of the order of its mean, the
conductance distribution P(g) is not Gaussian.
Within RMT, the distribution of the transmission
coefficients {Tn}, defined in Eq. (13.9), can be
derived. If there is only one channel, then g = T1

and therefore P(g) = P(T1). In this case, RMT
encodes the distribution of the conductance, and
yields [209]

P(T) =
1

2
β T

β
2−1, T ∈ (0, 1). (13.73)

This expression is sensitive to the value of
the symmetry parameter β. When time-reversal
invariance is broken (β = 2), the ensemble is
CUE and P(g) = 1 is uniform (since for 1 chan-
nel, g = T). When time-reversal and spin rota-
tion invariance are both conserved, the relevant
ensemble is COE and P(T) is strongly peaked at
g = 0. Finally, for the CSE (time reversal con-
served with T 2

= −1 P(T) is peaked at T = 1).
The distribution of the transmission coefficient
for a disordered wire with a single propagating
mode for the three symmetry classes is shown in
Fig. 13.25.

Problem 13.15

Calculate 〈g〉 and Var[g] for the three-symmetry classes based on Eq. (13.73).
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Answer:

〈g〉 =

1∫
0

dggP(g) =


1
4 (β = 1)
1
2 (β = 2),
2
3 (β = 4)

, Var[g] =


11
80 (β = 1)
1

12 (β = 2).
5

18 (β = 4)

13.5 KONDO EFFECT IN QUANTUM DOTS

The Kondo effect, discovered in the 1930s, is a many-body phenomenon at the heart of a fundamental problem in the
physics of dilute magnetic alloys. Consider the conductivity of a metal (e.g., copper) when it contains a very low con-
centration of magnetic impurity atoms, e.g., Cr. The magnetic impurity atoms are strongly localized in the host metal,
hence, the underlying physics involves localized magnetic moments. The localized moments are coupled to the con-
duction electrons and affect the low-temperature electrical conductivity, since they act as scattering centers and tend to
increase resistivity. Experiments showed that at low temperature, the resistivity of metals has a shallow minimum at a
temperature near 10 K, below which it increases and eventually saturates at T = 0. In 1964, it was shown by Jun Kondo
that this phenomenon is due to antiferromagnetic exchange scattering between the itinerant electrons and the localized
magnetic moments. The shallow minimum represents a competition between the phonon contribution to resistivity, which
diminishes as T5 as T → 0, and the magnetic scattering due to the exchange interaction, Js · S, between the spin s of
itinerant electrons and the magnetic impurity spin S. This phenomenon pertains to the Kondo effect in bulk metals. In
1998, it was found that the Kondo effect also occurs in quantum dots, where the role of the localized moment is played
by an electron trapped in the dot. This Kondo effect in quantum dots will be discussed in this section. It has some salient
features that makes it different from the Kondo effect in bulk metals. A full discussion requires familiarity with theoretical
tools presented in Sec. 18.14, linked to the book web page.

The constant-interaction model, while successful in encoding the energetics of charge transfer through quantum dots,
ignores the important effects of quantum coherence and the complexities that result due to exchange interactions arising
from Coulomb repulsion between the electrons in the dot and the electrons in the leads. Strong Coulomb repulsion makes
it energetically unfavorable for the addition of an electron to the dot if the dot is in a Coulomb blockade valley. If the
number of electrons in the dot is odd, the single unpaired electron left in the dot behaves as a localized magnetic moment.
The derivation of the exchange interaction is qualitatively explained below and further worked out in Sec. 18.13.13
(Chapter 18 is linked to the web page of the book). These many-body aspects must be taken into account at low tempera-
tures, where they affect the behavior of the conductance in a dramatic way. The electron–electron interaction, combined
with the Pauli exclusion principle suggests a description of a quantum dot in terms of the Anderson impurity model,
which is discussed in Sec.18.13. Some important differences between the Kondo effect in bulk metals and the Kondo
effect in quantum dots are as follows.

(1) The Local Moment Regime. In a metal containing magnetic impurity atoms (e.g., Cr atoms in copper), the impu-
rity atoms are localized. Achieving the local moment regime in quantum dots requires special conditions. The role of
localized magnetic moment is played by an electron trapped in the quantum dot. The number of electrons in the dot
must be odd for it to have a nonzero spin, as shown in Fig. 13.18. Moreover, the probability for the electron to escape
from the quantum dot, or for other electrons to jump into the dot, should be very small. This is the case if the Coulomb
repulsion between electrons on the dot is much larger than the width of the energy levels of the electrons inside the dot.
The unpaired electron occupies the upper energy level, and the ground state of the isolated dot is a spin doublet.
(2) Measurable Quantities. The Kondo effect in bulk metals can be observed in measurements of both equilibrium
properties (such as the magnetic susceptibility χM) and response functions (such as the electric conductivity σ ). The
experimental observables in the quantum dot system are related to transport measurements, in particular, the electric
conductance G.
(3) Low Temperature Physics. For the Kondo effect in bulk metals, the resistivity increases from a shallow minimum
at small T to a larger value at T = 0. In quantum dots, the temperature dependence is different. As discussed below,
the density of states exhibits a resonance peak at the Fermi energy [the Abrikosov–Suhl resonance, see Eq. (13.78)

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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FIG 13.26 (a) Quantum dot as an Anderson impurity. The dot chemical
potential µD = εd is tuned by the gate voltage to be deep in the
Coulomb blockade valley with very small level broadening 0,
corresponding to Fig. 13.17(a), with equal chemical potentials
µL = µR = εF = 0. The number of electrons in the dot is odd
(only the single electron in the upper level is shown), see
Fig. 13.18. (b) Density of states of the dot electron has broad
maxima at εd and εd + U and a narrow peak at εF = 0 (referred to
as the Abrikosov–Suhl peak).

and Fig. 13.26]. This leads to a conductance max-
imum at T = 0.

13.5.1 THE DOT KONDO
HAMILTONIAN

The first problem is to identify the relevant
Hamiltonian that includes the metallic electrodes
attached to the dot, the local moment in the dot,
and the weak tunneling of electrons in and out of
the dot. Consider a quantum dot in the configu-
ration shown in Fig. 13.17(a), with almost zero
bias, µL ≈ µR equal to the Fermi energy εF = 0
in the leads (recall that at low temperature,
the chemical potential in metals approximately
equals the Fermi energy). Within the Coulomb
blockade picture, the state of the dot is deep in
the valley between two Coulomb blockade peaks,
and the conductance is almost 0.

The quantum dot shown in Fig. 13.17(a) has
the following properties. Electrons from the lead can hop in and out of the dot. A single-particle level in the dot can
accommodate two electrons only if they have opposite spins. Using the Fermi energy as reference (taking εF = 0) and
denoting the upper energy of the dot by εd < 0, the dot can accommodate 0, 1, and 2 electrons with corresponding
energies 0, εd, and U + 2εd, where U = Ec is the charging energy. A model for quantitatively describing such a system
is the celebrated Anderson impurity model, for which the 1D Hamiltonian operator that operates on the N electron wave
function 9(n1σ1, n2σ2, . . . , nNσN) is

H = −
∑
niσi

1ni − εd

∑
niσi

δni0 + V
∑
iσi

δni0 (|ni, σi〉〈ni ± 1, σi| + |ni ± 1, σi〉〈ni, σi|)+
1

2
U
∑
i 6=j

δninjδσiσ̄j . (13.74)

Here, ni is the site occupied by electron i, and the attractive single-particle potential is designed to trap electrons in the dot
located at site 0. Electrons on sites ni 6= 0 are referred to as lead electrons, either left lead (ni < 0) or right lead (ni > 0).
An electron trapped in the dot acts as an impurity that scatters the other electrons. Putting two electrons, electron i and j,
in the dot is possible only if their spin projections are opposite σi = −σj = σ̄j and costs a “charging” energy U > 0. Here,
1ni is the second-order difference operator, and the term with V is a nonlocal operator, expressed in terms of projection
operators, that lead to tunneling between sites ±1 and the dot located at 0. When U � |εd|, the charging energy is too
costly and the dot may contain either a single electron or none (the former case is energetically favorable). The possible
tunneling of electrons from the dot to the leads means that the level εd has a finite lifetime τ = h̄/0, where the width 0
given by Eq. (13.50) is the broadening of the level. The parameters of this model are εd, U, 0s, and 0d. Figure 13.26(a)
illustrates the quantum dot as an Anderson impurity problem.

Figure 13.26 suggests that the relevant energy scales for the occurrence of a local moment in a quantum dot with odd
electron number is

U � |εd| � 0. (13.75)

Under these inequalities, the dot electron is virtually immobile and its only degree of freedom is its spin, encoded by its
spin operator S. The original Andesron impurity model (13.74) is mapped onto that of an electron gas whose electrons
are subject to an exchange interaction induced by a localized quantum magnetic moment. This is the Kondo model.
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The mapping is carried out using the Schrieffer–Wolf transformation (see Sec. 9.6.7). A quantitative treatment of the
Anderson model, the Schrieffer–Wolf transformation, and the Kondo model in bulk 3D systems will be presented in
Sec. 18.13.3, linked to the book web page. For a qualitative understanding of the Kondo Hamiltonian, consider a system
of N electrons, for simplicity in 1D, interacting with a quantum spin S localized at x = 0. Denoting by (xi, si) the space
coordinate and spin operator for electron i, and by T(xi) the kinetic energy operator for electron i, the Hamiltonian is

H =
N∑

i=1

[T(xi)+ Jδ(xi) si · S], (13.76)

where J> 0 is the exchange constant that can be expressed in terms of U,0, and εd (in the present notation, it has the
dimension energy×length). Despite the apparent simplicity of Hamiltonian (13.76), it is a genuine many-body problem
(see Problem 13.16).

Problem 13.16

A student tried to solve the Schrödinger equation H|9〉 = E|9〉, where H is given by Eq. (13.76), by defining N
single-particle Hamiltonians hi ≡ T(xi)+ Jδ(xi)si · S and employing separation of variables after writing
H =

∑N
i=1 hi. He argued that this procedure is legitimate because the different single-particle Hamiltonians hi

correspond to different electrons. Where is the error in this reasoning?

Hint: Check the commutation relations [hi, hj].

13.5.2 THE DOT KONDO TEMPERATURE

One of the central features that distinguishes the Kondo effect in quantum dots from that in bulk 3D systems concerns
the behavior of the conductance as function of temperature. To clarify this, we introduce the dot Kondo temperature, TK .
For a quantum dot attached to metallic leads described by the Anderson model, the dot Kondo temperature is expressible
in terms of the parameters of the Anderson model [211],

kBTK ≈
√

U0 e−
πεd (εd+U)

20U . (13.77)

The significance of the Kondo temperature as an energy scale and as a border-line between two temperature regimes with
T > TK (the weak coupling regime) and T < TK (the strong coupling regime) will be clarified below.

13.5.3 ABRIKOSOV–SUHL RESONANCE AND KONDO CONDUCTANCE

10−2 10−1 1 10

0.2

0.4

0.6

0.8
1.0

x

f(
x)

FIG 13.27 The scaling function f (x), x = T/TK [see
Eq. (13.78)]. The behavior at low temperature
reflects the Kondo conductance within the Fermi
liquid theory developed by Nozières.

A remarkable feature of the Kondo effect is that the density of
states of the dot electron displays a narrow peak at the Fermi
level εF = 0, as shown in Fig. 13.26(b). This is referred to as
the Abrikosov–Suhl resonance [212]. One of the consequences of
the Abrikosov–Suhl resonance is that the quantum dot conduc-
tance resulting from the Kondo effect rises slowly as a function
of decreasing temperature and saturates at T = 0, as shown in
Fig. 13.27. This is in contrast with the low-energy Kondo physics
in bulk 3D systems, where the resistance has a shallow mini-
mum at finite temperature and then slowly rises and saturates as
T → 0.

The conductance through the dot in the Kondo limit (unpaired
electron localized on the upper dot level, hence only spin degrees
of freedom are present) at finite temperature, in terms of the

https://sites.google.com/site/thequantumbook/
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dimensional conductances gs and gd of the point contacts (see Fig. 13.12), is

G =
8e2

h

gsgd

(gs + gd)2
f

(
T

TK

)
, (13.78)

where f (x) is only weakly dependent on the details of the model as long as the local moment behavior holds. Thus, the
conductance is given by a “universal function” of the dimensionless variable x ≡ T/TK . The region T > TK is called the
weak coupling regime; the perturbation expansion in the exchange constant J > 0 is reasonable here and f (x) has the form
f (x) = 1/[1+Jρ(εF) ln x], where ρ(ε) is the electronic density of states in the leads. Perturbation theory fails for T < TK

where the logarithm becomes negative. In this case, a non-perturbative calculation of f (x) is required. The function f (x)
has been calculated using the formalism of numerical renormalization group developed by K. G. Wilson, who received
the Physics Nobel prize in 1982. From its structure, shown in Fig. 13.27, it is evident that the conductance increases as T
decreases below TK (x < 1). This is the strong coupling limit. The conductance shoots up as T <TK and then saturates,
indicating that as T → 0, the scattering becomes weaker. Because the exchange constant J is antiferromagnetic, J > 0,
the spin of the electrons tend to screen the spin of the localized moment, thereby forming a spin-screening cloud, and the
many-body ground state becomes a singlet. When this happens, the rest of the electrons are effectively not scattered (there
is no spin-flip), and the conductance increases and reaches the maximal value, G = 2e2/h, at T = 0. If the geometry [left
lead]-dot-[right lead] is strictly one dimensional, the S matrix

(r t′

t r′
)

has dimension 4, where r and t are 2 × 2 matrices
in spin space. At T = 0, there is neither reflection nor spin-flip, r = r′ = 0 and t = t′ = diag(t↑↑, t↓↓). Moreover,
since the transmission is perfect, we may write t↑↑ = t↓↓ = eiδ , where δ is the Friedel phase.3 The Friedel phase is a
many-body quantity that expresses charge conservation. Roughly speaking, if a particle of unit charge is screened by a
cloud of oppositely charged particles and a scattering event through the particle-cloud system occurs, the Friedel sum
rule states that the (effective) charge of the screened particles is given by δ/π .

12
1

2

(a) (b) (c)

 = /2

S = 0

δ π

FIG 13.28 Processes contributing to the Kondo conductance of a quantum dot.
(a) Direct cotunneling spin-flip occurs at finite temperature. The
localized electron in the dot hops to the right lead, and then, an electron
from the left lead with opposite spin projection hops into the dot.
(b) Indirect cotunneling spin-flip occurs at finite temperature. An
electron from the left lead with opposite spin projection hops into the
dot and virtually occupies a higher level due to charging energy cost.
Then, the localized electron in the dot hops to the right lead and its place
is taken by the first electron. (c) At T = 0, the magnetic moment of the
dot electron is fully screened by a cloud of opposite spin electrons in the
leads, and the electron + cloud system is in a singlet state. Electrons in
the left lead can pass without being affected by exchange interaction, but
they undergo potential scattering. The Friedel sum rule requires that the
scattering phase shift is δ↑ = δ↓ = π/2.

At zero temperature, the occupation of
the dot is unity, nd = 1, therefore, δ= π

2
per spin. The limit in which G= 2e2/h and
δσ =π/2 is called the unitary limit. The
low-temperature region, T � TK , can be
described by Nozières–Fermi liquid theory
[160]. The first correction to the unitary limit
is [see Eq. (13.78)]

f

(
T

TK

)
≈ 1−

π2T2

T2
K

, T � TK . (13.79)

Figure 13.28 illustrates the basic processes
contributing to the conductance at finite and
at zero temperature.

The consequences of the Kondo effect on
the behavior of the low-energy conductance
at T <TK are dramatic, both at zero bias,
Vsd ≈ 0, and at finite bias. At zero bias and at
low temperature, the Kondo effect is realized
only at the valleys between Coulomb block-
ade peaks, where N is odd (see Fig. 13.18).
The upshot is that as T <TK , the conductance

3 Identification of the phase of the transmission amplitude with the Friedel phase is justified only if the reflection amplitude vanishes. Otherwise, the
Friedel phase is the sum of the two eigenphases of the S matrix.
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in valleys with odd electron number rises as T → 0, while the conductance in valleys with even electron number decreases
slightly. This remarkable even-odd behavior, shown in Fig. 13.29, has been verified experimentally.

odd oddeven even

eVg

G

FIG 13.29 The schematic illustration of the Kondo effect in a quantum dot,
which occurs at Coulomb blockade valleys with odd number of
electrons in the dot. The conductance is displayed as a function of
gate voltage at temperature T > TK (sold line). As the temperature
decreases such that T � TK , the conductance (dashed line)
increases in valleys with odd electron number and decreases in
valleys with even electron number.

εd

εd+U

Gatex

E

L

R

V

V

G

TK

(a) E(b) (c)

ρ(E)
Γ

FIG 13.30 (a) Quantum dot in the local-moment configuration at finite bias V
[compare with Fig. 13.26(a)]. (b) Density of states of dot electron at
finite bias. Compared with Fig. 13.26(b), the Abrikosof–Suhl
resonance is split into two peaks, one for each lead at its own
chemical potential. (c) Low-temperature conductance of the
quantum dot as function of V . It has a peak at zero bias with width
KBTK . This is the zero-bias anomaly.

At finite bias, the local moment condition is
slightly compromised because the depth of εd is
measured from the lower chemical potential in
either the left or the right lead [see Fig. 13.30(a)].
More importantly, the Abrikosov–Suhl resonance
splits off into two peaks, one for µL and one for
µR, as shown in Fig. 13.30(b). Note that the inte-
grated density of states must be the same, inde-
pendent of bias. When the gate voltage is fixed at
the center of an odd N Coulomb blockade valley,
the differential conductance dI/dVsd, measured
at low temperature T � TK , decreases as func-
tion of source-drain voltage V . It has a peak at
zero bias and decreases on either side, V > 0 or
V < 0, as shown in Fig. 13.30(c). This zero-bias
anomaly has been observed experimentally. The
width of the peak is proportional to kBTK .

13.6 GRAPHENE

Graphene is a flat monolayer of carbon atoms
arranged in a honeycomb lattice (see Fig. 13.31,
top left). It is the thinnest known material and
the strongest ever observed. The discovery of
graphene, a natural planar material only one atom
thick, came as a surprise, since there are predic-
tions that an infinite 2D sheet of this type would
not be stable against fluctuations that buckle the
planar material. The discovery of graphene has
heightened the recent interest in low-dimensional
physics.

The basic chemistry of graphene is as follows.
Carbon atoms have two 2s and two 2p occu-
pied orbitals, i.e., 1s22s22p2. In graphene, these
atomic orbitals hybridize into sp2 orbitals; one s orbital and two in-plane p orbitals participate in strong in-plane covalent
bonding, forming σ bonding orbitals and σ ∗ anti-bonding orbitals. The remaining pz orbital oriented perpendicularly to
the plane of graphene forms π (valence) and π∗ (conduction) bands that participate in electronic conduction. The elec-
tronic structure is illustrated in Fig. 13.32. This electronic structure also explains how graphene forms the building block
for other allotropes of carbon-based materials (see Fig. 13.31), such as three-dimensional graphite, quasi-one-dimensional
carbon nanotubes [216] (see Sec. 13.6.1), and zero-dimensional fullerenes [213].

Graphene received early theoretical attention in the 1940s and 1950s [217] and was first isolated experimentally in
2004 by A. K. Geim and K. S. Novoselov (who were awarded the 2010 physics Nobel prize) and their collaborators
[218]. The technique for fabricating graphene involves drawing with a piece of graphite (e.g., with a pencil) and repeated
peeling with adhesive tape until the thinnest flakes are found. The problem is that graphite flakes of 10–100 layers thick
are typically found because graphene crystallites left on a substrate are extremely rare and hidden among the thousands
of thick graphite flakes. A critical ingredient for success was that graphene becomes visible in an optical microscope
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FIG 13.31 Some of the main materials composed only of carbon
atoms. Top left: Graphene, a honeycomb lattice of carbon
atoms. Top right: Graphite built from graphene layers
shifted with respect to each other. Bottom left: Carbon
nanotube, obtained by rolling graphene into a cylinder.
Bottom right: C60 molecules (fullerene), 60 carbon atoms
forming a structure with 12 pentagons and 20 hexagons
[213]. (Reproduced from Ref. [214]).

FIG 13.32 Electronic structure of graphene.

when placed on top of a silicon wafer with a carefully
chosen SiO2 thickness, due to an interferometric con-
trast with the silicon wafer. A mere 5% difference in sil-
icon thickness (315 nm instead of the standard 300 nm)
can make graphene completely invisible. More recently,
graphene was found to have a clear signature in Raman
microscopy [219], and this Raman technique is now
used to categorize the crystallites obtained via optical
microscopy.

Basic Properties of Graphene

Graphene is a very good conductor of both heat and elec-
tricity. It behaves in some ways like both a metal and a
semiconductor. If the electrodes are placed at either end
of a sheet, and a gate voltage is applied across the sur-
face, the electrical conductance along the sheet is differ-
ent for different values of the gate voltage, as is the case
for semiconductors. But the conductance does not go to
0 when the gate voltage drops below a certain value, and
in this sense, it behaves like a metal. The charge carri-
ers exhibit very high intrinsic mobility and can have zero
effective mass. They can propagate without scattering
for micrometers at room temperature. Graphene can sus-
tain current densities six orders of magnitude higher than
that of copper and has record thermal conductivity and
stiffness.

Graphene is an ideal material for exploring unusual
properties of the 2D electron gas because, as we will see
below, electrons in graphene behave as massless relativis-
tic particles. If the graphene sheet is supported by a sub-
strate material, the ballistic transport of charge carriers
can be perturbed by interaction of the itinerant electrons
with the substrate. Remarkably, this perturbation can be
circumvented. It has proved experimentally feasible to
fabricate suspended graphene sheets with a carrier mobil-
ity of µ ≈ 2 × 105 cm2/Vs and an electron density of

n ≈ 2 × 1011 cm−2. The observed mobility depends only weakly on temperature [220]. This implies ballistic transport
on a submicron scale even at room temperature. For comparison, in un-doped semiconductors (with very low carrier
density), the highest mobility achieved is about 7.7× 104 cm2/Vs.

13.6.1 CARBON NANOTUBES

The most studied nanotubes are made of carbon, but inorganic nanotubes have also been synthesized, including boron
nitride, silicon titanium oxide, tungsten disulfide, molybdenum disulfide, copper, and bismuth. Carbon nanotubes (CNTs)
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FIG 13.33 Left: Graphene honeycomb with lattice vectors a1 and a2. The horizontal
(vertical) boundaries are armchair (zigzag) type. The chiral vector
C5,3 = 5a1 + 3a2 represents a possible wrapping of the two-dimensional
graphene sheet into a tube. The direction perpendicular to Cn1,n2 is the
tube axis. The chiral angle is defined by the Cn1,n2 vector and the a1
zigzag direction of the graphene lattice. Right: A 5,3 nanotube is
constructed and the resulting tube is illustrated. (Adapted from Charlier
et al. [221].)

FIG 13.34 Atomic structures of (12, 0) zigzag, (6, 6) armchair, and (6, 4) chiral
nanotubes. (Reproduced from Ref. [221].)

were discovered by Sumio Iijima in 1991
[216]. They were first synthesized as a by-
product in arc discharges used in the synthe-
sis of fullerenes. Currently, CNTs are pre-
pared by a variety of methods, including
arc discharge, laser ablation, and catalytic
decomposition of hydrocarbons. CNTs are
light weight, have extremely high mechan-
ical strength (larger tensile strength than
steel), in the absence of oxygen, they with-
stand extreme heat (2000◦C), and emit
electrons efficiently when subjected to an
electrical field. A single-walled CNT is
graphene rolled into a cylinder with radius
on the order of a nanometer. The length-
to-radius ratio of single-walled CNT can
exceed 10,000. The small diameter and the
crystalline perfection of the atomic network
make these ideal carbon-based 1D struc-
tures. See Figs 13.33 and 13.34 for illustra-
tions of various carbon nanotube configura-
tions.

Single-walled CNTs are often labeled in
terms of the planar graphene basis vectors
a1 and a2, with |a1| = |a2| = 0.246
nm ≡

√
3a, where a = 0.142 nm is the

carbon–carbon bond distance, as shown in
Fig. 13.33. In this figure, we have taken the
basis vectors of the hexagonal honeycomb
lattice to be a1,2 =

a
2 (3,±

√
3). The chiral

vector, Cn1,n2 = n1a1 + n2a2, with integers
n1 and n2, determines the circumference of
the tube, hence, it is sometimes referred to
as the circumferential vector. Therefore, the
radius of the nanotube is

r =
|Cn1,n2 |

2π
=

a

2π

√
n2

1 + n1n2 + n2
2.

(13.80)

The chiral angle θ , i.e., the angle between Cn1,n2 and a1 is

cos θ =
Cn1,n2 · a1

|Cn1,n2 ||a1|
=

2n1 + n2

2
√

n2
1 + n1n2 + n2

2

. (13.81)

The chiral angle θ also determines the tilt angle of the hexagons with respect to the direction of the nanotube axis. The
nanotubes with (n1, n2) = (n, 0), i.e., θ = 0, are called zigzag tubes, because they exhibit a zigzag pattern along the
circumference. These tubes have carbon–carbon bonds parallel to the nanotube axis. Nanotubes with (n1, n2) = (n, n),
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i.e., θ = 30 degrees, are called armchair tubes, because they exhibit an armchair pattern along the circumference and have
carbon–carbon bonds perpendicular to the nanotube axis. Both zigzag and armchair nanotubes are achiral. Figure 13.34
shows the atomic arrangement of three-carbon nanotubes, zigzag, armchair, and (n1, n2) = (6, 4). Carbon nanotubes can
be either metals or semiconductors, depending on their diameters and helical arrangements. The k · p method introduced
in Sec. 9.6.7 can be used to analytically describe electronic states of carbon nanotubes. It shows, for example, that the
bandgap of a semiconducting carbon nanotubes is inversely proportional to the diameter because of a linear dispersion of
the bands. It is also suitable for describing the electronic structure in external perturbations due to electric and magnetic
fields.

13.6.2 LATTICE STRUCTURE AND DIRAC CONES

Consider electrons in a 2D honeycomb lattice, assuming that the graphene sheet is perfectly planar. This is an ideal-
ization, since 2D graphene crystals gain stability via reduction of elastic energy by forming shallow ripples along the
perpendicular dimension, which leads to a small correction that will not be taken into account in our discussion. The
physics of charge carriers (electrons or holes) in graphene is related to its lattice structure [214, 215]. Here, we discuss
the lattice structure in real and reciprocal space, identify the Brillouin zone and mark its important symmetry points.
Then, we present a qualitative description of the energy dispersion, i.e., its linear form, its gapless feature, and its relation
to Dirac’s relativistic theory of the electron (for treating the physics of charge carriers in graphene, a quantitative analysis
requires a basic knowledge of Dirac’s theory in 3D and in 2D).

Lattice Structure

A A A
B

A A A

A A

AA

AA

AA A

A A AA

BB B B B

BB B B B

BB B B B

BB B B

FIG 13.35 Honeycomb 2D lattice consisting of two shifted triangular lattices,
denoted as A and B. In the combined structure, they are referred to
as the A and B sublattices. The lattice is invariant under 120◦

rotations around any lattice site. Alternatively, the honeycomb
lattice can be regarded as a triangular Bravais lattice A with two
carbon atoms A and B per unit cell, joined by a thick line. The
shape of the horizontal edges is zigzag, whereas that of the
perpendicular edges is armchair.

Graphene is not a Bravais lattice; it is composed
of two triangular Bravais lattices A and B, as
shown in Fig. 13.35. The two triangular lattices
are shifted with respect to each other to form a
honeycomb lattice. Alternatively, graphene can
be regarded as a single-triangular lattice with two
atoms per unit cell. We shall analyze the geome-
try in direct and reciprocal space with the help of
Fig. 13.36.

For the Bravais sublattice A, the basis vectors
in the direct and reciprocal spaces are

a1,2 =
a

2
(3,±
√

3), b1,2 =
2π

3a
(1,±
√

3),

(13.82)

respectively, where a≈ 1.42 Å is the distance
between two neighboring carbon atoms. The
three carbon atoms of sublattice B closest to the
atom of sublattice A located at the origin are posi-
tioned at

d1,2 =
a

2
(1,±
√

3), d3 = a(−1, 0). (13.83)

The Brillouin zone is a hexagon, as shown in Fig. 13.36(b). If the corners are ordered from 1 to 6, then corners with
odd numbers are the corners of the Brillouin zone of the direct lattice A, denoted as K, while the corners with even
numbers are the corners of the Brillouin zone of direct lattice B, denoted as K′. For example, the two adjacent apexes in
Fig. 13.36(b) are given by,

K =
2π

a

(
2

3
,

1

3
√

3

)
, K′ =

2π

a

(
2

3
,−

1

3
√

3

)
. (13.84)
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FIG 13.36 (a) Direct lattice of graphene. The vectors a1 and a2 are the basis
vectors for the Bravais sublattice A, and the vectors d1,2,3 connect
points in sublattice A with their nearest neighbors in sublattice B.
The vectors e1, . . . , e6 connect points in sublattice A with their
nearest neighbors in the same sublattice. (b) Brillouin zone in
reciprocal lattice. b1,2 are the basis vectors in the reciprocal lattice
corresponding to the direct lattice A. Similar basis vectors can be
constructed for sublattice B. The bisectors of these reciprocal lattice
vectors are the borders of the Brillouin zone. The two adjacent
points K and K′ are not equivalent (they are not connected by a
reciprocal lattice vector). They are called Dirac points and play a
crucial role in the physics of graphene. (Reproduced from
Ref. [214].)

The points K and K′ play a crucial role in the
Bloch theory of electrons in graphene. As we
show below, for clean graphene, the gap between
valence and conduction bands is closed at only
these points. Moreover, close to these points, the
energy spectrum is linear, ε(k) = ±C|k−K|.

Dirac Cone Dispersion: Qualitative
Description

The Bloch wave function for electrons on
the two-dimensional honeycomb lattice can be
obtained within the tight-binding model where
electrons hop from site to site (see Sec. 13.6.4).
Since the honeycomb lattice is a triangular lattice
with two electrons per unit cell, the Schrödinger
equation couples the wave function components
on both sublattices. This leads to an eigenvalue
problem for the energy ε(k), which appears in an
expression involving ε2(k). This is similar (but
not identical) to what happens in the relativistic
theory of the electron developed by Dirac more

than eight decades ago. In Dirac theory, the energy of an electron of mass m0 and momentum p = h̄k is given by
ε2(k) = (h̄ck)2 + m2

0c4, where c is the speed of light. Dirac’s original theory was developed for electrons in 3D. Elec-
trons in graphene are similar to relativistic electrons in quantum electrodynamics in two-space and one-time dimensions
(referred to as 2+ 1 dimensions), but with c approximately equal to the speed of light divided by 300. The Dirac electron
energy dispersion for graphene has the form ε(k) = ±t

√
3+ f (k), where t is an energy scale. The function f (k), whose

precise expression will be specified in Eq. (13.111), is such that the quantity 3+ f (k) vanishes quadratically at K and K′,
hence,

ε(k) ≈ ±C|k−K|, |k−K| �
1

a
, ε(k) ≈ ±C|k−K′|, |k−K′| �

1

a
, (13.85)

FIG 13.37 Energy versus momentum of the π and
π∗ bands showing Dirac cone
structures at K and K′.

where C is a constant that will be determined in Eq. (13.117). Near K
and K′, the bands ε(kx, ky) form conical surfaces that touch, as shown
in Fig. 13.37; these regions are referred to as Dirac cones. It should be
stressed that, in the original Dirac theory, the electron mass results in
a quadratic spectrum with a gap. The linear spectrum without a gap is
obtained from Dirac theory only if the mass is 0. The regions around
K and K′ are referred to as valleys. There are only two valleys in each
Brillouin zone, shown in Fig. 13.36. The other points shown in Fig. 13.37
are obtained by moving the first two by reciprocal lattice vectors, hence,
they belong to different zones.

The Fermi energy in undoped graphene lies where the upper (con-
duction) band and the lower (valence) band meet at the Dirac points. It is experimentally possible to add or subtract
electrons or holes by implanting (doping) donors or acceptors. Undoped graphene is a zero-gap semiconductor, in which
low-energy quasi-particles (electrons or holes) within each valley K or K′ are characterized by linear dispersion, as in
Eq. 13.85. Adding more electrons to the sample (doping) moves the Fermi energy away from the Dirac points and changes
the dispersion relation near the Fermi energy, making it quadratic.
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Elucidating the behavior of electrons in graphene within the theory of massless Diracs fermions requires some back-
ground. The two concepts that are to be employed are the Dirac theory and the tight-binding model. We start with a short
review of Dirac’s electron theory in 3 + 1 dimensions, and then study massless Dirac fermions in 2 + 1 dimensions.
Finally, within the tight-binding formulation, we will derive the energy dispersion and obtain the corresponding Dirac
Hamiltonian near K and K′.

Before introducing the Dirac theory of the electron, we note that the relation between the physics of electrons in
graphene and the Dirac equation can be described as follows: We know that a quadratic spectrum, ε(k) ∝ k2, is associated
with the kinetic energy operator that is proportional to the Laplacian operator. A linear spectrum ε(k) ∝ |k| is associated
with the gradient operator in configuration space, k → −ih̄∇r, i.e., an operator proportional to a first-order derivatives
with respect to space, compared with the Laplacian, which has second-order derivatives. As we shall soon find out, the
kinetic energy operator in the Dirac theory of the electron is also expressed in terms of the gradient operator (and not
the Laplacian operator). Therefore, the cones defined in Eq. 13.85 are referred to as Dirac cones. However, it should be
stressed that in the Dirac electron theory, the expression relating energy and momentum p = h̄k is ε2(k) = (h̄ck)2 +
m2

0c4. This spectrum does have a gap; hence, there are no Dirac cones. In particular, for |h̄k| � m0c, one has ε±(k) ≈

±m0c2(1 + (h̄k)2

2m0c2 ). This is quadratic dispersion with a gap, ε+(0) − ε−(0) = 2m0c2. Linear dispersion with vanishing
gap are obtained either if m0 = 0 or in the ultrarelatvistic limit h̄|k|/(m0c) � 1. Hence, electrons in graphene are
said to behave as massless Dirac fermions in two dimensions because vanishing mass in the Dirac’s theory implies a
vanishing gap.

13.6.3 DIRAC EQUATION AND ITS RELEVANCE TO GRAPHENE

One of the hallmarks of graphene is its unusual electronic spectrum. Electron states with wave numbers k near K or
K′ are described by a Dirac-like equation, similar to the Dirac equation for relativistic electrons. Electrons moving in
graphene do not move relativistically, but their interaction with the periodic potential of the honeycomb lattice gives
rise to quasi-particles with a linear dispersion (energy proportional to |k|). Instead of the speed of light c appearing
in the Dirac equation, the speed for electrons in graphene is the Fermi velocity vF ≈ 106 m/s. With the experimental
breakthrough in forming graphene sheets, the quantum electrodynamics of particles moving at much lower speed than c,
and the electronic properties of graphene, can be probed.

We briefly present the basic ingredients of the original Dirac electron theory for electrons with mass m0 moving in
3 + 1 dimensions (3 for space and 1 for time). Then, we treat the case of graphene, where electrons obey the Dirac
equation for massless particles in 2 + 1 dimensions. The reader familiar with the Dirac equation can skip the next two
sections and move to Sec. 13.6.4.

A Brief Overview of Dirac Electron Theory

The usual theory of electrons in atoms, molecules, and condensed matter physics is governed by the Schrödinger equation.

For free electrons, the Hamiltonian consists of the kinetic energy H0 = −
h̄2

2m∇
2, which leads to a second-order differential

equation for the wave function. Energy eigenfunctions are plane waves eik·r with energies Ek =
h̄2

2m k2. Charge carriers
in graphene are described by a different equation called the Dirac equation [222]. The Dirac equation combines the
principles of quantum mechanics and special relativity. One of its properties is that space and time appear on equal
footing, in the sense that differential operators are of first degree only, as opposed to the time-dependent Schrödinger
equation, where the time derivative appears in first order, while space derivatives appear in second order.

In an attempt to fulfill the requirement of first-order space and time derivatives, we write a time-dependent equation
for an electron of mass m in three-space dimensions,

ih̄
∂ψ(r, t)

∂t
=

[
c

3∑
k=1

αkpk + βmc2

]
ψ(r, t) ≡ HDψ(r, t), (13.86)
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where HD is the Dirac Hamiltonian, pk = −ih̄ ∂/∂xk (where k = 1, 2, and 3), c is the speed of light, and the dimensionless
coefficients αk and β are to be determined. Equation (13.86) is referred to as Dirac equation in 3 + 1 dimensions. The
space r and time t variables are now on an “equal footing”; they appear in terms of first-order derivatives. It is reasonable
to require that if the Dirac Hamiltonian is applied twice, it should not contain mixed derivatives pipj with i 6= j. To
satisfy this, the coefficients αj, j = 1, 2, 3, and β cannot be scalars, but rather must be (Hermitian) 4×4 matrices (or larger
dimension) with appropriate algebraic properties. Otherwise, Eq. (13.86) does not have the correct physical interpretation
(see below). Hence, the wave function ψ(r, t) must have four components. The basic properties of the matrices α,β are

{αi,αj} ≡ αiαj + αjαi = 0 (i 6= j), (13.87a)

{αi,β} = 0, (13.87b)

α2
i = β

2
= 14×4. (13.87c)

A collection of matrices obeying Eqs (13.87) is said to satisfy a Clifford algebra. Equation (13.86) with the requirements
(13.87) on the matrices is one form of the Dirac equation, describing a free electron of spin 1/2, consistent with the basic
principles of quantum mechanics and special relativity. This formalism is called the Dirac relativistic electron theory.
The connection with spin 1/2 becomes more transparent once a specific representation of the 4×4 matrices αk and β is
given. For this purpose, define a three-component vector of 4×4 matrices, α = (αx,αy,αz), in terms of the Pauli spin
matrices σ and the 4×4 matrix β as follows [Eq. (13.87)]:

α =

(
0 σ
σ 0

)
, β =

(
1 0
0 −1

)
. (13.88)

Problem 13.17

Use Eq. (13.88) to prove the anti-commutation relations (13.87).

If the four-component wave function ψ(r, t) is written in terms of a pair of two-component spinor wave functions,

ψ(r, t) =

(
U(r, t)
V(x, t)

)
, the Dirac equation (13.86) takes the form,

ih̄
∂

∂t

(
U(r, t)
V(r, t)

)
=

(
mc2 c σ · p

c σ · p −mc2

)(
U(r, t)
V(r, t)

)
. (13.89)

Stationary solutions of Eq. (13.89) are plane waves,

ψ(r, t) =

(
U(r, t)
V(x, t)

)
= ei(k·r− E

h̄ t)
(

uλ
vλ

)
, (13.90a)

(
mc2 c σ · p

c σ · p −mc2

)(
uλ
vλ

)
= Eλ

(
uλ
vλ

)
, (13.90b)

where uλ(k) and vλ(k) are two-component spinors, and λ = 1, 2, 3, 4 enumerates the solutions of the algebraic 4×4
eigenvalue problem obtained when p→ k in the matrix multiplying

(uλ
vλ

)
. The eigenenergies are

E1k = E2k = c
√

h̄2k2 + m2c2 ≡ E+, (13.91a)

E3k = E4k = −c
√

h̄2k2 + m2c2 ≡ E− = −E+. (13.91b)
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The two degenerate solutions corresponding to λ = 1, 2 are positive energy solutions, and the two degenerate solutions
corresponding to λ = 3, 4 are negative energy solutions. The eigenvectors are

λ = 1 ⇒ u1 = 1, u2 = 0, v1 = −
ckz

E+ + mc2
, v2 = −

c(kx + iky)

E+ + mc2
,

λ = 2 ⇒ u1 = 0, u2 = 1, v1 = −
c(kx − iky)

E+ + mc2
, v2 =

ckz

E+ + mc2
,

λ = 3 ⇒ u1 =
ckz

−E− + mc2
, u2 =

c(kx + iky)

−E− + mc2
, v1 = 1, v2 = 0,

λ = 4 ⇒ u1 =
c(kx − iky)

−E− + mc2
, u2 = −

ckz

−E− + mc2
, v1 = 0, v2 = 1.

(13.92)

There are several consequences of the dispersion relations (13.91).

• Each energy is doubly degenerate. This is a consequence of Kramers degeneracy resulting from time-reversal invari-
ance. Kramers degeneracy at the same value of k can occur only for particles with spin, hence, the Dirac formalism
implements the spin of the particle in a natural way.

• To each solution with positive energy, there corresponds a solution with negative energy of the same magnitude. A
positive energy solution is referred to as a particle (p), whereas a negative energy solution is referred to as a hole (h).

• For k = 0, there is an energy gap 2mc2 between the highest hole energy and the lowest particle energy.
• In the ultra-relativistic limit, h̄|k| � mc, the particle and hole energies can be approximated as Ek ≈ ±h̄c|k|, i.e., the

dispersion relation is linear.

• In the non-relativistic limit, h̄|k| � mc, the approximate particle and hole energies are Ek ≈ ±(mc2
+

h̄2k2

2m ). The
quantity mc2 is the rest mass energy of the electron whose rest mass is m. Subtracting the rest mass energy from
the total energy yields the quadratic dispersion of the nonrelativistic Schrödinger equation. In this limit, for E+, we
have the inequality, |u1|

2
+ |u2|

2
� |v1|

2
+ |v2|

2, while for E−, the inequality reads, |u1|
2
+ |u2|

2
� |v1|

2
+ |v2|

2.
Accordingly, U(r, t) is the “big” solution for positive energy and the “small” solution for negative energy, whereas
V(r, t) is the “small” solution for positive energy and the “big” solution for negative energy.

• U(r, t) and V(r, t) are two-component spinors. The two components of U(r, t) and V(r, t) are the amplitudes for the
particle to be spin-up and spin-down.

A magnetic field H can be included in the Dirac equation, Eq. (13.86), by the replacement, p→ 5 ≡ p+ e
c A, where

A is the vector potential such that H = ∇ × A. If, in addition, the electron is subject to an electric field eE = −∇V(r),
the Dirac Hamiltonian becomes,

HD = cα ·5+ V(r)+ βmc2. (13.93)

The presence of a potential breaks translation invariance and k is no longer a good quantum number. However, as long
as |V(r)| < 2mc2, the assignment of particles and holes makes sense and λ remains a relatively good quantum number.
When the sign of the energy is specified (say E > 0), and in the nonrelativistic limit, the small component V(r, t) can be
dropped, leaving only the large one, U(r, t), to arrive at a set of two equations for the large component spinor U(r, t). The
price of reducing the number of equations from four to two is that the resulting two equations are more complicated.

In Eq. (13.89), the two components of the spinor V(r, t) are related to the two components of the spinor U(r, t) by
a factor of the order of x ≡ ε/mc2, where ε can be any energy in the original equation, such as V or p2/2m. At low
energies, x � 1, and the expansion in powers of x up to first order is justified, resulting in the time-dependent equation
for U(r, t), referred to as the Pauli equation,

ih̄
∂U(r, t)

∂t
=

[
mc2
+ V +

52

2m
+ 2

eh̄

2mc

(σ
2

)
·H + λ (5 · σ × E+ σ × E ·5)+ λh̄∇ · E

]
U(r, t), (13.94)
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where λ ≡ eh̄
8m2c2 determines the spin–orbit strength and E = −∇V/e is the electric field. This expansion is valid when

λh̄
∣∣∇V

V

∣∣ � 1. Equation (13.94) contains the non-relativistic reduction of the Dirac equation that yields all the terms in
the Schrödinger equation that involve spin and magnetic effects to order v2/c2, where v is the electron velocity. Thus,
the electron spin emerges from the Dirac equation in a natural way and there is no need to introduce it ad hoc. The first
term on the RHS of the Pauli equation is just the rest mass energy. The next two terms are the potential and kinetic
energies, familiar from the non-relativistic Schrödinger equation for a spinless particle in a magnetic field. The fourth
term is the Zeeman Hamiltonian, HZ = −µ · H = (gµB/h̄)S · H, where S = h̄σ/2 is the electron spin operator, g = 2
is the electron g-factor, and µB =

eh̄
2mc is the Bohr magneton. The Dirac (and Pauli) equation yields g = 2; this is one

of the achievements of Dirac electron theory. The magnetic moment of the electron is µ = −g(µB/h̄)S. The g-factor g
is not exactly equal to 2, because of radiative corrections that are higher order in α = e2/(h̄c). The small deviation of
the magnetic moment resulting from the small deviation of g from 2 is referred to as the anomalous magnetic moment
of the electron. The fifth term in Eq. (13.94) is the spin–orbit Hamiltonian. For a central potential V(r), it reduces to the
familiar form, Hso(r) = eh̄

4mc2r
dV(r)

dr L ·S. Finally, the last term on the RHS of Eq. (13.94) is called the Darwin term; it can
be added as a small correction to the potential energy V .

Current and Density in the Dirac Formalism

In non-relativistic quantum mechanics, the current density and particle density are defined as [see Eq. (1.100)]

J(r, t) = Re
[
ψ†(r, t)

p
m
ψ(r, t)

]
, (13.95a)

n(r, t) = ψ†(r, t)ψ(r, t), (13.95b)

and the continuity equation,

∇ · J+
∂n

∂t
= 0, (13.96)

results from the time-dependent Schrödinger equation. In Eq. (13.95),ψ(r, t) can be taken as a two-component spinor and
ψ†(r, t) as its conjugate. Carrying out the operations within the continuity equation requires a second-order derivative
in space (one from the momentum operator in the definition (13.95) of the current and the other due to the continuity
equation). On the other hand, the Dirac equation is a first-order equation in space and time, so the definition of the current
must be modified (keeping the continuity equation intact). A proper definition of the current in Dirac theory does not
include the momentum operator.

Problem 13.18

Consider the four-component wave function ψ(r, t) which satisfies the time-dependent Dirac equation (13.86).
Show that the Dirac current and density, defined as,

JD(r, t) ≡ cψ†(r, t)αψ(r, t), nD(r, t) ≡ ψ†(r, t)ψ(r, t), (13.97)

satisfy the continuity equation, ∇ · JD + ∂nD/∂t = 0.

The proper definition of the current for the Pauli Hamiltonian (13.94) in the presence of the spin–orbit interaction
Vso =

eh̄
8m2c2 (5 · σ × E+ σ × E ·5) is somewhat subtle. We seek an analogy with the current that applies in the

presence of a magnetic field, derived from a vector potential A. The kinetic energy operator is T = 52

2m ≡ mv2/2, where
v = 5/m is the velocity operator and the (non-relativistic) current operator is J = 5/m = (p+ e

c A)/m = v. In analogy
with the definition of the kinetic energy operator T in the presence of a magnetic field alone, we define the kinetic energy
operator T̄ = T + Vso as the kinetic energy operator in the presence of both magnetic and electric fields.
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Problem 13.19

Show that the velocity operator derived from the modified kinetic energy T̄ of the Pauli Hamiltonian T̄ = T + Vso is

v = ṙ =
1

ih̄
[r, H] =

1

m
[5− λσ × E]. (13.98)

The corresponding current operator is J = v = [5−λσ ×E]/m, where the role of the term λE×σ , which is due to spin–
orbit interaction, is similar to that of eA/c, related to the electromagnetic field. When λ = 0, the kinetic energy operator is

simply T = 1
2 mv2

=
52

2m . This analogy between the roles of eA/c and λE× σ in relation to covariant momenta is true up
to order λ2, because when λ 6= 0, we have T̄ = 1

2m [5− λE× σ ]2
−

1
2m (λE× σ )2. Since λ is small, we can approximate

T̄ ≈ mv2/2 in analogy with the expression for T . Within this approximation, the Pauli equation has U(1) ⊗ SU(2)
symmetry, U(1) for electromagnetism and SU(2) for spin rotation [223]. More explicitly, both A and ASU(2) ≡ σ × E
contribute to the kinetic energy operator T̄ ≡ P̄2/(2m), which involves the square of a covariant momentum operator
P̄ ≡ p + e

c A − λASU(2). The (slightly modified) stationary Pauli equation T̄9(r) = E9(r) is invariant under the gauge
transformations,

9(r)→ e−iχ(r)9(r) and A(r)→ A(r)+∇χ(r),

9(r)→ g(r)9(r) and ASU(2)(r)→ ASU(2)(r)+ g(r)∇[g(r)]−1.

The first equation is a U(1) gauge transformation in which χ(r) is an arbitrary real valued function of space. Since A
is a vector of c-numbers, the transformation is referred to as an Abelian gauge transformation. The second equation is
an SU(2) gauge transformation in which g(r) is a spatially dependent SU(2) matrix. Since ASU(2) is a vector of SU(2)
matrices, the transformation is referred to as a non-Abelian gauge transformation. By gauge invariance we mean that the
Pauli equation has the same form whether expressed in terms of the original or transformed variables 9, A, and ASU(2).

Dirac Equation in Two Dimensions

So far, our discussion of Dirac theory was carried out in 3 + 1 dimensions, where there are three Dirac matrices αk,
k = x, y, and z, and the minimal dimension of the matrices αk and β is 4. For graphene, we work in 2+1 dimensions (two
space and one time). For the Dirac equation in two-space dimensions (and in the absence of an external magnetic field),
only two Dirac matrices, αx,αy, are required, and the minimal number of components in the wave function for satisfying
the Clifford algebra, Eq. (13.87), is 2. These two matrices, together with the matrix β, can be taken as the Pauli matrices,

α = σ = (σx, σy), β = σz. (13.99)

For a free spin 1/2 particle in the r = (x, y) plane, the stationary Dirac equation in 2D is

HDψ(r) ≡ (c σ · p+ σzmc2)ψ(r) = Eψ(r), (13.100)

where ψ(r) is a two-component spinor. The plane wave solutions for wavenumber k = (kx, ky), and the corresponding
energies, are

ψλ=±,k(r) = eik·ruλ=±,k = eik·r 1
√

2|E|

( √
|Eλ + mc2|

λ
√
|Eλ − mc2|eiθk

)
, (13.101a)

Eλ=+ =
√
(h̄ck)2 + m2c4 = |E|, Eλ=− = −|E|. (13.101b)

where tan θk = ky/kx. The energies E± versus (kx, ky) are plotted in Fig. 13.38.
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Problem 13.20

Check which properties listed after Eq. (13.92) for the 3+1 Dirac problem are valid for the Dirac problem in 2+ 1
dimensions.

Answer: All the listed properties are valid. However, there is no non-relativistic analog leading to the Pauli equation
(13.94) because the number of components is two, and not four, as in the original Dirac equation.

For m 6= 0, the spectrum has a gap Eg = 2mc2, and for small |k|, the dependence of the energy on wavenumber is
quadratic. As we shall see below, electrons in graphene with momentum k near the Dirac points satisfy the 2D Dirac
equation for particles without mass, and the spectrum is linear in |k|.

(a) (b)

FIG 13.38 The energies E± defined in Eq. (13.101) are drawn as functions of the wave
numbers (kx, ky). (a) For h̄k� mc, the spectrum is quadratic and there is a gap
2mc2. (b) For h̄k� mc, the spectrum is linear, the gap closes, and a Dirac cone
is formed.

Finally, in analogy with expressions
(13.97) derived for the Dirac theory
in 3 + 1 dimensions, the correspond-
ing expressions for the current and the
density for the Dirac theory in 2 + 1
dimensions are

JD(r, t) = cψ†(r, t)σψ(r, t),
(13.102a)

nD(r, t) = ψ†(r, t)ψ(r, t),
(13.102b)

which satisfy the continuity equation,
∇ · JD + ∂nD/∂t = 0.

13.6.4 TIGHT-BINDING MODEL FOR GRAPHENE

The tight-binding formulation of the Schrödinger equation in 1D systems has been discussed in Sec. 12.9.3. Extension
from 1D to higher dimensions requires identification of the kinetic energy operator that replaces the Laplacian in the
continuum theory. The details of this procedure depend on the structure of the lattice upon whose sites the wave func-
tion resides and enables several variants that are natural for tight-binding models, although they do not have clear and
transparent continuum analogs.

Consider first a Bravais lattice where the wave function9(R) is defined on sites {R}, and assume that the coordination
number is Z, so that R has Z nearest neighbors (NN) located at sites Rα α = 1, 2, . . . , Z. Then, the simplest variant,
referred to as NN hopping, corresponds to the following replacement,

−
h̄2

2m
19(R)→−t

Z∑
α=1

9(Rα). (NN hopping). (13.103)

For graphene, Z = 3, and the constant t reflects the degree of itinerancy of the electrons for hopping from one site
on sublattice A to its nearest neighbor site on sublattice B. It is obtained by calculating the overlap of wave functions
localized at the pertinent sites, but, practically, it is often taken as a free parameter. In addition to Z NNs, each point R
has Z′ next nearest neighbors (NNNs), Rβ . For example, in a 2D square lattice of constant a, the coordination number
is Z = 4 NNs at a distance a from R and Z′ = 4 NNN at a distance a

√
2 from R. In some cases, NNN hopping is also

included, with a constant |t′| < |t|. The inclusion of both NN and NNN means the replacement,

−
h̄2

2m
19(R)→−t

Z∑
α=1

9(Rα)− t′
Z′∑
β=1

9(Rβ) (NN and NNN hopping). (13.104)
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Let us now apply the above formalism to graphene. Within the NN variant, the structure of the kinetic energy operator
is similar to that of Eq. (13.103), except that the NN points do not belong to the lattice to which R belongs, but to the
second lattice. In other words, there is a NN hopping between sites RA ∈ A and sites RB ∈ B. It can be implemented by
a two-component representation of the electron wave function

9 =

(
ψA(RA)

ψB(RB)

)
, (13.105)

one for each triangular sublattice, where RA and RB are full and empty circles in Fig. 13.36(a) connected by the vectors
d1,2,3. Following Fig. 13.36, and recalling Eqs (13.82) and (13.83), we have, in this notation, RA+di ∈ B and RB−di ∈ A.
In most cases, the NN variant is sufficient, but we present the NNN variant as well, since it shows the richness of the
tight-binding picture compared with the continuous version. Following Fig. 13.36(a), we denote by ej the six vectors
connecting a point on the triangular lattice to its six neighbors (belonging to the same lattice), and, recalling Eq. (13.82),

e1,2 = ±a1, e3,4 = ±a2, e5,6 = ±(a1 − a2). (13.106)

The tight-binding equations for an electron in a clean graphene sheet are

− t
∑

i

ψB(RA + di)− t′
∑

i

ψA(RA + ei) = EψA(RA), (13.107a)

− t
∑

i

ψA(RB − di)− t′
∑

i

ψB(RB + ei) = EψB(RB). (13.107b)

The solution of Eqs (13.107) is worked out in two steps. First, like in the 1D tight-binding model, the wave functions are
expressed in terms of their Fourier components, each one on its own Bravais lattice,

ψA(RA) =
∑

k

eiRA·kψA(k), (13.108a)

ψB(RB) =
∑

k

eiRB·kψB(k). (13.108b)

This leads to a set of two coupled linear algebraic eigenvalue equations for the corresponding Fourier components,

g(k)ψA(k)+ h(k)ψB(k) = E(k)ψA(k), (13.109a)

g(k)ψB(k)+ h(k)∗ψA(k) = E(k)ψB(k), (13.109b)

g(k) = −t′
∑

j

eik·ej = g∗(k), h(k) = −t
∑

j

eik·dj . (13.109c)

In the second step, the 2×2 matrix,

H(k) ≡
(

g(k) h(k)
h(k)∗ g(k)

)
, (13.110)

is diagonalized, yielding the energy dependence on the momentum k = (kx, ky),

E±(k) = ±t
√

3+ f (k)− t′f (k),

f (k) = 2 cos(
√

3kya)+ 4 cos

(√
3

2
kya

)
cos

(
3

2
kxa

)
, (13.111)

as noticed by Wallace [217].
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Problem 13.21

Discuss the difference between the dispersion (13.111) assuming only NN coupling, i.e., t′ = 0, and the dispersion
for the square lattice lattice E(k) = −2t(cos kxa+ cos kya) corresponding to the tight-binding energy of an electron
hopping on a square two-dimensional lattice.

Answer: The main differences are as follows: (1) For each k, there is only one energy E(k) for the square lattice but
two energies E±(k) for the honeycomb lattice. In the latter case, there are both particles and holes. (2) Near the
extrema, the square lattice energy spectrum is quadratic, while the honeycomb lattice energy spectrum is linear.

The solutions ψ±(k) =
(
ψA±(k)
ψB±(k)

)
corresponding to positive (+) or negative (−) energies are the particle and hole

wave functions, respectively,

ψ±(k) =
1
√

2

(
e−i

θk
2

±ei
θk
2

)
, with tan θk =

∑
j sin k · dj∑
j cos k · dj

. (13.112)

Dirac Points. Here, we consider the NN variant (t′ = 0). At every point k for which the argument of the square root in
Eq. (13.111) fails to vanish, there is an energy gap E+(k)− E−(k) = 2E+(k). There are two Dirac points K±,

K± =
2π

a

(
2

3
,±

1

3
√

3

)
, (13.113)

located at the corners of the Brillouin zone of graphene [denoted as K, K′ in Fig. 13.37 and Eq. (13.84)], for which the
argument of the square root in Eq. (13.111) vanishes,

E(K±) = 0. (13.114)

For the NN + NNN variant (t, t′ 6= 0, which we will not analyze here), the positions of the Dirac points are shifted.
Let us consider the dispersion relation (13.111) when k is close to K±, so that the difference vector q ≡ k − K± is

small. To first order in q, the expression (13.109) reduces to,

h(k) ≈ −t
∑

j

eiK±·dj(1+ iq · dj) = −it
∑

j

eiK±·dj q · dj =
3ta

2
(±qx + iqy)+ O(q2), (13.115)

since, by symmetry,
∑

j eiK±·dj = 0.
Let us denote the Dirac points by their valley quantum numbers η ≡ ±. Near Kη, the matrix H(k) defined by

Eq. (13.110) takes the form,

Hη(q) =
3ta

2

(
0 ηqx + iqy

ηqx − iqy 0

)
. (13.116)

Problem 13.22

Prove that {Hη(q), σz} = 0, i.e., Hη(q) anticommutes with σz. This property is referred to as Chiral symmetry. See
the discussion below on the helicity quantum number.

Diagonalization of Hη(q) yields the energy dispersion as a function of the vector q ≡ k − Kη, where the general
relation (13.111) reduces to a linear one,

E(q) = ±h̄v|q| (independent of η), (13.117)
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where

v =
3ta

2h̄
(13.118)

is a constant of dimension velocity. When εF = E(q), v is the Fermi velocity of the electrons near the corresponding
Dirac point Kη; experimentally, v ≈ 106 m/sec. A plot of E(q), Eq. (13.117) for small q, reveals the same structure as

in the Dirac theory for mass-less fermions, shown in Fig. 13.38(b). Unlike the quadratic dispersion relation, E = h̄2k2

2m ,
valid for an electron in free space, the dispersion relation for low-energy electrons in clean graphene is linear.

Graphene Hamiltonian in Second Quantization: Equations (13.107) encode the Schrödinger equation for graphene in
a first quantization formalism within the tight-binding approximation. Often, the use of second quantization is used for
writing down the graphene Hamiltonian. The kinetic energy operator for electron hopping on the sites of graphene in
second quantization, based on the geometry of Fig. 13.36, is

H0 = −t
∑
〈i,j〉

(
a†

i bj + h.c.
)
− t′

∑
〈〈i,j〉〉

(
a†

i aj + b†
i bj

)
(13.119)

where ai, (a
†
i ) annihilates (creates) an electron on site Ri ∈ A and bj, (a

†
j ) annihilates (creates) an electron on site Rj ∈ B.

The notation 〈i, j〉 implies NN hopping, i.e., for each site, Ri ∈ A the sum over j = 1, 2, 3 runs on the three vectors
Ri + dj ∈ B with NN hopping energy t ≈ 2.8 eV. Similarly, the notation 〈〈i, j〉〉 implies NNN hopping; for each site,
Ri ∈ A, the sum over j = 1, 2, . . . , 6 runs on the six vectors Ri+ej ∈ A, with NNN hopping energy t′ ≈ 0.1 eV. Translation

invariance can be used to express the operators aj, bj and a†
j , b†

j via their Fourier transforms, in terms of creation and

annihilation operators ak, bk and a†
k, b†

k corresponding to definite wave numbers. The resulting Hamiltonian is

H0 =
∑

k

(a†
k, b†

k)H(k)
(

ak

bk

)
, (13.120)

where H(k) is given in Eq. (13.110). This 2× 2 Hamiltonian can be easily diagonalized.

13.6.5 CONTINUUM THEORY

The tight-binding model for graphene introduced through Eqs (13.107) is based on the assumption that electrons in
graphene are tightly bound to the carbon atoms. However, in many cases, we need to examine its continuous version as
well. First, notice that all the discussion so far was limited to a clean system. Once there are scattering events (either
by impurities or through electron–electron or electron–phonon interaction), the continuum formulation might be more
appropriate (see Sec. 13.6.7). Second, an external magnetic field and the quantum Hall effect are more elegantly treated
within a continuum theory. Third, the continuum theory is that of massless Dirac fermions in two dimensions. The fact
that the Fermi velocity plays the role of the speed of light enables us to test relativistic effects in solid-state physics. The
quantum Hall effect and Klein tunneling in graphene (both discussed below) have been observed experimentally.

Our goal is to construct the effective low-energy Hamiltonian of an electron in graphene close to the Dirac points.
This can be carried out by starting from the HamiltonianHq in Eq. (13.116), and representing the momenta as derivative
operators, qx = −ih̄∂x, qy = −ih̄∂y. Consider the two sublattices A and B as two (pseudo)-spin states, so that the wave
function is a spinor in this pseudo-spin space. The corresponding pseudo-spin operator is σ = (σx, σy, σz). It should be
kept in mind that the electron is treated as a spinless particle here. The effective low-energy Hamiltonians near Kη is

H0(K+) = vσ · p = −ih̄v

(
σx
∂

∂x
+ σy

∂

∂y

)
,

H0(K−) = σyH0(K+)σy = −ih̄v

(
−σx

∂

∂x
+ σy

∂

∂y

)
.

(13.121)

(13.122)
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The two components of the wave function ψ(r) [r = (x, y)] for electrons in graphene with momentum near the Dirac
points satisfy the Dirac equations,

−ih̄v

(
σx
∂

∂x
+ σy

∂

∂y

)
ψ(r) = Eψ(r) = ±h̄vqψ(r), (q = |k−K+| small), (13.123)

−ih̄v

(
−σx

∂

∂x
+ σy

∂

∂y

)
ψ(r) = Eψ(r) = ±h̄vqψ(r), (q = |k−K−| small). (13.124)

Hence, the electrons near the Dirac point in graphene obey the 2D Dirac equation for massless particles [cf., Eq. (13.100)].
In analogy with Eq. (13.102), the matter current in graphene is

J = (Jx, Jy) = vψ(r)†σψ(r). (13.125)

Helicity

The relativistic form of the equations for the electrons in graphene has many interesting consequences. Here, we briefly
consider the helicity, i.e., the component of the spin of the electron along its direction of motion, which plays an
important role in the physics of relativistic particles. First, we discuss helicity in general and then analyze its role in the
physics of graphene.

Definition of the Helicity Operator: The helicity formalism applies to particles of arbitrary spin. Consider first a particle
with real spin S (as opposed to a pseudo-spin). The helicity operator is defined as h = S · p̂ and the physical meaning of
its eigenstates is that instead of specifying states according to their spin projections along a fixed direction in space, we
specify them according to helicity, the spin projection along its motion direction. For particles with nonzero mass, m 6= 0,
there are 2S + 1 linearly independent eigenstates of h for each momentum p with definite helicity λ. If m = 0, there are
only two eigenstates λ = ±S. For particles with spin S = h̄

2σ , one can define a dimensionless chirality operator (also
denoted as h and called helicity operator for convenience),

h ≡ σ · p̂ = σxp̂x + σyp̂y, (13.126)

where p̂ = p/|p|. Its expectation value in a given spinor state gives the averaged projection of the spin along the
momentum in this state (in units of h̄/2).

Problem 13.23

A particle has angular momentum J = L+ S, where L is the orbital angular momentum operator and S is its real
(physical) spin operator. Show that the helicity operator of the particle is J · p̂. Show that the helicity is the
component of the spin angular momentum of a particle along the direction of its motion. Hint: Since J = L+ S, it
remains to show that L× p = 0.

Helicity plays an especially important role for massless particles. If a massless particle has a spin J, the only allowed
helicity eigenvalues are ±J. This is the case for the photon, which is a massless particle with spin S = 1. Although a
spin 1 particle can also have Sz = 0, but because it has zero mass, this state is not possible. Thus, the wave functions
of massless particles are eigenstates of the helicity operator with eigenvalues λ = ±1 with corresponding eigenvectors
|φR〉 ( the right-handed positive helicity eigenstate with spin parallel to p̂ ) and |φL〉 (the left-handed negative helicity
eigenstate with spin antiparallel to p̂).

Helicity in Graphene: In Problem 13.22, you showed that the graphene Hamiltonian anticommutes with the z-component
of the pseudo-spin operator, σz; this is referred to as chiral symmetry. This property enables the introduction of a chirality
(or pseudo-helicity) operator h = σ · p̂ that commutes with the Hamiltonian. The reason for the notion of “pseudo” is that
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σ is a pseudo-spin operator coupling the two sublattices A and B and not a real spin. The origin of the word “chirality”
is that particles with spin parallel to the momentum (having spin angular momentum in the direction of p) are said to
have positive chirality, while particles with spin antiparallel to the momentum are said to have negative chirality. Here,
we explain some of the properties of this pseudo-chirality operator.

So far, in our discussion of electrons in graphene, the spin of the electron has not yet been taken into considerations
and that will continue to be the case in our analysis below. However, the structure of the graphene Hamiltonian is such
that the pseudo-spin operator σ in Eq. (13.121) plays the same role as the physical spin operator, but here it is related to
the two-sublattice structure of graphene. In the absence of an external magnetic field or spin–orbit coupling, the role of
pseudo-spin is physically similar to that of real spin. For example, the expression for the current, defined in Eq. (13.125)
in terms of the pseudo-spin operator σ , is identical with the expression (13.102) for the current in the 2D Dirac theory for
massless fermions with real spin. In both cases, the currents are physically measurable.

We now define a (pseudo-)helicity operator and then employ the helicity formalism in studying some of its properties
in graphene, bearing in mind that we deal with a pseudo-spin and not a real spin. The Hamiltonians H0(Kη) = H0(K±)
in the vicinity of the K± points as defined in Eqs (13.121) and (13.122) commute with the 2D pseudo-helicity operator.
The corresponding eigenvalue equation reads,

hψ(r) ≡ σ · p̂ψ(r) = λψ(r). (13.127)

We already know that h has two eigenstates with eigenvalues λ = ±1. Since each one of the Hamiltonian operators
H0(Kη) has two eigenvectors with energies ±h̄vq, the helicity eigenvalues λ = ±1 mark the sign of the energy. This
sign is different for H0(K+) and H0(K−). To clarify this point, let us consider the three quantum numbers: the valley
index for Kη, η = ±1, the helicity quantum number, λ = ±1, and the sign of the energy, γ = ±1. The relation which

0
kx

ky

E
ne

rg
y

conduction
band γ = 1  

valence
band γ = –1 

K+(η = 1) K–(η = –1)

λ = 1

λ = –1

λ = –1

λ = 1

FIG 13.39 Dirac cones for graphene at the points K± and the
definitions of the quantum numbers η, λ, and γ .

connects these quantum numers is λ = γ η. These quan-
tum numbers and their relation to the Dirac cones at the
points K± is shown in Fig. 13.39. The plane wavesolutions of
Eqs (13.123) and (13.124) are spinors with definite helicities,

ψ[q=k−K+]λ(r) =
eiq·r
√

2

(
1

λeiθq

)
≡ eiq·ruηλ(q), (η = 1),

(13.128)

ψ[q=k−K−]λ(r) =
eiq·r
√

2

(
−λe−iθq

1

)
≡ eiq·ruηλ(q), (η = −1).

(13.129)

where θq = arctan(qy/qx).

Berry Phase of Helicity Eigenstates: The Berry phase defined in Eq. 7.206 is related to the Berry connection [the vector
potential in Eq. (7.203)],

A = i〈uηλ(q)|∇q|uηλ(q)〉 = −
ηλ

2
∇qθq. (13.130)

Integrating A along a closed curve C encircling the corresponding Dirac point Kη, we obtain

γηλ =

∮
C

dk · A = −ηλπ . (13.131)

Despite being defined as an integral of a gradient over a closed contour, γηλ 6= 0 is due to the fact that the Berry
curvature B = ∇ ×A is singular at q = Kη. A is a gradient only locally, and the singularity of B at q = Kη is due to the
degeneracy of Eλ(q = Kη) = E−λ(q = K−η) [cf., calculations of the Chern number in the IQHE, see Eq. (9.545) and also
Eq. (7.211)].
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Problem 13.24

(a) Following the definition of current in Eq. (13.125), show that the current carried by the plane wave ψ(r) in
Eq. (13.128) is J = vψ†(r)σψ(r) = λvq̂.

Answer: For example, Jx = vuλ(q̂)†σxuλ(q̂) = λv cos θq = λv qx
|q| .

(b) Prove that the plane waves defined in Eqs (13.128) and (13.129) are eigenstates of the helicity operator.
(c) Show that the energies E[q=k−K±],λ are E[q=k−K±],λ = ±λh̄vq.
(d) Show that the Berry curvature B = ∇ × A, where A in Eq. (13.130) is B = −ηλπδ(2)(q).

Near the K+ valley, positive energy states have positive helicity, whereas negative energy states have negative helicity.
Near K−, the signs of energies and helicities are opposite.

In addition to plane wavesolutions, we are interested in spherical spinor wave solutions with definite helicity. Consider
Eqs (13.123) and (13.124) in plane polar coordinates r = (r,φ) (the polar angle φ should not be confused with the
angle θq).

Problem 13.25

Consider the dimensionless orbital angular momentum, (pseudo) spin and total angular momentum operators,

lz = −i
∂

∂φ
, s =

1

2
σ , j = lz + sz. (13.132)

Prove the commutation relations, [lz, H0] = −[sz, H0] = ivσ × p, [j, H0] = 0.

In analogy with the solution of the Dirac equation in spherical coordinates, we seek a solution of the two-component
Schrödinger equation (13.123) in the circular wave form,

ψmλ(r) =
(

eimφ fm(r)
λei(m+1)φgm(r)

)
. (13.133)

Operating with H2
0 yields equations for the radial functions fm(r) and gm(r),(

−
d2

dr2
−

1

r

d

dr
+

m2

r2

)
fm(r) = q2fm(r),(

−
d2

dr2
−

1

r

d

dr
+
(m+ 1)2

r2

)
gm(r) = q2gm(r), (13.134)

whose solutions, regular at the origin, are Bessel functions. Taking into account the normalization and the fact that there
are two solutions, one for each helicity, the solution of Eq. (13.123) in polar coordinates is,

ψmλ(r) =
1
√

2

(
eimφJm(qr)

λei(m+1)φJm+1(qr)

)
. (13.135)

Problem 13.26

(a) Prove that the state ψ0(r) in Eq. (13.135) is an eigenstate of jz with eigenvalue m+ 1
2 .

Answer: Applying lz to ψ0(r) “brings down” an m in the upper component and an m+ 1 in the lower component.
Applying sz to ψ0(r) yields a +1/2 in the upper component and a −1/2 in the lower component.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 16-ch13-749-824-9780444537867 2012/12/4 17:18 Page 804 #56

804 CHAPTER 13 Low-Dimensional Quantum Systems

(b) Prove that the parity of ψmλ(r) defined in Eq. (13.135) is (−1)m. Note that for spinors in two dimensions, the
parity operator yields Pψλ(r) = γ0ψλ(−r), where the “Dirac matrix” γ0 reduces to σz. Inversion r→−r in two
dimensions yields φ→ φ + π .

13.6.6 LANDAU LEVELS IN GRAPHENE

Graphene reveals new physics in the integer quantum Hall effect. In graphene, the Landau levels are proportional to
√

n (where n is the Landau level index), instead of the usual relation En = (n + 1/2)h̄ωc for the Landau energies
in semiconductors. Moreover, since n = 0, 1, 2 . . ., the quantum Hall effect in graphene has a Landau level at zero
energy. There are at least two experimental distinctions of the Hall effect in graphene compared with the Hall effect in
semiconductors. First, the separation between the n = 0 and n = 1 Landau level is much larger in graphene due to the
√

H dependence of the Landau energy. Second, electrons in graphene have high mobility. As a consequence, the quantum
Hall effect in graphene can be detected even at room temperature.

To analyze the effect of magnetic field, we concentrate on Eq. (13.123) near K+ and account for the application of a
magnetic field by the substitution p→ p + e

c A, where A is the vector potential such that the magnetic field H = Hẑ is

H = ∇ × A. We will use the magnetic length `H ≡

√
h̄c
eH as a length scale and b = `−2

H as the scaled magnetic field.

Dividing both sides of Eq. (13.123) by h̄v, the energy ε = E
h̄v has the dimension of inverse length and can be expressed in

units of `−1
H . In the Landau gauge, A = (0,−Hx), the translational invariance along y is still maintained, but translational

invariance along x is lost. This lets us write the two-component wave function as(
9A(x, y)
9B(x, y)

)
= eiqy

(
ψA(x)
ψB(x)

)
. (13.136)

In a magnetic field, the 2D Dirac equation (13.123) is replaced by the following set of coupled equations:(
0 −i d

dx + bx+ iq
−i d

dx + bx− iq 0

)(
ψA(x)
ψB(x)

)
= ε

(
ψA(x)
ψB(x)

)
. (13.137)

FIG 13.40 Landau energies in graphene versus magnetic field strength.

When ε 6= 0, it is possible to express ψB(x) in
terms of ψA(x) as

ψB(x) =
1

ε

(
−i

d

dx
+ bx− iq

)
ψA(x),

(13.138)

and thereby get a second-order differential equa-
tion for ψA(x),[
−

d2

dx2
+ (q+ bx)2

]
ψA(x) = (ε

2
− b)ψA(x).

(13.139)

Equation (13.139) is the familiar Schrödinger
equation for the harmonic oscillator problem. In
the present units, the eigenvalues are (2n+1)b. In
the non-relativistic case, restoring natural units,
this is translated into (n + 1/2)h̄ωc, where ωc =
eH
mc is the cyclotron frequency. However, for graphene, there is no mass. Equating the eigenvalues ε2

− b = (2n + 1)b
and translating into natural units gives Landau energies En= ± h̄v

√
(n+ 1)b, n = 0, 1, 2 . . . . So far it was assumed that
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ε 6= 0. It is not difficult to check that Eqs (13.137) also has a solution for ε = 0. Therefore, the Landau energies for
graphene (see Fig. 13.40) are

En = ±h̄v
√

nb = ±
h̄v

`H

√
n, n = 0, 1, 2 . . . (13.140)

Problem 13.27

(a) What is the energy difference between the first two Landau levels for the QHE in semiconductors and graphene.
(b) Compare the corresponding numerical values of the Landau level energies in semiconductors and graphene for

H = 10 T, v = c/100, and m∗ = 0.1 m0 (m∗ is the effective mass of the electron in the semiconductor and m0 is
the mass of a free electron).

Answer (a): 1E = h̄ωc =
h̄2

m∗`2
H

in semiconductors, 1E = h̄v
`H

in graphene.

The difference between the pattern of Landau levels in graphene compared with the corresponding pattern in semicon-
ductors (i.e., the non-relativistic theory of 2D electrons subject to a perpendicular magnetic field) is twofold. First, the
Landau energy for graphene grows as

√
n and not as n. More striking is that in graphene, there is a Landau level at zero

energy.

Integer Quantum Hall Effect in Graphene

FIG 13.41 (a) Edge states in graphene rolled into a cylinder (CNT), as in the Laughlin
gedanken experiment. Edge states with positive (negative) energies refer to
particles (holes). Edge states with Landau level numbers n 6= 0 are doubly
degenerate, one for each Dirac cone. The edge state with n = 0 is not
degenerate because it is shared by the two Dirac cones. Therefore, on each
edge, the Fermi energy between two Landau levels εn < εF < εn+1 crosses
2n+ 1 edge states, hence, σxy = (2n+ 1)e2/h per spin. (b) Longitudinal
resistivity ρxx and Hall conductivity σxy for bulk graphene as function of
Fermi energy. The peaks are the centers of Landau levels.

The integer quantum Hall effect is pecu-
liar due to the zero energy Landau level.
We consider an infinite graphene sheet
with weak disorder that leads to broad-
ening of Landau levels. As in the ordi-
nary IQHE, states on the Landau level
energy are extended, and at these ener-
gies, ρxx and σxx are peaked, and σxy

is not quantized. States between Landau
levels are localized, hence, σxy is quan-
tized and ρxx = σxx = 0. Recall that
in graphene, the peaks are not equally
spaced, since εn =

√
bn.

Let us follow the Laughlin argument
in Sec. 9.5.8 and roll the graphene sheet
into a CNT. One can ask, how many edge
states are crossed at the Fermi energy
in analogy with the argument presented
in Fig. 9.56 pertaining to the integer
quantum Hall effect in semiconductors?
The edge state pattern is illustrated in
Fig. 13.41(a). The longitudinal resistivity
ρxx and Hall conductivity σxy are shown
in Fig. 13.41(b). As explained in the cap-
tion, the Hall conductivity in graphene is quantized as σxy = (2n + 1)e2/h per spin. There is no plateau at zero energy
because it is the center of a Landau level, where states are extended and σxx 6= 0 (it is local maximum).
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13.6.7 POTENTIAL SCATTERING IN GRAPHENE

Scattering from impurities in graphene is important because, experimentally, impurities are typically unavoidable. The
scattering of massless 2D Dirac particles can be used to understand scattering in graphene at low energies.

From the Dirac Equation to Cross Sections

Consider an electron scattering at energy E from a potential V(r) that does not mix sublattices A, B because potential does
not depend on pseudo-spin. For concreteness, we consider scattering of states with small positive energy E > 0 close to
K+. Adding the potential to the kinetic energy operator in Eq. (13.121), we obtain

[−iσ ·∇ + U(r)]9+q (r) = q9+q (r),

U(r) = V(r)/(h̄v), q = E/(h̄v) (q > 0). (13.141)

The asymptotic condition on the wave function consists of an incoming plane wave spinor in the x̂ direction (initial
momentum q) and a circular outgoing spinor wave whose amplitude depends on the angle of the final direction q′, i.e.,
θq′ such that cos θq′ = q̂ · q̂′ (all vectors are two dimensional and energy conservation implies |q| = |q′| = q). Explicitly,

9+q (r)→
1

2π

[
eiqxu(q̂)+

eiqr

√
r

(
fA(θq′)

fB(θq′)

)]
, (13.142)

where u(q̂) is defined in Eq. (13.128). The currents of the incoming wave along the direction q̂ and of the scattered wave
along the direction q̂′ are

Iq = Re
[
e−iqxu(q̂)†σeiqxu(q̂)

]
= qx̂, (13.143a)

Iq′ = Re

{
e−iqr

√
r

(
fA(θq′)

∗, fB(θq′)
∗
)
σ

eiqr

√
r

(
fA(θq′)

fB(θq′)

)}
=
|fA(θq′)|

2
+ |fB(θq′)|

2

r
q′. (13.143b)

The differential cross-section is equal to the number of particles crossing the arc of length rdθq′ per unit time and per unit
angle divided by the incoming current,

dσ

dθq′
= |fA(θq′)|

2
+ |fB(θq′)|

2. (13.144)

The total cross-section is then

σ =

2π∫
0

dθq′ [|fA(θq′)|
2
+ |fB(θq′)|

2]. (13.145)

Green’s Function and the Lippmann-Schwinger Equation

The Lippmann–Schwinger equation is an integral equation for the wave function that incorporates the Dirac equation
(13.141) and the asymptotic conditions (13.142). We will build on the free Green’s function, from the free Hamiltonian
H0 = −iσ ·∇, which can be written as a momentum or configuration space representation of the operator,

g+0 (q) = (q+ iη − H0)
−1
= (q+ iη + iσ ·∇)−1. (13.146)

In momentum space, this task is straightforward: multiply numerator and denominator by (q+ H0) to obtain,

〈k|g+0 (q)|k
′
〉 = δ(k− k′)

ε + σ · k′

(q+ iη)2 − k2
. (13.147)
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Usually, this function is required off-energy shell, k = k′ 6= q. The momentum coordinates k, k′ should not be confused
with the momentum vectors q (initial direction) and q′ (final direction), which are on shell, q = q′ = ε. The representation
of g+0 (q) in r space requires carrying out the Fourier transform of 〈k′|g+0 (ε)|k〉 (in 2D). By construction, this function
satisfies the inhomogenous equation,

[−iσ ·∇ + U(r)]〈r|g+0 (q)|r
′
〉 = −δ(r− r′). (13.148)

The calculation of the Green’s function is straightforward but tedious. For the analysis of the kinematics, we use
Fig. 13.42.

q

q'

r

r'

q'ρ θ

ζ

FIG 13.42 Kinematics of scattering from an impurity in
graphene [see discussion of the Green’s function
defined in Eq. (13.149)].

Denoting ρ ≡ r− r′ and cos ζ ≡ ρ̂ · x̂,

〈r|g+0 (ε)|r
′
〉 = −

iq

π

(
H(1)

0 (qρ) −ie−iζH(1)
1 (qρ)

−ieiζH(1)
1 (qρ) H(1)

0 (qρ)

)
.

(13.149)

Thus, unlike the free Green’s function in 2D, Eq. (12.712), the
free Green’s function for graphene, in addition to being a 2×2
matrix, depends not only on |ρ| = |r − r′| but also on the angle
ζ , which ρ forms with the x axis. The solution to the Lippmann–
Schwinger equation,

9+q (r) =
1

2π
eiqxu(q̂)+

∫
〈r|g+0 (q)|r

′
〉U(r′)9+q (r

′)dr′, (13.150)

constitutes a solution of Eq. (13.141) supplemented by the asymptotic boundary condition (13.142). To evaluate the
scattering amplitude, we have to examine the asymptotic form of the Green’s function as r→∞, where |r−r′| ≈ r−r̂·r′

and the direction of ρ approaches that of q′, so that ζ → θq′ . Using Eq. (13.149), and employing the asymptotic expansion
of the Hankel functions,

〈r|g+0 (q)|r
′
〉 → −

iq

π

√
π

qr
eiqr−i π4 e−iq′·r′

(
1 e−iθq′

eiθq′ 1

)
. (13.151)

Inserting Eq. (13.151) into Eq. (13.150) leads to the asymptotic expression,

9+q (r)→
1

2π
eiqxu(q̂)−

eiqr

√
r

ei π4

√
q

π

(
1 e−iθq′

eiθq′ 1

)∫
e−iq′·r′U(r′)9+q (r

′)dr′. (13.152)

Comparing this with Eq. (13.142), the connection between the wave function and the scattering amplitudes is established.
If the two components of the spinor part of9+q (r

′) are equal at θq′ = π , the amplitudes fA(π) = fB(π) = 0. For example,

in the Born approximation, 9+q (r
′) in the integrand is replaced by the incoming spinor eiqxu(q̂) = eiq·r

√
2

(
1
1

)
. Therefore,

the scattering amplitudes in the Born approximation are

fA(θq′) = −ei π4

√
q

2π
(1+ e−iθq′ )Ũ(q′ − q),

fB(θq′) = −ei π4

√
q

2π
(1+ eiθq′ )Ũ(q′ − q), (13.153)

where Ũ(q′ − q) is the Fourier transform of U(r) at momentum transfer p = q′ − q. In the Born approximation,
both amplitudes vanish at θq′ = π , i.e., there is no backward scattering. We will check below whether this absence of
backscattering in graphene is valid to arbitrary order.
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Partial Wave Expansion and Phase Shifts

Now we assume that the potential U(r) = U(r) is central. Therefore, j [defined according to Eq. (13.132)] is a good
quantum number, and the Dirac Eq. (13.141) can be analyzed in terms of spinor circular waves as in Eq. (13.133),
assuming λ = 1 for positive energy particles. It is convenient to use quantum number j instead of m, with m = j − 1/2
and m + 1 = j + 1/2. Recall that j is a magnetic quantum number (short notation for jz) so that it is summed over all
half-integers, positive and negative, j = ±1/2,±3/2, . . .. A spinor circular wave of definite j quantum number is

9j(r) =

(
ei(j− 1

2 )φ fj(r)

ei(j+ 1
2 )φgj(r)

)
. (13.154)

The radial functions fj(r) and gj(r) satisfy the coupled radial equations [224, 225]

dfj
dr
−

j− 1
2

r
fj + (ε − U)gj = 0,

dgj

dr
+

j+ 1
2

r
gj − (ε − U)fj = 0. (13.155)

Note the symmetry of Eqs (13.155) for any central potential U(r):

f−j(r) = gj(r), g−j(r) = −fj(r). (13.156)

Thus, if (fj(r), gj(r)) is a solution for a given j, then (g−j(r),−f−j(r)) is also a solution. The asymptotic forms of the radial
functions read,

fj(r)→
1
√

r
cos

(
kr − j

π

2
+ δA

j

)
, (13.157)

gj(r)→
1
√

r
sin
(

kr − j
π

2
+ δB

j

)
. (13.158)

The symmetry (13.156) implies the relation between phase shifts,

δA
j = δ

A
−j, δB

j = δ
B
−j. (13.159)

The rest of the formalism follows Sec. 12.5.3 and includes the following steps: (1) The wave function on the LHS of
Eq. (13.142) and the spinor plane wave on the RHS of Eq. (13.142) are expanded in partial wave spinors (13.154), and
the asymptotic forms of fj, gj and the Bessel functions are used. (2) When r → ∞, the direction of r coincides with
that of the final momentum q′, so that the polar angle φ approaches θq′ . (3) By expressing the trigonometric functions

in terms of exponentials e±iqr, it is possible to obtain a combination of two terms C(θq′)
eiqr
√

r
+ D(θq′)

e−iqr
√

r
= 0, where

C(θq′) and D(θq′) are spinors expressed in terms of the phase shifts and the angular exponential functions ei( j± 1
2 )θq′ . This

combination can vanish only if C(θq′) = D(θq′) = 0, and these two conditions yield the expansion coefficients and the
expression for the scattering amplitude,

fA(θq′) =
1
√

2iq
lim

n→∞

n+ 1
2∑

j=−n− 1
2

(e2iδA
j − 1)ei( j− 1

2 )θq′ . (13.160a)

fB(θq′) =
1
√

2iq
lim

n→∞

n+ 1
2∑

j=−n− 1
2

(e2iδB
j − 1)ei( j− 1

2 )θq′ . (13.160b)
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Due to the symmetry (13.159), the contributions from positive and negative j can be grouped as follows:

ei(j− 1
2 )θq′ + ei(−j− 1

2 )θq′ = ei( j− 1
2 )θq′ (1+ e−2jθq′ ). (13.161)

Because j is half-integer, the backward scattering amplitude vanishes [225],

fA(θq′ = π) = fB(θq′ = π) = 0. (13.162)

The absence of backward scattering is related to the destructive interference of time-reversed paths of helicity eigenstates
and the fact that the Berry phase accumulated after a 2π rotation is eiπ

= −1 [see discussion after Eq. (13.129)].

The total cross-section is

σ =

2π∫
0

[
| fA(θq′)|

2
+ | fB(θq′)|

2
]

dθq′

=
2π

q

∑
j

[
sin2 δA

j + sin2 δB
j

]
=

2π

q
Im [ fA(0)+ fB(0)] , (13.163)

which is the optical theorem for scattering from an impurity in graphene.

Klein Tunneling

Since electrons in graphene satisfy a Dirac equation in 2D, where the role of the velocity of light c is played by the Fermi
velocity, vF , observation of relativistic effects in the regime of relatively low velocities is possible. One such effect is the
Klein paradox, the scattering of Dirac particles from a high potential barrier. If the potential height V exceeds the particle
rest energy, mc2, the transmission probability is much larger than that obtained using the non-relativistic (Schrödinger)
formalism and approaches unity in the limit V → ∞. The reason is that a strong repulsive potential for electrons is
attractive for holes in the Dirac theory. There are hole states inside the barrier whose energy match the electron energy

FIG 13.43 Transmission T versus transverse momentum, qy/qm
y where

qm
y = E/(h̄vF). The geometry for scattering off the 2D barrier is

shown in the inset. Note that sin θq = qy/qm.

states outside the barrier, and this affects scat-
tering properties. Observation of the Klein para-
dox requires a steep potential gradient of the
order of mc2 over the Compton length scale,
h̄/mc, which is equivalent to a huge electric field
(≈ 1016 V/cm for electrons). However, in graph-
ene, the particles satisfy the massless 2D Dirac
equation, and no lower bound on the electric field
is required. Reasonable estimates suggest that the
required field for realizing the Klein paradox is
≈ 105 V/cm.

The Klein scattering geometry is illustrated in
the inset of Fig 13.43. Consider electrons in
the vicinity of the Dirac point, K+, subject
to the free Hamiltonian H0(K+), Eq. (13.121),
and a potential barrier V(x) = V02(x)θ(a −
x). Then, qy is a good quantum number, and
we can solve the barrier penetration problem
using the plane waves in Eq. (13.128). Outside
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FIG 13.44 Klein tunneling in graphene for electrons near the Dirac point K+.
(a) For EF > 0, outside the barrier, electrons belonging to the right
branch move toward the barrier with q (black arrow) and σ (white
arrow) points rightward. Some of them are reflected and populate
the left branch with q, with σ pointing to the left. (b) Electrons that
enter the barrier are converted into holes in the valence band. The
holes move leftward, and to guarantee the helicity constraint
λ = −1, the pseudo-spin points rightward. (c) Leaving the barrier
after transmission, the electrons reappear on the right branch
moving away from the barrier with q and, σ points rightward.

the barrier, the plane waves have scattering

energy E = vFq = vF

√
q2

x + q2
y , whereas inside

the barrier, they have kinetic energy E−V0. For a
given energy E and qy, the longitudinal momenta
outside and inside the barrier are

qx =

√
[E/(h̄vF)]2 − q2

y ,

q̄x ≡

√
[(E − V0)/(h̄vF)]2 − q2

y . (13.164)

The details of the matching of the two compo-
nents of the wave function at x = 0 and x = a
are easy to work out. For high potential barrier,
|E| � V0, and for qy such that q̄x is real, the
transmission coefficient is given approximately
by

T =
cos2 θq

1− cos2(q̄xa) sin2 θq
, (13.165)

where tan θq = qy/qx. Thus, despite the fact that
the barrier is high, |V0| � |E|, the transmission coefficient tends to unity at normal incidence θq = 0 and oscillates as the
incidence angle is lowered (see Fig 13.43).

The reason for this kind of behavior is as follows. Suppose E > 0, so that outside the barrier the conduction band is
partially filled. Since λ = 1, electrons moving to the right (∂E/∂qx > 0) have σ pointing to the right, whereas electrons
moving to the left (∂E/∂qx < 0) have σ pointing to the left. Now suppose that E − V0 < 0, so that under the barrier, the
valence band is not filled and the helicity is −1. Here, we have holes with opposite velocities. To keep the helicity at −1,
the electron that moved to the right outside the barrier with energy E is matched to a hole that moves to the left, so that
the pseudo-spin vector of the hole continues to point to the right, i.e., it matches that of the electron. This matching leads
to enhanced transmission. Figure 13.44 illustrates these scattering scenarios.

13.7 INVENTORY OF RECENTLY DISCOVERED LOW-DIMENSIONAL
PHENOMENA

In this section, we present a few hallmarks and highlights of low-dimensional systems to expose the reader to important
phenomena that have recently come to the forefront of research and to review some of the intriguing phenomena that
have been discovered in this field. The presentation is qualitative, yet, hopefully conveys the depth and breadth of the
research in this area during the last few decades, as well as challenges that remain. In Sec. 13.7.1, we discuss persistent
currents in mesocsopic systems. Then, we discuss weak localization phenomena in Sec. 13.7.2, decoherence phenomena
in Sec. 13.7.2, shot noise in Sec. 13.7.3, and the physics of strongly correlated systems in Sec. 13.7.4, Wigner crystals
in Sec. 13.7.5, and the fractional Hall effect in Sec. 13.7.6 where we discuss Laughlin many electron wave functions
and their low-lying excitations as well as the Janes idea of composite Fermions. Section 13.7.7 briefly considers the
huge topic of High Tc superconductivity and 2D magnetism, and in Sec. 13.7.8, the basic notions of 1D interacting
fermionic systems are introduced. Another important 1D system, the quantum spin chain, is introduced in Sec. 13.7.9,
where we also mention the Haldane gap conjecture in the S = 1 spin chain. Finally, in Sec. 13.7.10, we briefly dis-
cuss the quantum spin Hall effect that occurs in systems conserving time-reversal invariance with strong spin–orbit
coupling.
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13.7.1 PERSISTENT CURRENTS

In Sec. 9.5.2, we discussed the Aharonov–Bohm and Aharonov–Casher effects, and showed that persistent currents are
a consequence of the Aharonov–Bohm effect. In a conducting (metal or semiconductor) ring of size L < `ϕ , the ground
state of the itinerant electron system does not carry current in the absence of magnetic field. But when the ring is threaded
by a magnetic flux, 8, time-reversal invariance is broken. The wave function of an electron gains an Aharonov–Bohm
(or Berry) phase φ when moving along the ring in one direction and −φ when moving in the opposite direction. Here,
φ = 8/80, where 80 = hc/e (the unit of flux quantum). Due to this chirality, the ground state carries a current I(φ).
As a result of gauge invariance, the current is a periodic function of φ with period 1. In addition, the current is an
antisymmetric function of φ. Persistent current is an equilibrium property: It is nondissipative and it is a property of all
the states below the Fermi energy.

13.7.2 WEAK LOCALIZATION

In Secs 9.9 and 12.9.3, we discussed Anderson localization, where the eigenstates of an electron in a disordered potential
become spatially localized, which is at the origin of the phenomenon known as the Anderson metal-insulator transition,
and the occurrence of Anderson insulators. Strictly speaking, Anderson localization is a property of an infinite system or
of finite systems of size L� ξ , where ξ is the localization length. In mesoscopic systems, we encounter another facet of
localization, weak localization. Weak localization is different from Anderson localization and deals with relatively small
variations of the resistance in a disordered conductor, but these variations do not turn it into an insulator. It has two facets
that occur in weakly disordered 2D mesoscopic systems. The first is exposed when time-reversal symmetry is broken
by a weak magnetic field [203, 228]. The second is exposed in the absence of a magnetic field when strong spin–orbit
coupling is present. Both were already mentioned briefly in connection with Eq. 13.71.

Loss of Phase Coherence in a Magnetic Field: One of the hallmarks of weak localization is an enhanced magnetocon-
ductance in weak magnetic fields [131]. Imagine, as illustrated in Fig. 13.45, an electron in a 2D disordered system that
contributes to the current by moving to the right from an initial point A. Let PA denote the probability for the electron

A

H

FIG 13.45 An example of weak localization: Two time-reversed paths that
contribute to the return amplitude of an electron traveling in a 2D
sample from a point A and return back to A. In the absence of a
magnetic field, they interfere constructively at A, leading to
enhanced backscattering, while in the presence of a perpendicular
weak magnetic field, the two paths have different phases and the
interference is not constructive. In other words, application of
magnetic field reduces the probability of backscattering. This leads
to negative magnetoresistance.

to return back to the initial point A. The smaller
PA, the higher the contribution to the current.
The figure shows two paths for which the elec-
tron returns to A after a sequence of collisions
with randomly located impurities. The clock-
wise path is indicated by black arrows and the
counter-clockwise path, also referred to as the
time-reversed path, by white arrows. Along both
paths, in the absence of magnetic field, the elec-
tron wave function accumulates the same phase,
which in the WKB approximation can be writ-
ten as

∮
k(s) · ds, where s is an element of

length along the closed loop and k(s) is the
local wavevector. Hence, the two contributions,
one from the clockwise trajectory and the other
from the anti-clockwise trajectory, interfere con-
structively. This leads to enhanced backscatter-
ing, which increases the resistance of the system.

If a weak perpendicular magnetic field is applied, the two interfering components have different phases (see Sec. 9.5.2).
Suppose the total magnetic flux through the closed loop is 8 = φ80, where 80 = hc/e is the flux quantum and
φ = 8/80 is dimensionless. Along the counter-clockwise trajectory, the wave function accumulates a phase 2πφ and
along the clockwise trajectory, it accumulates a phase −2πφ. Generically, phase coherence at the initial point is lost,
therefore, the interference is not constructive and PA is reduced. Thus, the application of a weak perpendicular magnetic
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field on a weakly disordered 2D system reduces its resistance, a phenomenon referred to as negative magneto-resistance.
The correction can be shown to be a quadratic function of the magnetic field strength H,

1R(H) =
R(H)− R(0)

R(0)
= −CH2, (13.166)

where C > 0 is a constant.

Weak Antilocalization due to Spin–Orbit Coupling: In the previous section, we discussed attenuation of probability of
backward scattering due to an external magnetic field, where time-reversal invariance is broken. Here we will show that
destructive interference at the backward direction occurs also due to spin-orbit interaction, i.e., time-reversal invariance
symmetry is present, yet the origin of attenuation is internal. Suppose no external magnetic field is present but there
is a strong Rashba type spin-orbit coupling. To simplify the illustration we assume that the closed loop in Fig. 13.45
is a circle and that an electric field E causes spin-orbit coupling which is generated by a 1D charged wire of charge
density λc per unit length that is perpendicular to the 2D plane and passes through the center of the circular loop. This
is precisely the geometry used to analyze the Aharonov-Casher effect in Sec. 9.5.2. The qualitative result regarding
destructive interference in the backward direction remains valid for more realistic spin-orbit potentials, such as Rashba
or Dresselhaus potentials discussed in Sec. 9.6.7). The electrons satisfy the Pauli equation (9.205), where the Aharonov-

Casher SU(2) flux 8AC ≡
gµ∗Bλc

2e has units of magnetic flux. Here µ∗B = eh̄/(2m∗c) with m∗ being the effective mass (in
semiconductors, usually m∗ � m). Because Sz is conserved, Eq. (9.205) can be decomposed into two separate equations,
one for each spin component. The equation for the spin-up component is

1

2m

(
p+

e

c

8AC

L

)2

ψ↑ = (E + Ē)ψ↑. (13.167)

This equation is identical to that of a spinless charged particle moving on a ring subject to a magnetic flux φ = φAC (in
units of 80). Therefore, we can use the results of the previous discussion. Consider an electron at point A that moves
along a closed loop, either clockwise (black arrows in Fig. 13.45) or anti-clockwise (white arrows in Fig. 13.45). The
corresponding two components, ψ↑ (clockwise) and ψ↑ (anti-clockwise), acquire phases ∓2πφAC, respectively, and
interfere destructively on arriving at the initial point A. Similarly, the spin-down component equation is

1

2m

(
p−

e

c

8AC

L

)2

ψ↓ = (E + Ē)ψ↓. (13.168)

This equation is identical to that of a spinless charged particle moving on a ring subject to a magnetic flux φ = −φAC. The
corresponding two components ψ↓ (clockwise) and ψ↓ (anti-clockwise) will acquire the corresponding phases ±2πφAC

and interfere destructively on arriving back to the initial point A. The upshot is that, due to spin–orbit coupling, the
probability of returning to A is reduced by a factor cos2(2πφAC), compared with the situation where spin–orbit coupling
is absent. Reduction of return probability means lower resistance. The conductance is slightly enhanced, a phenomenon
referred to as weak antilocalization.

Dephasing

Once there is no definite relation between the phases of the components of a wave function due to mechanisms that are
referred to as dephasing, coherence is suppressed. Low-dimensional systems constitute an effective testbed for studying
dephasing. An extensive discussion of the mechanisms and effects of dephasing, and its importance for mesoscopic
systems is given in Ref. ([131]). Here we will briefly discuss some of the main ideas and present a few results.

Consider a simple Fabry-Perot interferometer wherein the two components of a wave function that was initially in a
pure state at one point in the interferometer can interfere at a later time at another point of the interferometer, and thereby
the phase relation between the two components can be determined. In order to describe the loss of phase coherence,
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we consider a procedure involving a transition of an electron from an initial (pure) state at t = 0 to a final state at
t > 0 that undergoes some kind of perturbation as it propagates. The procedure is organized in steps as follows: (1) An
external field induces a transition of the initial state to another quantum state. This transition is encoded by a quantum
amplitude with a modulus and a phase ϕ(t). The latter can be measured, e.g., in a Fabry-Perot interferometer. (2) Because
we cannot control the external field (it is not perfectly deterministic), the phase contains a random component δϕ(t) that
might be time-dependent. By “random” we mean that it displays sample-to-sample fluctuations. (3) For t = τϕ such that
δϕ(τϕ) ≈ 2π , interference is “averaged out” and thereby lost. τϕ is the dephasing time and 1/τϕ is the dephasing rate
discussed in Sec. 13.1.

The dephasing rate, τ−1
ϕ , is intimately related with the accuracy in which energy of a system can be measured. It can be

shown that, if one were able to measure the energy transferred as function of time between a system and an environment
coupled to it, the accuracy of such a measurement would be of order h̄/τϕ . This suggests the idea that depahsing rates
can be determined using energy transfer between a system and its environment. In fact, other scenarios that do not
involve energy transfer such as weak localization, or persistent currents, are insufficient for extracting information on
dephasing rates because every event of time-reversal violation, such as application of an external magnetic field, destroys
constructive interference. On the other hand, mesoscopic fluctuations involve energy transfer and are not destroyed by a
magnetic field (recall from Eq. (13.72) that the application of a magnetic field reduces fluctuations by a factor 2 but does
not destroy them). Thus, energy transfer often plays a role in dephasing.

Let us briefly mention some mechanisms leading to dephasing. The most familiar mechanism is inelastic dephasing
caused by phonons, electron–electron interaction, magnons, etc. Another important mechanism for dephasing is the pres-
ence of magnetic impurities. In this case, energy transfer takes place between the itinerant electrons mediated through
the impurities having an exchange interaction with the itinerant electrons. Since time-reversal invariance is violated,
dephasing occurs. As T → 0, the main source of dephasing in this case is Kondo scattering.

The question of whether dephasing can result from purely elastic scattering is not fully answered. For electrons in
mesoscopic systems, the situation can be summarized as follows: Elastic scattering modifies the phase of the electronic
wave function but does not destroy it. The phase is, in some sense, reproducible no matter how complicated it appears
after a series of elastic scattering events. On the other hand, inelastic scattering introduces phase uncertainty which smears
quantum interference effects.

The dephasing rate, τ−1
ϕ , increases with increasing temperature. The question of whether it tends to zero or saturates

at a finite value as T → 0 was under debate for a long time, but it is now accepted that the dephasing time τϕ diverges as
a negative power of the temperature, i.e., τϕ ∝ T−p, p > 0. Consequently, no dephasing occurs at zero temperature. The
value of p depends on the dimensionality d and the dephasing mechanism. When the dominant dephasing mechanism is
due to electron–electron scattering, it was found that p = 2/(4− d).

13.7.3 SHOT NOISE

When a current I(t) is measured as function of time, it reveals fluctuations around a smooth average Ī(t). The fluctuations
are called current noise [232]. Schottky found in 1918 that in ideal vacuum tubes, there are two kinds of noise. The first
is called thermal noise, and is nowadays referred to as Johnson–Nyquist noise, is due to thermal motion of the charge
carriers. The second is shot noise, stemming from the fact that charge is not continuous but discrete. Experiments on
nanoscale conductors in the quantum mechanical regime indicate that shot noise contains information on dynamics and
correlations of charge carriers. Let us denote the time-dependent fluctuation of the current by1I(t) ≡ I(t)− Ī(t), and the
power spectrum of the noise by

S(ω) = 2

∞∫
−∞

dt〈1I(t + τ)1I(τ )〉eiωt, (13.169)

where I(t) is the measured current at time t and 〈. . .〉 stands for ensemble average (if the system is disordered) or averaging
over the initial time τ . The prefactor 2 is due to spin degeneracy. Consider the thermal noise that occurs when V = 0
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(no bias voltage) and T > 0. This noise is related to the conductance G by the fluctuation-dissipation theorem (see
Sec. 7.9.4),

Sthermal = 4kBTG, (for h̄ω � kBT). (13.170)

Consequently, Sthermal at low frequency contains no new information beyond the conductance.
For V > 0 and T = 0, the remaining noise is shot noise, which reflects the correlation between charge carriers at

different times (information not contained in G). In many electronic devices, such as p-n junctions, Schottky barriers,
and tunnel junctions, the electrons are transmitted randomly and independently of each other. The number of electrons
transmitted per unit time follows a Poisson distribution, and the low frequency (≈ 10 KHz) noise is proportional to the
average current,

SPoisson = 2eĪ. (13.171)

When the transported electrons are correlated, the shot noise S is suppressed compared with SPoisson. The stronger the
correlation, the lower the shot noise. One source of correlation is the interaction between electrons, but in metals, it
is effectively screened. In the absence of interactions, a significant source of correlations is the Pauli principle: If one
electron is transmitted into a given quantum state, a second electron cannot occupy that same state. A dimensionless
quantity that quantifies the correlations is the Fano factor,

F ≡
S

SPoisson
=

S

2eĪ
≤ 1. (13.172)

Within the single-particle approximation, the scattering problem in quasi-1D systems developed in Eqs (12.800b),
(12.801b), and (12.802), the shot noise can be expressed in terms of the transmission coefficients,

Tn =
∑

m

|tmn|
2, (13.173)

where tmn is the transmission amplitude from initial channel n to final channel m. At zero temperature,

S(T = 0) = 2eĪ

∑
n Tn(1− Tn)∑

n Tn
, ⇒ F =

∑
n Tn(1− Tn)∑

n Tn
. (13.174)

At finite temperature, both Johnson–Nyquist and shot noise are present,

S(T) = S(T = 0) coth

(
eV

kBT

)
+ 4kBTG. (13.175)

In disordered systems with many channels, the summation over n is replaced by integration,

∑
n

f (Tn)→

1∫
0

dTf (T)P(T), (13.176)

where P(T) is the distribution of transmission coefficients. The distribution P(T) in disordered systems is bimodal, with
peaks at transmission T = 0 (closed channels) and T = 1 (for open channels). An explicit expression for P(T) can be
derived, leading to a Fano factor F = 1/3 [232].

Shot noise in interacting systems may be used to determine the charge of the carriers. In some interacting systems,
such as the fractional quantum Hall effect, the basic unit of charge is not e but νe, where ν is some appropriate filling
fraction, e.g., 1/3 (see discussion in Secs 13.7.4 and (9.5.8)). In analogy with Eq. (13.171) for SPoisson, we write S = 2qĪ,
where q is the quantity of charge of a quasi-particle carrying the current. Therefore, the Fano factor is

F =
S

2eĪ
=

q

e
. (13.177)
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Thus, measurement of noise as a function of the current reveals the ratio of the charge of the carrier to the charge of the
electron. The fraction q = e/3 in the fractional quantum Hall effect has been measured in a shot noise experiment. This
information extracted from shot noise cannot be obtained with measurement of the averaged current Ī.

13.7.4 STRONGLY CORRELATED LOW-DIMENSIONAL SYSTEMS

Electron–electron interaction plays a central role in low-dimensional systems. Theoretically, when electron–electron
interaction is omitted, electronic and thermal transport properties in systems with confined geometries are often well
understood. For example, the integer quantum Hall effect, which is one of the most striking phenomena related to elec-
tron confinement in low dimensions (d = 2) under strong perpendicular magnetic field, is adequately explained in
terms of the Landau level quantization, as discussed in Sec. 9.5.8. Inclusion of electron–electron interaction significantly
complicates calculations, and makes the physics much richer. Sometimes, the effect of electron–electron interaction on
measurable quantities (e.g., conductance) is rather dramatic. In 2D, electron–electron interaction is responsible for the
fractional quantum Hall effect (see Sec. 9.5.8) in which the Hall conductance is quantized as σH = νe2/h where the
filling factor ν are rational numbers. The fractional Hall effect has led to many new concepts such as fractional statistics,
composite quasi-particles (bosons and fermions), and braid groups. Electron–electron interaction in 1D systems leads to
new physical concepts such as Tomonaga–Luttinger liquids (a manifestation of the deviation from Fermi liquid behavior).
Finally, electron–electron interaction in zero-dimensional systems underlies the Coulomb blockade, spin blockade, and
the Kondo effect in quantum dots.

In Chapter 14, we will see that some interacting electron systems can be treated within the Fermi liquid formalism,
which leads to a single-particle picture, whereas some cannot. Interacting electron systems for which the description
within Fermi liquid theory is inadequate are referred to as strongly correlated electron systems. Its analysis requires the
introduction of new mathematical techniques [212], some of which will be encountered in Chapters 14 and 18. Traditional
many-body perturbation theory, which is developed in Sec. 18.2, linked to the book web page, is sometimes inadequate for
studying strongly correlated electron systems in low-dimensions, due to lack of an appropriate small parameter. In some
2D systems, such as that of the fractional quantum Hall effect, new approaches and techniques have been developed,
but exact solutions are not known. In 1D, there are several models of interacting systems whose ground-state can be
calculated exactly. These include: (1) the Heisenberg spin 1/2 chain, (2) the 1D Bose gas with delta-function interaction,
(3) the 1D Hubbard model (see Sec. 18.15.3 linked to the book web page), (4) the Kondo model (see Sec. 18.14).

13.7.5 WIGNER CRYSTALS

The ratio U/K between the electron–electron interaction energy and the kinetic energy increases as the electron density
decreases. Consider a system of electrons occupying a volume V in d dimensions. Denote by n the density of elec-
trons, and let a ∼ n−1/d be the average distance between two adjacent electrons. For Coulomb interactions, the typical
scale of the potential energy is U = e2/a. From the properties of the free electron gas, the kinetic energy is of order
K ∼ h̄2/(2ma2) (see Sec. 9.1). For low densities, a is large, so U/K ∼ a. Hence, electrons at low densities are a strongly
correlated system in the sense that the interaction energy dominates the kinetic energy.

Achievement of low density is an experimental challenge. Recall the definition (9.11) of the Wigner–Seitz radius
rs in 3D, as the radius of a sphere containing a single electron such that if N free electrons occupy a volume V , then
V = N4πr3

s /3. The density is n3D = N/V = [4πr3
s /3]−1. In metals and semiconductors, the effective mass m∗ and

the dielectric constant ε should be accounted for. Denoting by a0 the Bohr radius for a free electron gas and by a∗0 =
εh̄2/(m∗e2) the effective Bohr radius in the material, we define the dimensionless quantity ρs ≡ rs/a0. The critical density
for achieving Wigner crystallization in 3D is n3D = [(4π/3)(ρsa∗0)

3]−1, which for real metals is too high to realize. On
the other hand, in 2D, the inequality a∗0 � a0 can be realized in many semiconductors, and with ρs ≈ 37, the low density
limit might be attainable.

A system of interacting electrons at low density might form a crystal to minimize its interaction energy. In 1934,
Wigner predicted this phenomenon, referred to as a Wigner crystal [233]. In 3D, it would be a body-centered cubic lattice

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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(although the required low-density limit has not been attained). 3D Wigner crystals have not been observed experimen-
tally. In addition to the difficulties in achieving low density, a Wigner crystal, once created, is not stable against various
perturbations. For example, once disorder is present, electrons minimize their energy by binding to attractive impurities.

Wigner crystallization has been sought at the surface of liquid Helium, where there is no disorder. A Wigner crystal
has been observed in semiconductor heterostructures, where one can create a 2D electron gas at the surface of the semi-
conductor. The concentration of 2D electrons can be controlled by a gate. The Wigner crystals in these systems have
been observed only in strong magnetic fields (the strong magnetic field suppresses the kinetic energy of the electrons,
and Wigner crystallization is possible at higher densities). Recently, the occurrence of Wigner crystals in 1D has been
analyzed theoretically.

13.7.6 THE FRACTIONAL QUANTUM HALL EFFECT

In Sec. 9.5.8 we discussed the quantum Hall effect, which occurs in a 2D electron gas at low temperature subject to a
strong perpendicular magnetic field. The integer quantum Hall effect (IQHE) can be explained within the single-particle
picture, while in the fractional quantum Hall effect (FQHE), the interaction between electrons plays a crucial role. Here,
we briefly elaborate on the FQHE within the context of strongly correlated electron systems in 2D and mention a number
of unusual physical properties that were not considered in Sec. 9.5.8. The origin of these properties is that in a system of
interacting electrons in 2D subject to a strong magnetic field, the electrons occupy the lowest Landau level. For a clean
system, the only energy scale is due to interaction between electrons. Thus, there is no small dimensionless parameter
in the theory. This is different from electrons in metals, where the ratio between interaction and kinetic energies is
small.

Recall that the distinction between the IQHE and the FQHE is determined according to whether the filling factor
ν = N/(2NL), defined in Eq. (9.241), is an integer or belongs to a certain class of rational numbers. Here, N is the
number of electrons (or holes) in the sample and NL is the degeneracy of the Landau levels. In both cases, the Hall
conductance σH , defined as the ratio of the current through the sample and the voltage drop across the sample in

the direction perpendicular to the current flow, is quantized to an extremely high precision as σH = ν e2

h . The IQHE
occurs when ν is a positive integer and the system is also subject to a disordered potential. When σH is quantized, the
longitudinal resistance ρxx vanishes. The IQHE is understood in terms of the Landau-level structure of the noninteracting
electron spectrum (see Sec. 9.5.8). When the Landau level is filled, the system is gapped. In the FQHE, σH is quantized
as σH = νe2/h and the system is gapped when the filling factor ν takes on certain rational numbers.

Ground State Wave Function and Fractional Charge: In 1983, Robert Laughlin [150] explained the occurrence of the
simplest FQHE states having ν = 1/q with odd q, by suggesting the following many-body wave function for the ground
state [see Eq. (9.297)],

90(r1, r2, . . . rN) = 90(z1, z2, . . . zN) =

N∏
i<j=1

(zi − zj)
q e−

∑N
k=1 |zk|

2/4`2
H , (13.178)

where zi = xi + iyi are the complex coordinates of electron i in the 2D x-y plane and `H is the magnetic length. At the
special fractions, ν = 1/q with q odd, the 2D electron system has a gap of order 10−2e2/`H above its ground state.
This gap scenario is similar to that in the IQHE, where quantization is due to the energy gap between Landau levels.
For ν = 1/q, the degeneracy of the Landau level is q times higher than for ν = 1, NL(1/q) = qNL(1). The question in
this context is how the physics of N electrons that fully occupy a Landau level with NL(1) places is similar to that of N
electrons that partially occupy a Landau level with NL(1/q) = qNL(1) places, as in both cases, there is a gap above the
ground state. Laughlin’s idea is to consider the system of N electrons occupying a fraction 1/q of the available NL(1/q)
places as qN quasi-particles occupying all NL(1/q) places. To conserve the total charge, Q = Ne, each quasi-particle
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must have a fractional charge e/q = νe. Quasi-particles of charge e/3 have been indeed observed by a shot noise
experiment [see Eq. (13.177) and the discussion below it].

Low-Lying Excitations: Fractional Statistics: The Laughlin construction can be extended to include low-lying
excitations above the ground state. The excitations, whose energy is above the gap, are obtained by either adding a
quasi-particle (quasi-particle excitations) or by removing a quasi-particle (quasi-hole excitations). The quasi-particle or
quasi-holes are localized at points za, zb, . . .. The wave functions for a single quasi-particle and quasi-hole excitations
localized at z0 are

ψp(z0) = Np

N∏
i=1

(
∂

∂zi
−

z0

`2
H

)
90, ψh(z0) = Nh

N∏
i=1

(zi − z0)90, (13.179)

where Np and Nh are normalization factors.
This construction can yield the statistics of the quasi-particles or quasi-holes [234]. Starting from a wave function

describing excitation of, e.g., two holes, we assume that exchange operation endows the wave function with a phase
factor eiθ that is not necessarily equal ±1, as for bosons (+) or fermions (−). Thus,

ψh(za, zb) = Nab

N∏
i=1

(zi − za)(zi − zb)90, ψh(zb, za) = Pabψh(za, zb) = eiθψh(za, zb). (13.180)

1    2     2    1            2     1
=

1 2

FIG 13.46 Two exchange operators, P2
ab, in 2D: Starting from the initial

configuration on the left, the first exchange operation moves
particle 2 to the left of particle 1 on the upper curve. The second
exchange operation moves particle 2 back to the right of particle 1
on the lower curve. The net operation is equivalent to moving
particle 2 in a closed curve that encircles particle 1. This
construction only makes sense in 2D.

To calculate the phase θ , consider the product
of two exchange operators, P2

ab. In 2D, and only
in 2D, the product of two exchange operators is
equivalent to adiabatically moving one particle in
a closed curve around the other one, as shown in
Fig. 13.46.

Therefore, starting from ψh(za, zb), we con-
sider adiabatic motion of zb(t) along a closed
loop parametrized by a real parameter t ∈ [0, T]
such that zb(0) = zb(T) = zb and inspect the
Berry phase γ (t) accumulated by the wave func-
tion at point zb(t) (see Sec. 7.8.5). Then, we relate

the phase θ to the Berry phase γ (T) [235]. Using Eq. (7.200), we obtain

dγ (t)

dt
= i

〈
ψh(za, zb(t))

∣∣∣ ∂ψh(za, zb(t))

∂zb(t)

〉
dzb(t)

dt
. (13.181)

Using the definition (13.180), the rest of the calculation of the accumulated phase γ (T) =
∫ T

0
dγ (t′)

dt′ is not difficult and
we will skip it. The result of the integration contains a term that depends on the flux encircled by the curve zb(t), in
which we are not interested. To get rid of it, the phase γ is calculated along two identical curves, C1 and C2, such that C1

encircles za and C2 does not. The difference γ1(T)−γ2(T) does not depend on flux and is a generic property of quasi-hole
statistics. The final result is

θ =
1

2
[γ1(T)− γ2(T)] = πν. (13.182)

Quasi-holes (and quasi-particles) in the FQHE with filling factor ν = 1/q with q odd obey fractional statistics in the
sense that following an exchange of two quasi-particles, the wave function is multiplied by a phase eiθ

= eiπν . This
statistics is intermediate between Bose–Einstein (θ = 0) and Fermi–Dirac (θ = π ) statistics. Fractional statistics has
been confirmed experimentally.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 16-ch13-749-824-9780444537867 2012/12/4 17:18 Page 818 #70

818 CHAPTER 13 Low-Dimensional Quantum Systems

Composite Fermions: An idea due to J. K. Jain [236] makes it possible to transform the original system of strongly
interacting electrons in a strong magnetic field B into a system of weakly interacting composite fermions in a weaker
effective magnetic field

B∗ = B− 2pn2D80, (13.183)

where p is an integer, n2D is the electron density in 2D, and80 = hc/e is the quantum flux unit. The idea is to replace each
electron by another particle called a composite fermion. A composite fermion is an electron with a massless magnetic
solenoid attached to it, carrying a flux 2p80 pointing antiparallel to B. This bound state of an electron and an even number
of flux quanta is itself a fermion. The wave function of composite fermions is antisymmetric under the exchange of two
composite fermions. Consequently, the attached flux has no observable consequence. The new problem, formulated in
terms of composite fermions, is identical to the one with which we began. The advantage of this new formulation is that in
the mean field picture, the magnetic field carried by the composite fermions, B̄ = 2pn2D80, acts oppositely to the original
field B, and this leads to the field B∗ of Eq. (13.183). Equivalently, if Eq. (13.183) is written as B = B∗ + 2pn2D80, then
each electron strips 2p flux units from the original field, thereby decreasing it to B∗. This is shown in Fig. 13.47.

Problem 13.28

Show that if the filling factor in the original problem is ν, the filling factor in the transformed system is

ν∗ =
ν

1− 2pν
, ⇒ if ν =

1

2p+ 1
then ν∗ = 1. (13.184)

Problem 13.29

Show that if a composite fermion encircles another composite fermion and returns to its initial position, its wave
function remains unchanged.

A A

B
B-2 0 /A

(a) (b)
Φ

FIG 13.47 The transformation from electrons to composite fermions. (a) An
electron in a 2D system of area A subject to a perpendicular
magnetic field B. (b) The electron strips the magnetic field from
two flux units and becomes a composite fermion [i.e., p = 1 in
Eq. (13.183)]. The composite fermion contributes a field 280/A,
while the original field is reduced to B∗ = B− 280/A.

What has been gained by this procedure? In
the absence of interaction, all states on the low-
est Landau level have the same energy, and the
degeneracy ND of the many-electron ground state
at ν = 1/q is

ND =

(
2NL

N

)
=

(
2NL[
2NL

q

]) . (13.185)

Equation (13.184) shows that after the transfor-
mation, the filling factor ν∗ > ν, and by prop-
erly choosing p, it may be very close to 1, so
that q∗ & 1 and the degeneracy is significantly

reduced. This reduced degeneracy suggests that a starting point where composite fermions are treated as independent
particles is quite reasonable. For 2p = 1/ν, one has B∗ = 0 and the composite fermions fill a fermi sea. But since
1/ν = q is odd, they fill the lowest Landau level corresponding to B∗. The interaction between the composite fermions
remains the Coulomb repulsion, and similar to the Laughlin wave function, it is encoded in the Janes wave function for
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N electrons at filling factor ν < 1 on the lowest Landau level,

9ν(r1, r2, . . . rN) =

N∏
i<j=1

(zi − zj)
2p Dν∗(r1, r2, . . . , rN), (13.186)

where Dν∗(r1, r2, . . . , rN) is the Slater determinant for N noninteracting electrons occupying the lowest Landau level
in a field B∗ and filling factor ν∗ (the electrons are assumed polarized, and spin degrees of freedom are omitted).
9ν(r1, r2, . . . rN) is an excellent approximations for the N electron ground state. Even more significantly, it clarifies
the intuitive physics of composite fermions. The factors in the product preceding the Slater determinant tell us that every
electron regards every other electron as a center of 2p vortices. Equivalently, when an electron encircles another electron,
it acquires a phase 2π × 2p, which is equivalent to attaching 2p vortices to each electron in the Slater determinant for
noninteracting electrons.

13.7.7 HIGH-TEMPERATURE SUPERCONDUCTIVITY AND 2D MAGNETISM

The physics of superconductivity is presented in Sec. 18.10 which is linked to the book web page. There, the focus is on
the traditional theory, although new developments and the discovery of high-temperature superconductivity (HTSC) is
briefly considered, in connection with the t − J model (see Sec. 18.15.2 therein). A very brief qualitative account of this
topic within the context of low-dimensional strongly correlated systems is presented below.

In 1986, a new class of oxides superconductors with high critical temperatures (up to 130 K) was discovered by George
Bendorz and Karl Alex Müller [237]. There are hundreds of HTSC compounds known today. The precise mechanism
responsible for high-temperature superconductivity is not fully established, but the superconducting state is similar to
that in conventional superconductors, where electrons (or holes) attract each other and form a condensed state. Unlike
ordinary superconductors, the pairing potential1(k) has d-wave symmetry (see Sec. 18.10.3 in the link on the book web
page).

HTSC is obtained by doping certain parent compounds that, before doping, are Mott insulators (see Sec. 9.9). For
example, La2CuO4 is a Mott insulator with antiferromagnetic ground state. Doping it into La2−xSrxCuO4 removes elec-
trons, allowing in-plane conduction by holes. Hence, it is said to be hole doped. The quantity 0 ≤ x < 1 is the degree
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FIG 13.48 Schematic phase diagram of HTCS, showing hole doping
on the right and electron doping on the left, starting from
two different Mott insulators with antiferromagnetic
ground state. For small doping, the ground state remains
antiferromagnet, but its Neel temperature decreases. For
higher doping, antiferromagnetism diminishes and
superconductivity develops. The other phases on the
hole-doped side are discussed in the text.

of doping. HTSC develops for 0.025 ≤ x ≤ 0.27. Sim-
ilarly, the parent compound Nd2CuO4 can be electron
doped into Nd2−xCexCuO4. This scenario is displayed
schematically in the phase diagram of Fig. 13.48.

The combined appearance of HTSC and antiferromag-
netism is interesting in itself. As a hole moves around, the
surrounding spins must constantly readjust themselves to
lower their antiferromagnetic exchange energy. It turns
out that the exchange energy can be kept lower if the
holes move together. In this context, antiferromagnetism
helps hole pairing. The physics of other phases on the
hole doped side are not yet elucidated. In the pseudo-
gap region, there is still a gap in the density of states,
but it is not a bona fide superconductor. It is not even
clear whether the normal states labeled as “metal(?)” in
Fig. 13.48 are Fermi liquids or non-Fermi liquids. The
temperature dependence of the resistivity in this phase is
not yet fully explained [238].

Another family of superconducting materials, based on Fe and As, was discovered in 2008 [239]. An example is
LaFeAsO1−xFx with x ∼ 0.11, with Tc ≈ 26 K. The crystal structure contains FeAs layers with Fe atoms in a square
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planar lattice arrangement, and these layers alternate with LaO layers along the c-axis (hence, the relevance of low
dimensionality). We shall not discuss the physical origin of HTSC in these materials.

The relation between HTSC and antiferromagnetism of the CuO planes is related to 2D magnetism, usually described
by the Heisenberg model, which we will encounter in Secs 18.15.2 and 18.16 (see also Sec. 9.8.3). The Heisenberg model
is the basic tool for elucidating the physics of magnetic materials. It encodes the dynamics and the thermodynamics of a
magnetic system including the magnetization curve M(T) and the Curie temperature Tc. In general, it does not admit an
exact solution and some approximations or numerical solutions are required to obtain the desired results.

According to the Mermin–Wagner theorem [241], mentioned in Sec. 18.15.4, 1D and 2D magnetic systems cannot
have any long-range magnetic order at finite temperature T > 0. Thus, magnetism in the 2D Heisenberg model exists, if
at all, at zero temperature only. The question of whether there is long-range order at zero temperature depends on the
parameters in the Hamiltonian. By varying the parameters in the Hamiltonian, the quantum ground state can change from
paramagnetic to antiferromagnetic and vice versa. This quantum phase transition will be discussed in Chapter 18, which
is linked to the book web page. It is analogous to a thermodynamic phase transition, which is controlled by varying
the temperature, but here the temperature is zero, and other parameters vary. There exist 2D magnets with finite (albeit
low) Curie temperature; the main reason is that magnetocrystalline anisotropy and certain terms in the Heisenberg spin
Hamiltonian referred to as dipolar interactions violate the conditions of the Mermin–Wagner theorem.

13.7.8 1D CORRELATED ELECTRON SYSTEMS

One-dimensional strongly correlated systems involve interacting particles or spins. Examples are the 1D Hubbard model
(discussed in Sec. 18.15, which will be linked to the book web page) and the Heisenberg spin model in 1D. We have
stressed that, in many cases, a system of interacting fermions can be described in terms of quasi-particles that behave as
almost free particles, a concept developed by L. D. Landau and often referred to as Fermi liquid Theory (and sometimes
as Landau–Fermi liquid theory). The properties of interacting particles in 1D systems are distinct from those of noninter-
acting ones, and often the Fermi liquid picture is not adequate to describe such systems. Instead, the eigenstates of a 1D
system of bosons, fermions, or spins form what is referred to as a Luttinger liquid. Although the bare system of electrons
in a quantum wire consists of fermions, the low-energy elementary excitations in a Luttinger liquid are bosons, that are
sound waves of the 1D electron gas. This property is at the heart of a powerful technique called bosonization, which in
some cases can be used to arrive at exact solutions [242]. The main idea is to recast the physics not in terms of wave
functions but, rather, in terms of local densities, ρL(x) and ρR(x), of particles moving from left to right and from right to
left. Here, the fact that the motion is strictly constrained in 1D is crucial. The interacting electron gas behaves, in some
respects, similar to a liquid, where the dynamical variables include charge density, spin density, and current.

An important property of electronic systems in 1D is spin-charge separation. The state of an electron injected into
an interacting system is decomposed into two elementary excitations: charge and spin density modes, which propagate
at different velocities, uc and us, respectively. This feature is absent in higher dimensions when the physics is described
by Landau–Fermi liquid theory. Luttinger liquids display exotic behavior, e.g., the conductivity is extremely sensitive
to disorder, and at T = 0, it vanishes if the wire contains a single impurity, no matter how weak. The conductivity has
unusual behavior as function of temperature, voltage, and frequency.

A Luttinger liquid could arise in a quantum wire. However, due to the extreme sensitivity of conductance to disorder
(and the electron–electron interaction), the wire needs to be extremely clean, and this is difficult to guarantee. Alterna-
tively, consider edge states in a Hall bar. In the IQHE, when the Fermi energy is between the n and n+ 1 Landau levels,
there are n edge states at the Fermi energy on each side of the strip. Edge states on different edges move in opposite
directions, a property referred to as chirality [243]. In the FQHE, where interaction plays a key role, the edge states
form a 1D system of interacting quasi-particles. The number of edge states in the FQHE is ν∗, defined in Eq. (13.184),
assuming the composite fermion analysis leads to an integer ν∗. The chirality of the edge states in the FQHE constitutes
a realization of chiral Luttinger liquids.

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/


To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 16-ch13-749-824-9780444537867 2012/12/4 17:18 Page 821 #73

13.7 Inventory of Recently Discovered Low-Dimensional Phenomena 821

13.7.9 1D SPIN CHAINS

In addition to the 1D electronic systems, there is a great interest in 1D spin chains [244, 245]. They can be realized in
3D compounds such as CsNiCl3 and RbNiCl3, and attract theoretical interest because they display remarkable quantum
effects and define new quanta (magnons) that occur in higher dimensions as well. There are a few exactly solvable spin
chain models using Bethe ansatz, bosonization, or transfer-matrix techniques. They can be efficiently studied numerically
using Monte Carlo algorithms. The most familiar 1D spin chain system is the Heisenberg model [see Eq. (9.515)]. In its
simplest version, the Hamiltonian is

H = −
J

N

N∑
n=1

S(n) · S(n+ 1). (13.187)

where Sn is a quantum spin operator attached to lattice point n = 1, 2, . . . , N, and J is an exchange constant, which can
be ferromagnetic (J > 0) or antiferromagnetic (J < 0). The dimensions are chosen such that Jh̄2 is an energy. Periodic
boundary conditions SN+1 = S1 are adopted, and the normalization factor 1/N in Eq. (13.187) is useful in the limit
N →∞. The simplifying assumptions are that exchange interaction is effective only between nearest neighbors and that
there is no external magnetic field. In d > 1 dimensions, the spins are localized at Bravais lattice points R surrounded by
q nearest neighbor lattice points R+ ri, i = 1, 2, . . . q, where q is the coordination number, so,

H = −
J

N

∑
R

q∑
i=1

S(R) · S(R+ ri). (13.188)

Although this section deals with 1D systems, a few words about higher space dimensions is in order. For antiferromagnetic
exchange, the role of space dimensionality d and value of S = 1/2, 1, 3/2, . . . is especially intriguing. For d = 2, on a
square lattice, it is believed that the ground state is Neel ordered, i.e., the ground-state wave function |GS〉 has spin-up
at points R and spin-down at points R + ri. This implies a long-range order in the sense that, at zero temperature, as
|R− R′| → ∞,

〈GS|S(R) · S(R′)|GS〉 → Const. (13.189)

In the limit N →∞, spin excitations above this ground state are gapless.
The situation is somewhat different for d = 1. First, as discussed in Sec. 9.8.3, for S = 1

2 h̄, the ground state for d = 1
is not Neel ordered. Rather, it is the Bethe–Hultein solution derived by the Bethe ansatz technique. Second, as we know
from the Mermin–Wagner theorem, there is no long-range order in d = 1 even at T = 0. For S = 1

2 h̄, it is found that the
spin–spin correlation for d = 1 falls off as a power law,

〈GS|Sn · Sm|GS〉 ∼ |n− m|−α . (13.190)

Third, and somewhat unexpectedly, the spectrum is gapless only for half-integer spin S/h̄ = 1/2, 3/2, . . . but there are
strong indications that it is gapped for integer S/h̄ = 1, 2, 3, . . . [246]. The Haldane gap has been verified experimentally.

Problem 13.30

Consider the Heisenberg Hamiltonian for a 1D chain of three sites with periodic boundary conditions,
H = J(S1 · S2 + S2 · S3 + S3 · S1), (J > 0).

(a) Show that [S2, H] = 0, where S = S1 + S2 + S3 is the total spin.
(b) Find the energy spectrum for S = h̄/2 and discuss its degeneracy.
(c) Explain why the method you used to solve (a) does not work for more than three spins, e.g.,

H = J
∑4

i=1 Si · Si+1, (S4+1 = S1).
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Answer: (a) Because H = J
2 (S

2
−
∑3

i=1 S2
i ) =

J
2 (S

2
− 9h̄2/4) it is clear that [S2, H] = 0.

(b) For S = (3/2)h̄ we have E = (J/2)(S2
− 9/4) = 3Jh̄2/4 for all three spins being parallel, which is the highest

energy for J > 0. This level is two-fold degenerate because the three parallel spins might point either “up” or
“down”. For S = (1/2)h̄ we have E = −3Jh̄2/4. This is the ground-state energy and corresponds to one “up”
electron and two “down” electrons. This level is six-fold degenerate.
(c) S2 contains terms with exchange interaction between spins that are not nearest neighbors, such as S1 · S3. Such
terms are not present in H. Hence [S2, H] 6= 0.

13.7.10 QUANTUM SPIN HALL EFFECT

The quantum spin Hall effect (QSHE) [247] occurs in topological insulators with time reversal invariance symmetry (see
Sec. 9.9.2). It will also be discussed in Chapter 19, linked to the web page of the book. It is briefly mentioned here, since
low dimensionality plays a crucial role. A system without edges is a bulk system. Usually, it is an infinite system in all
directions, but for actual calculations, we may consider a finite system with periodic boundary conditions, such as a 2D
system with a torus geometry. The phrase “bulk system is opened” means that there is at least one edge, such as in half
a plane, half a cylinder, a cylinder, or a ribbon. When a bulk gapped system possessing a nontrivial topological quantum
number is opened, it has gap-closing edge states that carry current along the edges. By this we mean that, for any energy
E in the gap of the bulk system, there is at least one current-carrying state |ψE〉 with energy E moving close to the edge
of the open system.

In the IQHE, the bulk topological quantum number is the first Chern number, defined in Chapter 19, and the edge
states are chiral, i.e., on one edge, they are moving in one direction, whereas on the other edge, they are moving in the
opposite direction.

For systems with time-reversal invariance and without spin-rotation symmetry (e.g., for systems with spin–orbit cou-
pling without the presence of a magnetic field), the edge states (if they exist) come in pairs due to Kramers degeneracy.
One edge state in such a pair can be obtained by operating on the other edge state of the pair with the time-reversal
operator T , and the two edge states are said to form a Kramers pair. The two states that form a Kramers pair move in
opposite directions on the same edge of the sample.

H

–H

(a) (b)

FIG 13.49 Toy model for the quantum spin Hall effect. (a) Two copies
of the IQHE with opposite magnetic fields. In each copy,
time reversal is violated due to the external magnetic field,
and the edge state has a definite orientation (hence, it is a
chiral edge state). In the upper copy, the (first) Chern number
is n = 1, whereas in the lower copy, n = −1. (b) When the
two copies are combined, the total magnetic field vanishes
and time-reversal invariance is maintained. The first Chern
number is 1+ (−1) = 0. The edge states have opposite
orientations, since they form a Kramers pair. There is spin
current but no charge current along the edge. Due to
conservation of Sz, the spin Hall conductance is quantized.

A toy model exemplifies the relation between edge
states in the IQHE (a system that violates time-reversal
invariance) and edge states in spin Hall systems (a
system that conserves time-reversal invariance) [248].
Consider two copies of an open system displaying
one edge state in the IQHE, one for spin-up and one
for spin-down electrons, subject to equal but opposite
magnetic fields, as displayed in Fig. 13.49. Then, as
detailed in the caption, these two copies can be com-
bined to form a spin Hall system with a single Kramers
pair.

In generic 2D models, where time-reversal invari-
ance is conserved and spin currents along the edges
are present [similar to Fig. 13.49(b)], Sz is not always
conserved and the edge states are not necessarily spec-
ified by the spin projection of the electron. The two
edge states still form a Kramers pair in the sense that
one is obtained by applying the time-reversal operator
T on the other, up to a constant (see Sec. 9.6.7). The
corresponding integer topological number (the analog
of the Chern number in the IQHE) is denoted by Z2.
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Whereas the definition (9.544) of the first Chern number in terms of Bloch functions is rather simple, and is directly
related to the Kubo formula for the calculation of the Hall conductivity σxy, the definition of Z2 in terms of Bloch func-
tion is not so simple, and will be skipped. Like the Chern number, Z2 is calculated in the bulk system, but it is related
to the open system and its edge states. The parity of Z2 tells us whether the number of Kramers pair edge states is even
or odd [in Fig. 13.49(b) it is odd, Z2 = 1]. Only an odd number of Kramers pairs on the edges leads to a nontrivial
physics [249]. To show this, assume there are two Kramers pairs on the edges, (ψ1,ψ2) and (φ1,φ2). Then, two states of
the same parity under T , such as ψ1 and φ1, can be scattered by an impurity potential V that is invariant under T , that
is, 〈ψ1|V|φ1〉 6= 0. Thus, when there is an even number of Kramers pairs, the system of edge states is not robust against
weak disorder. In summary, a 2D system displays the quantum spin Hall effect if (1) its Hamiltonian is invariant under
time reversal and all states are twofold Kramers degenerate. (2) The bulk system has a gap and the topological quantum
number Z2 is odd. (3) When the system is opened, there is an odd number of Kramers doublets on each edge at the Fermi
energy. The spin Hall effect has been observed experimentally.

Now consider applying Laughlin’s idea discussed in Sec. 9.5.8 on the Quantum Hall effect. Assume the system has
the geometry of a cylinder, and let the flux 8(t) along the axis change adiabatically from 0 to 80. There will be a spin
transfer between the left (L) and the right (R) edges at a rate,

d〈Sz〉

dt
= σ s

xy
d8

dt
, (13.191)

where 〈Sz〉 is the expectation of the operator Sz in a given edge state, and σ s
xy is the spin Hall conductance. At the end of

the adiabatic change, we have

σ s
xy =

e

h
(〈Sz〉R − 〈S〉L)|EF

. (13.192)

Sz is not conserved in the presence of spin–orbit interaction; consequently, σ s
xy is not quantized. Several models exhibiting

the quantum spin Hall effect have been developed, but the details of these models go beyond the scope of this book.
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Quantum many-body theory deals with systems of many particles that interact with each other. Often, the systems treated
contain (groups of) identical particles. A familiar example is that of electrons in a solid which interact with each other (in
addition to interacting with the lattice ions). In systems with identical particles, be they bosons (e.g., photons, phonons or
a degenerate gas of 4He atoms) or fermions (e.g., electrons, or a degenerate gas of 3He atoms), a crucial issue is particle
statistics. The symmetry of the state of the system under exchange of identical particles must be properly incorporated
in many-body theory. This requirement will be assured within the formalism developed here. Many-body physics deals
with both equilibrium properties, such as energy, compressibility, magnetization, etc., and non-equilibrium properties
such as conductance, heat transfer, noise, optical response and other non-equilibrium phenomena. The quantum many-
body problem is one of the most thoroughly-studied subjects in quantum mechanics. The underlying theory is strongly
based on, and intimately related to, the general framework of quantum field theory. Many-body theory is frequently
used to treat systems containing a macroscopic number of identical particles. Although exact solutions for some many-
body problems are known, in most cases a sophisticated scheme of approximations is required. Quantum field theory is
designed so that it can also treat physical systems with infinitely many degrees of freedom.

The breadth and scope of quantum many-body physics is enormous. It requires the mathematical framework of sec-
ond quantization and employs it to elucidate the physics of a myriad of interacting-particle physical systems. These
include the electron gas, strongly correlated electrons, superconductivity, superfluidity, magnetism, spin systems, Fermi
liquids, ultracold atomic gases, and low dimensional systems. The theory is capable of treating physical systems in
equilibrium and out of equilibrium, at zero and finite temperatures. In this chapter, the basic ideas of second quan-
tization are presented and then a few important representative physical systems are presented. A companion Chap-
ter entitled Field Theory Applications, Chapter 18, can be regarded as part II of this chapter; it will be linked to the
book web page. Many books devoted to many-body physics using the methods of quantum field theory are available,
e.g., Refs. [250–256].

This chapter is organized as follows. The basic techniques required to handle the many-body problem are introduced
in Sec. 14.1, starting with the fundamental concept of second quantization, construction of Fock space, and creation
and annihilation operators. The Hamiltonian in Fock space is developed in Sec. 14.1.5. Section 14.1.6 introduces the
field operators of quantum field theory. Quantization of the radiation field, and the concept of photons, is presented in
Sec. 14.1.7, followed by the quantization of crystal vibrations in terms of phonons in Sec. 14.1.8. Systems containing two
kinds of particles are discussed in Sec. 14.1.9. Section 14.2 presents the formulation of quantum statistical mechanics
within the second quantization formalism. As an example of the use of the tools developed in this chapter, an approxi-
mation for the ground-state energy of an electron gas with Coulomb inter particle interactions is presented in Sec. 14.3.
Finally, mean-field theory, which is a central ingredient in the quest for nonperturbative approximations for the solution
of the many-body problem, is presented in Sec. 14.4.

14.1 SECOND QUANTIZATION

In this section, we introduce the formalism of second quantization for bosons and fermions. This formalism is designed
to treat systems of identical particles in a natural way, with particle statistics being properly incorporated. We start by
writing the Hamiltonian of a many-body system containing one kind of interacting particle in first quantized form, and
then develop the second quantized form step by step. Later, we show how to treat systems containing more than one kind
of particle within second quantization.

Quantum Mechanics with Applications to Nanotechnology and Information Science 825
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14.1.1 INTERACTING IDENTICAL PARTICLES: A GENERIC MANY-BODY PROBLEM

As an example of a many-body problem, consider a closed system containing N identical particles of mass m occupying
a volume V . Often one is interested in letting N and V go to infinity in such a way that the average density ρ̄ ≡ N/V is
constant. This limiting procedure is referred to as the thermodynamic limit (although thermodynamics does not enter the
definition per se). The Hamiltonian operator for the system is

H =
N∑

i=1

[T(ri)+ U(ri)]+
1

2

N∑
i 6=j=1

V(ri − rj) ≡ H0 + V , (14.1)

where ri is the position vector of particle i(i = 1, 2, . . .N). The terms on the RHS of Eq. (14.1) are the kinetic energy

operator, T(ri) = −
h̄2

2m∇
2
i , the single-particle external potential for particle i, U(ri), and the two-body interaction between

particles i and j, V(ri − rj). The latter is often spin-independent and invariant under translations and rotations [as is the
case for the Coulomb potential between electrons, V(ri − rj) = e2/|ri − rj|]. The operators T(ri) and U(ri) act only on
particle i, hence they are referred to as single-particle operators. We denote the sum of the single-particle operators by

H0 =
∑

i

[T(ri)+ U(ri)] ≡
∑

i

h(ri). (14.2)

In general, both the space coordinate ri and the spin projection σi of particle i need to be specified in the many-body wave
function 9. For this purpose we will use the notation xi = (riσi) and refer to xi as space-spin coordinate of particle i.
The many-body wave function will be denoted by

9(r1σ1, r2σ2, . . . , rNσN) = 9(x1, x2, . . . , xN) . (14.3)

For electrons, σi = ±1/2, whereas for spin 1 particles σi = 1, 0,−1. This notation is required to account for the symmetry
of the many-body wave function under particle exchange. The eigenstates of H0 can be written as sum of products of
single-particle spin orbitals 〈q|x〉 = φq(x) satisfying the single-particle Schrödinger equation,

hφq(x) ≡ [T + U(r)]φq(x) = εqφq(x). (14.4)

Here, q represents a set of single-particle quantum numbers, including spin, necessary for characterizing the single-
particle states, corresponding to a complete set of operators that commute with h = T + U. If U(r) does not depend
on spin, then [h, σ ] = 0, and q = (εα , σ) represents the set of eigenvalues of h(εα) (the energies {εα}) and σz (the
spin projections ±1/2). Note that the spin of the particle appears in x as a coordinate, whereas the eigenvalue of the
spin projection appears as a quantum number in q. The spin orbital φq(x) = ψα(r)ησ is then separable (the space
and spin degrees of freedom are un-entangled). For example, if U(r) is a central potential (see Chapter 3), then for
discrete energy states, q = nlmσ , where n is an energy quantum number, l is an orbital angular momentum, and m is
its projection.1 The operators V(ri − rj) act on particles i and j and hence are referred to as two-body operators. The
stationary many-body Schrödinger equation reads,

H9λ(x1, x2, . . . , xN) = Eλ9λ(x1, x2, x3, . . . , xN). (14.5)

The energies Eλ are usually arranged in ascending order, E0 < E1 < E2 . . .. Of special importance are the ground-state
energy E0 and the ground-state wave function 90(x1, x2, . . . , xN). The eigenfunctions 9λ(x1, x2, x3, . . . , rN) must have
the right symmetry under particle exchange, i.e.,

Pij9λ(x1 . . . xi . . . xj, . . . xN) = 9λ(x1 . . . xj . . . xi, . . . , xN) = ±9λ(x1 . . . xi . . . xj, . . . xN). (14.6)

1 We will see below that for a proper handling of fermion statistics, the set of single-particle quantum numbers q needs to be ordered.
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The operator Pij exchanges particles i and j, i.e., it exchanges (xi = riσi) and (xj = rjσj). The + sign is for bosons and
the − sign for fermions (see Chapter 8). The many-body wave function of Bose (Fermi) particles that satisfies Eq. (14.6)
with a plus (minus) sign is said to have the appropriate symmetry.

Equation (14.5) is the stationary many-body Schrödinger equation. Many problems sometimes require knowledge of
the dynamics of many-particle systems, i.e., the solution of the time-dependent Schrödinger equation,

ih̄
∂

∂t
9(x1, x2, . . . , xN , t) = H(t)9(x1, x2, . . . , xN , t) , (14.7)

with initial condition

9(x1, x2, . . . , xN , 0) = χ(x1, x2, . . . , xN) , (14.8)

where χ is the time-independent initial wave function. This is the case, for example, if the system is acted upon by
external time-dependent fields, so the Hamiltonian depends explicitly on time. Another nonequilibrium situation occurs
when the Hamiltonian does not depend on time but the initial state is not an eigenstate of the Hamiltonian. When the
two-body interaction potentials V(ri − rj) are present, a closed form analytic solution of the many-body Schrödinger
equation [either Eq. (14.5) or (14.7)] is rarely available. One is unavoidably obliged to resort to various approximation
schemes.

A central challenge to be addressed at the outset is how to incorporate the permutation symmetry (14.6) in a compact
and efficient scheme. The quest for an elegant formulation of the quantum mechanical many-body problem which takes
into account the correct permutation symmetry of the many-body wave function right at the onset is achieved using the
second quantization formalism. The reason for calling it second quantization will be explained below.

The basic idea of second quantization is to map the Hilbert space, whose elements are states of N (identical) particles,
onto another space, called the Fock space, where the basis kets are determined by the number of particles occupying each
single-particle state. This mapping induces a transformation of the original Hamiltonian into a new Hamiltonian with
the same spectrum. The details of this mapping and the structure of the new Hamiltonian depend crucially on whether
the N particle states are symmetric or antisymmetric under particle exchange, corresponding to bosons or fermions,
respectively. The mapping procedure requires several steps as detailed below.

The formalism of second quantization is not just an elegant technique for handling systems of identical particles. It
enables the description of systems with infinite number of degrees of freedom and establishes an intimate relation with
the many-body physics, statistical mechanics, and field theory. It is capable of describing physical processes that cannot
be described within the formalism of first quantization, especially those that do not conserve the number of particles.

14.1.2 A BASIS FOR MANY-BODY WAVE FUNCTIONS

An N-body wave function for identical fermions or bosons must satisfy the exchange symmetry constraint,
Eq. (14.6). Construction of a basis for the N-body problem consists of finding a set of (time-independent) functions
8α(x1, x2, . . . , xN) with the appropriate symmetry. Here, α is a set of quantum numbers for the N-particle system (see
below). The basis should be complete and orthogonal in the sense that it spans the Hilbert space of functions with the
appropriate symmetry. Any time-dependent N-body wave function 9(x1, x2, . . . xN ; t) with the appropriate symmetry
should be expandable as a linear combination,

9(x1, x2, . . . xN ; t) =
∑
α

Aα(t)8α(x1, x2, . . . xN), (14.9)

where the time dependence enters solely through the set of coefficients {Aα(t)}. The choice of the basis set functions
8α is dictated by convenience. First, the basis functions 8α should be constructed, and second, the matrix elements
Hαβ ≡ 〈8α|H|8β〉 should be calculated (both tasks require computational resources). For example, one can choose
8α(x1, x2, . . . xN) as eigenfunctions of H0 or of the N particle kinetic energy operator T ≡

∑N
i=1 T(ri). The appro-

priate symmetry of 8α(x1, x2, . . . xN) is achieved by forming Slater determinants (for fermions) or permanents (for
bosons) [see Chapter 8].
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Ordering Single-Particle Quantum Numbers

We need to construct the N-body basis states 8α(x1, x2, . . . xN) (with the appropriate symmetry) using sums of products
of single-particle wave functions (spin orbitals) φq(x), defined by Eq. (14.4). Recall that each q is a collection (group)
of eigenvalues of a complete set of commuting hermitian operators for the underlying single-particle problem. Examples
are q = (kxkykzσ) (free particle in a box) or q = (nlmσ) (particle in a central field). It is assumed that the spin orbitals
φq(x) are easily calculated and that the set {q} of all groups of single-particle quantum numbers is generically infinite but
discrete. Since every infinite discrete set of cardinality ℵ0 can be mapped onto the set of positive integers Z+, and the
mapping is one-to-one, we can assign an integer N(q) ∈ Z+ to every group q of single-particle quantum numbers, such
that N(q) 6= N(q′)⇔ q 6= q′. To simplify notation, we use the same notation q for N(q) and regard q ∈ Z+ as an integer
representing a collection of single-particle quantum numbers. In this way, the infinite set {q} of groups of single-particle
quantum numbers is automatically ordered. In the simple case of spinless particles where states are characterized solely
by their energy En, q represents a single quantum number, so by taking q = n, we understand that q represents the
quantum number En and the corresponding wave function is φn(r) satisfying Eq. (14.4). In this simple case, the ordering
scheme is trivial. For example, in a 1D harmonic oscillator problem, the energies are En = (n+ 1/2)h̄ω and the quantum
numbers q = n are naturally ordered. If single-particle states are specified by more than one quantum number, one can
adopt a lexicographic procedure of ordering. Thus, for a spinless particle in a central potential, we can order the set {q}
composed of groups of three single-particle quantum numbers according to the rule, (nlm) > (n′l′m′) if n > n′, or, in case
n = n′, l > l′, or in case (nl) = (n′l′)), m > m′. Thus, (nlm) = (000), (100), (111̄), (110), (111) correspond, respectively,
to q = 1, 2, . . . , 5 (here, 1̄ = −1). If the particle has spin 1/2, the single-particle states in a central potential are determined
in terms of the quantum numbers (nlmσz) and the order can be defined by adopting the relation (nlm ↑) > (nlm ↓). The
upshot is that the set {q} composed of groups of single-particle quantum numbers is unambiguously represented by the
set of (positive) integers {q} ⊂ Z+ which is naturally ordered.

Problem 14.1

A free spinless particle in a box obeys the Schrödinger equation, − h̄2

2m∇
2φ(x, y, z) = Eφ(x, y, z), with periodic

boundary conditions, φ(x+ Lx, y, z) = φ(x, y+ Ly, z) = φ(x, y, z+ Lz) = φ(x, y, z).

(a) Determine the quantum numbers represented by q.
(b) Find a lexicographic order for determining when q > q′. Specify the quantum numbers corresponding to

q = 1, 2, 3, 4, 5.
(c) For a particle in a central potential, show that in this ordering, the third state has (n, l, m) = (1, 1,−1), hence,

φ3(r, θ ,φ) = R11(r)P1(cos θ)e−iφ .

Answer: (a) q↔ (kx, ky, kz), with kx =
2π
L nx, nx = 0, 1, 2, . . . , and similarly for ky and kz.

(b) For q > q′, if |k| > |k′|, while if |k| = |k′|, θk > θk′ , while if |k| = |k′| and θk = θk′ then φk > φk′ . where
(θk,φk) are the polar angles of k. This ordering is reasonable because it insures that if q ≥ q′, εq ≥ εq′ .

Construction of 8α(x1, x2, . . . xN)

Following our discussion above, we conclude that an ordered sequence of nonnegative integers {q1, q2, . . . , qN} that
represents N sets of single-particle quantum numbers [e.g., qi = (kix, kiy, kiz) for a free electron i = 1, 2, . . .N in a box]
determines the N-body quantum number α. This is compactly written as,2

α ↔ (q1, q2, . . . , qN). (14.10)

2 Strictly speaking the sequence should be written, {qi1 , qi2 , . . . , qiN }, ik ∈ Z+, ik < ik+1. For simplicity, we write this as {q1, q2, . . . , qN }, keeping in
mind that this applies to any ordered sequence of N integers.
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The sequence {q1, q2, . . . , qN} uniquely determines 8α(x1, x2, . . . xN) appearing in Eq. (14.9) and specifies which spin
orbitals are used to construct it. The prescription for constructing 8α(x1, x2, . . . xN) from {q1, q2, . . . , qN} is the familiar
procedure for imposing the appropriate symmetry (see Chapter 8),

8α(x1, x2, . . . xN) =

{
C
∑

P(−1)pP
∏

i φqi(xi) (for fermions)

C
∑

P P
∏

i φqi(xi), (for bosons)
(14.11)

where C is a normalization constant. The subscripts qi could be either the corresponding groups of single-particle quantum
numbers or the integers that represent them (so far the ordering is immaterial). The summation over permutation operators
P runs over all N! permutations of the space-spin coordinates (x1, x2, . . . , xN), and p denotes the parity of the permutation
P. The permutation P is expressible as a product of two-particle exchange operators Pij swapping positions of space-spin
coordinates xi and xj as indicated in Eq. (14.6). Note also that, as defined, P does not affect the sequence of quantum
numbers (q1, q2, . . . , qN), as it acts only on the space-spin coordinates {xi}. However, from the mathematical structure of
Eq. (14.11), it is evident that we can replace the exchange operators Pij exchanging space-spin coordinates xi ↔ xj by an
exchange operator Pij exchanging quantum numbers qi ↔ qj. Indeed,

Pijφqi(xi)φqj(xj) = φqi(xj)φqj(xi), Pijφqi(xi)φqj(xj) = φqj(xi)φqi(xj), (14.12)

and the two operations lead to the same result. Note that for bosons, the case qi = qj is allowed, while for fermions, it is
forbidden.

The construction (14.11) of 8α(x1, x2, . . . xN) for bosons and fermions has already been detailed in Chapter 8. For
fermions, 8α(x1, x2, . . . xN) is a Slater determinant, defined in Eq. (8.20), whereas for bosons, it is a permanent defined
in Eqs. (8.23) and (8.43). From Problem 14.2(a), we see that the integers q1, q2, . . . , qN defining the N-body quantum
number α in Eq. (14.11) must be distinct for fermionic states, while for bosons, some or all of them may be equal. Thus,
we have

0 ≤ q1 < q2 . . . < qN , (for fermions), (14.13)

0 ≤ q1 ≤ q2 . . . ≤ qN (for bosons). (14.14)

Problem 14.2

(a) Show that if qi = qj, the N fermion wave function vanishes.
(b) If in Eq. (14.11), P acts on the sequence of quantum numbers (q1, q2, . . . , qN) (instead of P acting on the

coordinates (x1, x2, . . . , xN), show that the resulting N body function is the same.

(c) Consider the 1D Hamiltonian, H =
∑2

i=1

[
−

h̄2

2m
d2

dx2
i
+

1
2 mω2x2

i

]
+ λδ(x1 − x2) for N = 2 identical particles of

mass m. Denote by ψn(x) (n = 0, 1, . . .) the eigenfunctions of the single-particle Harmonic oscillator (q = n is
the single quantum number corresponding to the energy). Construct the two-body quantum numbers α and
symmetrized basis functions 8α(x1, x2) for the six lowest energy boson and fermion states.

(d) Calculate the matrix elements 〈8α|H|8β〉.

Answer: (c) Since the energy is linear in n, the states ψn1(x1)ψn2(x2) with lower sum n1 + n2 have the lower energy.
Following Eq. (14.10), the six sequences α and the six energies εα (in units of h̄ω) are α = (q1, q2) = (0, 0), (0, 1),
(0, 2), (1, 0), (1, 1), and (2, 0), and εα=(q1,q2) = 1, 2, 3, 2, 3, 3, respectively.

For bosons, 8B
α(x1, x2) =

(
Nq1 !Nq2 !

N!

)1/2
Perm[ψq1(x1) ψq2(x2)], q1 = 0, 1, 2, and q2 = 0, 1, 2. The factor(

Nq1 !Nq2 !
N!

)1/2
properly normalizes 8B

α(x1, x2).

For fermions, 8F
α(x1, x2) = |ψq1(x1) ψq2(x2)|, q1 = 0, 1, 2, and q2 = 0, 1, 2, q2 6= q1. See Eq. (8.39).

(d) 〈8α|H|8β〉 = εαδαβ + λ
∫
∞

−∞
dx8∗α(x, x)8β(x, x).



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 17-ch14-825-870-9780444537867 2012/11/16 0:15 Page 830 #6

830 CHAPTER 14 Many-Body Theory

14.1.3 MAPPING ONTO FOCK SPACE

In the next step, the N-body wave functions8α(x1, x2, . . . xN) with the appropriate symmetry (Pij8α = +8α for bosons
and Pij8α = −8α for fermions) are mapped onto an abstract Hilbert space called Fock space, FN , for N identical
particles. A basis vector in FN has an infinite number of components; most of them are 0, except those in locations
corresponding to the integers, {qi}, i = 1, 2, . . . , N. This is where we use the construction with symbols {qi} that form an
ordered set of integer numbers representing groups of single-particle quantum numbers. The entry in location qi is a non-
negative integer number that tells us how many particles in8α have the same quantum number qi. This is the occupation
number in location qi that plays a central role in the present formalism. Following the solution of Problem 14.2, we know
that for fermions, the occupation number is 0 or 1, while for bosons, it can be any nonnegative integer ≤ N. The mapping
is based on the fact that the sequence q1, q2, . . . , qN unambiguously determines the basis function 8α(x1, x2, . . . xN) via
Eq. (14.11). Usually, the number of terms in the expansion (14.9) is infinite. When translated into a sum over the integers
qi, it involves the sum over all possible sequences q1, q2, . . . qN subject to the constraints (14.13). The Hilbert spaces FN

for fermions and bosons are distinct in that, as we have noticed, the basis states of FN contain occupation numbers that
are either 0 or 1 for fermions but are nonnegative integers less than or equal to N for bosons. The sum of all occupation
numbers must equal the number N of particles.

Basis States in Fock Space for Fermions

We are now in a position to construct a basis in the Hilbert space FN . Dirac notation will be extremely useful in what
follows. For fermions, the Fock space FN is spanned by an infinite basis of vectors (kets) |α〉 ↔ |q1, q2, . . . , qN〉 with N
distinct quantum numbers q1 < q2 . . . < qN singly occupied. More explicitly,

|α〉 = |000 . . . 1q1 00 . . . 1q2 00 . . . 1qN 00 . . .〉 ≡ |q1, q2, . . . , qN〉, (14.15)

where the subscripts denote the locations qi in the infinite sequence that correspond to single-particle quantum numbers
qi that are occupied. The occupation numbers 1 indicate that the locations qi are singly occupied, so that each spin orbital
φqi(x) appears just once in the product defined in Eq. (14.11). The second identification on the RHS of Eq. (14.15) is a
compact notation where only the occupied locations (quantum numbers) are specified, bearing in mind that for fermions,
the corresponding occupation numbers are 1. In a more heuristic interpretation, we say that the basis state |α〉 is obtained
by “occupying” or “putting” one particle in a single-particle state whose set of quantum numbers are represented by q1

and so on. Once this is conceptually understood, one may prefer to use the quantum numbers themselves as indices,
bearing in mind that they should specify the location of a certain component of a vector in Fock space. For example, in
the study of electrons in a lattice, we will use the indices nkσ = n(kx, ky, kz)σ of band index, lattice momentum, and spin
projection keeping in mind that this set of five quantum numbers corresponds to a single integer q that specifies a location
(a component number) in the vector |α〉 ∈ FN .

Basis States in Fock Space for Bosons

The corresponding procedure of constructing a basis in FN for bosons is similar to that for fermions, but there are some
important differences. For bosons, some (or even all) of the numbers qi might be equal. As an example, for N= 6,
a sequence of six quantum numbers qi might actually be (q1, q1, q2, q2, q2, q3). It is then natural to require that the
only nonzero components of the corresponding basis state |α〉 ∈ FN are located in (q1, q2, q3) with nonzero occupation
numbers equal to 2, 3, and 1, according to the number of equal qi appearing in each group. In our example, we have

|α〉 = |000 . . . 2q1 00 . . . 3q2 00 . . . 1q3 00 . . .〉. (14.16)

Recalling our heuristic interpretation, the basis state |α〉 is obtained by putting two particles in the single-particle quantum
number q1, three particles in the single-particle quantum number q2, and one particle in q3. The sum of the numbers in
the nonzero components (i.e., the sum of the boson occupation numbers) should of course be equal to N (N = 6 in the
present example).
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Occupation Number Representation of States

Equations (14.15) and (14.16) represent the N-body state vector |α〉 in terms of the corresponding occupation numbers
(0 or 1 for fermions, nonnegative integers for bosons) of single-particle quantum numbers qi, i = 1, 2, . . .K. Therefore,
the state |α〉 is uniquely determined by a set of K single-particle quantum numbers qi, i = 1, 2, . . .K (K = N for fermions
and K ≤ N for bosons) and by K occupation numbers nqi . Thus, we write,

|α〉 = |nq1 , nq2 , . . . , nqK 〉, (14.17)

where qi 6= qj and nqi is the nonzero occupation number in mode (i.e., single-particle level) qi. The latter is well defined
once the system of single-particle quantum numbers are ordered as explained above. In this notation, the components with
occupation number 0 are not specified. Equation (14.17) extends the notation introduced in Eq. (14.15) to be applicable
for both bosons and fermions.

Orthogonality Relations and Wave Functions

Two basis vectors |α〉 ∈ FN and |β〉 ∈ FN are different, |β〉 6= |α〉, if they differ by at least one component. For example,
for N = 2, the two basis vectors |α〉 = |1315〉 = |00101 . . .〉 and |β〉 = |1314〉 = |0011 . . .〉 are distinct. An inner product
between two basis vectors is defined to be zero if they are different and 1 if they are identical,

〈α|β〉 = δαβ . (14.18)

With this definition, the Hilbert space FN is unambiguously defined, since a complete basis, {|α〉}, spanning it has been
introduced together with an inner product. A general normalized vector in this space is defined in an analogy with
expansion (14.9) as,

|9(t)〉 =
∑
α

Aα(t)|α〉,
∑
α

|Aα(t)|
2
= 1. (14.19)

The amplitudes Aα(t) are complex numbers. An operator O acting on the vector |9(t)〉 is defined in terms of its operation
on the basis vectors |α〉,

O|9(t)〉 =
∑
α

Aα(t)O|α〉. (14.20)

Thus, we have defined the N-particle Fock space or space of occupation numbers, pertaining to N identical particles, for
fermions and bosons. This Hilbert space FN is defined in terms of its basis vectors {|α〉} and the scalar product (14.18).

The set of basis vectors {|α〉} is in one-to-one correspondence with the set of wave functions {8α(x1, x2, . . . xN)}

spanning the Hilbert space HN of N-body wave functions with the appropriate symmetry. Formally, we may write,

8α(x1, x2, . . . xN) = 〈x1, x2, . . . xN |α〉. (14.21)

In this notation, the concept of transformation between the Hilbert space HN spanned by the functions {8α(x1, x2, . . . ,
xN)} and the Fock space FN spanned by the states {|α〉} is more transparent, as the expression on the RHS serves as an
element of the transformation matrix. This definition is based on the completeness relations∑

α

|α〉〈α| = 1FN ,
∑
{xi}

|x1, x2, . . . , xN〉〈x1, x2, . . . , xN | = 1HN . (14.22)

The Complete Fock Space

So far we have defined the Fock space FN pertaining to a fixed number N of identical particles. We can formally construct
the total Fock space by performing a direct sum,

F = ⊕∞N=0 FN . (14.23)
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Of particular interest is the subspace FN=0, which contains no particles at all. It is spanned by a single ket, all of whose
components are zero,

|α〉 = |0000 . . .〉 ≡ |0〉. (14.24)

This is referred to as the vacuum state or simply the vacuum.
One might argue that building F from {FN} is nothing more than a mathematical construction devoid of physics, since

classically, particle number is conserved, and there are no transitions between subspaces of F with different number of
particles. However, as we will encounter later on, in quantum mechanics, there are situations where particle number is not
conserved. Particles can be created or annihilated, and subspaces FN and FN′ corresponding to different particle numbers
may be coupled. Examples are systems of electrons and phonons. This is an aspect of quantum mechanics that has no
classical analog. The mathematical apparatus of second quantization developed in this section enables the inclusion of
such cases. The procedure is effected in terms of operators creating or annihilating particles, thereby coupling FN and
FN±1.

14.1.4 CREATION AND ANNIHILATION OPERATORS

Having constructed the Fock spacesFN andF , it is now possible to define operators that act on vectors in these spaces. All
the operations on vectors in Fock space are fully determined by their operation on the basis vectors {|α〉}, see Eq. (14.20).
As will be demonstrated, it is sufficient to define just two kinds of operators, creation and annihilation operators (defined
below). All operators of physical interest, such as the Hamiltonian or the current, are obtained by taking appropriate sums
of products of creation and annihilation operators.

Definition of Creation and Annihilation Operators

The most elementary operation on a basis vector inF is to change an occupation number at a single location q by one unit.
Consider the annihilation and creation operators, aq and a†

q, that affect only the occupation number nq of α at component
number q. For simplicity of notation, we concentrate only on this component, writing,

|α〉 = | . . . nq . . .〉, (14.25)

recalling once again that nq = 0 or 1 for fermions and that nq is a nonnegative integer for bosons. The result of applying

the annihilation operator aq on |α〉 is to subtract 1 from nq, whereas the result of applying the creation operator a†
q on

|α〉 is to add 1 to nq. Explicitly,

aq|α〉 = C(nq) | . . . nq − 1 . . .〉, a†
q|α〉 = C̄(nq) | . . . nq + 1 . . .〉, (14.26)

where C(nq) and C̄(nq) are numerical constants, which can be chosen to be real. The creation and annihilation operators
do not conserve particle number. If the RHS of Eq. (14.26) are not 0, then, formally, |α〉 ∈ FN ⇒ aq|α〉 ∈ FN−1, whereas

a†
q|α〉 ∈ FN+1. The statistics of particles (Bose or Fermi) and the normalization requirements determine the numerical

values of the constants C(nq) and C̄(nq). They also determine the commutation or anticommutation relations between
annihilation and creation operators (see below). We will prove below that

C(nq) =

{
√

nq (bosons),
√

nqφ(nq) (fermions),

C̄(nq) =

{√
1+ nq (bosons),√
1− nqφ(nq) (fermions),

φ(nq) = (−1)
∑q−1

p=1 np. (14.27)
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The result of applying a fermion annihilation (aq) or creation (a†
q) operator in Fock space to a state |α〉 depends on the

parity of the sum of the occupation numbers in the locations smaller than q. This is the reason for the necessity to
order the single-particle quantum numbers.

Special cases of the expressions (14.27) should be obvious already at this stage, e.g., if nq = 0, then C(0) = 0 because
the entries of a basis ket cannot be negative. Furthermore, if nq = 1 and the particles are fermions, then C̄(1) = 0,
because fermion occupation numbers are either 0 or 1. They cannot be greater than 1.

Let us now consider the relation between aq and a†
q. For nq > 0 (i.e., nq = 1 for fermions), C(nq) 6= 0, and we can

apply the bra 〈nq− 1| to the left of the equation aq|nq〉 = C(q)|nq− 1〉 to obtain 〈nq− 1|aq|nq〉 6= 0. Taking the complex
conjugate, we then find,

〈nq − 1|aq|nq〉
∗
= 〈nq|[aq]†

|nq − 1〉, (14.28)

which can be nonzero only if [aq]†
= a†

q is a creation operator as defined independently in Eq. (14.26). In other words,

the creation operator a†
q defined in the second equation of (14.26) is the Hermitian conjugate of the annihilation operator

aq defined in the first equation of (14.26).
Since boson and fermion creation and annihilation operators have different properties (they act in different spaces),

it is useful to denote them by different letters. We shall use bq and b†
q for bosons and cq and c†

q for fermions. Following
our definitions above, we schematically illustrate the action of fermion and boson creation and annihilation operators on
basis vectors in Fock space in Fig. 14.1.

000000000... 000001000... 000101000... 010101000...0

c6 c4 c2

c4

c2c4c6cn

000000000... 000001000... 000101000... 010101000...0

b6 b4 b2

b4

b2b4b6bn

010201000...

b4

(a)

(b)

FIG 14.1 Fermion and boson creation operators. (a) The action of fermion

creation operators c†
q (black arrows) and annihilation operators cq

(white arrows) on basis vectors in Fock space. The leftmost vector with
all components equal to 0 is the vacuum state |0〉. When an annihilation
operator cq (q = 1, 2, . . .) is applied on |0〉, the vacuum state is
destroyed. Starting from the vacuum state, particles are consecutively

added by operating with c†
6, c†

4, and c†
2. They can be subtracted by

application of the corresponding annihilation operators. If we apply a

creation operator on a filled location (such as c†
4), the state is

immediately killed. (b) Boson creation operators. The main difference
from (a) is that application of a creation operator on a filled location

(such as b†
4) does not kill the state but rather adds a second particle to

the same location.

From the preceding discussion, we con-
clude that the concept of second quantization
can be described as follows: A quantum
mechanical problem involving N interacting
particles defined by its Hamiltonian (14.1) act-
ing in the Hilbert space H of N-particle wave
functions with the appropriate symmetry is
mapped onto a new problem, such that the
underlying Hilbert space is the Fock space FN ,
and the pertinent physical operators (Hamil-
tonian, current, etc.) are expressible in terms
of creation and annihilation operators. In this
case, the problem is said to be posed in the
formalism of second quantization. We have
already encountered a simple example of this
construction in our study of the harmonic
oscillator in Sec. 2.7.2. The treatment of quan-
tum mechanics starting from a Hamiltonian
such as Eq. (14.1) is then referred to as first
quantization.

To complete the construction of the second
quantization formalism we need to determine
the properties of the creation and annihilation
operators and map the original Hamiltonian
(14.1) onto a new Hamiltonian acting in Fock
space. These two tasks are carried out sepa-
rately for bosons and fermions. Henceforth, we
shall occasionally use indices such as i, j, k, . . .
rather than q1, q2, . . . , qN .
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Algebra of Boson Creation and Annihilation Operators

Having defined the boson creation and annihilation operators b†
i and bi, respectively, through Eqs (14.26) and (14.27), we

now consider products of such operators and derive the algebra that they obey. First, consider the commutation relation
of two creation operators b†

i and b†
j or two annihilation operators bi and bj. To do so, we consider the wave function

(14.21) and, following the procedure exemplified in Eq. (14.12), perform the exchange operation not on the coordinates
as in Eq. (14.6) but rather on the quantum numbers α as in Eq. (14.11), replacing qi ↔ qj. Since the N boson wave

function is symmetric under exchange, we conclude that two boson creation operators commute, [b†
i , b†

j ] = 0, as do the
two annihilation operators, [bi, bj] = 0.

Now we study products of creation and annihilation operators. For example, consider a ket state b†
i bj|α〉 for i 6= j and

operate on it with Pij. As |α〉 and |β〉 ≡ b†
i bj|α〉 are symmetric, Pij|α〉=|α〉 and Pij|β〉=Pijb

†
i bj|α〉 =b†

i bj|α〉. Thus,

b†
i bj|α〉 = Pijb

†
i bj|α〉 = Pijb

†
i bjP−1

ij Pij|α〉 = Pijb
†
i bjP−1

ij |α〉 = bjb
†
i |α〉.

Therefore, we find that [b†
i , bj] = 0 (i 6= j).

Next, let us consider the case i = j. The fact that [bi, b†
i ] 6= 0 is easily seen when it is applied on the vacuum state |0〉.

The defining equations (14.26) imply,

[bi, b†
i ] |0〉 = C̄(0)C(1)|0〉 − b†

i bi|0〉 = C̄(0)C(1)|0〉, (14.29)

because application of bi on the vacuum state appearing in the second term destroys it (see Fig. 14.1). Since [bi, b†
i ] is

the only nonvanishing commutator, and since it is a bilinear combination, we can safely scale the operators b and b†

by a real number, such that the product C̄(0)C(1) = 1 without affecting the other (vanishing) commutation relations.
Thus, we have [bi, b†

i ]|0〉 = |0〉. We also require that the commutation relation [bi, b†
i ] is independent of the state on

which it operates; hence, we conclude that [bi, b†
i ] = 1. This is consistent with the result obtained in our discussion of

the harmonic oscillator in Sec. 2.7.2, where the commutator [x, p] = ih̄ yields the commutator [b, b†] = 1. Collecting the
above results, we arrive at the key equation expressing commutation relations between boson operators,

[bi, bj] = 0, [b†
i , b†

j ] = 0, [bi, b†
j ] = δij. (14.30)

Problem 14.3

Prove the following commutation relations using Eq. (14.30),

[b†
i bi, bi] = −bi, [b†

i bi, b†
i ] = b†

i . (14.31)

Guidance: [b†
i bi, bi] = b†

i bibi − bib
†
i bi, and b†

i bi = bib
†
i − 1.

The number operators n̂i are bilinear combinations of creation and annihilation operators,

n̂i ≡ b†
i bi, (14.32)

that play a special role in the formalism (we temporarily use n̂i to avoid confusion with the occupation numbers ni).
Some of their properties are as follows: (1) n̂i is a nonnegative operator. Indeed, the expectation value of n̂i for any
ket |φ〉 (not necessarily a basis ket |α〉) is equal to the norm squared of the state bi|φ〉, which is either positive or 0
(if |φ〉 = |0〉). (2) If a ket |ni〉 is an eigenstate of the number operator n̂i with an eigenvalue ni, then bi|ni〉 is also an
eigenstate of ni with an eigenvalue ni − 1. To show this, employ Eq. (14.31) in the form, n̂ibi|ni〉 = (−bi + bin̂i)|ni〉
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= (ni − 1)bi|ni〉, where the last equality follows because n̂i|ni〉 = ni|ni〉. By repeated application of bi on |ni〉, we find
that bn

i |ni〉 is an eigenstate of the number operator n̂i with eigenvalue (ni − n). If ni is not an integer, then (ni − n)
becomes negative for n > ni, but this contradicts (1). Hence, the eigenvalues ni of n̂i must be nonnegative integers. The
reason that n̂i is referred to as the number operator is now clear, because its eigenvalue give the number of particles in
quantum state i. Similar considerations lead to an analogous expression combining n̂i and b†

i , as you will demonstrate in
Problem 14.4.

Problem 14.4

Use Eq. (14.31) to show that if n̂i|ni〉 = ni|ni〉, then

n̂ib
†
i |ni〉 = (n̂i + 1)b†

i |ni〉.

We are now in a position to verify the normalization constants defined in Eq. (14.26) for bosons in the first row of
Eqs (14.27):

C(ni)
2
= ||bi|ni〉||

2
= 〈ni|n̂i|ni〉 = ni, (14.33)

C̄(ni)
2
= ||b†

i |ni〉||
2
= 〈ni|1+ n̂i|ni〉 = ni + 1. (14.34)

The above analysis is summarized in the following key relations,

n̂i|ni〉 = ni |ni〉, ni = 0, 1, 2, . . . (14.35)

bi|ni〉 =
√

ni |ni − 1〉, b†
i |ni〉 =

√
ni + 1 |ni + 1〉, (14.36)

[b†
i ]ni |0〉 =

√
ni! |ni〉. (14.37)

Note that this is an extension of the formalism describing the harmonic oscillator raising and lowering operators. Equa-
tion (14.36) proves Eq. (14.27) for bosons.

Finally, before moving on to analyze the analogous expressions for fermion operators, we define the normal ordering
of an operator product composed of annihilation and creation operators. In a normal ordered product, creation operators
appear to the left of all annihilation operators. Thus, the product b†

i bi is a normal ordered product, while bib
†
i is not.

Commutation relations can be used to rearrange any operator product O and turn it into its normal form denoted as :O:.
For example,

:bib
†
i : = 1+ n̂i. (14.38)

Problem 14.5

(a) Show that :b2
i [b†

i ]2: = 1+ 4ni + [b†
i ]2b2

i .

(b) Construct the state |α〉 = |030020004000 . . .〉 by application of powers of b†
2, b†

5, and b†
9 on the vacuum |0〉.

(Do not ignore the coefficients and the normalization requirement.)

Answer: Using Eq. (14.37), |α〉 = |030020004000 . . . = 1
√

3!2!4!
[b†

2]3[b†
5]2[b†

9]4
|0〉.

Algebra of Fermion Creation and Annihilation Operators

The fermion creation and annihilation operators, c†
i and ci, are defined as in Eq. (14.26). To determine the prop-

erties of operator products, let us construct a Fock space vector |α〉 = | . . . 1q1 . . . 1q2 . . . 1qN . . .〉 by applying
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fermion creation operators on the vacuum, guided by Fig. 14.1. It proves convenient to start from c†
qN and finish

with c†
q1 , i.e.,

|α〉 = | . . . 1q1 . . . 1q2 . . . 1qN . . .〉 = c†
q1

c†
q2
. . . c†

qN
|0〉. (14.39)

The occupation numbers are equal to 0 in all dotted locations. The absence of a phase factor in (14.39) is due to our
choice of the order of application of the creation operators. Using this form for |α〉 in Eq. (14.21), we find,

8α(x1, . . . , xN) = 〈x1, . . . , xN |α〉 = 〈x1, . . . , xN |c
†
q1

c†
q2
. . . c†

qN
|0〉. (14.40)

The antisymmetry of 8α(x1, x2, . . . xN) under the exchange xi ↔ xj is guaranteed by Eq. (14.11), which also implies

antisymmetry under the swap c†
qi ↔ c†

qj . Explicitly, for N = 2,

〈x1, x2|c
†
q1

c†
q2
|0〉 = −〈x2, x1|c

†
q1

c†
q2
|0〉 = 〈x2, x1|c

†
q2

c†
q1
|0〉 = −〈x1, x2|c

†
q2

c†
q1
|0〉, (14.41)

i.e., 〈x1, x2|c
†
q1 c†

q2 + c†
q2 c†

q1 |0〉 = 0. In other words, two fermion creation operators and, by Hermitian conjugation, two
fermion annihilation operators satisfy anticommutation relations,

{c†
i , c†

j } ≡ c†
i c†

j + c†
j c†

i = 0, {ci, cj} = 0, (14.42)

which include the following equalities as special cases,

(c†
i )

2
= (ci)

2
= 0. (14.43)

In analogy with the definition of boson number operators in Eq. (14.32), we define the fermion number operator,

n̂i ≡ c†
i ci. (14.44)

Clearly, n̂i is Hermitian. Using the same analysis as that which follows Eq. (14.32), it is possible to show that n̂i is
nonnegative. Moreover, if we apply n̂i to a basis vector |i〉 ≡ |00 . . . 1i000 . . . 〉, using Eq. (14.26), we obtain C̄(0)C(1)|i〉.
Employing the normalization |C̄(0)C(1)|2 = 1 and positivity, we have C̄(0)C(1) = 1. As in the analogous discussion for
bosons, we can choose,

C̄(0) = C(1) = 1, C̄(1) = C(0) = 0, (14.45)

where the second set of equations results because (a) a given state cannot be occupied by two fermions and (b) the
lowering operator destroys an unoccupied state,

c†
i | . . . 1i . . .〉 = 0, ci| . . . 0i . . .〉 = 0, (14.46)

as schematically indicated in the upper part of Fig. 14.1. Consider now the application of n̂2 = c†
2c2 on the state vector

|1100 . . .〉 = c†
1c†

2|0〉. This is done by first swapping c2 and c†
1, incurring an as yet unknown phase φ and then swapping

c†
2 and c†

1, such that c†
2 is moved to the left of c2 incurring a phase −1. Since the eigenvalue of n̂2 is 1 in this case, we get

φ = −1. Explicitly,

c†
2c2c†

1c†
2|0〉 = φc†

2c†
1c2c†

2|0〉 = φc†
2c†

1|0〉 = −φc†
1c†

2|0〉 = c†
1c†

2|0〉. (14.47)

The upshot is then c2c†
1 = −c†

1c2. On the other hand, using arguments similar to those used in Eq. (14.29), it is easy to
show that

{ci, c†
i }|0〉 = (cic

†
i + c†

i ci)|0〉 = |0〉 − 0. (14.48)
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Combining this result with Eq. (14.42), we arrive at the fermionic analog of Eq. (14.30),

{ci, cj} = {c
†
i , c†

j } = 0, {ci, c†
j } = δij. (14.49)

Finally, we need to determine what results when an annihilation or creation operators acts on a basis state |α〉 =
|n1n2n3 . . .〉, where we recall that for fermions, ni = ±1. Since we adopt the order convention as in Eq. (14.39) and the
normalization (14.45), the discussion around Eq. (14.47) implies,

ci|n1n2 . . . ni . . . 〉 =
√

ni(−1)
∑i−1

j=1 nj
|n1n2 . . . ni − 1 . . . 〉,

c†
i |n1n2 . . . ni . . . 〉 =

√
1− ni(−1)

∑i−1
j=1 nj
|n1n2 . . . ni + 1 . . . 〉, (14.50)

where the coefficients
√

ni and
√

1− ni reflect the constraints of Eq. (14.45). The above equations are the analogs of their
bosonic counterparts, Eqs (14.36) and (14.37), where the square root is essential because ni may be greater than unity for
bosons. Equation (14.50) substantiates Eq. (14.27).

Problem 14.6

(a) Show that {ni, ci} = cini and {ni, c†
i } = c†

i ni.

(b) Show that :cicjc
†
i c†

j : = −1+ ni + nj + c†
i c†

j cicj.

14.1.5 THE HAMILTONIAN IN FOCK SPACE

The aim of this section is to map the Hamiltonian H of Eq. (14.1) onto the corresponding Hamiltonian operator Ĥ acting
in Fock space. The latter will be expressed in terms of sum of products of creation and annihilation operators. After
specifying the general framework, we separate the discussion for fermions and bosons.

Consider the bare N particle Hamiltonian in Eq. (14.1). Its matrix elements between basis states8α(x1, x2, . . . xN) and
8β(x1, x2, . . . xN) are explicitly given by,

〈8α|H|8β〉 =
∫

dx8∗α(x1, x2, . . . xN)H8β(x1, x2, . . . xN), (14.51)

where
∫

dx =
∫ ∏N

i=1 dri
∑
σi

. We already defined a mapping between the basis functions 8α(x1, x2, . . . xN) and the
basis states |α〉 in Fock space through Eq. (14.21). An explicit evaluation of the matrix elements in (14.51) in terms of
single-particle wave functions will be given below.

The guideline for identifying the Hamiltonian operator Ĥ in Fock space is the equality of the matrix elements,

〈α|Ĥ|β〉 = 〈8α|H|8β〉. (14.52)

Equation (14.52) provides the crucial link between the description of a physical system within the formalism of first
quantization (RHS) and second quantization (LHS). Since Ĥ acts in Fock space, it should be written in terms of creation
and annihilation operators. The procedure of finding the precise combination of operators and the appropriate coefficients
will be worked out explicitly for a two-particle system. Since the operators appearing in the Hamiltonian are either
one-body (such as the kinetic energy) or two-body operators (the two-body interaction potential), it is evident that a
generalization to arbitrary number N of identical particles is straightforward.
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Second Quantized Hamiltonian: Fermions

First, consider a two fermion system with basis functions (Slater determinants)

8α(x1, x2) =
1
√

2

∣∣∣∣∣φm(x1) φm(x2)

φn(x1) φn(x2)

∣∣∣∣∣ , 8β(x1, x2) =
1
√

2

∣∣∣∣∣φp(x1) φp(x2)

φq(x1) φq(x2)

∣∣∣∣∣ . (14.53)

Here, m 6= n and p 6= q are integers designating sets of single-particle quantum numbers as discussed in detail in connec-
tion with Eq. (14.11). Without loss of generality, we can assume that m > n and p > q. The two-body Hamiltonian is,

H = T1 + T2 + U(r1)+ U(r2)+ V(|r1 − r2|), (14.54)

where Ti = −
h̄2

2m∇
2
ri

is the kinetic energy operator for particle i. To compute 〈8α|H|8β〉, as in Eq. (14.51), let us define
the following quantities,

tij ≡
∫

dxφ∗i (x)

[
−

h̄2

2m
∇

2
r + U(r)

]
φj(x), (14.55a)

vijkl =

∫
dxdx′ φ∗i (x)φ

∗
j (x
′)V(r− r′)φk(x)φl(x′). (14.55b)

Recall that
∫

dx =
∫

dr
∑
σ . When U and V are spin independent, the spin summation asserts that initial and final spin

states are equal.

Problem 14.7

Verify the relations: tji = t∗ij, vjikl = vijkl, vklij = v∗ijkl.

In terms of these integrals, the calculation of the matrix element (14.51) is straightforward albeit tedious,

〈8α|H|8β〉 = tmpδnq + tnqδmp − tmqδnp − tnpδnq +
1

2
(vmnpq + vnmqp − vmnqp − vnmpq). (14.56)

Now let us find the second quantized Hamiltonian Ĥ guided by Eq. (14.52). It is useful to distinguish the kinetic and
single-particle potential terms Ti and U(ri) from the interaction potential V(r1 − r2). The former are one-body operators
O1, while the latter are two-body operators O2.

Consider two basis vectors in F2, |α〉 and |β〉. If |α〉 differs from |β〉 by more than a single component, the matrix
elements 〈α|O1|β〉 of a single-particle operator O1 vanish identically. Similarly, if |α〉 differs from |β〉 by more than two
components, the matrix elements 〈α|O2|β〉 of a two-body operator O2 vanish. When expressed in terms of annihilation
and creation operators, single-particle operators are quadratic (any product contains two operators), while two-body
operators are quartic (any product contains four operators).

Since we assumed m > n and p > q, according to the phase convention (14.39), we have |α〉 = c†
nc†

m|0〉 and
|β〉 = c†

qc†
p|0〉. The single-particle operators associated with tij can be written as,

Ĥ0 ≡
∑

i=m,n

∑
j=p,q

tijc
†
i cj, (14.57)

hence,

〈α|Ĥ0|β〉 = 〈0|(cmcn)[tmpc†
mcp + tmqc†

mcq + tnpc†
ncp + tnqc†

ncq](c†
qc†

p)|0〉. (14.58)
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Consider the first term, 〈0|(cmcn)tmpc†
mcp(c

†
qc†

p)|0〉. Since m 6= n and p 6= q, we can swap c†
m with cn and cp with c†

q,

incurring two sign changes. With the help of the analysis of the previous section, this gives, tmp〈0|cmc†
mcnc†

qcpc†
p|0〉 =

tmp〈0|cnc†
q|0〉 = tmpδnq.

Problem 14.8

Work out the second term in Eq. (14.58) and show that it is equal to tnqδmp. In this case, there is no need to move the
operators.

Now consider the third term, 〈0|(cmcn)tnpc†
ncp(c

†
qc†

p)|0〉. Here, cn and c†
n are already adjacent and can be removed. On the

other hand, we need to move cp across c†
q to put it near c†

p, and this results in a sign change and yields, −tnp〈0|cmc†
q|0〉 =

−tnqδmq. Similarly, the fourth term yields −tnqδmp. Thus, we have shown that

Second quantization︷ ︸︸ ︷
〈α|Ĥ0|β〉 =

First quantization︷ ︸︸ ︷
〈8α|H0|8β〉 . (14.59)

We now turn to the two-body operators, which will be constructed so that their matrix elements yield the last four
terms in Eq. (14.56).

Problem 14.9

Show that 〈α|c†
mc†

ncqcp|β〉 = 〈0|(cmcn)c
†
mc†

ncqcp(c
†
qc†

p)|0〉 = 1.

Using this result, the first of these terms in Eq. (14.56) is obtained as,

〈α|vmnpqc†
mc†

ncqcp|β〉 = vmnpq.

Note that the order of operators implied by their subscripts mnqp does not follow the order of indices mnpq appearing on
the potential matrix element. The other terms are obtained similarly using the operators vijklc

†
i c†

j clck (remember that for
fermions i 6= j and k 6= l). According to this prescription, the third term (which is an exchange term) becomes,

〈α|vmnqpc†
mc†

ncpcq|β〉 = vmnqp〈0|(cmcn)c
†
mc†

ncpcq(c
†
qc†

p|0〉 = −vmnqp.

The last equality is due to the fact that only one swap (between cn and c†
m) is required to bring the matrix element to unity,

and it costs a single minus sign.
Although our discussion referred specifically to a two-particle system, N = 2, the result is general, becauseH consists

of only one- and two-body operators, and the matrix elements of Ĥ operating in FN between states |α〉 and |β〉 are
calculated exactly as for the two-particle system. Combining this result with Eq. (14.57), we arrive at the central result,

Ĥ =
∑

tijc
†
i cj +

1

2

∑
i6=j;k 6=l

vijklc
†
i c†

j clck ≡ Ĥ0 + V̂ . (14.60)

Once again we stress the different orders of indices in the second term involving the two-body interaction: ijkl for v
and ijlk for the operator product. The first part on the RHS of Eq. (14.60) is the single-particle term, that is quadratic
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(it contains products of two-particle operators, compared with the second term that contains products of four-particle
operators, hence, it is quartic).

A quadratic Hamiltonian can always be diagonalized by performing a unitary transformation on the creation and
the annihilation operators. Denoting the column array of the annihilation operators by c, the row vector of the creation
operators by c†, and the hermitian matrix with elements {tij} by t, we use the unitary matrix U that diagonalizes t to
perform the transformation,

c = Uγ , c†
= γ †U†. (14.61)

The new creation and annihilation operators, γ
†
i and γ i, do not represent the physical particles that are represented by the

operators c†
i and ci but they represent fictitious fermions (or quasi-particles) because the anticommutation relations are

preserved,

{γi, γ
†
j } = {ci, c†

j } = δij, (14.62)

as can be proven. Any transformation that preserves commutation relations for boson or anticommutation relations for
fermions is referred to as canonical transformation. The single-particle term on the RHS of Eq. (14.60) is then written as,∑

tijc
†
i cj =

∑
i

λiγ
†
i γi, (14.63)

where {λi} are the (real) eigenvalues of the matrix t. In this form, the single-particle Hamiltonian has been diagonalized.

Problem 14.10

For N = 3 particles, specify the nonzero matrix elements of H0 and V between states, |α〉 = |11100 . . . 〉 and
|β〉 = |0011100 . . .〉.

A note on notation:
After the procedure for ordering single-particle quantum numbers is taken care of, and a given ordering scheme is estab-
lished, it is still simpler and more transparent to index annihilation and creation operators in terms of the relevant physical
quantum numbers instead of the integer numbers that represent them. For example, consider an electron in a 3D box with
periodic boundary conditions. The quantum numbers are kσ = (kx, ky, kz, σ). This group of quantum numbers is rep-
resented by some integer q that indicates the location of this state in a Fock space basis vector. But it is much more
reasonable to use the notation c†

kσ and ckσ instead of c†
q and cq.

Example 1: Three Spinless Fermions
Consider three spinless fermions of mass m confined to move in one dimension in the segment −L

2 ≤ x ≤ L
2 . The wave

function 9(x1, x2, x3) is required to be antisymmetric and periodic with period L. As a basis set in the Hilbert space H,
it is natural to use the eigenstate of the kinetic energy operator for constructing Slater determinants. (a) If there is no
interaction between the particles, write the ground-state wave function 90(x1, x2, x3) as a Slater determinant and find the
ground-state energy. (b) Assume a two-body interaction V(|xi − xj|) = V0Lδ(xi − xj). (Here, V0 is a constant, and the
factor L is inserted to guarantee that V0 has a dimension of energy). Calculate the matrix element Vijkl as in Eq. (14.55).
(c) Write the Hamiltonian H in second quantized form.

Solution: (a) The kinetic energy part of the Hamiltonian is H0 = −
h̄2

2m

∑3
i=1

∂2

∂x2
i
. The normalized periodic single-particle

wave functions are eigenfunctions of the kinetic energy operator − h̄2

2m
∂2

∂x2 , and the corresponding energies are

ψk(x) =
1
√

L
eikx, k =

2π

L
nk, nk = 0,±1, . . . εk =

h̄2

2m
k2. (14.64)
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The three lowest single-particle energies correspond to nk = 0 ± 1. We order the spectrum (somewhat arbitrarily) as
nk = 0→ n = 1, nk = 1→ n = 2, and nk = −1→ n = 3; hence,

φ1(x) =
1
√

L
, φ2(x) =

1
√

L
eikx, φ3(x) =

1
√

L
e−ikx. (14.65)

Thus, the ground-state wave function 90 and ground-state energy E0 are

90(x1, x2, x3) =
1
√

3!

∣∣∣∣∣∣
φ1(x1) φ1(x2) φ1(x3)

φ2(x1) φ2(x2) φ2(x3)

φ3(x1) φ3(x2) φ3(x3)

∣∣∣∣∣∣ , E0 = 2
h̄2

2m
k2. (14.66)

(b) From Eq. (14.55), we find,

Vk1k2k3k4 =
V0

L

L
2∫

−
L
2

e−i(k1x1+k2x2)δ(x1 − x2)e
i(k3x1+k4x2)dx1dx2

=
V0

2
δk3+k4−k1−k2 . (14.67)

The Kronecker delta function in Eq. (14.67) reflects the translation invariance of the two-body potential.
(c) Momentum conservation yields the Kronecker delta function, and we can set k3 = k1+q and k4 = k2−q and thereby
obtain

Ĥ =
∑

k

εkc†
kck +

V0

2

∑
k1k2q

c†
k1

c†
k2

ck2−qck1+q. (14.68)

Example 2: Electrons with Screened Coulomb Interaction
A system of N electrons (charge −e, mass m, and spin 1/2) occupy a box of volume V = L3. The many-electron
wave function is required to be antisymmetric and periodic with period L in all three directions. First, we consider free
(noninteracting) electrons, calculate the ground-state energy for N = 14 electrons, and write the corresponding Slater
determinant. Second, assuming a screened Coulomb interaction,

V(ri − rj) =
e2

|ri − rj|
e−κ|ri−rj|, (14.69)

write the second quantized Hamiltonian Ĥ and discuss the limit κ → 0.
Solution: (a) Let us write the Hamiltonian in first quantization,

H = −
h̄2

2m

N∑
i=1

∇
2
i +

e2

2

N∑
i 6=j=1

e−κ|ri−rj|

|ri − rj|
. (14.70)

We choose a basis of eigenfunctions of the single-particle Hamiltonian h = − h̄2

2m∇
2
i . A single-particle basis wave function

is a product of a plane wave and a two-component spinor. The single-particle function for particle number i is

φkσ (ri) =
1

L3/2
eik·riησ (i). (14.71)

Here, the momenta k are quantized as k = 2π
L (nx, ny, nz), and ησ (σ =↑,↓) is a spin function. In two-component spinor

notation, η↑ =
(1

0

)
and η↓ =

(0
1

)
. The single-particle wave functions φkσ (ri) introduced in Eq. (14.71) are orthogonal
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and complete:

〈φkσ |φk′σ ′〉 = δkk′δσσ ′ ,
∑
kσ

φ∗kσ (r)φkσ (r′) = δ(r− r′). (14.72)

(b) Since the Hamiltonian does not depend on spin, the two states φk↑(r) and φk↓(r) are degenerate. The lowest
energy is obtained by identifying the seven smallest combinations n2

x + n2
y + n2

z and putting two electrons in each of
them, one with spin up and one with spin down. Clearly, this is satisfied by the following set of triples, (nx, ny, nz) =

(0, 0, 0, ), (±1, 0, 0), (0,±1, 0), (0, 0,±1). Denoting the seven corresponding momenta by k as ki, i = 1, 2, . . . , 7, the
Slater determinant corresponding to the ground state is composed of 14 rows and columns with

Odd numbered rows =
1
√

14!

1

L3/2
eiki·rjη↑(j),

Even numbered rows =
1
√

14!

1

L3/2
eiki·rjη↓(j),

i = 1, 2, . . . , 7, j = 1, 2, . . . , 14. (14.73)

The ground-state kinetic energy is contributed from the 12 electrons occupying the states ki, i = 2, 3, . . . , 7, i.e., E0 =

12 εk = 6h̄2k2/m. Now, we calculate the matrix elements of the screened potential,

Vk1σ1k2σ2k3σ3k4σ4 =
e2

L6

∫
dr1dr2 e−ik1·r1 e−ik2·r2

e−κ|r1−r2|

|r1 − r2|
eik3·r1 eik4·r2〈ησ1(1)|ησ3(1)〉 〈ησ2(2)|ησ4(2)〉. (14.74)

The electron–electron interaction is translationally invariant since it depends only on the distance between the two elec-
trons (|r1−r2|). This property is employed to reduce the number of integration variables. Defining r = r2 and y = r1−r2

yields,

Vk1σ1k2σ2k3σ3k4σ4 = δσ1σ3δσ2σ4

e2

L6

∫
dr ei(k3+k4−k1−k2)·r

∫
dy ei(k3−k1)·y e−κy

y
=

4πe2

L3
δσ1σ3δσ2σ4

δk3+k4,k1+k2

(k1 − k3)2 + κ2
.

(14.75)

Using a similar notation as before (14.68), we finally obtain,

Ĥ =
∑
kσ

εkc†
kσ ckσ +

2πe2

L3

∑
k1k2q

∑
σ1σ2

1

q2 + κ2
c†

k1σ1
c†

k2σ2
ck2−qσ2 ck1+qσ1 . (14.76)

In this notation, the spin and orbital indices appear separately [see remark after Eq. (14.60)].
(c) On inspecting the second term in Eq. (14.76), we see that when κ → 0, the term with q = 0 is singular. This is due
to the long-range nature of the Coulomb interaction and is called an infrared divergence (long distance is equivalent to
small momentum, hence low energy). This divergence can be avoided if it is assumed that there is a background positive
charge Q = Ne, which is distributed uniformly in the volume V = L3. The presence of this background guarantees charge
neutrality and leads to screening of the electron–electron interaction. The upshot is that the q = 0 term in the second term
in Eq. (14.76) should be omitted. With this proviso, Eq. (14.76) is the basis for approaching the problem of the interacting
electron gas within second quantization.

Second Quantized Hamiltonian: Bosons

Having worked out the second quantized Hamiltonian for identical fermions in Eq. (14.60), it is straightforward to
repeat the same procedure for identical bosons. The two differences are (1) the boson operators commute (whereas
fermion operators anti-commute) and (2) the number of bosons occupying a given quantum state can be arbitrary. These
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considerations lead to a form similar to that in Eq. (14.60) but without the restriction i 6= j and k 6= l. Explicitly,

Ĥ =
∑

tijb
†
i bj +

1

2

∑
ij;kl

vijklb
†
i b†

j blbk. (14.77)

Since [bl, bk] = 0, their order is immaterial. As discussed after Eq. (14.60), the indices should incorporate spin quantum
numbers as well, since bosons might have nonzero (albeit integer) spin. The impressive progress recorded in the physics
of cold atoms enables the creation of optical lattices where bosonic atoms with nonzero integer spin S move in a periodic
lattice exactly as Bloch electrons do in metals. Therefore, within the formalism of second quantization, it is useful to
write the corresponding operators as bkσ and b†

kσ with σ = −S,−S+ 1, . . . , S.
Once the second quantized Hamiltonian Ĥ is obtained, the formulation of the problem in terms of second quantization

formalism is complete. Thus, we have specified the general steps that should be taken to construct the many-body problem
in a second quantized form.

14.1.6 FIELD OPERATORS

For a system of identical particles in 3D, the creation operators c†
kσ (b

†
kσ ) create a fermion (boson) of momentum k

and spin projection σ . Similarly, the annihilation operators ckσ (bkσ ) annihilate a fermion (boson) of momentum k and
spin projection σ . These operators are defined in the momentum representation, which together with the spin projec-
tion defines a complete set of single-particle quantum numbers. The choice kσ as a complete set is of course not unique.
Instead of using the momentum representation, a position representation could be used. Thus, we can speak of an operator
that creates (or annihilates) a particle at space point r with spin projection σ . The corresponding creation and annihila-
tion operators are usually denoted as ψ̂†

σ (r) and ψ̂σ (r), respectively.3 These operators are called field operators. The
mathematical framework for treating field operators in Hilbert space is Quantum Field Theory.

Once the creation and annihilation operators in the momentum representation, c†
kσ (ckσ ) for fermions or b†

kσ (bkσ ) for
bosons, are defined, creation (annihilation) field operators are easily constructed using Fourier expansion. The coefficients
are the single-particle wave functions φ∗kσ (r) and φkσ (r). Some caution is required in handling summations over quantum
numbers. For a particle in a box, the momentum quantum number k is discrete and the construction of Fock space vectors
is straightforward. On the other hand, the quantum number r is continuous and this introduces a mathematical subtlety,
e.g., how to define an operation as specified in Eq. (14.39) for a continuous set of single-particle quantum numbers. In
most cases, however, this can be circumvented as seen below. Alternatively, one can use a tight-binding formalism where
space coordinates are discrete.

Construction of Field Operators

The procedure for constructing the field operators for fermions and bosons is virtually identical; hence, there is no need
for a separate discussion of each. We will denote annihilation and creation operators for either fermions or bosons in the
momentum representation by akσ and a†

kσ . However, note that the algebraic relations are distinct (commutation relations
for bosons and anticommutation relations for fermions). Let us then consider, within the formalism of first quantization,
a system composed of N identical particles in a box of volume V with the Hamiltonian (14.1). To be definite, we assume
that the single-particle wave functions to be used for the construction of the field operators are eigenfunctions of the
momentum operator p (i.e., plane waves) and the spin operator Sz. Note that φkσ (r) has a definite spin quantum number;
hence, it is not a spin orbital. The annihilation field operator and its Hermitian adjoint, the creation field operator, are
obtained from the operators akσ and a†

kσ by the expansions,

ψ̂σ (r) =
∑

k

φkσ (r)akσ , ψ̂†
σ (r) =

∑
k

φ∗kσ (r)a
†
kσ . (14.78)

3 The notation used for these operators is not crσ , c†
rσ .
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Alternatively, instead of a plane-wave basis, we may use a complete set of single-particle wave functions {φjσ (r)} that

solve the single-particle eigenvalue problem,
[
−

h̄2

2m∇
2
+ U(r)

]
φjσ (r) = εjφjσ (r) and construct the field operators as in

Eqs (14.78),

ψ̂σ (r) =
∑

j

φjσ (r)ajσ , ψ̂†
σ (r) =

∑
jσ

φjσ (r)∗a
†
jσ . (14.79)

One easily verifies that ψ̂σ (r)|0〉 = 0, where |0〉 is the particle vacuum (all occupation numbers are 0 in any represen-
tation). On the other hand, when the creation operator ψ̂†

σ (r) acts on the vacuum |0〉, it creates a particle at the position r
with spin projection σ . The corresponding vector in Fock space is the infinite combination,

ψ̂†
σ (r)|0〉 =

∑
k

φ∗kσ (r)a
†
kσ |0〉. (14.80)

In analogy with Eq. (14.42), the anticommutation relations for fermion field operators are

{ψ̂σ (r), ψ̂
†
σ ′
(r′)} = δσσ ′δ(r− r′), {ψ̂σ (r), ψ̂σ ′(r

′)} = {ψ̂†
σ (r), ψ̂

†
σ ′
(r′)} = 0, (14.81)

whereas the commutation relations for boson field operators are

[ψ̂σ (r), ψ̂
†
σ ′
(r′)] = δσσ ′δ(r− r′), [ψ̂σ (r), ψ̂σ ′(r

′)] = [ψ̂†
σ (r), ψ̂

†
σ ′
(r′)] = 0. (14.82)

The proofs of relations (14.81) and (14.82) is completed by substituting the expansions (14.78) for the field operators
on the LHS, using the commutation relations (14.30) and the anticommutation relations (14.49) together with the com-
pleteness relations of the single-particle wave functions. For spin 1/2 particles, one defines two-component spinor field
operators,

ψ̂(r) =
(
ψ̂↑(r)
ψ̂↓(r)

)
, ψ̂†(r) =

(
ψ̂

†
↑
(r) ψ̂†

↓
(r)
)

. (14.83)

Problem 14.11

Consider a system of fermions in 1D confined to an interval 0 ≤ x ≤ L, such that the single-particle wave functions
satisfy periodic boundary conditions, φ(x+ L) = φ(x). Denote the creation and annihilation operators in
momentum space corresponding to wave number k = 2πnk/L and spin projection σ , where nk = 0,±1,±2, . . . , by
c†

kσ and ckσ , respectively.

(a) Write expressions for the creation and annihilation field operators ψ̂†
σ (x) and ψ̂σ (x).

(b) Express the matrix element of the momentum operator 〈ψ̂ | − ih̄ d
dx |ψ̂〉 in terms of c†

kσ and ckσ (note that |ψ̂〉 is a
spinor as defined in Eq. (14.83)).

(c) Consider spin s = 1/2 particles subject to a Zeeman Hamiltonian HZ = h · s. Express the matrix element
〈ψ̂ |HZ |ψ̂〉 in terms of c†

kσ and ckσ .

Answer: (a) The properly normalized single-particle wave functions are φkσ (x) =
1
√

L
eikx
|σ 〉. Using Eq. (14.79) we

obtain,

ψ̂†
σ (x) =

∑
k

1
√

L
e−ikx
〈σ |a†

kσ , ψ̂σ (x) =
∑

k

1
√

L
eikx
|σ 〉akσ .

(b) 〈ψ̂ |(−ih̄ d
dx )|ψ̂〉 = h̄

∑
kσ kc†

kσ ckσ . (c) Taking h along the z axis, we get, 〈ψ̂ |HZ |ψ̂〉 = h
∑

kσ (c
†
k↑ck↑ − c†

k↓ck↓).



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 17-ch14-825-870-9780444537867 2012/11/16 0:15 Page 845 #21

14.1 Second Quantization 845

Constructing Physical Operators Using Field Operators

In Eq. (14.76), we express the Hamiltonian of fermions in terms of creation and annihilation operators in momentum
space. In the following, we show how to express operators in terms of field operators. Let O(r) denote a one-particle
(spin-independent and local) operator defined within the first quantization formalism. For example, O(r) may be the
kinetic energy of a particle T(r) or a single-particle potential U(r). When this function of r is integrated with field
operators, we get an operator defined in Fock space,

Ôσ =
∫

dr ψ̂†
σ (r)O(r)ψ̂σ (r). (14.84)

Some care should be exercised when we consider two-particle (local and spin independent) operators O(r − r′) such as
the two-body potentials V(r− r′). The desired expression is,

Ôσσ ′ =
∫

drdr′ ψ̂†
σ (r)ψ̂

†
σ ′
(r′)O(r− r′)ψ̂σ ′(r

′)ψ̂σ (r), (14.85)

where the order of r and r′ is swapped in the field operators to the right of the operator. Some important physical
operators expressed in terms of field operators are listed below. For definiteness, they are written for fermion fields, but
the analogous expressions for boson fields are virtually identical.

Hamiltonian: For definiteness, we will assume a translation invariant system without single-particle potential. Employ-

ing Eq. (14.84) for the kinetic energy part of the Hamiltonian, − h̄2

2m∇
2, and using Eqs (14.78) and the orthogonality of

the single particle wave functions, we get,

T̂ =
∫

dr
∑
kσ

φkσ (r)∗a
†
kσ︸ ︷︷ ︸

ψ̂†(r)

[
−

h̄2

2m
∇

2

]∑
k′σ ′

φk′σ ′(r)ak′σ ′︸ ︷︷ ︸
ψ̂(r)

=

∑
kσ

tka†
kσ akσ , (14.86)

where tk = h̄2k2/(2m). Similarly, employing Eq. (14.85) for the two-body interaction part of the Hamiltonian, V(r− r′),
we get,

V̂ =
1

2

∫
drdr′

∑
k1,k2,q

∑
σ1,σ2

[
φk1σ1(r)

∗a†
k1σ1

] [
φk2σ2(r

′)∗a†
k2σ2

]
× V(r− r′)

[
φk2−q,σ2(r

′)ak2−q,σ2

] [
φk1+q,σ1(r)ak1+q,σ1

]
=

1

2

∑
k1,k2,q

∑
σ1,σ2

vk1k2k2−qk1+qa†
k1σ1

a†
k2σ2

ak2−q,σ2 ak1+q,σ1 , (14.87)

where the matrix element vk1k2k2−qk1+q is defined in Eq. (14.55b). We have also used the translation invariance of the
interaction potential, V(r, r′) = V(r − r′) and its spin independence. When the single-particle potential U(r) 6= 0, the
formalism is similar except that there is no translation invariance and the field operators are defined as in Eq. (14.79).
With this modification, the many-body Hamiltonian, which in first quantization has the form of Eq. (14.1), has the second-
quantized form

Ĥ =
∑
σ

∫
dr ψ̂†

σ (r)

[
−

h̄2

2m
∇

2
+ U(r)

]
ψ̂σ (r)+

1

2

∑
σ ,σ ′

∫
drdr′ ψ̂†

σ (r)ψ̂
†
σ ′
(r′)Vσσ ′(r− r′)ψ̂σ ′(r

′)ψ̂σ (r). (14.88)

The form of the Hamiltonian (14.88) is the same for both fermions and bosons and is equivalent to Eq. (14.60) for
fermions or Eq. (14.77) for bosons. The Schrödinger equation (14.1), when written in the first quantization formalism,
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contains the Hamiltonian operator that operates on wave functions. In Eq. (14.88), the Hamiltonian operator operates on
Fock space vectors rather than wave functions. The origin of the name second quantization may come from the fact that
the Hamiltonian in Eq. (14.88) looks like the expectation value of the “first quantized” Hamiltonian taken between wave
functions.

Gauge Invariance: The Hamiltonians (14.60) and (14.77) have the following property. If the annihilation and creation
operators are multiplied by phases,

cj → e−iαcj, c†
j → eiαc†

j , (14.89)

(similarly for the bosonic operators bj and b†
j ), the Hamiltonian remains unchanged. This property is referred to as global

gauge invariance. Similarly, the Hamiltonian (14.88) is gauge invariant under the transformation

ψ̂σ (r)→ e−iαψ̂σ (r), ψ̂†
σ (r)→ eiαψ̂†

σ (r). (14.90)

We will encounter situations where, after implementing some approximations to the original Hamiltonian, the approxi-
mate Hamiltonian is no longer gauge invariant. Although this might seem to be an artifact of an approximation scheme,
there are situations where interacting many-body systems do lose their gauge invariance and this situation is not an arti-
fact of some approximation, rather it has a physical origin. This type of situation is called a broken gauge symmetry.
In some systems, broken gauge symmetry is required by reality and is accompanied by dramatic effects. Examples are
superconductivity and Bose–Einstein condensation, subjects that will be discussed later on in Chapter 18 which is linked
to the book web page. A new quantity called an order parameter emerges, which in the case of a Bose condensate is the
expectation value of the field operator ψ̂σ (r) in the ground state |G〉,

8σ (r) = 〈G|ψ̂σ (r)|G〉. (14.91)

It has a definite phase and magnitude that encode the underlying many-body physics.

Kinetic energy in the presence of an external magnetic field: The kinetic energy operator in a (static) magnetic field
B(r) = ∇ × A(r), assuming the particles have charge q, is given by

T̂ =
∑
σ

∫
dr ψ̂†

σ (r)
[

1

2m

(
−ih̄∇ −

q

c
A(r)

)2
]
ψ̂σ (r). (14.92)

Particle density: The density operator for spin projection σ at point r is,

ρσ (r) =
∫

dr′ψ̂†
σ (r
′)δ(r− r′)ψ̂σ (r′) = ψ̂†

σ (r)ψ̂σ (r), (14.93)

which counts the number of identical particles (fermions or bosons) with spin projection σ located at point r in space.
The total density operator is,

ρ(r) =
∑
σ

ρσ (r). (14.94)

Problem 14.12

(a) Show that ρ(r) = 1
V
∑

kqσ c†
kσ ck+qσ eiq·r (the volume appears in the definition (14.71) of the plane-wave

spinors).
(b) Show that the Fourier transform of ρ(r) is

ρ(q) =
∑
kσ

c†
kσ ck+qσ . (14.95)

https://sites.google.com/site/thequantumbook/
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(c) Evaluate the density–density commutation relations [ρ(r), ρ(r′)] and [ρ(q), ρ(q′)].

Answer: [ρσ (r), ρσ (r′)] = [ρσ (q), ρσ (q′)] = 0.

Matter current density: The matter current density operator for particles of spin projection σ at space point r is denoted as
J(r). It is derived from the classical expression J = n(r)v, where v = (p− (q/c)A)/m is the velocity operator that contains
the vector potential A if there is an external electromagnetic field present. The Hermitian current density operator is

Jσ (r) =
1

2

∫
dr′ ψ̂†

σ (r
′){δ(r− r′), v}ψ̂σ (r′)

=
h̄

2im

[
ψ̂†
σ (r)

(
∇ψ̂σ (r)

)
−

(
∇ψ̂†

σ (r)
)
ψ̂σ (r)

]
−

q

mc
A(r)ψ̂†

σ (r)ψ̂σ (r)

≡ Jp
σ (r)+ JA

σ (r). (14.96)

Problem 14.13

(a) Show that the Fourier transform of Jp
σ (r) is

Jp
σ (q) =

h̄

m

∑
k

(
k+

1
2

q
)

c†
kσ ck+qσ . (14.97)

(b) Show that the Fourier transform of JA
σ (r) is

JA
σ (q) = −

q

mc
A(q)

∑
k

c†
kσ ck+qσ . (14.98)

Spin Density: Let us denote the spin density operator as S(r). There are many situations where the potentials appearing
in the Hamiltonian depend on spin. This is the case, for example, when there is an external magnetic field (through the
Zeeman effect, see Chapter 4) or when there is a strong spin–orbit interaction (see Chapter 9, Subsec. 9.6.6). In that case,
an important quantity is the local spin density, which gives the magnetic moment per unit volume at space point r. The
corresponding operator is given by [recall that the field operator ψ̂(r) is a two-component spinor, see Eq. (14.83)],

S(r) =
h̄

2
ψ̂†(r) σ ψ̂(r) =

h̄

2

∑
kq

∑
µ,ν

eiq·rc†
kµ [σ ]µν ck+qν , (14.99)

where σ = (σx, σy, σz) is the vector of Pauli matrices.

Problem 14.14

(a) Prove the second equality in Eq. (14.99).
(b) Calculate the commutator [Sx(r), Sy(r′)].

Answer: (b) [Sx(r), Sy(r′)] = ih̄δ(r− r′)Sz(r).

Spin Current Density: The spin current density operator will be denoted as J(s)α (r). In analogy with the charge current
defined in Eq. (14.96), we can formally define a spin current density operator,

J(s)α (r) =
h̄

4im

{
ψ̂†(r)[σα∇ψ̂(r)]− [σα∇ψ̂

†(r)]ψ̂(r)
}

, (14.100)
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where α = x, y, z. The spin current density J(s) is a tensor (it has two Cartesian indices, J(s)α,i(r), one for the direction of
flow, i, and the other for the direction of spin projection, α). An important difference between the current density and the
spin current density is that charge is conserved; hence, there is a continuity equation relating charge current and charge
density, but spin is not always conserved, hence, the existence of a continuity equation relating spin and current densities
is not necessarily guaranteed.

Time-Dependence of Operators

In the Schrödinger representation, operators are usually time-independent (the case of a potential that is time-dependent
clearly an exception). An operator O in the Schrödinger representation is transformed into an operator OH(t) in the
Heisenberg representation by

OH(t) = eiHt/h̄Oe−iHt/h̄, (14.101)

where H is the Hamiltonian of the system (which is here assumed to be time independent). The operatorOH(t) appearing
on the LHS is given in the Heisenberg representation, whereas the operator O appearing on the RHS is written in the
Schrödinger representation or Schrödinger picture. When the Hamiltonian of a system is time independent, no confusion
may arise if we use either OH(t) or simply O(t) to denote an operator in the Heisenberg representation. The main proper-
ties of this transformation can be derived directly from the definition.

(1) If [O, H] = 0, then OH(t) = O (e.g., when O = H).
(2) The operator OH(t) satisfies the Heisenberg equation of motion,

ih̄
dOH(t)

dt
= [OH(t), H]. (14.102)

A useful tool for evaluating transformations like in Eq. (14.101) is the Baker–Hausdorff formula: If G is Hermitian
operator and A is any operator, then

eiGλAe−iGλ
= A+ iλ[G, A]+

(iλ)2

2!
[G, [G, A]]+ · · · +

(iλ)n

n!
[G, [G, [G, . . . [G, A]]]+ · · · (14.103)

Problem 14.15

Let H = εb†b+ η(b+ b†). Find bH(t) in terms of bH(0) = b.

Answer: bH(t) =
η
ε
+ e−iεt/h̄[b− η

ε
].

Field Operators Within the Tight-Binding Formalism

A useful method for avoiding the mathematical subtleties that arise in the case of continuous quantum variables,
such as the position variable r within a field operator ψ̂σ (r), is to discretize space. This has physical justification
in solid-state systems where electrons are tightly bound to the atoms. Hence, this approach is referred to as tight-
binding formalism. Let us imagine, for simplicity, a 1D system such that the position coordinate x is restricted to the
lattice,

xn = na, a = lattice constant, n = 0,±1,±2, . . . (14.104)
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The notation for field operators, potential energies, etc. [see Eq. (14.1)], are modified as follows:

ψ̂σ (r)→ ψ̂nσ , ψ̂†
σ (r)→ ψ̂†

nσ ,

U(r)→ vn, V(|r− r′|)→ V|n−m|,

−
h̄2

2m
∇

2ψ̂σ (r)→−
h̄2

2ma2
(ψ̂n+1σ − 2ψ̂nσ + ψ̂n−1σ ). (14.105)

Defining t ≡ h̄2

2ma2 , we arrive at the second quantized form of the so-called tight-binding Hamiltonian. In terms of these
field operators the Hamiltonian is given by

HTB = −t
∑
nσ

(
ψ̂†

nσ ψ̂n+1σ + ψ̂
†
n+1σ ψ̂nσ

)
+

∑
nσ

vnψ̂
†
nσ ψ̂nσ +

1

2

∑
nmσ1σ2

V|n−m|ψ̂
†
nσ1
ψ̂†

mσ2
ψ̂mσ2ψ̂nσ1 . (14.106)

Moreover, the algebra of field operators summarized in Eqs (14.81) and (14.82) is repeated here with δ(r − r′)→ δnn′ .
Let us solve the tight-binding Schrödinger equation for spinless free electrons (vn = V|n−m| = 0) for the cases of (1) a
finite 1D system between n = 0 and n = N − 1, with periodic boundary conditions, and (2) for a finite 1D system with
open boundary conditions. The solution is as follows.

(1) We look for a solution of the eigenvalue problem

H0|φ〉 = −t
∑

n

(
ψ̂†

n ψ̂n+1 + ψ̂
†
n+1ψ̂n

)
|φ〉 = ε|φ〉, (14.107)

where the eigenfunction |φ〉 is a vector in Fock space. By periodic boundary conditions for a system of N sites (xn = na,
n = 0, 1, 2, . . . , N − 1), we mean

ψ̂n+N = ψ̂n, ψ̂
†
n+N = ψ̂

†
n . (14.108)

Now we use translation invariance and consider transformation of the field operators into a new set of operators ck and c†
k ,

ψ̂n =
1
√

N

∑
k

ck eikn, ψ̂†
n =

1
√

N

∑
k

c†
k e−ikn. (14.109)

Periodic boundary conditions require quantization of k as, k = 2πnk
N , where nk = 1, 2, . . . , N. Note that this is a canonical

transformation since it leaves the anticommutation (and commutation) relations unchanged. Substituting into Eq. (14.107)
and using the orthogonality relation of the discrete set of plane waves, we obtain the diagonal form of the Hamiltonian,

H =
∑

k

(−2t cos k)c†
kck. (14.110)

Hamiltonian operators written in the form appearing on the RHS of Eq. (14.110) are already diagonal, and the coefficients
of the number operators c†

kck are the eigenenergies. The explicit solution of Eq. (14.107) is,

|φk〉 = c†
k |0〉 =

1
√

N

∑
n

e−iknψ̂†
n |0〉, εk = −2t cos k. (14.111)

The second equation specifies the dispersion relation. When k varies continuously, say between −π and +π , then the
allowed energies form a band,

− 2t ≤ εk ≤ 2t. (14.112)

(2) By free boundary conditions for a finite system of sites (xn = na, n = 0, 1, 2, . . . , N + 1), we mean the following:
suppose we expand the wave function,

|φ〉 =

N+1∑
n=0

αnψ̂
†
n |0〉, (14.113)
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where {αn} is a set of (possibly complex) numerical coefficients whose knowledge is equivalent to the knowledge of |φ〉.
As will be shown below, this will result in a set of linear equations for the coefficients {αn}. The solution must satisfy the
conditions α0 = αN+1 = 0. The requirement of free boundary conditions breaks translation invariance, and the canonical
transformation implied in Eq. (14.109) is not applicable. Substitute the expansion (14.113) into the Schrödinger equation
(14.107) and recall that

ψ̂†
n ψ̂n+1ψ̂

†
m|0〉 = δm,n+1ψ̂

†
n |0〉,

ψ̂†
n ψ̂n−1ψ̂

†
m|0〉 = δm,n−1ψ̂

†
n |0〉, (14.114)

to obtain

− t
N∑

n=1

(αn+1 + αn−1)ψ̂
†
n |0〉 = ε

N∑
n=1

αnψ̂
†
n |0〉, (14.115)

with α0 = αN+1 = 0. If we now apply 〈0|ψ̂n on the left to obtain a set of equations for the coefficients,

− t(αn+1 + αn−1) = εαn, (14.116)

with α0 = αN+1 = 0. This eigenvalue problem is solved by eigenvectors αk = (α1k,α2k, . . . ,αNk) and eigenvalues εk

with (k = 1, 2, . . . , N), which are given explicitly as

αnk =

√
2

N
sin

nπk

N + 1
, εk = −2t cos

πk

N + 1
, (14.117)

with n, k = 1, 2, . . . , N. If we substitute n = 0 or n = N + 1 into the relation for αnk above, we get the requirement of
free boundary conditions, α0 = αN+1 = 0.

14.1.7 ELECTROMAGNETIC FIELD QUANTIZATION: PHOTONS

The dual nature of particles and waves suggests that the electromagnetic field, which classically takes the form of electro-
magnetic waves, can also be represented as particles, or light quanta, which are called photons. The formalism of second
quantization treats photons as bosonic particles that are created and annihilated in terms of photon creation and annihila-
tion operators that act on the Fock space states that are labeled by photon occupation numbers. The formulation worked
out below for the quantization of the electromagnetic field resembles the construction of raising and lowering operators
for the quantum harmonic oscillator. Since photons can be absorbed and emitted, this is a remarkable instance where the
advantage of the formalism of second quantization shows up in systems that do not conserve the number of particles.
The representation of the electromagnetic field in terms of photons is referred to as quantum electrodynamics. It forms
the basis for quantum description of the interaction of light with matter. Quantum electrodynamics is the most stringently
tested theory in physics, and its predictions are the most accurate and precise available in the physical sciences.

The starting point is Maxwell’s equations. The electric and magnetic fields can be written in terms of the scalar and
the vector potentials, φ(r, t) and A(r, t),

E = −∇φ −
1

c

∂A
∂t

, H = ∇ × A. (14.118)

Using gauge freedom, the vector potential can be chosen to satisfy the Coulomb gauge condition, ∇ ·A = 0. If no charges
and currents are present in the spatial region of interest, the electric field E and magnetic field H satisfy the Faraday and
Ampère equations in vacuum (in Gaussian units),

∇ × E = −
1

c

∂H
∂t

, ∇ ×H =
1

c

∂E
∂t

. (14.119)
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These equations can be cast as a wave equation for A,

∇
2A−

1

c2

∂2A
∂t2
= 0, (14.120)

supplemented by the Coulomb gauge condition ∇ ·A = 0. The wave equation for A(r, t) suggests an expansion in terms
of traveling waves ei(k·r−ωkt) with wave vector k and frequency ωk = ck. If the field is contained in a box of volume
V = L3 and periodic boundary conditions are imposed then the wave number is quantized, such that k = 2π

L n, where
n = (nx, ny, nz) (integers), and a real solution of Eq. (14.120) can be written in the form,

Akλ(r, t) =
c
√

V
ε̂λ(k)

(
Akλ(t) eik·r

+ A∗kλ(t) e−ik·r
)

, (14.121)

where

Akλ(t) = Akλ e−iωkt. (14.122)

The amplitudes Akλ are constants, and the two real and orthogonal unit polarization vectors ε̂λ(k) with λ = 1, 2, deter-
mine the polarization of A(r, t) given the Coulomb gauge condition. The field expansion takes the form,

A(r, t) =
∑
kλ

Akλ(r, t), (14.123)

and the Coulomb gauge condition implies,

∇ · A = 0 =⇒ k̂ · ε̂λ(k) = 0. (14.124)

The three unit vectors k̂, ε̂1(k), ε̂2(k) are mutually orthogonal. In classical electrodynamics, the field energy in volume
V is

HEM =
1

8π

∫
dr (E2

+H2) =
1

8π

∫
dr
[

1

c2
Ȧ2
+ (∇ × A)2

]
. (14.125)

In analogy with the quantum harmonic oscillator, we define the analogs of oscillator coordinates and momenta,

Qkλ(t) =

√
4π

c
[Akλ(t)+ A∗kλ(t)], Pkλ(t) = −i

ωk
√

4π

c
[Akλ(t)− A∗kλ(t)]. (14.126)

Substituting the expansion (14.123) into expression (14.125) for the energy, integrating over the volume V , and using the
orthogonality of the plane waves yields the expression for the energy as a sum of independent oscillators,

HEM =
1

2

∑
kλ

[P2
kλ + ω

2
kQ2

kλ]. (14.127)

Hamilton’s equations give the following relations:

Q̇kλ =
∂HEM

∂Pkλ
= Pkλ, Ṗkλ = −

∂HEM

∂Qkλ
= −ω2

kQkλ. (14.128)

This shows that the coordinates Qkλ and Pkλ are conjugate to each other. Quantization is formally achieved by imposing
the commutation relation,

[Qkλ, Pkλ] = ih̄. (14.129)
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Following the discussion in Sec. 2.7.2, creation and annihilation operators a†
kλ(t) and akλ(t), respectively, in the Heisen-

berg picture are taken, such that

Qkλ(t) =

√
h̄

2ωk
(akλ(t)+ a†

kλ(t)), Pkλ(t) = −i

√
h̄ωk

2
(akλ(t)− a†

kλ(t)), (14.130)

where

akλ(t) = akλ e−iωkt, a†
kλ(t) = a†

kλ eiωkt. (14.131)

The proof is given in the answer to Problem 14.17(c). The time dependence shows that the operators are expressed in the
Heisenberg picture.

Problem 14.16

Express the creation and annihilation operators a†
kλ and akλ, respectively, in terms of Qkλ and Pkλ and prove that

[akλ, a†
kλ] = 1.

Answer: akλ =
1
2

(√
2ωk

h̄ Qkλ + i
√

2
h̄ωk

Pkλ

)
, a†

kλ =
1
2

(√
2ωk

h̄ Qkλ − i
√

2
h̄ωk

Pkλ

)
.

The quantum “excitation” associated with the operators a†
kλ and akλ is called the photon. In this representation, a

photon has a wave vector k and one of two possible polarizations, λ = 1, 2. According to the result of Problem 14.16,
the photon is a boson. In terms of the operators a†

kλ and akλ, the second quantized operators A(r, t) and the Hamiltonian
HEM are then expressed as,

A(r, t) =
c
√
V

∑
kλ=1,2

eik·rAλ(k, t),

Aλ(k, t) =

√
h̄

2ωk

[
akλ e−iωkt

+ a†
−kλ eiωkt

]
ε̂λ(k),

HEM =
∑
kλ

h̄ωk

(
a†

kλakλ +
1

2

)
.

(14.132)

(14.133)

(14.134)

The photon energy h̄ωk is independent of polarization. As defined in Eq. (14.133), the operator Aλ(k, t) is time dependent.
Following the discussion in Sec. 14.1.6, this means that it is given in the Heisenberg representation derived from the
Hamiltonian HEM. At t = 0, we obtain the Schrödinger representation:

Aλ(k) =

√
h̄

2ωk

[
akλ + a†

−kλ

]
ε̂λ(k). (14.135)

Problem 14.17

(a) Show how to obtain the wave equation in Eq. (14.120) from Eq. (14.119) and the Coulomb gauge condition.
(b) Verify that the dimension of eA(r, t)/c is that of momentum.
(c) Prove that Aλ(k) = e−iHEMt/h̄Aλ(k, t)eiHEMt/h̄.

Guidance for (c): In the Baker–Hausdorff formula, Eq. (14.103), put λ = 1 and G = H, where H is given in
Eq. (14.134) and A = akλ or a†

kλ. Then use Eq. (14.31) to show that [H, akλ] = −h̄ωkakλ and [H, a†
kλ] = h̄ωka†

kλ.
The series obtained from the Baker–Hausdorff formula yield Eq. (14.131) from which the result follows.
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Electron–Photon Interaction

The electron–photon interaction is derived from the Hamiltonian of N electrons subject to an electromagnetic field derived
from a vector potential A,

H =
1

2m

N∑
i=1

(
pi +

e

c
A(ri, t)

)2
, (14.136)

and expressing all the operators in their second quantized form. When the brackets are opened, there are two terms
contributing to the electron–photon interaction. The first one is given by,

H1 ≡
e

2c

∑
i

Jp(ri) · A(ri, t)+ A(ri, t) · Jp(ri), (14.137)

where Jp(ri) is the matter current defined in Eq. (14.96). It is more convenient to write this term in momentum space
using Eqs (14.132) and (14.97):

H1 =
e
√
V

∑
qλ

Jp(q) · Aλ(q, t) =
eh̄

m
√
V

∑
qλ

Aλ(q, t) ·
∑
kσ

(
k+

1

2
q
)

c†
k+qσ ckσ . (14.138)

Substitution of Aλ(q, t) from Eq. (14.135) completes the second quantized representation of H1. The second contribution
H2 to the electron–photon interaction comes from the square of the vector potential. It can be written as,

H2 =
e2

2mc2

N∑
i=1

A2(ri, t) =
e2

2m

∑
kqλλ′

n̂(q)Aλ(q, t) · Aλ′(q− k, t), (14.139)

where n̂(q) is the particle density operator defined in Eq. (14.95). Substituting the expression for Aλ(k, t) in terms of
photon operators akλ and a†

−kλ in Eq. (14.133) into H1 + H2 yields the second quantized form of the electron–photon
interaction.

14.1.8 QUANTIZATION OF LATTICE VIBRATIONS: PHONONS

The second quantized description of the electromagnetic field, as described above, led to the concept of photons, i.e.,
a quanta of the electromagnetic field having definite energy, wave vector, and polarization. Analogously, the second
quantized description of the oscillations of crystals leads to the concept of phonons, quanta of lattice vibrations. Consider
a Bravais lattice with a basis consisting of p atoms per unit cell. The constituents of the lattice (atoms or ions) oscillate
around their equilibrium positions. When the amplitudes of these oscillations are small, the theory of small oscillations
in classical mechanics (see Sec. 16.9, linked to the book web page) can be employed and leads to a description of crystal
vibrations in terms of normal modes, which are equivalent to a system of independent harmonic oscillators. As described
in Sec. 9.8.1, the energy h̄ωs(k) of each oscillator is determined by the wave vector k in reciprocal space and a branch
index s = 1, 2, . . . , 3p. Of these 3p branches, three are referred to as acoustic branches that vanish linearly with k as
k→ 0. The other 3p− 3 branches do not vanish as k→ 0 and are referred to as optical branches. h̄ωs(k) is periodic as
a function of k in reciprocal lattice space. The Hamiltonian in first quantization is already diagonal,

H =
∑
ks

(
nks +

1

2

)
h̄ωks, (nks = 0, 1, 2, . . . ). (14.140)

Passage to second quantization is carried out simply by turning the number of quanta nks into a number operator n̂ks =

b̂†
ksb̂ks and interpreting the operators b†

ks and bks as creation and annihilation operators, respectively, for lattice vibrations

with wave vector k and branch s. The operators b†
ks and bks are the creation and annihilation operators for phonons, similar

https://sites.google.com/site/thequantumbook/
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to the raising and lowering operators for the quantum harmonic oscillator (see Sec. 2.7.2); their bosonic commutation
relations are given in Eq. (2.122). Hence, the second quantized form of lattice vibrations (phonons) Hamiltonian is,

Ĥph =
∑
ks

(
b̂†

ksb̂ks +
1

2

)
h̄ωks, ([b̂ks, b̂†

k′s′ ] = δkk′δss′). (14.141)

This is the phononic part of the Hamiltonian required to treat lattice vibrations. The Phonons are coupled to electrons
moving in the crystal. Our goal here is to derive the interaction between lattice vibrations and electrons, i.e., the electron–
phonon interaction, within the formalism of second quantization. This interaction is central to the description of numer-
ous fundamental physical phenomena such as sound propagation and superconductivity. The electron–phonon interaction
originates from the fact that a small lattice vibration in which ions change their position from a Bravais lattice point R to a
nearby point R+u destroys the lattice translation symmetry and leads to scattering of electrons with Bloch wave number
k to a new wave number k + q. This is schematically depicted in Fig. 14.2. In an idealized situation [Fig. 14.2(a)],
the atoms of a Bravais lattice (filled circles) are fixed at lattice sites Ri, and the electron at point r (empty circle)

R

r
k

R+u

r

k+q(a) (b)

FIG 14.2 (a) Electron (empty circle) in a perfect Bravais lattice is in a
Bloch state with wave vector k. (b) The lattice atoms oscillate
around their equilibrium points, and the electron scatters into a
state characterized by slightly different wave number k+ q.

feels a periodic potential U(r) =
∑

i V(r − Ri),
where V is the electron–atom interaction poten-
tial. The electron is in a Bloch state of crys-
tal wave number k. In reality, the atoms execute
small oscillations around their equilibrium points
Ri. In the harmonic oscillator description of small
oscillations, this motion is due to the zero point
energy (at T = 0). Atom i is then found at posi-
tion Ri + ui as shown in Fig. 14.2(b). The fre-
quency of oscillations is small compared with the
inverse of the time scales associated with the elec-
tron motion, so that the problem can be treated
adiabatically. The electron is affected by the poten-

tial of the slowly vibrating crystal, U(r) =
∑

i V(r− Ri − ui). It is scattered from an initial state of momentum k into a
final state of momentum k+ q. Since |ui| are small, the expansion

V(r− Ri − ui) ≈ V(r− Ri)−∇V(r− Ri) · ui, (14.142)

is justified. To first order in ui, the electrostatic energy of the lattice electrons due to the shift of the atoms Ri → Ri + ui

is,

Helectron−lattice =

∫
drρ(r)U(r) ≈ VBloch + Ve−ph, (14.143)

where ρ(r) is the density of electrons. The energy of electrons in the perfectly periodic lattice is,

VBloch =

∫
drρ(r)

∑
i

V(r− Ri), (14.144)

while the interaction potential with the lattice vibrations is,

Ve−ph = −

∫
drρ(r)

[∑
i

∇V(r− Ri) · ui

]
. (14.145)

Our goal is to cast Ve−ph in a second quantized form. For convenience, it is assumed that the Bravais lattice is confined
in a box of volume V containing N atoms and that periodic (Born–von Karman) boundary conditions are imposed on the
electron wave functions. The wave numbers are quantized and summed within the first Brillouin zone.
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Problem 14.18 will help facilitate the derivation of the electron–phonon interaction in second quantization (see also
Sec. 9.8.4).

Problem 14.18

Consider Problem (9.19) where an electron is affected by a sequence of 1D potential barriers centered at
Xn = n(s+ d), U(x) =

∑
∞

n=−∞ V(x− Xn), V(x− Xn) = V02(x− Xn +
s
2 )−2(Xn +

s
2 − x). The Bloch wave

function ψk(x) = eikxuk(x), uk(x+ L) = uk(x) was calculated exactly, but here it is assumed to be known.

(a) Write the Fourier series of the density ρk(x) = |ψk(x)|2 in terms of the plane waves of period L.
(b) Use this expansion in Eq. (14.145) to evaluate the electron–phonon interaction for an electron with crystal

momentum k.

Answer: (a) Since k is fixed, we drop it below for convenience and expand the periodic function as
u(x)= 1

√
L

∑
q fqeiqx, q = 2π

L nq, where nq = 0,±1,±2, . . .. Therefore, ρ(x) = |u(x)|2 = 1
L

∑
qp fqf ∗p+q eipx.

(b) U′(x) = V0
∑
∞

n=−∞[δ(x = Xn +
s
2 )− δ(x− Xn −

s
2 )].

Before substitution into Eq. (14.145), we introduce the expansion of the small displacement un as,
un =

1
√

L

∑
p up eipXn . Collecting, we obtain, Ve−ph =

2iV0√
L

∑
pq fqf ∗p+q sin(ps/2)up.

The quantization procedure is carried out by the following five steps:

(1) The small shifts ui about Ri are expanded in normal coordinates uks as,

ui =
1
√

N

∑
ks

uksε̂s(k) eik·Ri , (14.146)

where ε̂s(k) is a polarization vector determining the direction of the normal coordinate of mode ks. Each normal
coordinate uks vibrates with frequency ωks.

(2) uks is quantized as in Eq. (14.130), [see also discussion after Eq. (2.121)],

uks =

√
h̄

2Mωk
(bks + b†

−ks), (14.147)

where M is the atomic mass.
(3) The potential in the gradient term ∇V(r−Ri) appearing in Eq. (14.145) is Fourier expanded, and the gradient brings

down an ik factor from the plane wave exponent. Summation over k is conveniently divided into sum over q in the
first Brillouin zone and sum over reciprocal lattice vectors G,

∇V(r− Ri) = −i
∑
qG

(q+G)Vq+G e−i(q+G)(̇r−Ri). (14.148)

(4) The electronic density ρ(r) is written in terms of field operators using Eq. (14.94), which is then expanded in terms
of ckσ and c†

kσ [see Problem 14.12 and Eq. (14.95)],

ρ(r) =
∑
σ

ψ̂†
σ (r)ψ̂σ (r) =

1

V

∑
kpσ

e−ip·rc†
k+pσ ckσ . (14.149)
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(5) Now we substitute Eq. (14.147) in Eq. (14.146) to express uj in terms of the phonon operators bks and b†
ks and insert

it together with expressions (14.148) and (14.149) into Eq. (14.145) and integrate over r employing the orthogonality
of the plane waves to get,

Ve−ph =
1
√
V

∑
kqG

∑
σ s

Ms(q, G)c†
(k+q+G)σ ckσ (bqs + b†

−qs), (14.150)

where we have defined,

Ms(q, G) ≡ i

√
h̄

2nMωqs
(q+G) · ε̂qs(q) Vq+G, (14.151)

which represents the strength of the electron–phonon interaction.

The interaction as derived in Eq. (14.150) has a simple intuitive interpretation. The operator c†
(k+q+G)σ ckσ bqs repre-

sents a process of phonon absorption. Reading from right to left, in the initial state (before the operator is applied), there is
a phonon of momentum q and mode s and an electron of momentum k and spin projection σ . The phonon is annihilated,
and the electron is scattered into a new state having momentum k+q+G and spin σ . This is consistent with momentum

k

q 

k+q
gs(q) gs(q) k+qk

(a) (b)

q 

[k]+[q]=[k+q] [k]=[k+q]+[-q]

FIG 14.3 (a) A phonon of momentum q is absorbed by an electron of
momentum k resulting in an electron of momentum k+ q.
(b) An electron of momentum k emits a phonon of
momentum −q and scattered into a final state of
momentum k+ q.

conservation, up to an inverse lattice vector G, due to the
lattice periodicity. The strength of this process is deter-
mined by Ms(q, G). A process with G = 0 is referred
to as normal scattering, whereas one with G 6= 0 is
referred to as an umklapp scattering. In most cases, the
latter is much smaller in magnitude than the normal ones,
but there are situations that umklapp processes cannot be
neglected. The two fundamental processes of (normal)
phonon absorption and emission are depicted in Fig. 14.3.
These processes reveal the power of the second quan-
tization formalism as it accommodates realistic physi-
cal situations where particle number is not conserved
(here, the processes of phonon absorption and phonon
emission do not conserve phonon number). Such a
description is unimaginable within the formalism of first
quantization.

Problem 14.19

(a) Verify that the dimension of Ve−ph is energy.

(b) Explain why the operator c†
(k+q+G)σ ckσ b†

−qs represents phonon emission and identify how momentum
conservation in this process is insured.

14.1.9 SYSTEMS WITH TWO KINDS OF PARTICLES

The Hamiltonian written in Eq. (14.60) governs the physics of a system containing a single group of identical par-
ticles. We often encounter systems containing more than one group of identical particles, most notably, the case of
two groups A and B. The electron–phonon interaction in Eq. (14.150) is an obvious example (here, electrons and
phonons). Another example is the Hamiltonian for a gas containing two kinds of atoms A and B. We may also con-
sider a system consisting of electrons in a solid belonging to two different bands A and B in which there is an
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interaction between the two bands. In these cases, the second quantization formalism turns out to be very effective
and compact. From a mathematical viewpoint, the Hilbert space of such a system is an outer product H=HA ⊗ HB

of the corresponding Hilbert spaces of systems A and B. A pure state |9〉 can always be written as a linear com-
bination of product states, |ψA〉 ⊗ |ψB〉, and operators that are a tensor product, OA ⊗ OB, act on such product
states. The two groups of identical particles need not have the same statistics, thus, in the electron–phonon case, they
are fermions (electrons) and bosons (phonons). On the other hand, in the case of two band systems, they are both
fermions.

Problem 14.20

Consider the Hamiltonian, H0 =
∑

i≥1[εF
i c†

i ci + ε
B
i b†

i bi], where εF,B
i+1 > ε

F,B
i , c†

i (ci) creates (annihilates) a fermion

on level εF
i and b†

i , (bi) creates (annihilates) a boson on level εB
i .

(a) For a system of four particles, two fermions and two bosons, find the ground-state energy ε1 and the
ground-state wave function |ψ1〉.

(b) The energy ε2 and the wave function |ψ2〉 of the first excited state depend on the energies εF
i and εB

i . Find the
conditions under which |ψ2〉 is a fermion or boson excited state.

(c) A perturbation V = V0(c3c†
2b1b†

1)+h.c. is added to H0. Calculate the matrix element 〈ψ1|V|ψ2〉, where |ψ2〉

corresponds to fermion excitation.

Answer: (a) Two fermions cannot occupy the same level, so they must occupy levels εF
1 and εF

2 . On the other hand,
the two bosons can occupy the lowest level εB

1 . The two-fermion and two-boson ground state and its energy are

|ψ1〉 = c†
1c†

2[b†
1]2
|0〉, ε1 = ε

F
1 + ε

F
2 + 2εB

1 .

(b) εF
3 − ε

F
2 < εB

2 − ε
B
1 ⇒ |ψ2〉 = c†

1c†
3(b

†
1)

2
|0〉, ε2 = ε

F
1 + ε

F
3 + 2εB

1 . εF
3 − ε

F
2 > εB

2 − ε
B
1 ⇒ |ψ2〉 = c†

1c†
2b†

1b†
2|0〉,

ε2 = ε
F
1 + ε

F
2 + ε

B
1 + ε

B
1 . The first case is a fermion excitation and the second case is a boson excitation.

(c) 〈ψ1|V|ψ2〉 = −V0.

Problem 14.20 already suggests the general form of the Hamiltonian for such system, which can be written as,

H = HA + HB + HI , (14.152)

where HA and HB are given by Eq. (14.60) while for the case that the number of particles in each group is conserved,

HI =
∑
αα′,ββ ′

Vαα′,ββ ′ a
†
αb†
βbβ ′aα′ . (14.153)

14.2 STATISTICAL MECHANICS IN SECOND QUANTIZATION

Statistical mechanics is designed to treat physical systems whose detailed description is beyond reach because they have
too many degrees of freedom to be treated exactly, such as many-body systems. Hence, it is necessary to formulate
statistical mechanics within second quantization. In statistical mechanics, we deal with a statistical ensemble, i.e., a
collection of many similar systems [119, 120], and our interest is focused on the average properties of the ensemble,
instead of on an exact many-body wave function for each element of the ensemble. Technically, this is achieved as
follows: The system is divided into the subsystem of particular interest and the rest of the system, which is referred to as
a reservoir or a bath or an environment. The coupling between the quantum system of interest and the bath is such that
energy exchange (and in the case of the grand canonical ensemble, also particle exchange) between the two can occur. If
we assume that the reservoir is in thermal equilibrium at temperature T and the Hamiltonian of the quantum system is H,
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with eigenstates |n〉 having energies En, H|n〉 = En|n〉, then under appropriate conditions (see Refs. [119, 120]), the
probability that the quantum system will be in state |n〉 is given by the Boltzmann distribution:

P(En) =
e−βEn

Z
, Z =

∑
n′

e−βEn′ , (14.154)

where β = 1/kBT . The quantityZ defined above is called the partition function. The density operator ρ for the Boltzmann
distribution is

ρ =
e−βH

Z
=

∑
n |n〉 e

−βEn〈n|

Z
. (14.155)

With these definitions, the constraint Tr[ρ] = 1 is satisfied. The quantum thermodynamic expectation of an operator, O,
is defined as,

〈O〉 =
1

Z

∑
n

〈n|e−βEnO|n〉 = Tr[ρO]. (14.156)

The trace appearing in Eq. (14.156), and employed in Problem 14.21, is evaluated under the assumption that the number
N of particles in the quantum system is fixed, i.e., there is no particle exchange between the quantum system and the bath.
This is referred to as a canonical ensemble.

Problem 14.21

(a) Show that when T → 0, the quantum thermodynamics average reduces to the expectation value in the ground
state |G〉, namely 〈O〉 → 〈G|O|G〉.

(b) A quantum Hamiltonian is given by H = ε1a†
1a1 + ε2a†

2a2 + V(a†
1a2 + a†

2a1). Find the canonical ensemble
partition function Z for the following cases: (1) The system contains a single particle (N = 1). (2) The system
contains two identical bosons. (3) The system contains two identical (spinless) fermions.

Answer: (b) The Hamiltonian is easily diagonalized by writing it as

H = (a†
1a†

2)

(
ε1 V
V ε2

)(
a1

a2

)
and diagonalizing the matrix by a unitary matrix U, thereby defining new quasi-particles,(

α1
α2

)
= U

(a1
a2

)
. The statistics of the new particles is the same as the old ones. U is said to be a canonical

transformation if it conserves the commutation or anticommutation relations. In the new basis, H =
∑2

i=1 λiα
†
i αi,

where λi are the two eigenvalues of the matrix H.

(1) For a single particle, Pauli statistics does not enter and Z = e−βλ1 + e−βλ2 .
(2) There are three ways to accommodate two identical bosons. They can occupy the lowest level, the upper level,

and one on each level. Hence, Z = e−2βλ1 + e−2βλ2 + e−β(λ1+λ2).
(3) The only way to accommodate two identical fermions is to put one on each level, hence, Z = e−β(λ1+λ2).

In many realistic situations, however, the quantum system is allowed to exchange particles with the reservoir, albeit
keeping its average number of particles constant. The statistical mechanical term for this type of ensemble is the grand
canonical ensemble (GCE). In the GCE formalism, the particle number operator [see Eq. (14.32)],

N̂ =
∑

n

a†
nan, (14.157)

fluctuates around its average N. The constraint 〈N̂〉 = N is implemented in the GCE formalism by introducing a chem-
ical potential µ, which, in mathematical terms, is a Lagrange multiplier. The corresponding density operator, partition
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function, and quantum thermodynamic averaging are defined as

ρGCE =
e−β(H−µN̂)

Z
, Z = Tr[e−β(H−µN̂)], 〈O〉 = Tr[ρGCEO]. (14.158)

Here, the trace is performed over all states (even states with different particle number). Note that the value of the
chemical potential µ is not known in advance. Once we require that 〈N̂〉 = N, we get an implicit equation for µ through
the relation,

〈N̂〉 = kBT
∂ lnZ
∂µ

= N. (14.159)

It is common to call H − µN̂ the “Hamiltonian” in the GCE. If this is done, Eq. (14.158) looks just like the canonical
density operator (14.155).

Once a partition function is defined and computed, all important statistical functions familiar from classical statistical
mechanics can be obtained. These include the energy, E − µN = ∂ lnZ

∂β
, the free energy F (for the canonical ensemble),

or the grand potential � (for the GC ensemble),

F = −kBT lnZ , � = −kBT lnZ , (14.160)

and the entropy S, which is related to the F and E = 〈H〉, or � and E, as,

F = E − TS, � = E − TS− µN. (14.161)

Problem 14.22

Refer to Problem 14.21(b) and consider the GCE Hamiltonian, Ĥ = ε1a†
1a1 + ε2a†

2a2 + V(a†
1a2 + a†

2a1)− µN̂.
Find the chemical potential µ for a system of fermions with constraints 〈N̂〉 = 1 and 〈N̂〉 = 2.

Answer: Once the particle number can fluctuate, then, in calculating the trace, we must include states of both
N = 1 and N = 2 (not more because we have only two levels). The Pauli statistics enters even in the case 〈N̂〉 = 1.
In the new fermion operators, we have H − µN̂ =

∑
(λi − µ)α

†
i αi. Thus, in the GCE formalism, we have

Z = e−β(λ1−µ) + e−β(λ2−µ) + e−β(λ1+λ2−2µ). Therefore, under the constraints 〈N̂〉 = N = 1, 2, we get µ as the
solution of kBT ∂ lnZ

∂µ
=

1
Z
[
e−β(λ1−µ) + e−β(λ2−µ) + 2e−β(λ1+λ2−2µ)

]
= N.

The Fermi–Dirac Distribution Function

It is instructive to carry out the quantum thermodynamic averaging procedure in Eq. (14.158) for the fermion single-level
number operator n̂kσ for a free electron gas. The free electron “Hamiltonian” Ĥ − µN̂ in the GCE is,

Ĥ0 =
∑
kσ

(εk − µ)c
†
kσ ckσ ≡

∑
kσ

ξkn̂kσ , (14.162)

where

n̂kσ = c†
kσ ckσ (14.163)

is the fermion number operator and

ξk ≡ εk − µ. (14.164)
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Since the Hamiltonian Ĥ0 commutes with n̂kσ and the states can be eigenstates of n̂kσ with eigenvalues nkσ = 0, 1, the
calculation is simple,

〈n̂kσ 〉 =
Tr[ρGCEn̂kσ ]

Z
=

∑1
nkσ=0 nkσ e−βξknkσ∑1

n′kσ=0 e−βξkn′kσ
. (14.165)

The sums are easily performed to give the Fermi–Dirac distribution,

nFD(ξk) ≡ 〈nkσ 〉 =
1

eβξk + 1
. (14.166)

nFD(ξk) is the average occupation of the quantum state with energy ξk.

Boson Occupation Number: Bose–Einstein Distribution Function

Unlike the fermion number operator n̂kσ that has eigenvalues of either 0 or 1, the boson occupation number operator
n̂kσ = b̂†

kσ b̂kσ can take any nonnegative integer value, nkσ = 0, 1, 2, . . .. Thus, instead of Eq. (14.165), we now have,

〈n̂kσ 〉 =
Tr[ρGCEn̂kσ ]

Z
=

∑
∞

nkσ=0 nkσ e−βξknkσ∑
∞

n′kσ=0 e−βξkn′kσ
. (14.167)

FIG 14.4 Comparison of the Maxwell–Boltzmann
distribution nMB(εk − µ) = e−β(εk−µ),
the Fermi–Dirac distribution
nFD(εk − µ) =

1
eβ(εk−µ)+1

, and the

Bose–Einstein distribution
nBE(εk − µ) =

1
eβ(εk−µ)−1

.

The infinite series in the denominator and the numerator can be
written and summed up in terms of the fugacity λk ≡ e−βξk as,

∞∑
nkσ=0

λ
nkσ
k =

1

1− λk
,

∞∑
nkσ=0

nkσλ
nkσ
k =

λk

(1− λk)2
. (14.168)

The latter equation can be obtained from the former by differenti-
ation with respect to λk. These sums converge only if 0≤ λk< 1,
i.e., ξk> 0. Hence, the Bose–Einstein distribution is

nBE(ξk) ≡ 〈n̂kσ 〉 =
1

eβξk − 1
. (14.169)

Note that both the Fermi–Dirac and the Bose–Einstein distri-
bution functions defined in Eqs. (14.166) and (14.169) are the
average occupation of quantum states and approach the classi-
cal Maxwell–Boltzmann distribution nMB(εk − µ) ≡ 〈n̂k〉 =

e−β(εk−µ) when β(εk − µ) � 1, as shown in Fig. 14.4. This is
the high-energy limit, εk −µ� kBT , where the energy quantum
numbers are very high.

14.3 THE ELECTRON GAS

We now apply the second quantization formalism to an electron gas, i.e., a system of interacting electrons moving
in a background of positive charge, such that the system is electrically neutral. The second quantization formalism
proves to be natural and elegant for this task. The formalism employed is an elaboration of what we discussed in
Example 2 in Sec. 14.1.5, where the Hamiltonian is written in Eq. (14.70) in first quantization and Eq. (14.76) in
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second quantization language. The goal is to elucidate the equilibrium physics at zero and at finite temperatures. A
systematic study is made easier by employing Feynman diagram techniques, to be presented in Chapter 18, which
is linked to the book web page. Here, we will be content with analysis of the interacting electron gas to first order
in the electron–electron interaction strength scaled as a dimensionless parameter. The analysis that goes beyond first-
order perturbation is presented in Sec. 18.2. The system of interacting electrons that we study here is assumed to
be confined in a box, and the electrons are assumed to be free (there is no single-particle potential U(r) but rather,
a positive background charge that keeps the system electrically neutral); this is referred to as the jellium model.
The single-particle wave functions from which the basis states will be constructed are plane waves, and the analy-
sis extends the discussion started in relation with Eq. (14.69). In the jellium model, the background positive charge
is represented as a medium with constant density. A more realistic situation to be discussed later is that with a back-
ground charge consisting of positive ions arranged on a lattice. Such a system, with Bloch single-particle wave func-
tions, is more difficult to handle. An approximation in which the Bloch functions are replaced by plane waves but
the mass of the electrons in the lattice is replaced by an effective mass (the effective mass approximation) is often
adequate.

14.3.1 ELECTRONS IN THE JELLIUM MODEL

Consider a system of N electrons moving in a medium of volume V = L3 with constant positive charge density ρ = en,
where n = N/V = N/L3 is the particle density. No single-particle potential confines the electrons, but the spectrum
is discrete since the system occupies a finite volume. A useful dimensionless parameter specifying the density of the
electron gas is rs = r0/a0, where a0 = h̄2/me2 is the Bohr radius and r0 is such that N electrons each occupying a sphere
of radius r0 fill the volume V ,

V
N
=

4πr3
0

3
⇒ rs =

1

a0

(
3

4πn

) 1
3

. (14.170)

The smaller rs = r0/a0, the higher the density. In metals, 2 ≤ rs ≤ 6. The quantity e2/(2a0) ≈ 13.6 eV is a convenient
energy unit called 1 Rydberg (Ry). Alternatively, one may adopt the atomic unit of energy e2/a0 (the Hartree).

Imposing periodic boundary conditions on the wave function, the single-particle wave functions φkσ (r)=〈r|kσ 〉
are defined in Eq. (14.71), and the single-particle energies are εk=

h̄2k2

2m . The wave numbers are quantized as k =
2π
L (nx, ny, nz) with nx, ny, nz = 0,±1,±2, . . . . Following our quantum number ordering procedure, the single-particle

quantum numbers are assumed to be ordered, so that for any two sets of quantum numbers, either (kσ) > (k′σ ′) or vice
versa. The particle number operator is N̂ =

∑
kσ n̂kσ =

∑
kσ c†

kσ ckσ . We will occasionally replace summation over k by
integrals, guided by the rule, 1

V
∑

k f (k)→ 1
(2π)3

∫
dkf (k).

Problem 14.23

Discuss the degeneracy of the single-particle energy levels. For k = 2π
L (1, 5, 5), how many energies are equal to

εk? Answer: 48.

Noninteracting Electrons at Zero Temperature

Let us first consider noninteracting electrons at zero temperature, where the Hamiltonian includes only the kinetic
energy operator, whose second quantized expression is given in Eq. (14.86), where the field operators are introduced
in Eq. (14.78),

T =
∑
σ

∫
dr ψ̂†

σ (r)

[
−

h̄2

2m
∇

2

]
ψ̂σ (r) =

∑
kσ

εkc†
kσ ckσ . (14.171)

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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The ground state has the N lowest energy levels occupied [recall the order of the k vectors worked out in Problem 14.1],

|G〉 = c†
k1↓

c†
k1↑

c†
k2↓

c†
k2↑

. . . c†
kN/2↓

c†
kN/2↑
|0〉, (14.172)

where |0〉 is the vacuum. The magnitude of the highest wave number is the Fermi wave number corresponding to
energy εF ,

kF ≡ |kN/2|, εF ≡ εkN/2 =
h̄2k2

F

2m
. (14.173)

Problem 14.24

Prove the equality n̂kσ |G〉 = θ(kF − |k|)|G〉.

Answer: If we order the single-electron quantum numbers according to their magnitudes, we have
|G〉 =

∏
|k|<kF ,σ c†

kσ |0〉, where |0〉 is the particle vacuum. Applying the number operator nkσ = c†
kσ ckσ for

|k| > kF results in application of an annihilation operator on an unoccupied state, yielding zero. For |k| < kF , the
eigenvalue of nkσ just counts the number of electrons in an occupied state and yields 1.

Using the solution of Problem 14.24, we find,

N = 〈G|N̂|G〉 =
∑
kσ

〈G|n̂kσ |G〉 = 2
V

(2π)3

∫
dk θ(kF − |k|), (14.174)

where the factor 2 comes from summation over spin. The integral simply yields the volume 1
3 4πk3

F of the Fermi sphere, so

n =
N

V
=

k3
F

3π2
⇒ εF =

h̄2

2m
(3π2n)

2
3 . (14.175)

When the second equality is used at any positive energy ε, we get the density of states, see Eq. (9.15)

gF(ε) =
dn

dε
=

1

2π2

(
2m

h̄2

) 3
2

ε
1
2 . (14.176)

where we use gF instead of g to emphasize that it applies for fermions. Manipulations similar to those of Eq. (14.174)
yield the ground-state energy,

E0 =
∑
kσ

〈G|εkn̂kσ |G〉 = 2
V

(2π)3
h̄2

2m

∫
dk θ(kF − |k|)k2

=
h̄2V

10π2m
k5

F =
3

5
NεF . (14.177)

Problem 14.25

Assume a simple cubic lattice of monovalent atoms with lattice constant a = 101/3 Å.

(a) Find the density n of free electrons.
(b) For an effective electron mass m = 10−31 kg, calculate kF and εF .
(c) Calculate the density of states at the Fermi energy εF .
(d) For a fixed volume V , write the ground-state energy in the form E0 = ANα and determine A and α.

(e) Show that E0 =
e2

2a0
N 2.21

r2
s

.

(f) Prove the equality E0
V =

∫ εF
0 dεεgF(ε).
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Answers: (a) n = 1029/m3, (b) kF =
[
3π2n

]1/3
and εF =

h̄2

2m k2
F , (c) Use Eq. (14.176) with ε→ εF , (d) Use

Eq. (14.177).

Noninteracting Electrons at Finite Temperature

The electronic system at finite temperature is considered within the grand canonical formalism of quantum statistical
mechanics. The system is allowed to interact with a reservoir containing many electrons in thermal equilibrium at tem-
perature T . The system can exchange electrons with the reservoir, and the number of electrons in the system is not fixed.
The relevant parameter in this case is the chemical potential µ, which is defined as the energy required to remove a single
electron from the system. The probability that a level εk is occupied is given by the Fermi–Dirac distribution nF(ξk), see
Eq. (14.166) and Fig. 14.4.

Problem 14.26

Demonstrate that nFD(ξk) −−−→
T→0

θ(−ξk) and − ∂nFD(ξk)
∂ξk

−−−→
T→0

δ(−ξk).

The electron density n(T ,µ) at temperature T and chemical potential µ is

n(T ,µ) =
∫

dε gF(ε)nFD(ε). (14.178)

Assuming that the density is independent of temperature implies a temperature dependence of the chemical potential,

0 =
∂n(T ,µ)

∂T
, ⇒ µ(T) = εF

[
1−

π2

12

(
kBT

εF

)2

+ . . .

]
, (14.179)

Problem 14.27

Calculate the ratio kBT : εF for T = 300K and for εF of Problem 14.25(b).

Answer: kF = (3π2n)1/3 = 1.46× 108 cm, εF =
h̄2k2

F
2m = 1.29× 10−11 erg, kB × 300 = 4.14× 10−14 erg,

kBT/εF = 3.21× 10−3.

Interacting Electrons: First-Order Perturbation Theory

The starting point for calculating first-order contribution to the ground-state energy is the Hamiltonian (14.76). As noted
in comment (c) below Eq. (14.76), the divergent term resulting from q = 0 is equal in magnitude and opposite in sign to
the background positive energy when the parameter κ → 0. Therefore, our starting point is the Hamiltonian,

Ĥ =
∑
kσ

εkc†
kσ ckσ +

2πe2

L3

∑
k1k2q6=0

∑
σ1σ2

1

q2
c†

k1σ1
c†

k2σ2
ck2−q σ2 ck1+q σ1 ≡ Ĥ0 + V̂ . (14.180)

The unperturbed energy E0 was calculated in Eq. (14.177), and now the task is to calculate

E1 ≡ 〈G|V̂|G〉 =
2πe2

L3
〈G|

∑
k1k2q 6=0

∑
σ1σ2

1

q2
c†

k1σ1
c†

k2σ2
ck2−q σ2 ck1+q σ1 |G〉. (14.181)
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For a given term in the summand, a nonzero matrix element occurs if the occupations are such that

nk1σ1 = nk2σ2 = nk1+q σ1 = nk2−q σ2 = 1, (14.182)

and the quantum numbers are such that

(k1, σ1) = (k1 + q, σ1) and (k2, σ2) = (k2 − q, σ2), (14.183)

or

(k1, σ1) = (k2 − q, σ2) and (k2, σ2) = (k1 + q, σ1). (14.184)

Equation (14.183) cannot be satisfied because q = 0 is excluded from the sum in Eq. (14.181). The contribution of this
direct term to the energy in first order then vanishes. Taking the constraints in Eq. (14.184) into account, the nonzero
matrix element is,

δσ1σ2〈G|c
†
k1σ1

c†
k2σ2

ck1σ1 ck2σ2 |G〉 = −δσ1σ2〈G|n̂k1σ1 n̂k2σ2 |G〉, (14.185)

where n̂kσ is the Fermion number operator defined in Eq. (14.163). The contribution of this exchange term to the energy
in first order is negative, as we show below. To proceed, we use the equality n̂kσ |G〉= θ(kF − |k|)|G〉 proved in Prob-
lem 14.24 and change variables (k1, k2) → (p + 1

2 q, p − 1
2 q). Replacing summation by integration in Eq. (14.181),

we find,

E1 = −
4πe2V
(2π)6

∫
dq
q2

∫
dp θ

(
kF −

∣∣∣∣p+ 1

2
q

∣∣∣∣) θ

(
kF −

∣∣∣∣p− 1

2
q

∣∣∣∣) . (14.186)

Integration over p equals the volume obtained as a union of two spheres in k space of radius kF and centers separated a
distance |q| as explained in Fig. 14.5.

Problem 14.28

Let x = q
2kF

, and prove that
∫

dp θ(kF − |p+ 1
2 q|) θ(kF − |p− 1

2 q|) = 4πk3
F

3

[
1− 3

2 x+ 1
2 x3
]
θ(1− x).

q/2-q/2

kFkF

p

FIG 14.5 Integration region over p in Eq. (14.186). Draw two
spheres of radius kF centered at ± 1

2 q. The integration
over p yields the volume of the overlap (shaded) region.

Following the solution of the above problem, the integra-
tion over q is simple, involving only q. The result, expressed
in terms of a0 and rs, is,

E1 = −
2e2Vk4

F

3π3

1∫
0

dx

[
1−

3

2
x+

1

2
x3
]

= −
e2Vk4

F

4π3
= −

e2

2a0
N

0.916

rs
. (14.187)

Combined with the expression for E0 derived in Problem 14.25(e), we have the energy up to first order in perturbation
theory. Anticipating higher order terms, we write the energy per particle in the form

Eg ≡
E

N
=

e2

2a0

[
2.21

r2
s
−

0.916

rs
+ Qc

]
, (14.188)
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where the correlation energy Ec≡
e2

2a0
Qc includes terms that are less singular at the high density limit rs → 0 than the

first two terms. Using perturbation theory based on the Green’s function formalism (see Sec. 18.2), one can calculate a
few terms,

Qc = −0.094+ 0.0622 ln(rs)+ O(rs), (14.189)

but for the time being, we concentrate on E0 + E1. The result (14.188) will be re-derived below within the mean-
field (Hartree–Fock) formalism. The exchange energy E1 is negative; moreover, there is a region of rs, where E1(rs) +

E2(rs)< 0, namely, the exchange energy overcomes the positive kinetic energy E0. When r∗s = 4.83, the function E(rs)

has a stable minimum, E(r∗s ) = −1.29 eV, as shown in Fig. 14.6. The experimental result for electrons in Na is E/N =
−1.13 eV. The result obtained above is just 〈G|H|G〉. Regarding |G〉 as a variational function, it means that the exact
ground-state energy might be lower, so that stability of the electron gas is valid exactly.

FIG 14.6 First-order estimate of the energy per particle
for an interacting electron gas as function of rs
in the jellium model given by Eq. (14.188). To
this order, the electron gas is stable at
rs = r∗s = 4.83.

In addition to the ground-state energy, other quantities of interest
include the pressure,

P = −

(
∂E

∂V

)
N
= −

dE

drs

drs

dV
= n

e2rs

6a0

[
2× 2.21

r3
s
−

0.916

r2
s

]
,

(14.190)
and the bulk modulus,

B = −V
(
∂P

∂V

)
N
= n

e2

9a0

[
5× 2.21

r2
s
−

2× 0.916

rs

]
. (14.191)

It should be stressed that approximation (14.188) is a high-
density (small rs) expansion, so it cannot be used for the large rs

region. In 1938, Wigner argued that a lower energy than E(r∗s ) can
be achieved at large rs if the electrons form a lattice with negli-
gible zero-point kinetic energy. Using an asymptotic expansion at
large rs, he obtained what is today called the “Wigner cyrstal” (see
Sec. 13.7.5) with energy per particle given by

Eg =
E

N
=

e2

2a0

[
−

1.79

rs
+

2.66

r3/2
s

+ . . .

]
. (14.192)

Problem 14.29

(a) Show that

E0 + E1

N
=

[
2.21 a2

0

(
4πn

3

)2/3

− 0.916 a0

(
4πn

3

)1/3
]

e2

2a0
.

Guidance: In Eq. (14.188), use (14.170) to write rs in terms of n.
(b) Consider a gas of spin 1/2 particles interacting through a two-body central (Yukawa) potential

V(|r− r′|) = V0
e−κr

κr . Determine how Eq. (14.181) should be modified and then calculate E1.
(c) In a system with N electrons, the numbers N+ and N− of spin up and spin down electrons are fixed. Calculate

Eg to first order in the interaction and check under what conditions E(N+ 6= N−) < E(N+ = N−).

Answer: (b) In Eq. (14.181), e2
→ V0/κ and q2

→ (q2
+ κ2). There is no need to impose background charge

because the term with q = 0 is now allowed. Therefore, the summation over q in Eq. (14.181) includes q = 0.
Dividing the summation to q = 0 and q 6= 0, the second contribution is calculated as before, leading to Eq. (14.187)
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with the modifications e2
→ V0/κ and dx→ x2dx/(x2

+ [κ/(2kF)]2). Finally, the calculation of the RHS of
Eq. (14.181) with the replacement e2/q2

→ V0/κ
3 is straight forward.

(c) Expressing E0 from Eq. (14.177) and E1 from Eq. (14.187) in terms of kF and a0, we obtain
Eg
N ≈

e2

2a0
[ 3

5 (ka0)
2
−

3
2π ka0), by assuming that every level is occupied by two electrons with opposite spin

projections. Having N+ 6= N− implies that electrons with spin-up and spin-down can fill up levels to different
wave numbers k↑ and k↓. Is this energetically worthwhile? From Eq. (14.185) we see that the exchange interaction

acts only between electrons of parallel spins. Therefore, Eg =
∑
σ NσEσ , Eσ =

e2

2a0
[ 3

5 (kσ a0)
2
−

3
2π kσ a0],

n = n↑ + n↓ =
k3
↑

6π2 +
k3
↓

6π2 =
k3

F
3π2 . Now, assume n↑ = xn, and n↓ = (1− x)n, 0 ≤ x ≤ 1, to obtain k↑(x), k↓(x) and

calculate Eg(x). Then check under what condition it has a minimum at x 6= 1/2.

A Gas of Bloch Electrons: Effective Mass Approximation

For electrons in a lattice, the single-particle wave functions are the solutions of the stationary Schrödinger equation,

HBlochφnkσ = εnkσφnkσ , φnkσ (r) = eik·runk(r)χσ , (14.193)

where n = band index, k ∈ FBZ, and unk(r+R) = unk(r). Here, FBZ stands for “First Brillouin zone” and R is a lattice
vector in the direct lattice. All functions of k are periodic with period K, where K is any reciprocal lattice vector. It is
customary to confine the system in a volume V = N3a × b · c, where a, b, and c are the vectors defining the primitive
unit cell in the direct lattice. Employing Born–von Karman periodic boundary conditions leads to quantization of k,
such that its components along the reciprocal lattice axes are k = 2π

N (
na
a , nb

b , nc
c ) with na,b,c integers. In constructing the

second quantized Hamiltonian, it is possible, in most cases, to restrict oneself to single band n. The operators c†
kσ and ckσ

then create and annihilate an electron in a state of Bloch momentum k, respectively. The difficult task is to calculate the
matrix element of the Coulomb potential as in Eq. (14.55b) between Bloch functions instead of plane waves. Fortunately,
for many applications, the Bloch electron wave function can be approximated by plane waves if at the same time the
electronic mass m is changed into a material-dependent effective mass m∗. Explicitly,

φnkσ →
1
√
V

eik·r, m→ m∗, (14.194)

where in the plane wave representation k is not restricted to the FBZ.

14.4 MEAN-FIELD THEORY

In the previous sections, we presented the second quantization formalism for treating interacting identical particles in
quantum mechanics. Now, we want to solve some nontrivial problems using this formalism. As has been stressed, solving
the Schrödinger equation for an interacting system of particles is, in most cases, virtually impossible. Hence, it is useful
to treat a second quantized Hamiltonian such as written in Eq. (14.60) within an approximation scheme. Since problems
governed by the noninteracting part H0 are often soluble, the first approach that comes to mind is using perturbation theory
using an expansion in a small dimensionless parameter. Unfortunately, such a small parameter does not always exist (one
may think of defining such a parameter as the ratio of the strength of the interaction and kinetic energies, however, often,
these energies are comparable and one must go beyond standard perturbation theory). Impressive progress in elucidating
the physics of many-body systems have been obtained via development of powerful approximation methods. The Green’s
function approach discussed in Chapter 18 is a perturbation expansion based on the technique of Feynman diagrams. Yet,
it is capable of going beyond perturbation theory where some classes of diagrams can be summed to all orders.
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In this section, we discuss the Mean-Field Approximation (MFA), which is not based on perturbation expansion. The
main idea behind the MFA is rather simple. The potential energy felt by a particle in a system of interacting particles
is computed as a sum of contributions from all other particles. When this sum is replaced by an averaged field, the
many-body problem is reduced to one involving noninteracting particles. The solution of this problem generates a new
average field, and the problem has to be solved again with the new field as input. This procedure terminates when self-
consistency is achieved and the newly generated average field coincides with the old input field. The MFA formalism in
first quantization is presented in Sec. 10.6. Here, we will work it out in second quantization formalism.

14.4.1 MEAN-FIELD EQUATIONS IN SECOND QUANTIZATION

For definiteness, we first consider a system of interacting fermions. The modifications required for treating a bosonic
system will be specified at the end, as they are minuscule. As a second example, we will study a system of two kinds
of particles. In the first example, we assume T = 0 for simplicity, and recall that in that case, the symbol 〈O〉 indicates
expectation of the operator O in the many-body ground state. The second example is worked out at finite temperature.
Because we do not necessarily consider systems with translational invariance, creation and annihilation operators are
denoted as c†

α and cα , respectively, where α is a set of single-particle quantum numbers that include spin projection.
Using Eq. (14.60), the second quantized Hamiltonian in the GCE formalism is,

H =
∑
α

ξαc†
αcα +

1

2

∑
αα′ββ ′

Vαβ,α′β ′c
†
αc†
βcβ ′cα′ ≡ H0 + V , (14.195)

where ξα = εα − µ is the single-particle energy relative to the chemical potential as defined in Eq. (14.164). In second
quantization language, the basic approximation of MFA is that the deviation of a product c†

αcα′ from its average 〈c†
αcα′〉

is small. This suggests the following decomposition,

c†
αcα′ = 〈c

†
αcα′〉 + [c†

αcα′ − 〈c
†
αcα′〉] ≡ 〈c

†
αcα′〉 +1αα′ . (14.196)

When this is inserted into the interaction terms, that include products of four operators, terms of order 12
αα′

are assumed
to be small, hence, they are dropped. To take advantage of this hypothesis, we need to rearrange the interaction and move
operators in the original four operator product c†

αc†
βcβ ′cα′ , rewriting it, not in its normal order form, but rather in creation-

annihilation-creation-annihilation order form. There are two ways to do this, and we need to consider both. First, cα′ can
hop to the left once over cβ ′ and once over c†

β . Taking into account the fermion anticommutation relations, the result is

c†
αcα′c

†
βcβ ′ − δα′βc†

αcβ ′ . Second, cβ can jump over c†
β to the left, yielding −c†

αcβ ′c
†
βcα′ + δββ ′c

†
αcα′ . The Hamiltonian

(14.195) is then rewritten as,

H = H′0 + V ′,

H′0 = H0 +
1

2

∑
αα′

∑
β

Vαβα′β

 c†
αcα′ −

∑
αβ ′

∑
β

Vαβββ ′

 c†
αcβ ′

 ,

V ′ =
1

2

∑
αα′ββ ′

Vαβ,α′β ′ [c
†
αcα′c

†
βcβ ′ − c†

αcβ ′c
†
βcα′ ]. (14.197)

So far no approximation has been made, we just rearranged terms. The first term in the expression for V ′ is the direct
contribution, while the second term is the exchange contribution. When this procedure is worked out for bosons, the
result is almost the same, except that the sign in front of the exchange contribution that is negative for fermions will be
positive for bosons. Note that although the order of operators is modified, the order of indices on the interaction matrix
elements is unchanged.
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Hartree–Fock Formalism

The Hamiltonian (14.197) is still exact, since it is identical with the initial Hamiltonian (14.195). The modified single-
particle Hamiltonian H′0 is quadratic and can be diagonalized. The remaining task is to perform the procedure as in
Eq. (14.196) on V ′ and employ the assumption that terms of order 12 can be neglected. As a result, the interaction
becomes quadratic and composed of the Hartree term (from the direct contribution) and the Fock term (from the exchange
contribution). The corresponding interactions are

VH =
1

2

∑
αα′ββ ′

Vαβ,α′β ′ [〈c
†
αcα′〉c

†
βcβ ′ + 〈c

†
βcβ ′〉c

†
αcα′ − 〈c

†
αcα′〉〈c

†
βcβ ′〉] , (14.198)

VF =
1

2

∑
αα′ββ ′

Vαβ,α′β ′ [〈c
†
αcβ ′〉c

†
βcα′ + 〈c

†
βcα′〉c

†
αcβ ′ − 〈c

†
αcβ ′〉〈c

†
βcα′〉] . (14.199)

The Hartree–Fock mean-field Hamiltonian is then,

HHF
= H′0 + VH ∓ VF. (14.200)

where (−) is for fermions and (+) is for bosons.
The Hartree–Fock Hamiltonian is quadratic (it contains products of at most two operators); hence, it can be diagonal-

ized. Its ground state |G〉 depends on all the averages 〈c†
αcβ〉, which are not known, because to determine them requires

knowledge of |G〉. The way out of this conundrum is achieved by iteration. In the kth iteration, the averages are denoted
by 〈. . .〉(k). They serve to generate the kth iteration of the ground state |G(k)〉. Then we have

〈c†
αcβ〉

(k+1)
= 〈G(k)|c†

αcβ |G
(k)
〉, (14.201)

and the iterations stop when 〈c†
αcβ〉(k+1)

= 〈c†
αcβ〉(k).

Example: The Free-Electron Gas

The self-consistent equations (14.201) are rather complicated, and the number of unknown averages 〈c†
αcβ〉 is M2, where

M is the number of orbitals. In some cases, a given symmetry helps to reduce it. For example, if the Hamiltonian is trans-
lationally invariant, then 〈c†

kck′〉= nkδkk′ and the number of unknowns is reduced to M. This happens for an interacting
electron gas in a box.

Consider the free-electron gas governed by the Hamiltonian (14.76) in the absence of screening (κ → 0) taking into
account the comment after Eq. (14.76). The contribution of the product c†

k1σ1
c†

k2 σ2
ck2−q σ2 ck1+q σ1 is easily calculated

using equalities such as

〈c†
k1σ1

ck1+q σ1〉c
†
k2σ2

ck2−qσ2 = δq0 nk1σ1 c†
k2σ2

ck2σ2 .

The sum of all contributions with q = 0 gives the total electron classical energy, which is cancelled by the positive charge
background as asserted by the comment just after Eq. (14.76). Thus, the Hartree term does not appear in the mean-field
Hamiltonian of the free-electron gas. The contribution to the Fock term is calculated based on the relation,

〈c†
k1σ1

ck2−q σ2〉c
†
k2σ2

ck1+q σ1 = δq,k2−k1δσ1σ2 c†
k2σ2

ck2σ2 .

Combining these results, the upshot is that for the free-electron gas,

HMF
= HHF

=

∑
kσ

[
ξk −

2πe2

L3

∑
k′

nk′σ

(k− k′)2

]
c†

kσ ckσ . (14.202)
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In other words, HHF is already diagonal, and the spectrum Ek is given by the expression in the square brackets. Since
nk′σ > 0, the exchange (Fock) contribution to the energy is negative. At zero temperature, nk′σ = 2(|k′| − kF). The sum
over k′ can be replaced by an integral using

1

V

∑
|k|′<kF

f (k′)→
1

(2π)3

∫
|k|′<kF

dk′ f (k′).

Problem 14.30

Prove that 2πe2

(2π)3
∫
|k|′<kF

dk′
|k−k′| =

e2kF
π

F(k/kF), where F(x) = 1
2 +

1−x2

4x ln
∣∣∣ 1+x

1−x

∣∣∣.
Thus, the Hartree–Fock energy (per spin) of an electron of wave number k in an electron gas interacting through the
Coulomb interaction is

εHF
k =

h̄2k2

2m
−

e2kF

π
F(k/kF). (14.203)

Mean-Field Formalism for Two-Species Hamiltonian

It is instructive to develop the mean-field formalism for a system consisting of two species of particles with the Hamil-
tonian introduced in Eqs (14.152) and (14.153). It is also assumed that the temperature is finite, T > 0, so the averages
〈. . .〉 refer to quantum statistical averaging of the corresponding products. Thus,

a†
αaβ = 〈a

†
αaβ〉 + [a†

αaβ − 〈a
†
αaβ〉] , (14.204a)

b†
αbβ = 〈b

†
αbβ〉 + [b†

αbβ − 〈b
†
αbβ〉] . (14.204b)

The product of two small deviations,

[a†
αaβ − 〈a

†
αaβ〉][b

†
αbβ − 〈b

†
αbβ〉] ≈ 0, (14.205)

is small and can be neglected. Substituting the decompositions (14.204) into the interaction term (14.153), and using
(14.205), we obtain the mean-field potential,

VMF =
∑
αα′,ββ ′

Vαβ,α′β ′
[
a†
αaα′〈b

†
βbβ ′〉 + b†

βbβ ′〈a
†
αaα′〉 − 〈a

†
αaα′〉〈b

†
βbβ ′〉

]
. (14.206)

Compared with the interacting fermion mean-field Hamiltonian, Eqs (14.198) and (14.198), we see that there is no
exchange term here, because in the original two-species Hamiltonian, there is no quadratic terms in the fermion operators.
The averages 〈b†

βbβ ′〉 and 〈a†
βaα′〉 are just numbers; hence, VMF is quadratic in creation and annihilation operators,

compared with HI [Eq. (14.153)] which is quartic. Assuming HA and HB to be already diagonal, we arrive at the mean-
field Hamiltonian,

HMF =
∑
α

εA
αa†
αaα +

∑
β

εB
βb†
βbβ + VMF. (14.207)

Problem 14.31

Use the definition (14.206) to write an expression for 〈VMF〉 and discuss the role of the last term −〈a†
αaα′〉〈b

†
βbβ ′〉.

Answer: From Eq. (14.206) we obtain, by averaging and taking account of cancellation of equal terms,
〈VMF〉 =

∑
αα′,ββ ′ Vαβ,α′β ′〈a

†
αaα′〉〈b

†
βbβ ′〉. Consequently, the role of −〈a†

αaα′〉〈b
†
βbβ ′〉 is to prevent double counting.
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To construct the MF Hamiltonian, we need to know 〈b†
βbβ ′〉 and 〈a†

αaα′〉. From Eq. (14.158), it is clear that this requires
knowledge of the eigenstates of the full Hamiltonian. This brings us back again to the iteration scheme. The averages at
iteration k, denoted as 〈a†

αaα′〉(k) and 〈b†
βbβ ′〉(k), are served to define the mean-field Hamiltonian pertaining to iteration k,

denoted as H(k)
MF. The dependence of H(k)

MF on 〈a†
αaα′〉(k) and 〈b†

βbβ ′〉(k) is found from Eq. (14.207) where on the RHS, the

averages are known from the kth iteration.
In the previous discussion, we wrote the iteration equation at zero temperature [see Eq. (14.201)]. At finite temperature,

the iteration equations are,

〈a†
αaα′〉

(k+1)
=

Tr[e−βH(k)
MF a†

αaα′ ]

Tr[e−βH(k)
MF ]

, (14.208)

〈b†
βbβ ′〉

(k+1)
=

Tr[e−βH(k)
MF b†

βbβ ′ ]

Tr[e−βH(k)
MF ]

. (14.209)

The iteration procedure stops when 〈. . .〉(k+1)
= 〈. . .〉(k). These are the self-consistent equations for the two-species

problem.
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15Density Functional Theory

Most ground-state electronic structure calculations of atoms, molecules, and solids are carried out today using the
Hohenberg–Kohn–Sham density functional theory (DFT) method. DFT focuses its attention on the density of systems
rather than the wave function as in the usual Schrödinger equation method. The computational effort required with DFT
rises as a power law in the number N of electrons as Nα , with α≈ 2–3, rather than the much higher power law of wave
function methods such as configuration interaction. Therefore, DFT can handle larger systems. DFT is now incorporated
in most electronic structure codes, including GAUSSIAN, GAMESS, MOLPRO, etc., and it is basically the only method
that can be used for really big electronic structure calculations, e.g., proteins, enzymes, and nucleic acids.

In standard quantum mechanics bound state calculations, one writes down the Schrödinger equation and solves for the
energy eigenvalues and eigenfunctions ψ . The average values of observables are then calculated by taking expectation
values of the observable operators with this wave function, typically using some approximation scheme. In DFT, the
approach is quite different, as we shall see.

For electronic structure, the Hamiltonian appearing in the Schrödinger equation is comprised of the kinetic energy
operator, T̂ , the interaction energy operator, Û, and the external potential energy operator, V̂ , Ĥ = T̂ + Û + V̂ . The
interaction potential of the particles comprising the system is given by a sum over pairs of particles of the form

Û =
N∑

i<j

Uij =
1

2

N∑
i,j

Uij. (15.1)

It is convenient to use the language of second quantization discussed in Chapter 14 to introduce DFT.1 In second-
quantized language, the Hamiltonian for identical particles takes the form [see Eq. (14.88)],

T̂ =
∫

dr 9̂†(r)

(
−

h̄2

2m
∇

2

)
9̂(r), (15.2a)

Û =
∫

dr
∫

dr′ 9̂†(r)9̂†(r′)U(r, r′)9̂(r′)9̂(r), (15.2b)

V̂ =
∫

dr 9̂†(r)vex(r)9̂(r). (15.2c)

Here, vex(r) is the external potential, which in the case of atoms or molecules includes the Coulomb potential between
the nuclei and the electrons and any additional external potential, e.g., the potential arising due to external electric fields
applied to the system. Expectation values of these operators yield the appropriate average energies, e.g., the external
potential energy is given by

V =

〈
ψ

∣∣∣∣∫ dr 9̂†(r)vex(r)9̂(r)

∣∣∣∣ψ〉 = ∫ dr n(r)vex(r), (15.3)

where |ψ〉 is the state of the system, and we have made use of the fact that n(r)=〈ψ |n̂(r)|ψ〉 with n̂(r)≡ 9̂†(r)9̂(r)
[=

∑N
j=1 δ(r− rj) in first quantization being the density operator.

Many powerful methods for solving the Schrödinger equation exist. However, these methods demand large compu-
tational resources, and it is impossible to apply them efficiently to large and complex systems. DFT provides a viable

1 If you have not yet read Chapter 14, just ignore those parts of the equations below that contain the field operator 9̂(r); you should still be able to
follow the gist of the discussion. Then, after completing this chapter you may want to read Chapter 14 and again look over this chapter.
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alternative. It prescribes an algorithm for dealing with the kinetic energy operator T̂ and the interaction potential operator
Û in such a way as to turn the quantum many-body problem into a single-particle problem. The key quantity in DFT is
the particle density

n(r) = N
∫

dr2

∫
dr3 . . .

∫
drN ψ

∗(r, r2, . . . , rN) ψ(r, r2, . . . , rN). (15.4)

The DFT approach can be summarized as follows:2

n0(r) =⇒ vex(r) =⇒ ψ0(r1, . . . , rN). (15.5)

The particle density specifies the external potential vex(r), which in turn specifies the many-body ground-state wave
function, ψ0 and, therefore, also specifies all other observables. In DFT, we say that the many-body ground-state wave
function is a functional of the density, and we use the notation |ψ0[n]〉. For a discussion of functionals, see Sec. 16.10.1
linked to the book web page.

The Hohenberg–Kohn–Sham DFT approach to electronic structure was introduced in the 1960s [259, 260]. It provides
both a rigorous conceptual framework and a set of practical tools for calculating the ground-state properties of interacting
electron systems. Reviews of DFT are available in Refs. [261–264], and the books by Dreizler and Gross [265], Parr and
Yang [266], and Sholl and Steckel [267] are devoted to this subject. DFT has been generalized in many ways, e.g., to
treat systems at finite-temperature [268], in time-dependent external fields, in superconducting electronic systems, and in
systems as diverse as nuclei, classical fluids, spin density waves, and superfluid liquid He. The finite-temperature version
of DFT can be viewed as a fundamental thermodynamic representation of the free energy, with the zero-temperature DFT
obtained in the T → 0 limit [270]. DFT, and in particular, time-dependent DFT (see Sec. 15.6) is still a developing field,
with a bright future ahead. In this chapter, we provide an introduction to this field. This introduction should suffice to
bring the reader to a level, where he/she can access research articles on DFT, and use the DFT computer codes discussed
in Sec. 15.7 to carry out DFT calculations.

We begin our description of DFT by introducing the Hohenberg–Kohn theorems as they were introduced in Ref. [259].

15.1 THE HOHENBERG–KOHN THEOREMS

The ground-state wave function, |ψ0〉, is a unique functional of the external potential vex(r), i.e., |ψ0[vex]〉, because
the Schrödinger equation with a specific external potential can in principle be solved (for a given interaction potential
between the particles comprising the system), to obtain the ground-state wave function. This seems pretty obvious. The
Hohenberg–Kohn theorem, which is far from obvious, states

vex(r) is a unique functional of the ground-state density n0(r).

This theorem shows that for the ground state, Eq. (15.4) can be inverted, i.e., given a ground-state density n0(r), it is
possible, at least in principle, to determine the external potential and, therefore, the corresponding ground-state wave
function ψ0(r1, r2, . . . , rN). Hence, all ground-state observables are also functionals of n0. If ψ0 can be determined from
n0 and vice versa, both contain exactly the same information. This seems truly amazing. How can a function of one vector
variable, r, be equivalent to a function of N vector variables r1, . . . , rN? Yet, somehow, it is!

The original proof of the Hohenberg–Kohn theorem [259] is by reductio ad absurdum. It goes as follows. Let us
assume that the ground state is nondegenerate and that another potential, V̂ ′ [i.e., v′ex(r)], has ground state |ψ ′0〉 that gives
rise to the same density n0(r). Clearly, |ψ ′0〉 cannot be equal to |ψ0〉 because they satisfy different Schrödinger equations,
unless v′ex(r)− vex(r)= constant. Denoting the Hamiltonians and ground-state energies associated with |ψ0〉 and |ψ ′0〉 by

2 In what follows, we shall exclusively consider the ground state electron density, n0(r) (at least until Sec. 15.6 which deals with time-dependent DFT).
Sometimes we will use the notation n0(r), but often it will be more convenient to denote the ground state density by n(r).

https://sites.google.com/site/thequantumbook/
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Ĥ, Ĥ′ and E0, E′0, the minimum property of the ground state of the Hamiltonian Ĥ′ yields the condition,

E′0 = 〈ψ
′

0|Ĥ
′
|ψ ′0〉< 〈ψ0|Ĥ

′
|ψ0〉. (15.6)

Letting Ĥ′ = Ĥ + (V̂ ′ − V̂) on the RHS of Eq. (15.6), we find that

E′0 < E0 +

∫
dr n0(r)[v′ex(r)− vex(r)]. (15.7)

Similarly, interchanging primed and unprimed quantities, we find,

E0 < E′0 +
∫

dr n0(r)[vex(r)− v′ex(r)]. (15.8)

Adding Eqs. (15.7) and (15.8) gives

E0 + E′0 < E0 + E′0, (15.9)

which is clearly wrong. Hence, vex(r)must be a unique functional of n0. This completes the proof. Since vex(r) completely
specifies the Hamiltonian, for a given interaction between particles, the ground-state wave function, ψ0, is a unique
functional of n0, i.e., ψ0(r1, r2, . . . , rN) = ψ[n0(r)].

Several alternative proofs of the Hohenberg–Kohn theorem have been developed, e.g., the constrained-search proof
of the Hohenberg–Kohn theorem, given independently by Levy and Lieb, and the “strong form of the Hohenberg–Kohn
theorem”, which is based on the inequality ∫

dr1n(r)1vex(r) < 0, (15.10)

where 1vex(r) is a change in the external potential and 1n(r) is the resulting change in the density. Equation (15.10)
shows that a change in the potential must result in a change of the density. This is another way of stating that there
cannot be two external potentials with the same ground-state density because a change in the potential necessarily yields
a change in the ground-state density. The restriction to nondegenerate ground states is not essential.

Hohenberg and Kohn [259] went on and relate the energy functional, E[n], for a given external potential, vex(r), to an
auxiliary quantity, the internal energy functional, F[n], which is a universal functional of the density,

E[n] = min
ψ→n
〈ψ |T̂ + Û|ψ〉 +

∫
dr n(r)vex(r) ≡ F[n]+ V[n], (15.11)

where ψ → n means that ψ must be such that it yields the correct ground state density. The energy functional is given
by E[n] = T[n]+ U[n]+ V[n] = F[n]+ V[n], where the kinetic energy functional is given by [see Eq. (14.88)]

T[n] =

〈
ψ

∣∣∣∣∣
∫

dr 9̂†(r)

(
−

h̄2

2m
∇

2

)
9̂(r)

∣∣∣∣∣ψ
〉

, (15.12)

the external potential function is

V[n] =
∫

dr n(r)vex(r) =
〈
ψ

∣∣∣∣∫ dr 9̂†(r)vex(r)9̂(r)

∣∣∣∣ψ〉 , (15.13)

and for a system of particles interacting with the Coulomb potential, the interaction operator is

Û =
e2

2

∫
dr
∫

dr′
9̂†(r)9̂†(r′)9̂(r′)9̂(r)

|r− r′|
, (15.14)
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so the interaction energy functional is

U[n] = 〈ψ |Û|ψ〉 =
∑
i<j

e2

|ri − rj|
. (15.15)

The internal energy functional, F[n], plays a central role in DFT. But for systems with electron-electron interactions, it is
convenient to separate out the classical Coulomb energy and define the functional

G[n] ≡ F[n]− UH[n], (15.16)

where UH[n] is the Hartree energy,

UH[n] ≡
e2

2

∫
dr
∫

dr′
n(r)n(r′)
|r− r′|

. (15.17)

It is convenient to define the Hartree potential vH[n] by

vH[n] ≡ e2
∫

dr′
n(r′)
|r− r′|

, (15.18)

so that UH[n] = 1
2

∫
dr n(r)vH[n(r)] and δUH

δn(r) = vH[n(r)]. Sometimes, it is an adequate approximation to estimate the
interaction energy by the Hartree energy, U[n] ≈ UH[n] (this will give the Hartree approximation). In terms of G[n], the
energy functional can be written as

E[n] =
∫

dr n(r)vex(r)+ UH[n]+ G[n]. (15.19)

Thus, G[n] = T[n]+ (U[n]− UH[n]).
Hohenberg and Kohn then provided a variational principle for the ground-state energy; this variational principle is

often called the second Hohenberg–Kohn theorem. It states:

For any given non-negative trial density, n(r), that integrates to the correct number of electrons, N, i.e.,
∫

dr n(r)=N, the
true ground-state energy, E0, satisfies the relation: E0 ≤ E[n].

That is, by the variational principle, we know that the energy functional is a minimum for the correct ground-state
wave function E0 = E[ψ0] = 〈ψ0|Ĥ|ψ0〉 < 〈ψ

′
|Ĥ|ψ ′〉 = E[ψ ′]; therefore,

E[n0] = F[n0]+
∫

dr n0(r)vex(r) < F[n]+
∫

dr n(r)vex(r). (15.20)

The kinetic energy can similarly be broken up into the kinetic energy of noninteracting particles of density n, Tni[n],
and one that represents the remainder, denoted Tc[n]. The subscripts ni and c stand for “noninteracting” and “corre-
lation,” respectively. In much of the DFT literature, Tni is denoted as Ts, where s could stand for “single-particle”
or “Slater-determinant.” Tni is the expectation value of the kinetic energy operator T̂ with a Slater determinant
8[n]= |φ1(r1) . . . φN(rN)| (for fermions and permanent for bosons), with density n, Tni[n]=〈8[n]|T̂|8[n]〉, whereas
the full kinetic energy is defined as T[n]=〈ψ[n]|T̂|ψ[n]〉. Note that the orbitals φi(ri) in8[n] are noninteracting orbitals
that satisfy a mean-field equation that will be presented below. Hence, T[n] = Tni[n]+ Tc[n], and

E[n] = T[n]+ U[n]+ V[n] = Tni[{φi[n]}]+ UH[n]+ Exc[n]+ V[n], (15.21)

where Exc[n] = Tc[n]+ (U[n]− UH[n]). The quantity Exc[n] is called the exchange-correlation (xc) energy and is com-
posed of the sum of the differences T−Tni (i.e., Tc) and U−UH . The exchange-correlation energy is often decomposed as
Exc = Ex + Ec, where the exchange energy Ex is due to the Pauli principle (exchange energy) and the correlation energy
Ec is due to correlations (meaning all other possible contributions to the energy, even ones that are not understood), with
Tc taken to be a part of Ec. The quantity Tni[n] plays an important role in setting up an effective single-body formally
exact theoretical framework for solving the quantum many-body problem, i.e., setting up the Kohn–Sham equations.
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Another way of understanding the correlation energy is to note that the operator representing the Coulomb interaction,

Û =
e2

2

∫
dr
∫

dr′
n̂(r)n̂(r′)− n̂(r)δ(r− r′)

|r− r′|
, (15.22)

where n̂(r) = 9̂†(r)9̂†(r) is the density operator and the term with the delta function subtracts out the interaction of a
charged particle with itself, is equivalent to Eq. (15.14). Equation (15.22) can be derived by using the anticommutation
relations for fermionic field operators. In contrast, in the Hartree term (15.17), this expectation value of a product is
replaced by a product of expectation values, each of the form n(r) = 〈ψ |n̂(r)|ψ〉. This mean-field approximation neglects
quantum fluctuations about the expectation values. By writing n̂ = n+δn̂fluc and substituting into Eq. (15.22), it becomes
clear that the difference between 〈ψ |Û|ψ〉 and the Hartree term (15.17) is due to the fluctuations δn̂fluc and the self-
interaction correction to the Hartree term. Hence, quantum fluctuations about the expectation value are the origin of
quantum correlations between interacting particles.

15.2 THE THOMAS–FERMI APPROXIMATION

An approximate semiclassical method for calculating the electron density of atoms, molecules, as well as condensed phase
materials, that is also independent of wave function methods was developed by Llewellyn Thomas in 1927 and Enrico
Fermi in 1928. The Thomas–Fermi (TF) method turns out not to be accurate; e.g., it predicts monotonically decreasing
electron density in an atom (i.e., no spatial oscillation of the charge density in an atom due to the shell structure). The
Kohn–Sham method, to be discussed in the next section, is a generalization of the TF method and does yield quantitative
results, but it is useful to first understand the TF method. Let us begin by considering the expression for the number of
states that can be filled by electrons up to a given energy E in terms of the integral over the phase space density [see
Sec. 9.1, and specifically, Eq. (9.16)]:

N(E) =
2

(2π h̄)3

∫ ∫
dp dr, (15.23)

where the integral over momentum is up to momentum states with energy E. The factor of 2 in the numerator is due
to electron occupation of spin-up and spin-down states for every spatial mode. One defines the local Fermi momentum
pF(r) at a given coordinate point r to be such that

p2
F(r)

2m
+ V(r) = EF, (15.24)

where EF is the Fermi energy. Assuming that the momentum distribution of the electrons is spherically symmetric, so
dp = 4πdp p2, we find the local density of particles at r is

n(r) =
2

(2π h̄)3

∫
dp =

2

(2π h̄)3
4π

pF(r)∫
dp p2. (15.25)

Carrying out the integral on the RHS of Eq. (15.25), we find

n(r) =
1

3π2h̄3
p3

F(r). (15.26)

The integral over volume of n(r) must give the number of particles,
∫

dr n(r)=N. We can calculate the local kinetic
energy per unit volume,

tTF(r) =
2

(2π h̄)3

∫
dp

p2

2m
=

2

(2π h̄)3
4π

2m

pF(r)∫
dp p4

=
2

(2π h̄)3
4π

10m
p5

F(r) =
3h̄2

10m
(3π2)2/3n5/3(r), (15.27)
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where we have used Eq. (15.26). Hence, the TF kinetic energy functional is

TTF[n] =
∫

dr tTF(r) =
3h̄2

10m
(3π2)2/3

∫
dr n5/3(r). (15.28)

Sometimes this is written in terms of the kinetic energy per unit density:

τTF(r) =
3h̄2

10m
(3π2n(r))2/3, TTF[n] =

∫
dr n(r) τTF(r). (15.29)

Adding the Thomas–Fermi kinetic energy, the Hartree energy, and the external potential energy, one obtains the TF
approximation to E[n],

ETF[n] = TTF[n]+ V[n]+ UH[n] =
∫

dr n(r)

[
3h̄2

10m
(3π2n(r))2/3 + vex(r)+ vH[n(r)]

]
. (15.30)

The variational equation, δETF[n]
δn = 0, yields

h̄2

2m
(3π2n(r))2/3 + vex(r)+

e2

2

∫
dr′

n(r′)
|r− r′|

= 0. (15.31)

For an atom with nuclear charge Ze, the external potential is vex(r)=−Ze2/r, whereas for a molecule with several nuclear

charges eZα located at Rα , vex(r)= −
∑
α

e2Zα
|r−Rα |

. The integral equation (15.31) for n(r) can be turned into a differential

equation by applying ∇2 to both sides and noting that

∇
2
|r− r′|−1

= −4πδ(r− r′). (15.32)

Note that the Poisson equation tells us that ∇2 applied to the quantity [vex(r) + vH[n(r)]] appearing in Eq. (15.31) is
given in terms of the total change density (due to the electrons and the nuclei),

∇
2[vex(r)+ vH[n(r)]] = −4πeρtot(r), (15.33)

where ρtot(r) is the total charge density due to the electrons and nuclei, ρtot(r)= (−e)n(r)+ e
∑
α Zαδ(r− Rα).

Problem 15.1

What is the total Thomas–Fermi energy of a neutral atom with nuclear charge Ze in terms of the electron density
n(r)?

Answer: ETF[n] =
∫

dr
[

3h̄2n(r)
10m (3π2n(r))2/3 − Ze2n(r)

r +
Ze2

2 n(r)
∫

dr′ n(r′)
|r−r′|

]
.

Problem 15.2

Obtain the variational solution for the minimum of the energy functional
Ẽ[n(r)] = T̃[n(r)]+ ŨH[n(r)]+ Ẽxc[n(r)]+ Ṽex[n(r)] by taking the variation with respect to n(r), when

T̃[n(r)] = CT
∫

dr n5/3(r), ŨH[n(r)] = e2

2

∫
dr n2(r)

r , Ẽxc[n(r)] = −Cxc
∫

dr n4/3(r), and
Ṽex[n(r)] =

∫
dr vex(r)n(r), for a system with N electrons, i.e.,

∫
dr n(r) = N.
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Answer: 5
3 CT n2/3(r)+ e2

r n(r)− 4
3 Cxcn1/3(r)+ vex(r)− λ = 0, where λ is the Lagrange multiplier for the

constraint on the number of electrons. The solutions are comprised of the three roots of the cubic equation for
n1/3(r) at each r, and the minimum value of Ẽ[n(r)] at each r must be determined from one of these solutions. The
value of the Lagrange multiplier is determined by ensuring that

∫
dr n(r) = N.

FIG 15.1 The function χ(x) of Problem 15.2 versus x. Inset shows χ(x)/x. The
density is proportional to (χ(x)/x)3/2.

A major source of inaccuracy in the Thomas–
Fermi approach is due to the procedure of
approximating the kinetic energy as the den-
sity functional in (15.28). Moreover, TF also
neglects correlations, i.e., it assumes that
U[n]=UH[n]. As a result of these approxima-
tions, the TF density of atoms has no shell
structure. Furthermore, within TF, molecules are
unstable, i.e., the energy of isolated atoms is
lower than the bound molecule they comprise.
These errors will be corrected in the Kohn–
Sham approach. Nevertheless, it is of interest to
understand the TF approximation to see how the
Kohn–Sham approach overcomes the shortcom-
ings inherent in the TF approximation. In Prob-
lem 15.2, you will work out how to determine
the TF density for atoms. Figure 15.1 shows the
function χ(x) of Problem 15.2, from which the
total potential v(r)= vex(r)+vH(r) and the elec-
tron density n(r) are obtained; clearly, no shell
structure is present.

For the exchange energy, Ex[n] can be written in terms of the exchange energy density ex(n), Ex[n]=
∫

dr ex(n(r)).
For the homogeneous electron gas with wave functions given by plane waves, the exchange energy density was originally
calculated by Dirac and is given by [265, 266]

ex(n) = −
3e2

4

(
3

π

)1/3

n4/3, Ex[n] = −
3e2

4

(
3

π

)1/3 ∫
dr n4/3(r). (15.34)

The Dirac exchange energy Ex[n] can also be written in terms of the exchange energy per particle, εx[n] =

−
3e2

4

(
3
π

)1/3
n1/3, as Ex[n] =

∫
dr n(r)εx(r). We can append the exchange energy Ex[n] of Eq. (15.34) to the TF energy

to obtain the so-called Thomas–Fermi-Dirac approximation to E[n]. Multiplying Ex[n] in Eq. (15.34) by an adjustable
parameter α, one obtains the so-called Xα approximation to Exc[n] (applying the uniform-electron gas approximation in
different places leads to different values of α [265, 266]).

Attempts to fix the problem of approximating the kinetic energy in the TF approximation have been developed. The
local Fermi momentum is given by Eq. (15.26) as pF(r) = [3π2h̄3n(r)]1/3 and the local kinetic energy per unit density is

given by Eq. (15.28) as τTF(r) = 3h̄2

10m (3π
2)2/3 n2/3(r). But these local quantities do not really account for the variation

of gradient of the density with position. The gradient expansion approximation (GEA) for the kinetic energy can correct



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 18-ch15-871-890-9780444537867 2012/12/4 18:22 Page 878 #8

878 CHAPTER 15 Density Functional Theory

this. A generalized functional G[n] that includes a gradient expansion can be written in the form:

G[n] =
∫

dr g(n(r), ∇n(r)) =
∫

dr
{

g1(n(r))+ g2(n(r))|∇n(r)|2

+ g3(n(r))[∇2n(r)]2
+ g4(n(r))∇2n(r)|∇n(r)|2 + . . .

}
. (15.35)

The GEA for the kinetic energy of a noninteracting electron gas is given by Tni[n] =
∫

dr n(r)τ (r), where to lowest order
in ∇n(r),

τ(r) =
3h̄2

10m
(3π2n(r))2/3 +

1

72

|∇n(r)|2

n2(r)
. (15.36)

The |∇n(r)|2 term is called the Weizsäcker correction [265, 266].

Problem 15.3

Determine the self-consistent potential, v(r), and electron density, n(r), for an atom with nuclear charge Ze, using

the Thomas–Fermi approximation, τTF(r) = 3h̄2

10m (3π
2n(r))2/3, the local energy equation τTF(r)+ v(r) = ε, and

Poisson’s equation, ∇2v = −4πeρ(r) = −4πe[Ze δ(r)+ (−e)n(r)].
Answer: Substituting the kinetic energy functional into the local energy equation, we find

v(r) = ε − 3h̄2

10m (3π
2)2/3n2/3(r), which can be inverted to yield n(r) = (10m/3)3/2

3π2h̄3 [v(r)− ε]3/2. Substituting this
expression into the RHS of Poisson’s equation, we obtain

∇
2v = 4πe2

(
−Zδ(r)+

(10m/3)3/2

3π2h̄3
[v(r)− ε]3/2

)
.

Writing v− ε = Ze2

r χ(r) and using Eq. (15.32), we find d2χ

dr2 =
4Z1/2e3

3π h̄3 (10m/3)3/2r−1/2χ3/2. Changing variables by
defining a dimensionless position variable x such that r = ax to eliminate the constants in the previous equation

yields, i.e., using a =
(

4Z1/2e3

3π h̄3

)2/3
(10m/3), we find d2χ

dx2 = x−1/2χ3/2(x). This Thomas–Fermi equation can be

solved numerically with boundary conditions, χ(0) = 1 and χ(∞) = 0 (see Fig. 15.1). We thereby obtain

v(r) = Ze2

r χ(r)− ε, and n(r) = (10m/3)3/2

3π2h̄3 [ Ze2

r χ(r)]
3/2 is in hand. In order for v(r) to go asymptotically to zero, we

require ε = 0.

15.3 THE KOHN–SHAM EQUATIONS

We already mentioned in the paragraph containing Eq. (15.21) that a more accurate scheme than TF for treating the
kinetic energy functional of interacting electrons, T[n], is based on decomposing it into one part that represents the
kinetic energy of noninteracting particles of density n, and another part that comes from correlation. That is, T[n] is given
by the sum of the quantity we have called Tni[n], and the remainder, denoted Tc[n], where the subscripts ni and c stand
for noninteracting and correlation,

T[n] = Tni[n]+ Tc[n]. (15.37)

Tni is defined as the expectation value of the kinetic energy operator T̂ with a Slater determinant arising from noninter-
acting electron wave functions yielding density n, i.e., Tni[n]=〈8[n]|T̂|8[n]〉 and n(r)= |8[n(r)]|2. Similarly, the full
kinetic energy is defined as T[n]=〈ψ[n]|T̂|ψ[n]〉, where |ψ[n]〉 is the full N-electron wave function with density n. All
consequences of antisymmetrization (exchange) are incorporated by using a determinantal wave function in defining Tni.
The difference between T and Tni, i.e., Tc, is solely due to correlation. Tni[n] is an unknown functional of n. Using a
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local density approximation (LDA) to approximate it, leads back to the TF approximation (which is an LDA). Instead,
expressing Tni in terms of the single-particle orbitals φi of a noninteracting system with density n leads to the expression

Tni[n] = −
h̄2

2m

N∑
i

∫
drφ∗i (r)∇

2φi(r), (15.38)

For the noninteracting particles, the total kinetic energy is just the sum of the individual kinetic energies of the particles.
Since all φi are functionals of n, this expression for Tni is NOT an explicit orbital functional but an implicit density
functional, Tni[n] = Tni[{φi[n]}].

As noted in Eq. (15.21), the exact energy functional can be written as

E[n] = T[n]+ U[n]+ V[n] = Tni[{φi[n]}]+ UH[n]+ Exc[n]+ V[n], (15.39)

where by definition Exc contains the differences T − Tni (i.e., Tc) and U −UH , so clearly, a part of the correlation energy
Ec is due to the difference Tc between the noninteracting and the interacting kinetic energies. Equation (15.39) is formally
exact, but Exc is unknown. However, the HK theorem guarantees that it is a density functional. The exchange-correlation
functional, Exc[n], is often decomposed as Exc = Ex + Ec, where Ex is due to the Pauli principle (i.e., the exchange
energy) and Ec is due to correlation. The exchange energy can be written explicitly in terms of the single-particle orbitals
as a Fock-type integral,

Ex[{φi[n]}] = −
e2

2

∑
jk

∫
dr
∫

dr′
φ∗j (r)φ

∗

k (r
′)φj(r′)φk(r)

|r− r′|
, (15.40)

but no general exact expression for Ex in terms of the density is known. This expression differs from the exchange energy
used in the Hartree–Fock approximation only in the substitution of Hartree–Fock orbitals φHF

i (r) by the Kohn–Sham
orbitals φi(r), which are to be introduced below.

Since Tni is written as an orbital functional, we cannot directly minimize Eq. (15.39) with respect to n. Instead, we
use a scheme suggested by Kohn and Sham [260] for performing the minimization indirectly. We write the minimization
δE[n]
δn = 0 as,

δTni[n]

δn
+
δV[n]

δn
+
δUH[n]

δn
+
δExc[n]

δn
=
δTni[n]

δn(r)
+ vex(r)+ vH[n(r)]+ vxc[n(r)]= 0. (15.41)

The term δUH
δn(r) = vH[n(r)] is the Hartree potential, introduced in Eq. (15.18), and the term δExc

δn(r) = vxc[n(r)] can be
calculated explicitly once an approximation for Exc is known. The quantity vxc[n] is called the exchange-correlation
potential.

To put this into perspective, consider a system of noninteracting particles moving in the potential vni(r). For this
system, the minimization condition is δEni[n]

δn =
δTni[n]
δn +

δVni[n]
δn = 0, i.e.,

δTni[n]

δn(r)
+ vni(r) = 0. (15.42)

No Hartree and exchange-correlation terms are present in the absence of interactions. The density obtained by solving
this Euler equation is denoted by nni(r). By comparing Eq. (15.42) with Eq. (15.41), we note that both minimizations
have the same solution nni(r) ≡ n(r), if vni is taken to be

vni[n(r)] = vex(r)+ vH[n(r)]+ vxc[n(r)]. (15.43)

Hence, the density of the interacting many-body system in a potential vex(r) can be calculated by solving the noninteract-
ing system in a potential vni[n(r)] given by Eq. (15.43). Equations (15.42) and (15.43) must be solved self-consistently.
In the absence of vxc[n(r)], this would be accomplished by solving the self-consistent Hartree equations (10.35). Hence,
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with vxc[n(r)] present, it is reasonable to require the solution of the following equations:{
−

h̄2

2m
∇

2
+ vni[n(r)]

}
φi(r) = εiφi(r),

vni[n(r)] = vex(r)+ vH[n(r)]+ vxc[n(r)].

(15.44a)

(15.44b)

These equations are called the Kohn–Sham self-consistent eigenvalue equations. A detailed derivation of these equations
can be found in Appendix A of Ref. [262] using functional differentiation. Note that the density-dependent effective
potential vni[n(r)] is a functional of the density due to the presence of both the Hartree potential vH[n(r)], as given
by Eq. (15.18), and the exchange-correlation potential vxc[n(r)]. The total effective potential is called the Kohn–Sham
noninteracting potential and is given by vni[n(r)] = vex(r)+ vH[n(r)]+ vxc[n(r)]. The total electron density is given by
n(r)=

∑
i |φi(r)|2, where the sum is over all occupied orbitals.

In atoms or molecules, the external potential vex(r) is due to both nuclei and any external potential applied to the
system (e.g., external electric or magnetic fields). The electron density, n(r), is obtained from the occupied orbitals,
which are usually doubly occupied for spin-singlet states,

n(r) = 2
N/2∑
i=1

|φi(r)|2. (15.45)

The electrostatic potential for a system of electrons and nuclei, which includes the external potential from the nuclei plus
the Hartree potential, is given by

vex(r)+ vH[n(r)] = e2

[
−

Nn∑
α=1

Zα
|r− Rα|

+

∫
dr′

n(r′)
|r− r′|

]
. (15.46)

This potential can be obtained by numerical solution of the Poisson equation, (15.33), if the electron density and the
nuclear positions and charges are specified.

The total ground-state electronic energy E[n] can be obtained by noting that∑
i

εi =
∑

i

〈φi| −
h̄2

2m
∇

2
+ vni(r)|φi〉 = Tni[n]+

∫
dr n(r)vni(r). (15.47)

Hence, using Eqs (15.39) and (15.44b), we find

E[n] =
∑

i

εi − UH[n]+ Exc[n]−
∫

dr n(r)vxc(r). (15.48)

Problem 15.4

Derive Eq. (15.46) using Eqs (15.47), (15.39), and (15.44b).
Hint: Note that UH[n] = 1

2

∫
dr n(r)vH[n(r)].

Much effort has been directed in the derivation of an accurate exchange-correlation potential by gradient expansions
and hybrid methods that include Hartree–Fock exchange contributions. Using these modifications, results of chemical
accuracy3 can be obtained using DFT for all ground-state properties of electronic systems.

3 Chemical accuracy is the accuracy required to make realistic chemical predictions, which is considered to be about 4 kJ/mol.
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Given an exchange-correlation potential, self-consistent solution of the Kohn–Sham equations [Eqs (15.44a)–
(15.44b)] for fixed nuclear locations is conceptually straightforward. An initial guess is made for the orbitals.
This yields an electron density from which the effective noninteraction potential vni is constructed by solution of
the Poisson equation and generation of the exchange-correlation potential. The eigenvalue equation is solved with
the current effective potential, Eq. (15.44b), resulting in a new set of orbitals. The process is repeated until the
total energy [or density] change is smaller than some desired tolerance. A flow chart of the process is shown in
Fig. 15.3.

15.3.1 LOCAL DENSITY APPROXIMATION

If the system is such that the density is slowly spatially varying, the exchange-correlation potential can be taken as a local
function of the density, i.e., the LDA can be made:

Exc[n] =
∫

dr n(r)εxc[n(r)], (15.49)

where εxc[n(r)] is the exchange-correlation energy per particle in a uniform electron gas of density n. The exchange-
correlation potential is then given by

vxc[n(r)] = εxc[n(r)]+ n(r)
δεxc[n]

δn(r)
. (15.50)

The total energy in the LDA becomes

E[n] =
∑

i

εi −
e2

2

∫
dr
∫

dr′
n(r)n(r′)
|r− r′|

+

∫
dr n(r) {εxc[n(r)]− vxc[n(r)]}. (15.51)

FIG 15.2 Exchange-correlation energy per particle, εxc, given by
Eq. (15.52) with α = 1 in a uniform electron gas
versus density n, and the Gunnarsson–Lundqvist
exchange-correlation energy per particle, εxc,GL given
in Eq. (15.54).

The simplest LDA uses the form

εxc = −
9

8

(
3

π

)1/3

α n1/3. (15.52)

With α= 2/3, Eq. (15.52) corresponds to the exchange
energy, Eq. (15.34). This yields an exchange potential

vxc = −
3

2

(
3

π

)1/3

α n1/3. (15.53)

For arbitrary α, this corresponds to the Xα approximation
mentioned after Eq. (15.34). Figure 15.2 plots εxc versus n
for α = 1.

Several other approximations have been developed for the
exchange-correlation energy, including the Gunnarsson and
Lundqvist form

εxc,GL = −
0.458

rs
− G

( rs

11.4

)
, (15.54)

where the Wigner–Seitz radius rs is defined by the relation, n−1
=

4π
3 r3

s , and the function G(x) is defined by G(x)= 1
2 [(1+

x3) ln(1+1/x)−x2
+x/2−1/3] (see Fig. 15.2). Ceperley and Alder [274] numerically determined the exchange-correlation

energy for a uniform electron gas versus density via Monte Carlo simulation. Their result has been parameterized and
used in many calculations. A (spin) LDA (see Sec. 15.4.1) that is more commonly used today is one that was developed
by Perdew and Wang [275].
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15.4 SPIN DFT AND MAGNETIC SYSTEMS

The most widely used form of DFT is spin DFT. It is necessary because the ground state of many atoms and molecules are
not spin-singlet states, e.g., the ground state of the oxygen molecule is a triplet state, and many atoms and molecules have
an odd number of electrons so not all spins can be paired. Moreover, in the presence of an external magnetic field, H(r),
the system ground state has a net magnetization. Furthermore, DFT can be used to treat ferromagnetic systems, wherein
a finite magnetization is present even without the presence of an external magnetic field. To treat such systems within
DFT, we must consider two densities, n↑(r) for spin-up and n↓(r) for spin-down electrons. The spin DFT formulation is
not very different from the spinless DFT presented earlier.

In the presence of an external magnetic field, the external potential depends on the density of the spin components,

V[n↑, n↓] =
∫

dr′ [n(r)vex(r)−H(r) ·m(r)], (15.55)

where the total electron density is given by

n(r) =
∑
i,ms

φ∗i,ms
(r)φi,ms(r), (15.56)

and the magnetization vector is given by

m(r) = −
gµB

2

∑
i,ms,m′s

φ∗i,ms
(r)σms,m′sφi,m′s(r). (15.57)

Here, σms,m′s is the ms, m′s matrix element of the Pauli spin vector. For a uniform magnetic field, we can take the the z-axis
to be along the field direction. The density is the sum of the spin-up and spin-down densities n(r)= n↑(r)+n↓(r), and the
magnetization, m(r)= − gµB

2 [n↑(r) − n↓(r)], is proportional to the difference. There are now two external “potentials”
present, {vex(r), H(r)}, and these fields couple to {n(r), m(r)} in the external potential V[n, m] ≡ V[n↑, n↓] .

We now show that, in direct analogy with the previous sections, the external potentials {vex(r), H(r)} uniquely deter-
mine the ground state “density” {n(r), m(r)}. The energy functional is now given by

E[n, m] = T[n, m]+ U[n, m]+ V[n, m]

= Tni[{φi[n, m]}]+ UH[n, m]+ Exc[n, m]+ V[n, m], (15.58)

where all the functionals depend on {n(r), m(r)}, or, n↑(r) and n↓(r). Again, it is convenient to separate the kinetic energy
into a noninteracting part and the remainder, T[n, m] = Tni[n, m]+Tc[n, m], where Tni is defined as the expectation value
of the kinetic energy operator T̂ with the Slater determinant, Tni[n, m] = 〈8[n, m]|T̂|8[n, m]〉. Expressing Tni in terms of
the single-particle orbitals φi,ms(r) of a noninteracting system with density n and magnetization m leads to the expression

Tni[n, m] = −
h̄2

2m

∑
i,ms

∫
drφ∗i,ms

(r)∇2φi,ms(r). (15.59)

An explicit expression for the exchange-correlation functional, Exc[n, m] = T[n, m]+U[n, m]−UH[n, m], is not known.
Nevertheless, we can define the quantities

vxc(r) =
δExc[n, m]

δn(r)
, Hxc(r) =

δExc[n, m]

δm(r)
, (15.60)
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By taking the variation of the energy functional with respect to {n(r), m(r)} one can derive the Kohn–Sham equations for
spin DFT:

∑
m′s

[(
−

h̄2
∇

2

2m
+ vin

)
δms,m′s −Hni ·m(r)

]
φi,m′s(r) = εi,msφi,ms(r), (15.61a)

vin[n(r), m(r)] = vex(r)+ vH[n(r)]+ vxc[n(r), m(r)], (15.61b)

Hni[n(r), m(r)] = H(r)+Hxc[n(r), m(r)]. (15.61c)

If the external magnetic field is homogeneous and only has a z component, H=Hz, the magnetization vector of
Eq. (15.57) reduces to mz(r)= −

gµB
2 [n↑(r) − n↓(r)] and Hni≡

δExc[n,m]
δm(r) . In any case, the total density is given by

n(r)= n↑(r)+ n↓(r) irrespective of whether the magnetic field is uniform or not.
Ferromagnetic systems, and spin unpaired systems, can be treated by taking a very small external magnetic field, which

serves to break the symmetry between n↑ and n↓. One can verify that the magnetic field is small enough by checking that
the resultant electronic structure does not change on halving the external magnetic field. This method of including a field
that breaks a symmetry [here, spin rotation symmetry, SU(2)], and eventually setting the field equal to zero, can also be
used to treat other systems where the ground-state does not have the symmetry of the bare Hamiltonian. Examples are
Bose-Einstein condensation and superconductivity. In these systems, the bare Hamiltonian is gauge invariant but a mean-
field approximation breaks gauge invariance, leading to macroscopic condensation in the ground state (Cooper pairs in
superconductors and a Bose-Einstein condensate in bosonic systems). The occurrence of macroscopic condensates is
quantified by a nonzero expectation value of certain operators (magnetization in ferromagnetic systems, 8(r) ≡ 〈9̂(r)〉
in the case of a single component BEC, or the pairing parameter1(r) ≡ 〈9̂↓(r)9̂↑(r)〉 in the case of superconductivity).
Such nonzero expectation values that persist even when the symmetry breaking field is turned off are referred to as an
order parameters. A nonzero order parameter indicates that the ground state does not have the symmetry of the bare
Hamiltonian. This symmetry is spin rotation in ferromagnets and gauge invariance in BEC and superconductors (see
Secs. 9.5.10, 9.9, 18.10, 18.11, and 18.13.1, which are linked to the book web page).

An extension of spin DFT to include spin–orbit coupling and other relativistic effects has also been developed.

15.4.1 SPIN DFT LOCAL DENSITY APPROXIMATION

If {n(r), m(r)} are both slowly varying with position, one can make a local spin density approximation and expand the
exchange-correlation energy in the form

Exc[n, m] =
∫

dr n(r)εxc[n(r), m(r)]. (15.62)

The exchange-correlation potential and magnetic field are then given by

vxc(r) = εxc[n, m](r)+ n(r)
δεxc[n, m]

δn(r)
, (15.63)

Hxc(r) = n(r)
δεxc[n, m]

δm(r)
. (15.64)

The total energy in the spin LDA (SLDA) becomes

E[n, m] =
∑
i,ms

εi,ms + UH[n(r)]

+

∫
dr n(r) {εxc[n(r), m(r)]− vxc[n(r), m(r)]}. (15.65)

https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
https://sites.google.com/site/thequantumbook/
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The Kohn–Sham equations are solved recursively (see Fig. 15.3), just as discussed for the Hartree–Fock equations, until
the resulting energies ε(j+1)

i,ms
(and wave functions) no longer change with increasing j. The total energy is then formed

using Eq. (15.65).

15.5 THE GAP PROBLEM IN DFT

Self-Consistent Kohn-Sham Equations

Initial Guess

Calculate effective potential

Solve KS Equations

Calculate Electron densities

Self-
consistent?

Calculate Output Quantities

Energies, Forces, Dipole-moments, etc.

No

Yes

n (r), n (r)

n (r), n (r)

FIG 15.3 Schematic flow diagram of the DFT method.

Any property based solely on the ground-state density is identi-
cal in the noninteracting Kohn–Sham system and the physical
system under study. For example, the ground-state electronic
dipole moment depends solely on the electronic density and,
therefore, is correctly obtained in DFT. But most physical prop-
erties computed with DFT are not identical to the actual proper-
ties of physical system, e.g., the ground-state energy, the kinetic
energy, and polarizability. Perhaps surprisingly, the physical and
noninteracting KS systems do have exactly the same ionization
potential [273]. Since the ionization potential of the KS system
is equal to the negative of its highest orbital energy, one obtains
the ionization potential theorem (see also Koopman’s theorem,
Sec. 10.7, the negative of the HOMO energy equals the ion-
ization potential of the real system): the negative of the Kohn–
Sham energy eigenvalue of the outermost electron orbital equals
the corresponding many-body ionization energy (including elec-
tronic relaxation) [273].

Let us consider using DFT to compute the fundamental gap
of an electronic system, defined as the difference between the
ionization potential and electron affinity (see Sec. 10.7). The
fundamental gap is an example of a “quasi-particle excitation
energy”; these are important quantities in molecular systems,
especially in the context of molecular electronics and photo-
voltaics. Quasi-particle excitation energies include the energy
necessary to create a hole in the molecule (i.e., the ionization
potential) and the energy to create an electron in a molecule
(i.e., the electron affinity). It is through these levels that molecules conduct electrons or holes. The fundamental gap
is the energy difference of the lowest hole energy and the lowest electron energy, i.e., the difference between the ion-
ization potential and electron affinity. There are several different options available for calculating the gap. One option
involves three separate DFT calculations: calculate the ground-state energy of the anion, the neutral, and the cation.
Using the differences, one can obtain the fundamental gap. Another option requires only two DFT calculations, one for
the anion and one for the neutral. Using the ionization potential theorem, the fundamental gap is equal to the difference
between the HOMO energy of the KS system corresponding to the anion (since the ionization potential of the anion is
the electron affinity of the neutral) and the HOMO energy of the KS system corresponding to the neutral.

It is somewhat unsatisfying that we need two different KS systems to compute the quasi-particle levels. It would be
advantageous if the quasi-particle energies were equal to the orbital energies of the KS system, then one KS calculation
could be used to compute electric conduction. Indeed, it is not uncommon to see computational studies using KS–DFT
orbital energies as quasi-particle energies and in particular the LUMO–HOMO gap as an approximation for the funda-
mental gap. However, this is different from the above exact prescription and for KS approaches to DFT, this is usually not
a very good approximation, i.e., the negative of the LUMO energy is not a good approximation to the electron affinity. For
a compelling example, consider the F atom. Experimentally, one finds that the fundamental gap of F is approximately 14
eV. Let us determine the KS orbital gap for this system. The KS fictitious system contains nine noninteracting electrons
occupying in pairs the first four KS orbitals, whereas the fifth orbital, the HOMO, is half-filled. Adding a 10th electron
will release exactly the negative of the HOMO energy. Thus in this case, the electron affinity of the fictitious system is
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exactly equal to its ionization potential and the LUMO–HOMO orbital gap, i.e., the KS fundamental gap is zero, which
is very different from the experimental fundamental gap.

The fact that the electron affinity of the fictitious system is usually much larger than the electron affinity of the phys-
ical system renders the Kohn–Sham orbital gap much smaller than the physical fundamental gap. This is true for most
molecules and solids, and it should serve as a warning for users of KS–DFT: do not attribute to the LUMO–HOMO gap
any quantitative meaning. In particular, the use of KS approaches in molecular electronics is unreliable for this reason.

The above reasoning still seems to be problematic, and it leads to a “paradox” in KS–DFT. Suppose we place a
hydrogen atom at a large but finite distance from the F atom, i.e., we consider the H...F system. Because the ionization
potential of H is much larger than the electron affinity of F, the ground-state density of H...F is that of two neutral atoms,
almost exactly equal to the sum of displaced densities of the separate atoms. Based on this density, what should the KS
potential be? We expect it to be just the sum of displaced KS potentials for the separate atoms. However, this seems to be
wrong. The combined system has 10 electrons and since the IP of H is higher than that of F, so that the HOMO energy
of F is lower than the HOMO energy of H, all 10 electrons would occupy the 5 lowest orbitals of F and none would
occupy the HOMO of H. The KS system would then necessarily exhibit a density corresponding to H+...F−, which is
very different from the correct experimental ground-state density.

This “paradox” can be avoided if we assume that the combined system KS potential is not the sum of displaced atomic
potentials. But we cannot assume this, for the Hohenberg–Kohn theorem guarantees that the density uniquely determines
the potential for each atom. This predicament is resolved if we remember that the Hohenberg–Kohn theorem does not
really determine the potential uniquely. It determines it only up to a constant. Thus we can allow the potential of one atom
to be displaced by a constant. The conclusion is that in the presence of the H atom, the potential of the F atom jumps up
by the exact amount needed to make the HOMO energies of H and F to be equal. Once this equality of HOMO energies
is achieved, the system can allocate the noninteracting electrons such that the two atoms are neutral, which conforms to
the physical situation.

The inevitable jump of the F atom KS potential in the presence of the H atom shows that the exchange-correlation
(XC) energy of the F atom must change nonanalytically when the electron density on F is slightly elevated as it “senses”
the tunneling tail of the electron on the H. This nonanalyticity appears as a discontinuous jump in the XC potential, i.e.,
in the functional derivative of the XC energy with respect to the potential, and is called a derivative discontinuity [273].

KS DFT uses approximate XC functionals, such as the LDA. This energy functional is an analytic functional of the
density and does not have a derivative discontinuity. LDA, applied within the KS procedure, will align the HOMO energy
of the well-separated H and F atoms, but will do so by forcing the H and F atoms to partially “share” charge: the density
of the H...F system wihin LDA will be of the form H+0.2...F−0.2. This nonphysical spurious long-range covalency is a
result of the missing derivative discontinuity in the LDA.

Note that a different brand of DFT, not based on the KS approach but rather on the “generalized Kohn-Sham” approach
using a range-separated hybrid functional, has recently shown good fundamental gaps for atoms, molecules, clusters, and
solids [276].

15.6 TIME-DEPENDENT DFT

Time-dependent DFT applies the DFT philosophy to time-dependent problems. It replaces the many-body time-dependent
Schrödinger equation by a set of time-dependent single-particle equations whose orbitals yield the same time-dependent
density n(r, t). Time-dependent DFT is implemented in some quantum-chemical DFT program packages (see above). It
is now used in solid-state physics, atomic and molecular physics, and optical processes [278].

For example, one can consider a system of N electrons in a potential vex(r, t) which includes the interaction with an
electromagnetic field composed of a pulse of light centered around central frequency ω, so the external potential would,
to a good approximation, include

vex,EM(r, t) = −
E0(t)

2

∑
i

(
e−iωt

+ eiωt) ε̂ · ri, (15.66)
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Another example would be the case of a vibrating molecule or a collision of two atoms, where in both cases the external
potential arising from the nuclei is time dependent if we consider the motion of the nuclei as classical.

No variational principle exists for time-dependent quantum problems. However, a quantity analogous to the energy is
the quantum mechanical action

A[ψ] =

t1∫
t0

dt 〈ψ(t)|ih̄∂t − H(t)|ψ(t)〉, (15.67)

where ψ(t) is a N-body wave function. Equating the functional derivative of the action with respect to ψ∗(t) to zero,
we obtain the time-dependent Schrödinger equation. Therefore, one can solve the time-dependent problem by calculating
the stationary point of the functional A[ψ]. The wave function ψ(t) that makes the functional stationary is the solution
of the time-dependent Schrödinger equation. However, there is no variational theorem that ensures that the energy is
minimum, but only a stationary principle. Note that the action is always zero for the wave function that is a solution
of the time-dependent Schrödinger equation, A[ψ] = 0. Also, the solution of the time-dependent Schrödinger equation
requires an initial condition at time t0 on the wave function. These factors make time-dependent DFT more difficult than
the time-independent theory.

15.6.1 THE RUNGE–GROSS THEOREM

The Runge–Gross theorem [277] is a time-dependent generalization of the Hohenberg–Kohn theorem:

A given time-dependent density n(r, t) can arise from at most one time-dependent external potential vex(r, t), given an
initial wave function, |ψ(t0)〉, particle statistics (i.e., Bose or Fermi) and interaction potential, i.e., the time-dependent
potential uniquely determines the time-dependent density.

More explicitly, if two potentials, vex(r, t) and v′ex(r, t), differ by more than a purely time-dependent function c(t) (i.e., the
difference is spatially dependent), they cannot produce the same time-dependent density. Thus, given external potentials
such that

vex(r, t) =⇒ n(r, t) v′ex(r, t) =⇒ n′(r, t), (15.68)

then n(r, t) 6= n′(r, t) if v′ex(r, t) 6= vex(r, t)+ c(t). (15.69)

The theorem considers external potentials that can be expanded as a Taylor series with respect to the time around the
initial time t0,

vex(r, t) =
∞∑

k=0

ck(r)(t − t0)
k, (15.70)

where ck(r) = 1
k!
∂k

∂tk
vex(r, t)

∣∣∣
t=t0

. If the two potentials vex(r, t) and v′ex(r, t) differ by more than a time-dependent constant,

then the quantity defined by

uk(r) =
∂k

∂tk
[vex(r, t)− v′ex(r, t)]t=t0 , (15.71)

is nonvanishing, and the corresponding coefficients ck(r) differ by more than a constant. The first step in the proof is to
show that if v′ex(r, t) 6= vex(r, t) + c(t), the resulting current densities are also different. The current in first quantized
language is [see (1.100)]

J(r, t) =
h̄

2im

{
ψ∗(r, t)∇ψ(r, t)− [∇ψ∗(r, t)]ψ(r, t)

}
. (15.72)
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The current can be written in terms of a current operator; in the Schrödinger representation,

Ĵ(r) =
h̄

2im

[
9̂†(r)∇9̂(r)−∇ 9̂†(r)9̂(r)

]
, (15.73)

where J(r, t) = 〈ψ(t)|Ĵ(r)|ψ(t)〉. The time derivative of the current in the primed and unprimed systems is

ih̄
∂

∂t
J(r, t) = 〈ψ(t)| [Ĵ(r), Ĥ(t)] |ψ(t)〉, (15.74a)

ih̄
∂

∂t
J′(r, t) = 〈ψ ′(t)| [Ĵ(r), Ĥ′(t)] |ψ ′(t)〉. (15.74b)

Note that the wave function in the Schrödinger representation in the primed system equals the unprimed at the initial
time, |ψ(t0)〉= |ψ ′(t0)〉. Taking the difference of the two equations in Eq. (15.74) at the initial time yields

ih̄
∂

∂t
[J− J′]t=t0 = 〈[Ĵ(r), vex(r, t0)− v′ex(r, t0)]〉t0 = ih̄n(r, t0)∇[vex(r, t0)− v′ex(r, t0)]. (15.75)

If Eq. (15.71) is satisfied for k = 0, the two potentials differ at t0. Hence, the derivative on the LSH of Eq. (15.75) differs
from zero, and the two current densities differ for t > t0. If k > 0, then differentiating Eq. (15.75) k times yields

∂k+1

∂tk+1
[J(r, t)− J′(r, t)]t=t0 = n(r, t0)∇uk(r, t0). (15.76)

The RHS of Eq. (15.76) is nonzero, so J(r, t) 6= J′(r, t) for t > t0. For the second step, we must prove that if J(r, t) 6=
J′(r, t), then n(r, t) 6= n′(r, t). This follows from the continuity equation, ∂n(r,t)

∂t +∇ · J(r, t) = 0, see Eq. (1.99), applied
to the primed and unprimed system

∂

∂t
[n(r, t)− n′(r, t)] = −∇ · [J(r, t)− J′(r, t)]. (15.77)

Taking the k + 1 derivative with respect to time of Eq. (15.77), we find, using Eq. (15.76),

∂k+2

∂tk+2

[
n(r, t)− n′(r, t)

]
t=t0
= −∇ · [n(r, t0)∇uk(r, t0)]. (15.78)

Hence, if, the RHS of Eq. (15.78) is nonvanishing, n(r, t) 6= n′(r, t). The proof that the RHS of Eq. (15.78) is nonvanishing
follows by reductio ad absurdum. Assume that ∇ · [n(r, t0)∇uk(r, t0)]= 0 with uk(r, t0) not constant in coordinate space,
and consider the integral (at t0)∫

dr n(r) [∇uk(r)]2
=

∫
dr uk(r)∇ · [n(r)∇uk(r)]+

∫
dS ·∇uk(r) n(r)uk(r). (15.79)

This equation is obtained using Green’s theorem,
∫

dr ∇ · A(r)=
∫

dS · A(r). The first term on the RHS is zero by
assumption, while the second term vanishes if the density and the function uk(r, t0) decays sufficiently quickly at large r,
as is ensured for finite systems. Moreover, the integrand is always positive. These conditions can only be satisfied if either
the density n or uk vanishes identically. The density cannot vanish everywhere, while the second possibility contradicts
the initial assumption that uk(r, t0) is not constant in coordinate space. Thus, the proof of the Runge–Gross theorem is
complete.
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15.6.2 TIME-DEPENDENT KOHN–SHAM EQUATIONS

The time-dependent Kohn–Sham equations describe the evolution of N noninteracting electrons in the time-dependent
Kohn–Sham potential vni(r, t) but produce the same density n(r, t) as that of the interacting system of interest are given
by the time-dependent Kohn–Sham equations:

ih̄
∂φj(r, t)

∂t
=

(
−

h̄2
∇

2

2m
+ vni[n](r, t)

)
φj(r, t),

vni[n](r, t) = vex[n](r, t)+
∫

dr′
n(r′, t)

|r− r′|
+ vxc[n](r, t).

(15.80a)

(15.80b)

The time-dependent density is given by n(r, t) =
∑N

j=1 |φj(r, t)|2 and is identical to that of the actual system. The
exchange-correlation potential, vxc[n](r, t), is in general not known, but it is a functional of the entire history of the
density, n(r, t), the initial interacting wave functionψ(t0), and the initial Kohn–Sham determinantal wave function,8(0).
This functional is rather complicated, much more than the ground-state functional. Knowledge of it implies solution of
all time-dependent electron Coulomb interacting problems. The time-dependent Kohn–Sham equations must be solved
as an initial value problem, with the system in the initial state specified by the Kohn–Sham orbitals {φi(r)} of the ground
state of the system at t = t0.

15.6.3 ADIABATIC LDA

In contrast with time-independent DFT, where good xc functionals exist, approximations to vxc[n](r, t) are still not well
explored. The simplest approximation is the adiabatic LDA, related to the LDA of time-independent DFT. The adiabatic
time-dependent xc potential is given by

vad
xc [n](r, t) = vxc[n(r)]|n=n(t), (15.81)

where the quantity on the RHS of Eq. (15.81) is the ground-state xc density functional evaluated at each time with the
density n(r, t). Hence, the adiabatic LDA uses the homogeneous gas xc potential (15.53)

vad
xc [n](r, t) = −

3

2

(
3

π

)1/3

αn1/3

∣∣∣∣∣
n=n(t)

. (15.82)

This quantity is based on a ground-state property, so we expect the adiabatic approximation to work only where the
temporal dependence is small, i.e., when the system is locally close to equilibrium.

15.7 DFT COMPUTER PACKAGES

Time-dependent DFT has become popular as a method for calculating electronic excited-state energies. Often the
same density functional approximations from ground-state DFT can be used for time-dependent DFT. Moreover, time-
dependent DFT yields predictions for an enormous variety of phenomena, e.g., optical response of atoms, molecules and
solids, electronic transport through single molecules, high harmonic generation in strong laser fields, and multiphoton
ionization [278].

For more details on time-dependent DFT, see http://www.tddft.org.
Below we list a number of computer codes for calculating the electronic structure of atoms, molecules, and periodic

structures using DFT. Note that this list is not complete. Most of the codes listed are not commercial and can be freely
obtained (at least for academic use).

Gaussian – A commercial package for computing the electronic structure of atoms and molecules using local basis sets
(http://www.gaussian.com/index.htm).

http://www.tddft.org
http://www.gaussian.com/index.htm
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GAMESS – General Atomic and Molecular Electronic Structure System. Uses local basis sets
(http://www.msg.chem.iastate.edu/GAMESS).

Octopus – DFT and TD-DFT using real-space grid discretization (no basis sets)
(http://www.tddft.org/programs/octopus/wiki/index.php/Main Page).

PARSEC – Real-space, pseudopotential DFT and TD-DFT for atoms, molecules and periodic systems
(http://parsec.ices.utexas.edu/index.html).

Siesta – Ab initio structure and molecular dynamics simulations of molecules and solids using local basis sets
(http://www.icmab.es/siesta).

VASP – Ab initio electronic structure code using pseudopotentials and a plane wave basis set
(http://cms.mpi.univie.ac.at/vasp).

ABINIT – Computes the total energy, charge density and electronic structure of atoms, molecules and periodic structure
using pseudopotentials and a plane wave basis (http://www.abinit.org).

CPMD Program – Plane wave/pseudopotential implementation of DFT, particularly designed for ab initio molecular
dynamics (http://www.cpmd.org).

Quantum-Espresso (PWSCF) – DFT based on plane wave and pseudopotentials
(http://www.quantum-espresso.org).

FPLO – Full-potential local-orbital minimum-basis code to solve the Kohn–Sham equations on a regular periodic lattice
using the local spin density approximation (http://www.fplo.de).

FHI-aims – Full-potential local-orbital code for atoms, molecules and periodic systems
(https://aimsclub.fhi-berlin.mpg.de).

Q-CHEM – A (gaussian) local-orbital code for atoms and molecules (http://www.q-chem.com).

http://www.msg.chem.iastate.edu/GAMESS
http://www.tddft.org/programs/octopus/wiki/index.php/Main_Page
http://parsec.ices.utexas.edu/index.html
http://www.icmab.es/siesta
http://cms.mpi.univie.ac.at/vasp
http://www.abinit.org
http://www.cpmd.org
http://www.quantum-espresso.org
http://www.fplo.de
https://aimsclub.fhi-berlin.mpg.de
http://www.q-chem.com
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ALinear Algebra

The basic mathematical structure of quantum mechanics involves state vectors and linear operators that transform one
vector into another. The vectors, which represent quantum states, are members of a complex vector space, or more
specifically, a complex inner product space, which is a vector space having an associated inner product (sometimes called
a scalar product). The inner product allows determination of the length of state vectors and the extent of their overlap
with other state vectors. In this appendix, we review the key elements of linear algebra required for quantum mechanics.
Textbooks treating linear algebra and inner product spaces include Refs. [57, 279–281]. If you have never studied linear
algebra, you will have to do so before continuing with this appendix, which is meant only as a review.

A.1 VECTOR SPACES

We begin by defining a vector space over the field C of complex numbers as a set V of elements, called vectors, along
with two operations “+” and “·” called vector addition and scalar multiplication satisfying the following properties:

1. If u, v ∈ V , their vector sum u+ v is an element of V .
2. If u, v ∈ V , then u+ v = v+ u.
3. If u, v, w ∈ V , then (u+ v)+ w = u+ (v+ w).
4. There is a zero vector 0 ∈ V such that u+ 0 = u for all u ∈ V .
5. Each vector v ∈ V has an additive inverse w ∈ V such that u + w = 0. The inverse of a vector v is often denoted

by −v.
6. If r ∈ C and u ∈ V , then r · u ∈ V . Henceforth, this operation of scalar multiplication will be written simply as ru.
7. If r, s ∈ C and u ∈ V then (r + s)u = ru + su ∈ V . Here, the + on the left hand side (LHS) of the equation is

addition in C, and the + on the RHS is vector addition in the vector space V .
8. If r ∈ C and u, v ∈ V , then r(u+ v) = ru+ rv.
9. If r and s are any scalars, and u ∈ V , (rs)u = r(su).

10. 1u = u, and 0u = 0.

The simplest examples of vector spaces come from plane and 3D Euclidean geometry. All vectors lying in the plane
that originate from the same point (say, the origin) form a two-dimensional Euclidean vector space over the field of real
numbers. A similar construction holds in three (and higher) dimensions.

It is obvious that if v1, v2 ∈ V and c1, c2 ∈ C then w ≡ c1v1 + c2v2 ∈ V; w is then said to be a linear combination
of v1 and v2 with coefficients c1 and c2. This construction is easily extended to form linear combinations of n vectors,
where n is a positive integer. The N vectors v1, v2, . . . , vN ∈ V with vi 6= 0 for all (∀) i are said to be linearly independent
if and only if (iff)

N∑
i=1

civi = 0, ⇔ ci = 0 ∀ i. (A.1)

That is, it is not possible to express 0 as a linear combination of linearly independent {vi} except when all complex
coefficients ci ∈ C are 0. If N is maximal in the sense that there is at least one set of N linearly independent vectors
v1, v2, . . . , vN ∈ V with vi 6= 0 ∀ i, but there is no set of N + 1 linearly independent vectors, then V is said to be
a vector space of dimension N, or equivalently, N is the dimension of V; this is denoted by V(N). A maximal set of
linearly independent vectors can be used to represent every vector in V(N). Any maximal set of linearly independent
vectors v1, v2, . . . , vN ∈ V(N) can be considered as “coordinate system” and is called as basis, i.e., a complete set of basis

891
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vectors. In this basis, we can write an arbitrary vector u as u =
N∑

j=1
cjvj, and it can be represented by

u =
N∑

j=1

cjvj :=

c1
...

cN

, (A.2)

where := means “can be represented as.” A basis is not unique; generally, there are an infinite number of bases that can
be used. It should be stressed that vectors can be defined without specifying a particular basis.

Problem A.1

Write the two-dimensional vector u = 2x̂+ 4ŷ =
(2

4

)
in terms of the basis functions v1 = x̂+ ŷ and v2 = x̂− ŷ,

where x̂ and ŷ are unit vectors along the Cartesian axes in the plane.

Answer: u = 3[x̂+ ŷ]− 1[x̂− ŷ] =
( 3
−1

)
.

Problem A.2

Show that if v1, v2, . . . , vN ∈ V(N) with vi 6= 0 ∀ i are linearly independent, then an arbitrary vector u ∈ V(N) can be
written as a linear combination u =

∑N
i=1 civi.

Answer: If the statement is false then the N + 1 vectors u, v1, v2, . . . , vn are linearly independent. Hence, N is not
maximal as there are N + 1 linearly independent vectors.

A.1.1 DIRAC NOTATION

In quantum mechanics, Dirac notation is often used as a powerful tool to treat vector spaces. The use of Dirac notation
is not limited to quantum mechanics. Among its other virtues, it significantly simplifies manipulations in vector spaces
with inner products, such as Hilbert spaces (see below), which form the mathematical basis for quantum mechanics. In
this sense, Dirac notation is much more than just notation and serves as a conceptual framework for dealing with state
space in quantum mechanics.

Vectors in Dirac notation are written as |u〉, |v〉 (instead of u, v or Eu, Ev), |ψ〉, |φ〉, etc., and are called ket vectors.
Note that Greek letters are often used in representing state-vectors of a quantum system. When Dirac notation is used,
the vector space V is also called a ket space (the dimension N is often not explicitly specified). Any vector |ψ〉 ∈ V is
expressible as a linear superposition of basis vectors {|φj〉} ⊂ V . Thus, in Dirac notation, Eq. (A.2) is written:

|ψ〉 =

N∑
j=1

cj|φj〉 :=

c1
...

cN

, (A.3)

where, as in Eq. (A.2), the symbol := means that the ket |ψ〉 is represented as a column vector of the coefficients {cj} (in
quantum mechanics, these are sometimes called amplitudes) that multiply the basis kets {|φj〉}.

To properly understand Dirac notation, we need to define another vector space, the dual space, or the bra space, V†,
that is directly related to V . Vectors in V† are called bras and are written as 〈u|, 〈v|, 〈χ |, 〈ψ | . . .. The two vector spaces V
and V† have the same dimension N and basically have identical structure. Vectors and operations in V are in one-to-one
correspondence with those in V† [in mathematical parlance, one says that the two spaces are isomorphic, meaning that
there is a mapping (called an isomorphism — in Greek, iso means equal and morphosis means to shape) between elements
of the two spaces that preserves the structure of the vector space]. At this stage, the Hermitian adjoint superscript † is
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used just to distinguish between the ket space V and the dual or bra space V†, and to map kets onto bras and vice versa.
Thus, |ψ〉 ∈ V ⇔ 〈ψ | ∈ V† is compactly written, |ψ〉† = 〈ψ |. Note that (c|ψ〉)† = c∗〈ψ |, and the correspondence
between linear combinations in V and V† is

(c1|φ1〉 + c2|φ2〉)
†
= c∗1〈φ1| + c∗2〈φ2|. (A.4)

The expansion of a bra vector 〈ψ | ∈ V† in a given basis {〈φj|} and its representation in terms of the coefficients (the
image of Eq. (A.3) in V†) is given by

〈ψ | =

N∑
j=1

〈φj|c
∗
j :=

(
c∗1 . . . c∗N

)
. (A.5)

Hence, bra vectors are represented as row vectors whose coefficients (amplitudes) are complex conjugated.
In Dirac notation, the dual space is used to define the inner product of two vectors, a topic we now address.

FIG A.1 An inner product associates a complex number ∈ C to any ordered pair of vectors in a vector space V . (a) Inner product without
using Dirac notation. (b) Inner product using Dirac notation.

A.1.2 INNER PRODUCT SPACES

Just as in Euclidean geometry, in quantum mechanics, we need to specify the notion of length of a vector (also referred
to as norm) and the notion of projection of a vector onto another vector. This requires the introduction of a new binary
operation on the vector space V called an inner product (or sometimes a scalar product, not to be confused with multi-
plication by a scalar), which associates a complex number to any ordered pair of vectors in V . If Dirac notation is not
used, the inner product of the vectors χ ,ψ ∈ V is written, (χ ,ψ) ∈ C [see Fig. A.1(a)]. When the Dirac notation is used,
the inner product of the kets |χ〉, |ψ〉 ∈ V is written, 〈χ |ψ〉 ∈ C. Note that 〈χ | = |χ〉† ∈ V†. In Dirac notation, this
binary operation can be viewed as follows: first map the ket |χ〉 ∈ V onto its bra image 〈χ | ∈ V† using |χ〉† = 〈χ |. Then
associate a complex number 〈χ |ψ〉 ∈ C with 〈χ | and |ψ〉. The inner product 〈χ |ψ〉 is called a bracket, a composition of
bra and ket. This view of inner product is pictorially illustrated in Fig. A.1(b).

The inner product has the following attributes:

1. 〈χ |ψ〉 is a complex number, independent of the basis in which the vectors are expanded.
2. 〈χ |ψ〉 = 〈ψ |χ〉∗.
3. For any complex numbers c1 and c2,1

〈χ |(c1|ψ1〉 + c2|ψ2〉) = c1〈χ |ψ1〉 + c2〈χ |ψ2〉,

(c∗1〈ψ1| + c∗2〈ψ2|)|χ〉 = c∗1〈ψ1|χ〉 + c∗2〈ψ2|χ〉.

4. 〈ψ |ψ〉 ≥ 0, with equality if and only if |ψ〉 is the zero vector, |ψ〉 = |0〉

1 To facilitate the notation, one could write the vector (c1|ψ1〉 + c2|ψ2〉) as |c1ψ1 + c2ψ2〉. In this “augmented Dirac notation”, the first equation reads,
〈χ |c1ψ1 + c2ψ2〉 = c1〈χ |ψ1〉 + c2〈χ |ψ2〉, and the second reads, 〈c1ψ1 + c2ψ2|χ〉 = c∗1〈ψ1|χ〉 + c∗2〈ψ2|χ〉. This “augmented Dirac notation” can be
dangerous, and will be avoided, despite its convenience (see Problem A.5).
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Properties of Inner Products

Two kets |ψ〉 and |χ〉 are said to be orthogonal if

〈χ |ψ〉 = 0. (A.6)

The square of the length of the vector |ψ〉 is defined as the inner product of the vector with itself, ‖ψ‖2 = 〈ψ |ψ〉, i.e.,
the length (norm) of |ψ〉 is

‖ψ‖ ≡
√
〈ψ |ψ〉 ≥ 0. (A.7)

The length of any vector is real and non-negative, by virtue of the property, 〈χ |ψ〉 = 〈ψ |χ〉∗. Only the null vector has
zero length.

Just like for ordinary vectors in 3D Euclidean space, the triangle inequality holds for vectors in an inner product space,

‖ψ + φ‖ ≤ ‖ψ‖ + ‖φ‖, (A.8)

with equality if and only if one of the vectors is a non-negative scalar multiple of the other one. The Cauchy–Schwarz
inequality holds,

|〈φ|ψ〉| ≤ ‖ψ‖ ‖φ‖, (A.9)

with equality only for vectors that are scalar multiples of one another.
It is instructive to prove the Cauchy–Schwarz inequality in order to see how it arises. Let us consider a ket | f 〉

composed of a superposition of two vectors |φ〉 and |ψ〉 and defined as follows:

| f 〉 ≡ 〈φ|ψ〉 |φ〉 − 〈φ|φ〉 |ψ〉. (A.10)

The bra 〈 f | is then given by 〈 f | = 〈φ| 〈ψ |φ〉 − 〈ψ | 〈φ|φ〉 and 〈 f | f 〉 ≥ 0. After some algebra, we arrive at the following
expression for the inner product:

〈 f | f 〉 = 〈φ|φ〉 (〈φ|φ〉〈ψ |ψ〉 − |〈φ|ψ〉|2). (A.11)

Since 〈 f | f 〉 ≥ 0 and 〈φ|φ〉 ≥ 0, we conclude that (〈φ|φ〉〈ψ |ψ〉 − |〈φ|ψ〉|2) ≥ 0, hence

〈φ|φ〉〈ψ |ψ〉 ≥ |〈φ|ψ〉|2 . (A.12)

This concludes the proof.
Other useful identities include the parallelogram and polarization identities,

||φ + ψ ||2 + ||φ − ψ ||2 = 2(||φ||2 + ||ψ ||2), (A.13)

〈φ|ψ〉 =
1

4
(||φ + ψ ||2 − ||φ − ψ ||2)−

i

4
(||φ + iψ ||2 − ||φ − iψ ||2). (A.14)

Problem A.3

Prove the triangle inequality (A.8) using the Cauchy–Schwarz inequality.

Given two ket vectors, |ψ〉 and |χ〉, written in terms of the same basis {|φj〉}, and represented as [see (A.3)]

|ψ〉 =

a1
...

aN

 , |χ〉 =

b1
...

bN

, (A.15)
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their inner product is given by the complex number,

〈χ |ψ〉 =

N∑
i,j=1

b∗i aj〈φi|φj〉. (A.16)

Basis vectors {|φj〉} are orthonormal if they satisfy the conditions

〈φi|φj〉 = δij =

{
1 for i = j

0 for i 6= j
, (A.17)

where δij is called the Kronecker delta function. For an orthonormal basis,

〈χ |ψ〉 =
(
b∗1 . . . b∗N

)a1
...

aN

 = N∑
j=1

b∗j aj. (A.18)

If two kets |ψ〉 and |χ〉 are orthogonal, and the basis functions are orthonormal, Eq. (A.6) reads, 〈χ |ψ〉 =
∑N

j=1 b∗j aj = 0.

Moreover, using Eq. (A.18), ‖ψ‖ =
√∑N

j=1 |aj|
2. Orthonormal bases are almost always used in quantum mechanics.

Problem A.4

(a) Given the vector |φ1〉 =


√

2
i
−1
√

2

 in an orthonormal basis, find the normalization constant, N , such that N |φ1〉

has unit length.

(b) Find 〈φ2|φ1〉, where |φ1〉 is given in (a) and |φ2〉 =

 2
1

i/
√

2

.

Answers: (a) N =
√

2
7 . (b) Since 〈φ2| =

(
2 1 −i/

√
2
)
, we find 〈φ2|φ1〉 = 2

√
2+ 3i/2.

Problem A.5
Using “augmented Dirac notation”,

(a) Show that 〈c1φ1 + c2φ2|b1ψ1 + b2ψ2〉 = c∗1b1〈φ1|ψ1〉 + c∗2b1〈φ2|ψ1〉 + c∗1b2〈φ1|ψ2〉 + c∗2b2〈φ2|ψ2〉.
(b) Show that 〈b1ψ1 + b2ψ2|c1φ1 + c2φ2〉 = 〈c1φ1 + c2φ2|b1ψ1 + b2ψ2〉

∗.
(c) To point out the danger in “augmented Dirac notation”, rewrite 〈p|x〉 + 〈p| − x〉 using it (see Sec. 1.3.8 for the

interpretation of this inner product).

Answer: (c) 〈p|x− x〉. This could be easily misinterpreted as 〈p|0〉.

The expansion coefficients cj in Eq. (A.3) can be computed by taking the inner product of Eq. (A.3) with a complete
set of basis vectors |φi〉:

〈φi|ψ〉 =
∑

j

cj〈φi|φj〉 ∀ i. (A.19)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 19-appa-891-904-9780444537867 2012/12/4 18:23 Page 896 #6

896 APPENDIX A Linear Algebra

Equation (A.19) can be inverted to find the coefficients cj. If the basis vectors |φj〉 are othonormal, as is the case if these
vectors are eigenvectors of a Hermitian (or self-adjoint) operator [see below and Secs. (1.3.2) and (2.2)], we obtain

ci = 〈φi|ψ〉, (A.20)

and thus we can write Eq. (A.3) as

|ψ〉 =
∑

j

〈φj|ψ〉 |φj〉. (A.21)

Sometimes, it is convenient to write Eq. (A.21) as |ψ〉 =
∑

j |φj〉 〈φj|ψ〉 because this makes clear the insertion of the unit
operator in the basis set expansion [see Eq. (A.32)].

Given two arbitrary vectors |φ1〉 and |φ2〉 that are not orthogonal, they can be orthogonalized using the Gram–Schmidt
orthogonalization procedure. Adding− 〈φ1|φ2〉

〈φ1|φ1〉
|φ1〉 to the second vector, |φ2〉, results in a new vector, let us call it |ψ2〉 =

|φ2〉 −
〈φ1|φ2〉
〈φ1|φ1〉

|φ1〉, which is orthogonal to |ψ1〉 ≡ |φ1〉, as can easily be verified. The idea behind this procedure is
to form the vector |ψ2〉 ≡ |φ2〉 + c |ψ1〉 and choose the coefficient c such that 〈ψ1|ψ2〉 = 0. Solving for c yields
c = − 〈ψ1|φ2〉

〈ψ1|ψ1〉
. Generalizing the Gram–Schmidt procedure to orthogonalize k vectors {|φn〉}, n = 1, . . . , k, (taking |ψj〉 ≡

|φj〉 +
∑j−1

n cn |ψn〉), we find:

|ψ1〉 = |φ1〉, |ψ2〉 = |φ2〉 −
〈ψ1|φ2〉

〈ψ1|ψ1〉
|ψ1〉, . . . , |ψj〉 = |φj〉 −

j−1∑
n=1

〈ψn|φj〉

〈ψn|ψn〉
|ψn〉, . . . , |ψk〉 = |φk〉 −

k−1∑
n=1

〈ψn|φk〉

〈ψn|ψn〉
|ψn〉.

Note that the new vectors {|ψn〉} with n = 1, . . . , j− 1 (not the old vectors {|φn〉}) appear on the RHS of the equation for
|ψj〉. If so desired, the orthogonal vectors {|ψn〉} can be normalized to obtain a set of orthonormal vectors.2

Problem A.6

(a) Given vectors |v1〉 =

2
0
0

, |v2〉 =

1
i
0

, |v3〉 =

 1
1
−1

, use the Gram–Schmidt procedure to find orthogonal

vectors |u1〉, |u2〉, and |u3〉, with |u1〉 = |v1〉.
(b) Normalize the vectors obtained in (a).
(c) Repeat (a) and (b) using |u1〉 = |v2〉.

Answer: (a) |u1〉 =

2
0
0

, |u2〉 =

0
i
0

, |u3〉 =

 0
0
−1

. (b) |ũ1〉 =

1
0
0

, |ũ2〉 =

0
1
0

, |ũ3〉 =

0
0
1

.

Hilbert Spaces

As we have already stressed, the mathematical formulation of quantum mechanics is based on Hilbert space, where
vectors correspond to quantum states. For finite dimension N, a Hilbert space is just an inner product (vector) space.
However, the mathematical description of quantum systems often requires the structure of infinite dimensional inner
product spaces. In such cases, proper convergence and limiting procedures should be taken into consideration.

2 Gram–Schmidt can be used to show that any matrix A with linearly independent columns (e.g., a matrix with columns given by vectors {|φn〉}) can be
decomposed into the product of two matrices, A = QR, where the columns of Q are orthonormal (the vectors {|ψn〉}), and R is upper triangular and
invertible. This is called QR decomposition or QR factorization.
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The definition of Hilbert space is as follows: a Hilbert spaceH is an inner product space with two additional properties
denoted here as I and II. If N is finite, these properties can be proved from the previous definitions of an inner product
space, but for an infinite dimensional space they should be considered as axioms.

I. H is complete. If an infinite sequence |ψ1〉, |ψ2〉, . . . ,∈ H satisfies the Cauchy convergence criterion [for each ε > 0
there exists a positive integer M(ε), such that for m, n > M(ε), || |ψn〉−|ψm〉 || < ε], then the sequence is convergent,
i.e., it possesses a limit |ψ〉 such that limn→∞ |||ψn〉 − |ψ〉|| = 0.

II. H is separable: that is, there is a sequence |ψ1〉, |ψ2〉, . . . ,∈ H, which is everywhere dense in H.3 Roughly speaking,
elements of a dense set come arbitrary close to any element in H. The property of separability is equivalent to the
statement that there is a countably infinite complete orthonormal set {|φn〉} such that every vector |ψ〉 ∈ H can be
expanded as,

|ψ〉 =

∞∑
n=1

〈φn|ψ〉|φn〉 ⇔ lim
N→∞

||

N∑
n=1

〈φn|ψ〉|φn〉 − |ψ〉 || = 0. (A.22)

A necessary and sufficient condition for convergence is
∑
∞

n=1 |〈φn|ψ〉|
2 <∞. Hence, this sum equals 〈ψ |ψ〉.

In summary: A Hilbert space is an inner product vector space which is also complete and separable [28, 282]. For practical
applications, it is useful to have a represention of the Hilbert space. Let |ψ〉 be a ket in the Hilbert space H of dimension
N (N = ∞ is possible). Its expansion in a given basis {|φi〉} is given by |ψ〉 =

∑N
i=1 |φi〉 〈φi|ψ〉, and its representation

as a row vector by Eq. (A.21),

|ψ〉 :=


〈φ1|ψ〉

〈φ2|ψ〉

.

.

.
〈φN |ψ〉

 . (A.23)

The set of N coefficients forming the vector on the RHS of Eq. (A.23) is the representation of |ψ〉 in the basis {|φj〉}. The
inner product between two kets |ψ〉 and |χ〉 is given by Eq. (A.16) [or, for an orthonormal basis, by Eq. (A.18), which is
simply the scalar product of the two corresponding vectors of coefficients]. Note that the inner product does not depend
on the representation used. Note also that the bra 〈ψ | can be expanded as 〈ψ | =

∑N
i=1〈ψ |φi〉 〈φi|, and it is represented

by a column vector with components 〈ψ |φi〉 = 〈φi|ψ〉
∗ [see Eq. (A.18)].

Hilbert Space of Functions

One can define a Hilbert space whose elements (vectors) are complex functions ψ(x),χ(x), . . . (or, ψ1(x),ψ2(x), . . .)
defined on X = Rk, i.e., x = (x1, x2, . . . , xk) with real xi. A Hilbert space H of functions satisfies the following:

1. There exists an operation + and an operation of multiplication by a (complex) scalar satisfying all the requirements
of a linear vector space. In particular, if ψ(x),χ(x) ∈ H, so is any function obtained as a linear combination, η(x) =
aψ(x)+ bχ(x), where a, b are complex numbers.

2. The inner product in H is defined as (ψ ,χ) =
∫

dxψ(x)∗χ(x). It has the same properties as the inner product 〈ψ |χ〉
of kets. The norm of a function ψ(x) ∈ H is ||ψ || =

√
(ψ ,ψ).

3. Functions {fn(x) ∈ H}, n = 1, 2, . . . , m, are said to be linearly independent if the equality
∑m

n=1 anfn(x) = 0, ∀ x ∈
X, implies an = 0 for n = 1, 2, . . . , m. (3N) H is said to be of finite dimension, 0 < N < ∞, if there are at most N
linearly independent functions in H. We write it as HN .

3 An example of a dense sequence is the rational numbers which are dense in R.
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(3∞) H is said to be of infinite dimension, if there are an infinite number of independent functions in H. We write it
as H∞. Hilbert spaces of functions of a continuous variable are typically infinite-dimensional, however, in practical
calculations a judicious choice of a finite basis often suffices.

4. H is complete. ForHN , this means that an orthonormal basis of functions {fn(x)}, n = 1, 2, . . ., exists inHN such that
any function ψ(x) ∈ HN can be expanded as ψ(x) =

∑N
n=1(fn,ψ)fn(x). ForH∞, the definition of completeness is as

follows. If an infinite sequence of functions ψ1(x),ψ2(x), . . . ,∈ H∞ satisfies the Cauchy convergence criterion [for
each ε > 0, there exists a positive integer M(ε), such that for m, n > M(ε), ||ψn(x)− ψm(x) || < ε, ∀x ∈ X], then
the sequence is convergent, i.e., it possesses a limit ψ(x).

5. H∞ is separable, i.e., there is a sequence ψ1(x),ψ2(x), . . . ,∈ H∞, which is everywhere dense in H∞. Equivalently,
there is a countable infinite complete orthonormal set {fn(x)} of functions fn(x) ∈ H∞ such that every function
ψ(x) ∈ H∞ can be expanded as,

ψ(x) =
∞∑

n=1

(fn,ψ)φn(x) ⇔ lim
N→∞

||

N∑
n=1

(fn,ψ)fn(x)− ψ(x) || = 0,∀x ∈ X. (A.24)

A necessary and sufficient condition for convergence is
∑
∞

n=1 |(fn,ψ)|2 <∞. Hence, this sum equals 〈ψ |ψ〉.

Problem A.7

(a) Given the two real functions f1(x) = x and f2(x) = x2, orthogonalize f2 to f1 over the interval x ∈ [−1, 1], i.e.,
obtain the function f̃2(x) = f2(x)+ cf1(x) such that 〈f1|f̃2〉 ≡

∫ 1
−1 dx f1(x)f̃2(x) = 0.

(b) Given the function f3(x) = x3, obtain the function f̃3(x) = f3(x)+ c1f1(x)+ c2f2(x) such that∫ 1
−1 dx f1(x)f̃3(x) = 0 and

∫ 1
−1 dx f̃2(x)f̃3(x) = 0, i.e., such that 〈 f1|f̃3〉 = 0 and 〈f̃2|f̃3〉 = 0.

A.2 OPERATORS AND MATRICES

An operator Ô applied to a state |ψ〉 yields another state |χ〉: |χ〉 ≡ Ô|ψ〉. A linear operator transforms states so that

Ô(c1|ψ1〉 + c2|ψ2〉) = c1Ô|ψ1〉 + c2Ô|ψ2〉, (A.25)

for any states |ψ1〉, |ψ2〉 and complex numbers c1, c2. The expectation value of an operator Ô in the state |ψ〉 is denoted
as 〈ψ |Ô|ψ〉 and is defined to be 〈ψ |Ô|ψ〉 = 〈ψ |(Ô|ψ〉).

Given an orthonormal basis {|φj〉}, an operator Ô can be written as a sum of the form,

Ô =
∑

ij

|φi〉oij〈φj|, (A.26)

where oij = 〈φi|Ô|φj〉. If the basis is N dimensional, the operator Ô can be represented by the N × N matrix

O =

o11 . . . o1N
...

...
oN1 . . . oNN

. (A.27)

Moreover, in the {|φj〉} basis, the expectation value of the operator Ô in the state |ψ〉 is given by

〈ψ |Ô|ψ〉 =
∑

ij

a∗i oijaj, (A.28)
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where |ψ〉 =
∑

i ai|φi〉. Furthermore, in the {|φj〉} basis, the matrix element 〈χ |Ô|ψ〉 of the operator Ô is given by
the (in general complex) number 〈χ |Ô|ψ〉 =

∑
ij b∗i oijaj, where |χ〉 =

∑
i bi|φi〉. Sometimes, we shall use Einstein

summation notation and not explicitly write the sum in expressions containing a repeated index, e.g., we can write the
RHS of Eq. (A.28) simply as a∗i oijaj, and 〈χ |Ô|ψ〉 = b∗i oijaj.

A.2.1 OUTER PRODUCT

In quantum mechanics, the outer product of two vectors is a special kind of tensor product of the vectors. In linear
algebra, the tensor product of two vectors u = (u1, . . . , um) and v = (u1, . . . , un) is the m× n matrix

u⊗ v ≡

u1v1 . . . u1vn
...

...
umvn . . . umvn

. (A.29)

Using Dirac notation, if the two vectors are |ψ〉 and |χ〉, their outer product is given by |ψ〉〈χ |, which is an operator that
acts on ket vectors. Specifically, when |ψ〉〈χ | operates on the state vector |ϕ〉, one obtains the vector |ψ〉 〈χ |ϕ〉.

For a finite dimensional vector space (N < ∞), the outer product can be represented, using an orthonormal basis, by
an N × N matrix:

|ψ〉〈χ | =

a1
...

aN

(b∗1 . . . b∗N
)

=


a1 b∗1 . . . a1 b∗N

...
...

aN b∗1 . . . aN b∗N

. (A.30)

In terms of the outer product, the notion of completeness of an orthonormal basis {|φj〉} has a particularly simple and
compact form,

N∑
j=1

|φj〉〈φj| = 1. (A.31)

Here, 1 is the unit N×N matrix. Then, Eq. (A.21) can be written as, |ψ〉 =
∑

j |φj〉 〈φj|ψ〉, which just implies the tautology
|ψ〉 = 1|ψ〉, where the unit operator in Eq. (A.31) acts on |ψ〉. To reiterate, the important properties of completeness and
orthogonality can be written as ∑

j

|φj〉〈φj|

 = 1, (A.32a)

〈φi|φj〉 = δij. (A.32b)

It is also possible to formally consider matrices with infinitely many rows and/or columns. Infinite matrices arise
upon considering operators in infinite dimensional Hilbert spaces (see Sec. A.1.2), where convergence, completeness and
continuity issues require a bit more care. Here, we note that for position states |q〉, completeness reads,

∫
dq |q〉 〈q| = 1,

and for momentum states, it reads
∫

dp |p〉 〈p| = 1, i.e., the integrals replace the finite sum in Eq. (A.31), and these states
form a complete basis (see Sec. 1.3.8). Moreover, the states |q〉 and |q′〉 with q 6= q′ are orthogonal, 〈q′|q〉 = 0, and
similarly, 〈p′|p〉 = 0 if p 6= p′.
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A.2.2 DETERMINANTS AND PERMANENTS

The determinant of a square N×N matrix A is a scalar, denoted by det(A) or |A|, defined by det(A) =∑
P
(−1)PP

∏N
i=1 ai,P(i), where P are permutation operators that permute the indices (see, e.g., Sec. 8.1 and 8.3). It is

often written in the form

det(A) =

∣∣∣∣∣∣∣∣∣∣∣∣

a11 a12 a13 ... a1N

a21 a2N

a31
. . . a3N

...
...

aN1 aN2 aN3 ... aNN

∣∣∣∣∣∣∣∣∣∣∣∣
. (A.33)

For a 2×2 matrix, ∣∣∣∣ a11 a12

a21 a22

∣∣∣∣ = a11a22 − a21a12, (A.34)

and for a 3×3 matrix, ∣∣∣∣∣∣
a11 a12 a13

a21 a22 a23

a31 a32 a33

∣∣∣∣∣∣ = a11

∣∣∣∣ a22 a23

a32 a33

∣∣∣∣− a12

∣∣∣∣ a21 a23

a31 a33

∣∣∣∣+ a13

∣∣∣∣ a21 a22

a31 a32

∣∣∣∣ , (A.35)

and expanding we find, det(A)3×3 = a11(a22a33 − a32a23) − a12(a21a33 − a31a23) + a13(a21a32 − a31a22). For a 4×4
matrix, ∣∣∣∣∣∣∣∣

a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

∣∣∣∣∣∣∣∣ = a11 |3× 3| − a12 |3× 3| + a13 |3× 3| − a14 |3× 3|,

where the |3× 3| are the determinants of the appropriate 3×3 cofactor matrix. For a general N×N matrix, Eq. (A.33)
can be reduced to det(A) =

∑
j(−1)1+ja1jC1j, where C1j is the cofactor matrix formed by deleting the first row and jth

column of A, or alternatively, det(A) =
∑

j(−1)i+jaijCij.
Determinants have the following properties, from which the general formula for the determinant can be derived. (1) If

two columns or rows of a determinant are exchanged, then the value of the determinant changes sign. (2) If two columns
or rows of a determinant are the same, or proportional, then the value of the determinant is 0. (3) Multiplying any column
or row by a constant c, results in the determinant being multiplied by c. (4) Adding any two rows (i.e., replacing ai,j by
ai+k,j) or columns leaves the determinant unchanged.

The determinant of the product of two square matrices A and B of the same size is the product of their determinants,
det(AB) = det(A) det(B). Hence, det(Ak) = [det(A)]k. The determinant of the transpose of a square matrix equals the
determinant of the matrix, det(At) = det(A). Since AA−1

= 1, and det(AA−1) = det(A) det(A−1), we conclude that
det(A−1) = [det(A)]−1. A matrix is invertible only if its determinant is non-zero.

The permanent of a square N×N matrix A is a scalar, denoted by perm(A) defined by perm(A) =
∑
P

P
∏N

i=1 ai,P(i).

Note the similarity with the definition of the determinant of a matrix; only the factors (−1)P are missing.
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A.2.3 NORMAL, UNITARY, HERMITIAN-CONJUGATE AND HERMITIAN OPERATORS

In Sec. 1.3.2, we defined the Hermitian conjugate of an operator Ô, Ô†, to be the operator that satisfies the following
equation for any vectors |ψ1〉 and |ψ2〉:

〈ψ2|Ô†
|ψ1〉 = 〈ψ1|Ô|ψ2〉

∗. (A.36)

In a basis, the Hermitian conjugate matrix is given byO†
= transpose(O∗), i.e., the ij element of the Hermitian conjugate

matrix is given by the complex conjugate of the ji element of O, (O†)ij = o∗ji. The Hermitian conjugate of the product of

two matrices satisfies the property (O1O2)
†
= O†

2O
†
1 .

When the Hermitian conjugate of a state vector is taken, the dual space vector is obtained, |ψ〉† = 〈ψ |; moreover,
(|ψ〉〈χ |)† = |χ〉〈ψ |. The Hermitian conjugate of aO is given by (aO)† = a∗O†, the Hermitian conjugate of α|ψ〉 is
α∗〈ψ | and

(α|ψ〉 + β|χ〉)† = α∗〈ψ | + β∗〈χ |. (A.37)

An operator, Ô, is normal, if it satisfies ÔÔ†
= Ô†Ô. Operators are diagonalizable if they are normal. For a normal

operator Ô, one can always find an orthonormal basis {|φj〉} such that

Ô =
∑

j

|φj〉λj〈φj|. (A.38)

The scalars λj are called the eigenvalues of the operator, and the vectors |φj〉 are the eigenvectors of the operator; they
satisfy the equation

Ô|φj〉 = λj|φj〉. (A.39)

The eigenvalues λj of a normal operator need not be real. A matrix O is normal if it satisfies OO†
= O†O. Normal

matrices are unitarily equivalent to diagonal matrices, i.e.,O = U3U†, where the matrix U is unitary (meaning UU†
= 1,

i.e., U−1
= U†), with columns that are the eigenvectors of O, and 3 is a diagonal matrix with matrix elements λj. Non-

normal matrices can still be spectrally resolved using singular value decomposition (see Sec. 5.2.2).
In Sec. 1.3.2, we also defined a Hermitian operator Ĥ to be one that is equal to its Hermitian conjugate:

Ĥ = Ĥ†. (A.40)

A Hermitian operator or Hermitian matrix is sometimes called self adjoint. The eigenvalues of a Hermitian matrix are
real, and its eigenvectors can always be orthonormalized, i.e.,

H|φj〉 = hj|φj〉, (A.41)

with real eigenvalues, h∗j = hj, and orthonormal eigenvectors, 〈φi|φj〉 = δij. To prove this, we first note that 〈φj|H†
=

h∗j 〈φj| as can be easily seen by taking the Hermitian conjugate of Eq. (A.41). Taking the inner product of this equation
with |φi〉, we find

〈φj|H†
|φi〉 = h∗j 〈φj|φi〉, (A.42)

and now re-writing Eq. (A.41) as H|φi〉 = hi|φi〉 and multiplying from the left by 〈φj|, we find

〈φj|H|φi〉 = hi〈φj|φi〉. (A.43)

Subtracting Eqs. (A.42) and (A.43), and using the fact that Ĥ = Ĥ†, we obtain

(h∗j − hi)〈φj|φi〉 = 0. (A.44)
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For i = j, we find that h∗i = hi, since 〈φi|φi〉 does not vanish, i.e., the eigenvalues are real. For hj 6= hi, we find that
〈φj|φi〉 = 0. Degenerate eigenvectors (i.e., eigenvectors belonging to eigenvalues that appear more than once, e.g., if
there are two eigenvectors, |φi〉 and |φj〉 with exactly the same eigenvalue, hj = hi) can be orthogonalized using Gram–
Schmidt.

The expectation value of a Hermitian operator is real. To prove this, consider the matrix element 〈χ |Ĥ|ψ〉. Because Ĥ
is Hermitian, 〈χ |Ĥ|ψ〉 = 〈χ |Ĥ†

|ψ〉 = 〈ψ |Ĥ|χ〉∗. Now let |χ〉 = |ψ〉, to obtain 〈ψ |Ĥ|ψ〉 = 〈ψ |Ĥ|ψ〉∗. This completes
the proof.

An anti-Hermitian operator is one that satisfies the relation Â = −Â†. The expectation value of an anti-Hermitian
operator is imaginary. To prove this, consider the matrix element 〈χ |Â|ψ〉. Because Â is anti-Hermitian, 〈χ |Â|ψ〉 =
−〈χ |Â†

|ψ〉 = −〈ψ |Â|χ〉∗. Now let |χ〉 = |ψ〉, to obtain 〈ψ |Â|ψ〉 = −〈ψ |Â|ψ〉∗. This completes the proof. Note that
the product of an anti-Hermitian operator and an imaginary number results in a Hermitian operator, e.g., multiplying an
anti-Hermitian operator by i yields a Hermitian operator, and visa versa.

Two N×N matrices, A and B are similar, if there exists an nonsingular (i.e., invertible) matrix N×N X such that
A = XBX−1. The spectra (i.e., the eigenvalues) of similar matrices are equal, as you will prove in Problem A.8.

Problem A.8

Prove that the eigenvalues of two similar matrices A and B are equal.

Answer: The eigenvalues of a square matrix A can be determined by calculating the roots λ of the characteristic
polynomial, det(A− λ1). Now, det(A− λ1) = det(XBX−1

− Xλ1X−1) = det[X(B− λ1)X−1]. Using the properties
of determinants, this equals det(X) det(B− λ1) det(X−1) = det(B− λ1).

Problem A.9

(a) Calculate the eigenvalues/vectors of H = h̄

(
1 �/2
�/2 0

)
.

Answer: |H − E1| =

∣∣∣∣(h̄1− E h̄�/2
h̄�/2 −E

)∣∣∣∣ = 0, so E± =
h̄
2

(
1±
√
12 +�2

)
. |ψ+〉=

(
1+
√
12 +�2

�

)
,

|ψ−〉=

(
1−
√
12 +�2

�

)
.

A.2.4 TRACE AND PROJECTION

The trace of an operator (and of a matrix) is the sum of its diagonal elements,

Tr(Ô) ≡
∑

j

Ôjj. (A.45)

The trace is independent of the choice of basis, as long as the basis vectors are complete. An operator whose trace vanishes
is said to be traceless. The trace of the product of two matrices satisfies the property

Tr(ÂB̂) = Tr(B̂Â), (A.46)

since ÂijB̂ji = B̂ijÂji, where Einstein summation notation has been used.
A projection operator is a Hermitian operator that satisfies the property P̂P̂ = P̂ . This property is called idempotence.

The eigenvalues of P̂ are either 0 or 1. The complement of a projection operator, 1̂− P̂ , is also a projector. The operator
|φ〉〈φ| for any normalized ket |φ〉 is clearly a projection operator.
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A.2.5 ANTILINEAR AND ANTIUNITARY OPERATORS

Antilinear operators arise in quantum mechanics when dealing with a symmetry called time-reversal (which actually
describes motion reversal). An antilinear operator transforms a linear combination of two states such that

Â(c1|ψ1〉 + c2|ψ2〉) = c∗1Â|ψ1〉 + c∗2Â|ψ2〉, (A.47)

for any states |ψ1〉, |ψ2〉 and complex numbers c1, c2. The product of two antilinear operators Â2 and Â1, where
(Â2Â1)|ψ〉 = Â2(Â1|ψ〉) for any state |ψ〉, is a linear operator, since the second operation of complex conjugation
undoes the first. An operator Â is antiunitary, if it is antilinear, if its inverse Â−1 exists, and it satisfies

|| Â|ψ〉 || = ||ψ ||, (A.48)

for all |ψ〉. This definition of an antiunitary operator implies that if |φ1〉 = Â|ψ1〉 and |φ2〉 = Â|ψ2〉, then 〈φ1|φ2〉 =

〈ψ1|ψ2〉
∗. We shall see in Sec. 2.9.3 that the time reversal operator T̂ is antiunitary. Any antiunitary operator Â can be

written as the product of a unitary operator Û and the complex conjugation operator K̂, Â = ÛK̂. A word of caution is
in order: Dirac notation is perhaps ideal for linear operators, but it can be a bit confusing for antilinear operators (as we
shall see in Sec. 2.9.3).

Problem A.10

Prove that for an antilinear operator Â, Eq. (A.48) implies that 〈Âψ1|Âψ2〉 = 〈ψ1|ψ2〉
∗.

Hint: The proof is sketched out in Sec. 2.9.3, see Eq. (2.175) and the surrounding text. Using this equation, fill in
the details of the proof.
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BSome Ordinary Differential Equations

In this appendix, we discuss some ordinary differential equations (ODEs) whose solutions are required in the various
chapters of this book. This is not a tutorial on methods to solve differential equations; we would not be able to do justice
to the subject of ODEs in a short appendix. Readers interested in the latter are referred to Refs. [283–286].

Quantum mechanics is linear, therefore most of the ODEs we shall encounter are linear ODEs. A linear differential
operator L of order n which operates on a function y(x) takes the form

L =
n∑

j=0

pj(x)

(
d

dx

)j

, (B.1)

where the pj(x) are functions of x, and the highest function, pn, must be nonzero.
Homogeneous ODEs take the form Ly(x) = 0, and inhomogeneous ODEs, sometimes called driven ODEs, take the

form Ly(x) = f (x) with nonvanishing f (x). The general solution to an inhomogeneous ODE takes the form of the sum
of a particular solution yp(x) to the driven equation, Ly(x) = f (x), and a solution yh(x) to the homogeneous ODE, i.e.,
y(x) = yp(x)+ yh(x).

A first-order ODE has the highest order n = 1, e.g.,(
(2x2
+ 3)

d

dx
+ (4x− 1)

)
y(x) = 0.

A second-order ODE has highest order n = 2, e.g., d2y
dx2 −xy = e−x2

, which is an inhomogeneous differential equation, or,

−
d2ψ

dx2 +
2m
h̄2 (V(x)− E) ψ = 0, which is homogeneous. An example of a nonlinear differential equation is dy

dx + y2
= 0.

Initial conditions (or boundary conditions) are necessary to completely specify the solution to differential equations.
First-order ODEs require that an initial condition be imposed on the solution of the form y(x = x0) = y0, where x0 and y0

are constants. Second-order ODEs require initial conditions of the form {y(x = x0) = y0, y′(x = x0) = y′0} to completely
specify the solution, or the value of the dependent variable y can be specified at two x points. Higher order ODEs require
additional initial conditions to fully specify the solution.

ODEs with constant coefficients take the form

n∑
j=0

Aj

(
d

dx

)j

y(x)= f (x), (B.2)

where the Aj are constants. The solution of the homogeneous version of such ODEs is given by y(x) = ezx, where z

satisfies the nth degree polynomial equation
n∑

j=0
Ajzj
= 0.

Below we discuss some specific differential equations and their solutions that are encountered in our study of quantum
mechanics.

The decay of the time-dependent quantity y(t) with decay rate α is described mathematically by the differential
equation,

dy

dt
= −αy. (B.3)

The general solution to this equation is [see Eq. (7.131)]

y(t) = y0 e−αt. (B.4)

905
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If the initial condition at time t = 0 is y(0), then the coefficient y0 is such that y0 = y(0). Exponential growth is obtained
in the differential equation,

dy

dt
= αy, (B.5)

whose general solution is y(t) = y0 eαt.
The second-order differential equation

d2y

dx2
= −k2y, (B.6)

is sometimes called the Helmholtz equation, or the spatial wave equation (see Sec. 1.3.10). It has solutions of the form

y(x) = a sin(kx)+ b cos(kx). (B.7)

The two constants a and b can be determined if boundary conditions for y(x) are given for two points x = x1 and x = x2

or if boundary conditions on y(x) and dy/dx are given at a point x = a. To contrast Eq. (B.6), the ODE,

d2y

dx2
= K2y, (B.8)

has a general solution that is a linear combination of exponentially increasing and decreasing functions,

y(x) = a eKx
+ b e−Kx. (B.9)

This differential equation describes tunneling through a constant height potential barrier.
For tunneling through a linearly varying potential, the Schrödinger equation can be reduced to the form:

d2y

dz2
= zy. (B.10)

The solutions to this ODE are called Airy functions, after the astronomer George Biddell Airy. The two linearly indepen-
dent Airy functions are denoted by Ai(z) and Bi(z), and the general solution is,

y(z) = a Ai(z)+ b Bi(z). (B.11)

The asymptotic expansions of the Airy functions is given by [27],

Ai(z) −−−→
z→∞

1

2π1/2z1/4
exp(−ζ ), (B.12)

Ai(−z) −−−→
z→∞

1

π1/2z1/4
sin(ζ + π/4), (B.13)

Bi(z) −−−→
z→∞

1

π1/2z1/4
exp(ζ ), (B.14)

Bi(−z) −−−→
z→∞

1

π1/2z1/4
cos(ζ + π/4), (B.15)

where ζ = 2
3 z3/2. The regular and irregular Airy functions, Ai and Bi, are plotted in Fig. 1.24. The integral representation

of the Airy function can be obtained by considering its Fourier transform:

Ai(z) =

∞∫
−∞

dξ e
i
(

1
3 ξ

3
+zξ

)
, (B.16a)

Bi(z) =

∞∫
0

dξ

[
e

i
(
−

1
3 ξ

3
+zξ

)
+ sin

(
1

3
ξ3
+ zξ

)]
, (B.16b)
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The following ODE arises in the quantum solution of the harmonic oscillator (see Sec. 1.3.15):(
−

1

2

d2

dy2
ψ(y)+

1

2
y2
)
ψ(y) = Eψ(y). (B.17)

The solutions to this ODE which vanish as y→±∞ are given by

ψn(y) = Hn(y) exp

(
−

y2

2

)
, (B.18)

when E = (n + 1/2). The functions Hn(y) are called Hermite polynomials and are given by the generating function
(1.127). A normalization constant is necessary to normalize these solutions to unity. The lowest six harmonic oscillator
wave functions are shown in Fig. 1.26.

ODEs can often be solved by assuming a series solution y(x) =
∑

n anxn, and plugging this expression into the ODE
to obtain a recursion formula for the an term, and then writing the series expansion in terms of the an. The Frobenius
method uses a generalized expansion of the form y(x) = xr ∑

n anxn. After substitution, equating the a0 term in the ODE
to 0 will produce the so-called indicial equation, which gives the allowed values of r in the series expansion. For example,
substituting the generalized expansion into the Bessel differential equation,

x2y′′ + xy′ + (x2
− l2)y = 0, (B.19)

yields

∞∑
n=0

[(r + n)(r + n− 1)+ (r + n)− l2]anxr+n
+

∞∑
n=2

an−2xr+n
= 0. (B.20)

The a0 term is [r(r − 1)+ r − l2]a0 = 0, so r = ±l. Ignoring the r = −l case and taking r = l, for example, gives, after
some algebra, the series solution that yields the Bessel function of the first kind, y(x) = Jl(x) (see Fig. B.1). The Bessel
differential equation is often written as [

d2

dz2
+

1

z

d

dz
−

l2

z2
+ 1

]
Jl(z) = 0. (B.21)

The Bessel functions of the first kind, Jl(z), are regular at the origin. The lowest order Bessel functions, Jl(z), are plotted
in Fig. B.1(a) for l = 0, 1, 2, 3, 4. The limiting forms of the Bessel functions for small argument, z → 0, are Jl(z) ∼
(z/2)l/0(l+ 1), where 0 is the gamma function. At large z, Jl(z) ∼

√
2/(πz) cos(z− lπ/2−π/4) = −

√
2/(πz) sin(z−

(l−1/2)π/2). Bessel functions of noninteger order, l→ ν 6= integer, are also commonly encountered. Bessel functions of

FIG B.1 Bessel functions, (a) Jl(z),
for l = 0, 1, 2, 3, 4, (b)
Nl(z), for l = 0, 1, 2, 3.
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the second kind, Nν(z) (often given the symbol Yν(z) in the mathematics literature), sometimes called Neumann functions,

also satisfy the Bessel equation,
[

d2

dz2 +
1
z

d
dz −

ν2

z2 + 1
]

Nν(z) = 0, as do Bessel functions of the third kind (see below).

They have a singularity at the origin, as shown in Fig. B.1(b). The Hankel functions (often called Bessel functions of the
third kind)

H(1)
l = Jl + iNl, H(2)

l = Jl − iNl, (B.22)

are also commonly defined and satisfy Eq. (B.21); their aysmptotic forms are

H(1)
l (z) −−−→

z→∞

√
2

πz
ei(z−lπ/2−π/4), H(2)

l (z) −−−→
z→∞

√
2

πz
e−i(z−lπ/2−π/4). (B.23)

The Bessel functions of integer order are the asymptotic solutions to two-dimensional scattering problems [see
Eq. (12.727)].

The radial part of the plane wave in spherical coordinates, Rl(r) = ψ(r)/r, is such that ψ(r) satisfies the ODE

d2ψ

dr2
=
`(`+ 1)

r2
ψ − k2ψ . (B.24)

Defining the new variable z ≡ kr and writing the ODE in terms of this variable, Eq. (B.24) becomes

d2ψ(z)

dz2
=
`(`+ 1)

z2
ψ(z)− ψ(z). (B.25)

The solutions to this equation are called the Riccati–Bessel functions, ĵl(z) = zjl(z) and n̂l(z) = znl(z), which are given in
terms of the spherical-Bessel functions jl(z) and nl(z) [27]. Since the spherical-Bessel functions can be written in terms
of the Bessel functions Jl(z) and Nl(z),

jl(z) =

√
π

2z
Jl+1/2(z), nl(z) =

√
π

2z
Nl+1/2(z), (B.26)

we find that

ĵl(z) = zjl(z) =

√
πz

2
Jl+1/2(z), n̂l(z) = znl(z) =

√
πz

2
Nl+1/2(z). (B.27)

Note that in the literature, sometimes the Neumann functions nl and Nl are denoted by yl and Yl, respectively. The power
series expansion of the spherical-Bessel functions near the origin is

jl(z) =
zl

(2l+ 1)!!

(
1−

z2/2

1!(2l+ 3)
+

(z2/2)2

2!(2l+ 3)(2l+ 5)
− . . .

)
, (B.28a)

nl(z) = −
(2l− 1)!!

zl+1

(
1−

z2/2

1!(1− 2l)
+

(z2/2)2

2!(1− 2l)(3− 2l)
− . . .

)
. (B.28b)

The asymptotic form of these functions as z→∞ are

jl(z) −−−→
z→∞

sin(z− lπ/2)

z
, (B.29a)

nl(z) −−−→
z→∞

−
cos(z− lπ/2)

z
. (B.29b)
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Rayleigh’s formulas for the spherical-Bessel functions are jl(z) = zn
(
−

1
z

d
dz

)n
sin z

z and nl(z) = −zn
(
−

1
z

d
dz

)n
cos z

z . The

general solution to Eq. (B.24) is given by a linear combination of the regular and irregular Riccati–Bessel functions:

ψ(r) = a ĵl(kr)+ b n̂l(kr). (B.30)

The lowest order Riccati–Bessel functions are: ĵ0(z) = sin z, ĵ1(z) = z−1 sin z−cos z, ĵ2(z) = (3z−2
−1) sin z−3z−1 cos z,

and n̂0(z) = −cos z, n̂1(z) = −sin z− z−1 cos z, n̂2(z) = −3z−1 sin z− (3z−2
− 1) cos z. Figure 3.3 shows the regular and

irregular Riccati–Bessel functions, ĵl(z) and n̂l(z), plotted versus z for l = 0, 1, 2. Rayleigh’s formulas for the Riccati–
Bessel functions are

ĵl(z) = zn+1
(
−

1

z

d

dz

)n sin z

z
, (B.31a)

n̂l(z) = −zn+1
(
−

1

z

d

dz

)n cos z

z
. (B.31b)

One can define the so-called spherical-Bessel functions of the third kind (jl(z) is the first kind, nl(z) is the second kind)
as follows:

h(+)l (z) = jl(z)+ inl(z), (B.32a)

h(−)l (z) = jl(z)− inl(z). (B.32b)

The asymptotic form of these functions is clear from (B.29a–B.29b). The Riccati–Bessel functions ĥ(+)l (z) ≡ zh(+)l (z)

and ĥ(−)l (z) ≡ zh(−)l (z) are also often referred to. Clearly, ĥ(+)l (z) −−−→
z→∞

−i ei(z−lπ/2) and ĥ(−)l (z) −−−→
z→∞

i e−i(z−lπ/2).

The differential equation (
z(1− z)

d2

dz2
+ [c− (a+ b+ 1)z]

d

dz
− ab

)
f (z) = 0 (B.33)

has a particular solution known as the hypergeometric function

f (z) = F(a, b, c; z). (B.34)

This function is also sometimes denoted as 2F1(a, b, c; z); it has the power series

2F1(a, b, c; z) = 1+
ab

1!c
z+

a(a+ 1)b(b+ 1)

2!c(c+ 1)
+ · · · =

∞∑
n=0

(a)n(b)n
n!(c)n

zn, (B.35)

where (a)n = a(a + 1) . . . (a + n). There are many special cases of the coefficients a, b, c that yield other well-known
special functions (e.g., Chebyshev, Legendre, Gegenbauer, and Jacobi polynomials). Hypergeometric functions can be
generalized to generalized hypergeometric functions, nFm(a1, . . . , an, b1, . . . , bm; z). A special case is the function of the
form, 1F1(a, b; z), called a confluent hypergeometric function of the first kind, which satisfies the differential equation[

z
d2

dz2
+ (b− z)

d

dz
− a

]
f (z) = 0. (B.36)

The associated Legendre polynomials [27], Pm
l (z), are special functions that satisfy the differential equation

d

dz

[(
1− z2

) dPm
l (z)

dz

]
+

[
l(l+ 1)−

m2(
1− z2

)]Pm
l (z) = 0. (B.37)
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Here, l = 0, 1, 2, . . . , and l ≥ |m|. For m = 0, Pm
l (z) ≡ Pl(z), where Pl is called the Legendre polynomial of order l; the

lowest few Legendre polynomials are

P0 (z) = 1, P1 (z) = z, P2 (z) =
1

2
(3z2
− 1).

The generating function for the Legendre polynomials is

g(z, t) ≡ (1− 2zt + t2)−1/2
=

∞∑
l=0

Pl(z)t
l, (B.38)

the Rodrigues formula, which allows for the calculation of the Legendre polynomials via differentiation, is given by

Pl(z) =
1

2ll!

(
d

dz

)l

(z2
− 1)l, (B.39)

and the recurrence relation, which can be used to obtain higher order Legendre polynomials from lower ones, is given by

Pl+1(z) =
1

l+ 1
[(2l+ 1)z Pl(z)− l Pl−1(z)] . (B.40)

The associated Legendre polynomials with m > 0 can be generated from the Legendre polynomials as follows:

Pm
l (z) = (1− z2)|m|/2

(
d

dz

)|m|
Pl(z) for m > 0. (B.41)

Substituting Eq. (B.41) into the LSH of Eq. (B.38) yields the Rodrigues formula for Pm
l for all m, −l ≤ m ≤ l:

Pm
l (z) =

1

2ll!
(1− z2)m/2

(
d

dz

)l+m

(z2
− 1)l. (B.42)

The Legendre polynomials take the following values at z = ±1:

Pl(1) = 1, Pl(−1) = (−1)l, Pm
l (1) = Pm

l (−1) = 0 if m 6= 0. (B.43)

Recurrence relations and the generating function for the Pm
l can be developed using Eq. (B.42). The associated Legendre

polynomials obey the orthogonality relations,

1∫
−1

dz Pm
l′ (z)P

m
l (z) =

(l+ m)!

(l− m)!

2

2l+ 1
δl,l′ . (B.44)

The spherical harmonics are obtained in terms of the associated Legendre polynomials as follows:

Ylm(θ ,φ) = (−1)m+|m|
[
(2l+ 1)

4π

(l− m)!

(l+ m)!

]1/2

Pm
l (cos θ)eimφ . (B.45)

It is easy to verify by direct substitution that the spherical harmonics satisfy the differential equations,

−ih̄
∂

∂φ
Ylm(θ ,φ) = h̄m Ylm(θ ,φ), (B.46)

−h̄2
[

1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

sin2 θ

∂2

∂φ2

]
Ylm(θ ,φ) = h̄2l(l+ 1)Ylm(θ ,φ). (B.47)
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There are a number of methods used to find solutions for ODEs. Linear ODEs with constant coefficients are easily
solved analytically by algebraic methods. Series solutions are rather easy to obtain (see, e.g., the series solution to the
radial Schrödinger equation in Sec. 3.2.6), Green’s function methods are a powerful tool for inhomogeneous ODEs, and
Fourier and Laplace methods are also very important tools. The references provided at the beginning of this appendix
should be consulted to learn more about these methods.
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ESymmetry and Group Theory

Symmetry is all around us, from the shapes of butterflies to the form of snow crystals. Symmetries are often expressed and
quantified by group theory. Furthermore, group theory allows simplification of physical problems possessing symmetry,
e.g., the hydrogen atom, the benzene molecule, and the properties of electrons in crystals. It makes the symmetry proper-
ties of systems easier to recognize and understand, and identifies conserved quantities and invariances. Here, we present
the rudiments of group theory with an eye to use in quantum problems. Textbooks on group theory and its application to
the physical sciences include Refs. [99, 100, 124, 290, 291].

E.1 GROUP THEORY AXIOMS

A group is defined as a set of elements, G, and a binary operator (sometimes called the group multiplication operator)
• that maps G × G → G, with the following properties. Let {Oi} be a set of elements of group G. The following four
conditions must be satisfied:

1. For any Oi, Oj ∈ G, Oi • Oj = Ok ∈ G (Group Property).
2. Oi • (Oj • Ok) = (Oi • Oj) • Ok (Associativity).
3. There exists an element I ∈ G called the unit element or identity, such that for any element Oi ∈ G, I•Oi = Oi•I = Oi.

The unit element is sometimes denoted by e.
4. There exists an element, O−1

i ∈ G for every Oi ∈ G, such that O−1
i • Oi = Oi • O−1

i = I. This element is called the
inverse of Oi.

The inverse of the product of two group elements Oi • Oj is (Oi • Oj)
−1
= O−1

j • O−1
i . Similarly, for the product of

any number of group elements, e.g., (Oi •Oj •Ok)
−1 is O−1

i •O−1
j •O−1

k , as can readily be shown using the associative
law.

The order of a group is the number of elements in the group.

E.2 GROUP MULTIPLICATION TABLES

Let us consider the group named D2h which contains four elements, which we shall call I, 2x, 2y, and 2z. The order of
the group D2h, i.e., the number of elements in the group, is 4. The group multiplication table specifies how to “multiply”
elements of the group. A group multiplication table lists the group elements in the first row and the first column of the
table. The remaining entries of the table are obtained by multiplying the element in the first row with the element in the
first column, so the ij element of the table corresponds to the product Oi • Oj. The table completely specifies the group
elements and the group multiplication operator of the group. See Table E.1 for the multiplication table of group D2h

and Table 11.1 for group C2v (the names used for the point groups is explained below). In these two cases, the groups
are abelian, meaning that the order of multiplication of the group elements is irrelevant (see below). However, for the
nonabelian groups, the order does matter. For example, Table E.2 shows a group multiplication table for a nonabelian
group isomorphic to C3v.1 In this table, we arbitrarily use the convention for multiplication: [(row) (column) = product],
e.g., AB = D.

1 An isomorphism is a map that preserves sets and relations among elements.

933
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Table E.1 Group multiplication table for
the group D2h.

D2h I 2x 2y 2z

I I 2x 2y 2z

2x 2x I 2z 2y

2y 2y 2z I 2x

2z 2z 2y 2x I

Table E.2 Group multiplication table for
a group isomorphic to C3v.

C3v E A B C D F

E E A B C D F

A A E D F B C

B B F E D C A

C C D F E A B

D D C A B F E

F F B C A E D

E.3 EXAMPLES OF GROUPS

Abelian Groups are groups whose group multiplication operator is commutative, i.e., Oi •Oj = Oj •Oi. This is not typical
groups; e.g., the elements of the symmetry group (i.e., a group based upon the symmetry of an object) of rotations in 3D
do not commute.

Cyclic groups are groups wherein all elements can be generated from powers of a single generating element. For
example, a rotation by 2π/n generates the group Cn. An example is the group C6, which has the group elements C6, C2

6,

C3
6, C4

6, C5
6, C6

6 = I. The group multiplication operator has the following properties: Cn
6 •Cm

6 = C(m+n)mod6
6 . For example,

C2
6 • C3

6 = C5
6, C2

6 • C5
6 = C1

6, etc.
Symmetry groups can be finite or continuous. Finite symmetry groups (groups whose order is finite) include (a) point

groups (groups leaving a point fixed), which contain group elements of finite rotations, reflections, and inversion; (b)
lattice groups, which contain translations by finite specific lattice vectors (c) space groups that combines elements of
point groups and space groups; and (d) the permutation group of n objects, Sn. The permutation groups are discussed
in Sec. 8.1. Continuous symmetry groups (groups whose elements can be characterized by a continuous parameter or
parameters) include the rotation groups [rotations in 2D, rotations in 3D that can be thought of as rotations about any 3D
unit vector by an arbitrarily angle (see Sec. 3.3)], the group of translations, the unitary groups, the general linear groups,
and the symplectic groups (see Sec. 13.4.2).

Many groups are relevant for quantum mechanics, including:

1. O(n)— the group of all orthogonal matrices of size n× n. SO(n) is group of orthogonal n× n matrices with determi-
nant equal +1. For example, the group O(3) is the group of all orthogonal 3× 3 matrices. The group SO(3), where
S stands for special, is the group of all proper rotations,2 for which the determinant of the matrices representing the
group elements is unity.

2. U(n) — the group of all unitary n× n matrices. SU(n) is the group of all unitary n× n matrices with determinant
equal to unity (again special means det U= 1). For example, SU(2) is the special unitary group of 2× 2 unitary
matrices with determinant equal to unity. Rotations of spins are carried out mathematically using matrices that belong
to SU(2).

3. GL(n, C) and GL(n, R) — the general linear group of n-dimensional matrices (complex and real). SL(n, C) and
SL(n, R) are the special general linear group of n-dimensional complex and real matrices, respectively (see Sec. 13.4.2).

4. Sn — the group of permutations of n objects.
5. Point groups in 2D and 3D (see below).

2 An improper rotation is a linear combination of a (proper) rotation and a reflection in a plane perpendicular to the axis of rotation.
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6. Space groups (see below).
7. Lorentz group — the group of linear space-time preserving transformations of (t, x, y, z) which leave t2− x2

− y2
− z2

invariant.

E.3.1 POINT GROUPS

A point group is a group of geometric symmetries that leaves a point fixed, i.e., the term ‘point group’ indicates symmetry
elements that leave at least one point fixed upon applying any of the group elements. Different collections of symmetry
operations are organized into different groups. There are an infinite number of discrete point groups in each number of
dimensions (e.g., 1, 2, 3, . . . ), but only a finite number (32) of point groups are possible for crystals in 3D; these are called
the crystallographic point groups. Point groups can be used to classify molecules in terms of their internal symmetry.
Molecules can be subjected to symmetry operations that result in indistinguishable configurations.

Eight symmetry elements can belong the to crystallographic point groups:
E (identity element),
C2 (rotation diad),
C3 (rotation triad),
C4 (rotation tetrad),
C6 (rotation hexad),
i (inversion),
σv (reflection in a plane passing through an axis of symmetry), and
σh (reflection in a plane perpendicular to an axis of symmetry).
The crystallographic restriction theorem proves that only the 32 groups listed below, with n = 1, 2, 3, 4, and 6,
are compatible with translational symmetry. Point groups can be categorized according to Schoenflies notation or
International notation (sometimes called Hermann-Mauguin notation). In Schoenflies notation, the point groups are
as follows:
C1 — contains only the identity element. Example molecule: CHBrClF.
Cs — contains only a reflection plane (and identity). Example molecule: CH2BrCl
Ci — contains only a center of symmetry. Example molecule: 1,2-difluoro-1,2-dichloroethane.
Cn — contains only a Cn center of symmetry. An example molecule of C2 is hydrogen peroxide, H2O2.
Cnv — contains only n-fold axis and n vertical (or dihedral) mirror planes. An example of a C2v molecule is water;
and example of a C3v molecule is ammonia.
Cnh — contains only an n-fold axis, a horizontal mirror plane, a center of symmetry or an improper axis (σhCn).
Example: B(OH)3 belongs to C3h.
S2n — contains only a S2n rotation–reflection axis. Example: 1,3,5,7-tetramethylcyclooctatetraene belongs to S4.
Dn — contains only a Cn and C2 perpendicular to it. See the web pages below for examples for this and other groups.
Dnd: — contains a Cn, n perpendicular C2 and n dihedral mirror planes colinear with the principal axis.
Dnh — contains a Cn and a horizontal mirror plane perpendicular to Cn. An example of D6h is the benzene molecule.
T , Td, Th — the tetrahedral groups. A tetrahedron has symmetry T .
O, Oh — the octahedral groups. A cube has the symmetry Oh.
I, Ih — the icosahedral groups (sometimes denoted Y , Yh). These groups do not occur as symmetry groups for
molecules in nature.

For molecules, other values of n, such as n = 5 and n = 7 are possible. For a discussion of the point groups and their
properties, see Chapter 12 of Landau and Lifshitz, Quantum Mechanics [2], and Refs [124, 290]. For a web-based list of
point groups, see
http://mathworld.wolfram.com/CrystallographicPointGroups.html
http://mathworld.wolfram.com/CharacterTable.html.
Examples of molecules having the symmetry of the point groups are beautifully illustrated on the web page
http://www.staff.ncl.ac.uk/j.p.goss/symmetry/Molecules pov.html. It is recommended that you have a

http://mathworld.wolfram.com/CrystallographicPointGroups.html
http://mathworld.wolfram.com/CharacterTable.html
http://www.staff.ncl.ac.uk/j.p.goss/symmetry/Molecules_pov.html
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look at this site. The site has links to many other group theoretical topics. The home directory of this site is
http://www.staff.ncl.ac.uk/j.p.goss/symmetry/index.html
Another lovely site on point group symmetry is
http://symmetry.otterbein.edu/index.html.

E.3.2 SPACE GROUPS

To classify crystals, we also need to consider translational symmetry. An infinite crystal containing atoms or molecules
has translational symmetry elements that can be combined into 230 combinations of elements called space groups. The set
of all equivalent lattice points in the crystal (i.e., the lattice points that can be brought into coincidence by the translational
symmetry operations of the crystal) is called a Bravais lattice. A Bravais lattice in 3D (see Sec. 9.3.1) is the set of all
points Rn1n2n3 ∈ R3 that can be written as Rn1,n2,n3 = n1a1 + n2a2 + n3a3, where ai are three independent primitive
vectors and ni are integers.

A grouping of several classes of space groups is called a crystal system. There are seven crystal systems: Cubic Hexa-
gonal, Trigonal (Rhombohedral), Tetragonal, Orthorhombic, Monoclinic, and Triclinic. There are 14 types of crystal
space lattices based on the seven simple geometric groupings of the lattice points within the crystal. Section 9.3.1 dis-
cusses many aspects of space groups.

E.3.3 CONTINUOUS GROUPS

Sophus Lie was the first to study the continuous transformation groups, which is now called Lie groups. A circle has
a continuous group of symmetries; one can rotate a circle an arbitrarily small angle and it looks the same. This is in
contrast to the hexagon, where only rotations that are multiples of one-sixth of a full turn are symmetries. The group of
rotations about a given axis is an example of a continuous group that can be parameterized by one parameter, the angle
θ by which an object is turned about the given axis. Generally, Lie groups have a more complicated group structure.
Examples include the group of orthogonal n× n matrices, O(n), the group of unitary n× n matrices, U(n), or the general
linear group GL(n) of invertible n× n matrices. It is clear that O(n) is a group because the product of two orthogonal
matrices is orthogonal, and the other group requirements (an inverse for all elements, a unit element, etc.) are satisfied.
Similarly, it is clear that the product of two unitary matrices is unitary. As we have already noted, if the n× n orthogonal
matrices have determinant +1, and the group is called SO(n). If the n× n unitary matrices are unimodular, the group is
called SU(n).

E.4 SOME PROPERTIES OF GROUPS

If there exists a subset of elements, H, of a group G, such that the subset itself forms a group, then the group H is called
a subgroup of the group G. The group consisting of the identity element I itself and the whole group itself are called
improper subgroups. All other subgroups are “proper” subgroups.

The order h of any subgroup H must be a divisor of the order g of the main group G, i.e., g/h is a positive integer.
Two elements A and B of a group are said to be conjugate elements if A = PBP−1 where P is also some element of

the group. If A is conjugate to B, and B to C, then A is conjugate to C, since if B = P−1AP, C = Q−1BQ, it follows
that C = (PQ)−1A(PQ). Hence, we can speak of sets of conjugate elements of a group. Such a set is called a class of
conjugate elements or simply class.

Each class is completely determined by any one element A of the class, since, given A, we obtain the whole class by
forming the products HAH−1, where H is successively every element of the group (of course, this may give each element
of the class several times). Thus, we can divide the whole group into classes; each element of the group can clearly appear
in only one class. The unit element of the group is a class by itself, since for every element of the group, AIA−1

= I. If a
group is abelian, each of its elements is a class by itself.

Let us consider a group A with n elements A, A′, A′′, . . ., and a group B with m elements B, B′, B′′, . . .. We can obtain
a new group, called the direct product of the groups A and B, denoted by A × B, that is of order nm, as follows. We
multiply every element of groupA by every element of group B, to obtain a set of nm elements which forms a group. For

http://www.staff.ncl.ac.uk/j.p.goss/symmetry/index.html
http://symmetry.otterbein.edu/index.html


To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 23-appe-933-942-9780444537867 2012/12/4 19:17 Page 937 #5

E.5 Group Representations 937

any two elements of this set, we have AB • A′B′ = AA′ • BB′ = A′′B′′, i.e. another element of the set of elements of the
direct product group. This is similar to the outer product of vector spaces (see Sec. A.2.1).

All the elements of a group can be divided into complexes called cosets of the group. There are left cosets
and right cosets. The right coset of a subgroup H of a group G is the set of elements formed by taking combina-
tions of the subgroup with the remaining elements, writing the latter on the right. For a subgroup, H, of order h:
HOk ≡ {H1Ok, H2Ok, . . . , HhOk} for all Ok /∈ H. Every element is either in the subgroup or one of its cosets. No
element is in both subgroup and its cosets. Another way of saying this is that every element of G belongs to one and only
one coset. H itself is the only coset that is a subgroup. We have HOk = H if and only if Ok is an element of H. Since H
is a subgroup, it must contain the identity, i.e, the identity is only in one coset. The order of a subgroup of a finite group
is always a divisor of the order of the whole group, i.e., the order h of any subgroup H must be a divisor of the order g of
the main group G, hence g/h is a positive integer. This result is called Lagrange’s theorem.

E.5 GROUP REPRESENTATIONS

One of the most useful topics in group theory for quantum mechanics applications is the topic of group representations.
A representation of a group G is a group action of G on a vector space V by invertible linear maps, i.e., group elements are
represented by square non-singular matrices that operate on vectors in a vector space. The group multiplication operation
is then represented by matrix multiplication, so if A and B are two group elements, the element C = A•B is represented by
the matrix Cki = AklBli, where Einstein summation notation is intended and where Akl and Bli are matrices that represent
the group elements A and B. The dimension of the representation is the dimension of the vector space that the matrices of
the representation operate on. If the representation is n dimensional, the matrices are n× n matrices.

For example, consider the group SO(3) of rotations in 3D. The generators of rotations are the angular momentum
operators L. The group elements of SO(3) are given by R = e−iϕ · L/h̄ [see Eq. (3.114)]. The rotation operators (in
Sec. 3.3.1 we specify the rotations in terms of Euler angles α, β, γ and the rotation operators are denoted Rαβγ ) form
a group called SO(3). We can apply the group elements to coordinate vectors r. A group element R transforms r →
r′=R r, and this transformation is represented by the 3×3 matrix, Rij, i.e., the three-dimensional representation of the
group SO(3) is composed of 3×3 orthogonal matrices. Rotation about the z-axis by an angle ϕ is given by the 3×3
rotation matrix, Rz(ϕ): x′

y′

z′

 = Rz(ϕ)

x
y
z

 =
 cosϕ sinϕ 0
− sinϕ cosϕ 0

0 0 1

x
y
z

, (E.1)

Similarly, rotation about the x-axis by an angle θ is given by the 3×3 rotation matrix Rx(θ),x′

y′

z′

 = Rx(θ)

x
y
z

 =
1 0 0

0 cos θ sin θ
0 − sin θ cos θ

x
y
z

, (E.2)

The matrices representing the group elements have the multiplication properties specified by the group, and the prod-
uct matrix represents a group element, e.g., Rx(π)Rz(π) = Ry(π). These 3×3 matrices form a three-dimensional
representation of the group SO(3).

If reflections and inversion are added to the group SO(3), the group is denoted by the symbol O(3). The 3×3 matrices
representing the group elements are orthogonal and have determinant +1 or −1. If reflections and inversion are not
included, then the matrices of the group have determinant +1, and the group is denoted SO(3).

Problem E.1

For the group O(3), construct the 3× 3 matrices representing (a) inversion i (r→−r), (b) reflection in the x-z
plane, σxz, and (c) reflection in the y-z plane, σyz.
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Answers:

i =

−1 0 0
0 −1 0
0 0 −1

, σxz =

1 0 0
0 −1 0
0 0 1

 , σyz =

−1 0 0
0 1 0
0 0 1


The rotation group SO(3) has higher dimensional representations. Irreducible representations (see below) of dimension
(2j + 1) are the matrices D(j)m′,m, discussed in Sec. 3.3.2, where the basis of the representation for integer j are the 2j + 1
spherical harmonics {Yjm}, m= − j, . . . , j.

E.5.1 IRREDUCIBLE REPRESENTATIONS

Suppose that all the matrices A representing the group elements of a group G are transformed into matrices A′ by applying
a linear transformation matrix R, and we find that the matrices A′ are block-factored matrices. For example, if

A′ = R−1AR =

A′1 0 0
0 A′2 0
0 0 A′3

, (E.3)

for all matrices A of the group, then these matrices form a reducible representation of G. The dimensions of the matrices
A′1, A′2, A′3 are in general not equal (and are distinct for all matrices A) but their sum equals the dimension of the matrices
A for all A ∈ G. If the matrices A cannot be reduced to block-diagonal form, the representation is called irreducible.

For finite groups, every representation is equivalent to a unitary representation, i.e., the matrices A′1, A′2, etc., can be
made to be unitary.

Let us consider a group representation of dimension f where the f -dimensional matrices operate on a set of functions
which is spanned by basis functions {ψk}, k = 1, . . . , f . For example, the vectors x̂, ŷ, ẑ form a basis for the 3-dimensional
representation of O(3) [see the beginning of Sec. E.5]. If, as a result of a suitable linear transformation R, ψ ′k = Rψk,
it is possible to divide the basis functions of the representation into sets of f1, f2, . . . functions, with f1 + f2 + . . . = f ,
such that, when any element of the group acts on them, the functions in each set are transformed only into combinations
of themselves (and do not involve functions from other sets), this f dimensional representation is said to be reducible.
A representation of a group G onto a vector space V is irreducible if it cannot be broken up into smaller representation
spaces.

Problem E.2

Prove that if V is a vector space of dimension larger than unity, then, if there exists a vector v ∈ V such that
8(A)v = v for all elements A of a finite group G, the matrices 8(A) form a reducible representation of G.

Answer: Without loss of generality, we can take v = (1, 0, . . . , 0)†. Then the matrices 8(A) have the form

8(A) =


1 A12 . . . A1n

0 A22 . . . A2n

0
. . .

0 An2 . . . Ann

.

Since the representations of a finite group are unitary, A12 = . . . = A1n = 0. Hence, 8(A) are block diagonal and the
representation is reducible.

Any reducible representation can be decomposed into irreducible ones. Thus, by the appropriate linear transformation,
the base functions divide into several sets, of which each is transformed by some irreducible representation when the
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elements of the group act on it. For example, the 2L + 1 spherical harmonic functions YL,M , M = −L, . . . , L, are
transformed into linear combinations of one another when the coordinate system is rotated. Hence, the spherical harmonic
functions {YL,M} for a given L is an irreducible representation. The set of hydrogenic wave functions corresponding to
a given principle quantum number n divide up into several sets, each of which is an irreducible representation of the
rotation group. As another example, consider identical particles of spin 1/2 (or more generally, any spin). The Young
tableau encountered in Sec. 8.1.2 specifies how to obtain the irreducible representations of the permutation group (see
Sec. 8.1 for a discussion of this group). Any reducible representation can be decomposed into irreducible ones. Hence,
by the appropriate linear transformation, the base functions divide into several sets, each of which is transformed by
some irreducible representation when the elements of the group act on it. Perhaps several different sets transform by the
same irreducible representation. If this occurs, this irreducible representation is said to be contained so many times in the
reducible one.

Irreducible representations play a crucial role in all quantum mechanical applications of group theory. The following
theorems regarding irreducible representations are called Schur’s lemmas.

LEMMA 1. Let {8(A)} and {9(A)} denote two irreducible representations of a group G of dimension n and m with
n 6= m, and let B be a rectangular matrix of dimension n×m. If 8(A)B = B9(A) for all A ∈ G, then B = 0.

LEMMA I′ . If {8(A)} and {9(A)} are irreducible representations of the group G having the same dimension, and if
8(A)B = B9(A) for all A ∈ G, then either 8(A) and 9(A) are equivalent (there exists a unitary matrix U such that
U8(A)U†

= 9(A) ∀ A ∈ G), or B = 0.

LEMMA II. Let {8(A)} be an irreducible representation of a group G. If 8(A)B = B8(A) for all A ∈ G, then
B = constant 1, i.e., a nonzero matrix that commutes with all the matrices of an irreducible representation of a group
G is proportional to the unit matrix.

E.5.2 GROUP ORTHOGONALITY THEOREM

The properties of group representations that are important in dealing with matrix elements can be derived from the group
orthogonality theorem concerning the elements of the matrices, which constitute the irreducible representations of a
group. We introduce this theorem here.

The matrices of irreducible representations satisfy several orthogonality relations. Let us denote the matrix of
irreducible representation α for group element A belonging to group G by A(α)ij (rather than 8(A)ij as we did in
Schur’s lemmas). The matrices of two different irreducible representations α and β satisfy the orthogonality condition,∑

A A(α)ij

(
A(β)kl

)∗
= 0, where the summation is taken over all the elements of the group. Moreover, for any irreducible

representation α,
∑

A A(α)ij

(
A(α)kl

)∗
=

g
fα
δikδjl, where g is the order of the group G and fα is the dimension of the αth

irreducible representation; hence,
∑

A |A
(α)
ij |

2
=

g
fα

. Combining these results, we obtain a relation that is called the group
orthogonality theorem for matrix elements of irreducible representations:∑

A

A(α)ij

(
A(β)kl

)∗
=

g

fα
δαβδikδjl. (E.4)

This is a central result in the theory of group representations. It holds for finite groups; there is a generalization for
compact groups (a topological group whose topology is compact).

E.5.3 CHARACTERS AND CHARACTER TABLES

A character of an element of a group is the trace of the matrix corresponding to the group element. Given element
A of group G, the character of the element A is denoted by χ(A), where χ(A) ≡

∑
i Aii. Characters depend on the

representation of the group, but don’t change upon change of basis, A → SAS−1, as can be proved using the properties
of the trace of a matrix. The character of the unit element I of a group equals the dimension f of the representation, since
the matrix representing I is the f × f unit matrix, i.e., the character χ(I) is just the dimension of the representation, f .
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If the representation is the αth irreducible representation, then χ (α)(I) = fα , where we have denoted the characters of the
various irreducible representations by attaching superscripts.

The number of different irreducible representations of a group is equal to the number nc of classes in the group. The
characters of the matrices of the element A in the representations are χ (1)(A), χ (2)(A), . . . ,χ (nc)(A).

If we take the trace of the matrix representations in the group orthogonality theorem, Eq. (E.4), we find the character
orthogonality condition ∑

A

χ (α)(A)
(
χ (β)(A)

)∗
= gδαβ . (E.5)

Setting α = β, we obtain ∑
A

|χ (α)(A)|2 = g. (E.6)

The sum in Eq. (E.5) contains only nc independent terms, since the characters of elements of the same class are equal.
Hence, Eq. (E.5) can be written as ∑

c

gc χ
(α)(c)

(
χ (β)(c)

)∗
= gδαβ , (E.7)

where the sum is over the classes in the group and gc is the number of elements in the class c.
A trivial irreducible representation is given by a single-base function invariant under all group transformations. This

1D representation is called the unit representation, and all its characters are unity. If one of the representations in Eq. (E.7)
is the unit representation, the other obeys the relation∑

A

χ (α)(A) =
∑

c

gc χ
(α)(c) = 0. (E.8)

Hence, the sum of the characters of all the group elements is zero.
Any reducible representation can be decomposed into irreducible representations. Denoting χ(A) the characters of

the reducible representation of dimension f , and n(α) the number of times irreducible representation, α appears in the
reducible representation, so that ∑

α

n(α) fα = f , (E.9)

then the characters χ(A) are given by

χ(A) =
∑
α

n(α) χ (α)(A). (E.10)

Multiplying Eq.(E.10) by
(
χ (β)(A)

)∗
, and summing over A, we find, using Eq. (E.5),

n(β) =
1

g

∑
A

χ(A)
(
χ (β)(A)

)∗
. (E.11)

A particular representation of dimension g, called the regular representation, is obtained by operating on a function
ψ of coordinates with the operators A corresponding to the group elements, such that the g functions Aψ obtained from
ψ are linearly independent. The operators A can be thought of as the matrices representing the group elements. None of
the matrices of this representation contain any diagonal elements, except the matrix corresponding to the unit element
I, i.e., χ(A) = 0 for all elements except I, and χ(I) = g. Decomposing the regular representation into irreducible
representations, we have from Eq. (E.11), n(α) = fα . Hence, the irreducible representations are contained in the regular
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representation as many times as their dimension. Substituting this result into Eq. (E.9), we find the relation∑
α

f 2
α = g, (E.12)

the sum of the squared dimensions of the irreducible representations of a group is equal to its order.

Problem E.3

Prove that the irreducible representations of abelian groups are of one dimensional.

Hint: Use Schur’s Lemma.

Character tables are often used for summarizing the symmetry aspects of groups. Character tables can be thought of
as shorthand versions of matrix representations. Table E.3 shows the character table for the group C3v and Table E.4
shows the character table for the group C6. The rows in a character table are labeled by the irreducible representation,
and the columns are labeled by the classes. Mulliken symbols are used for the irreducible representations as explained
in Sec. 11.1.2. The numbers in front of the symbols for the classes of the group show the numbers of elements in the
corresponding classes. The classes are named according to the kind of symmetry elements that are contained in them.
Often, in tabluations of group characters, isomorphic groups, which have the same representations, are given together. In
quantum mechanics, wave functions transforming according to a degenerate representation, such as representation E of
the group C3v, or representations E1 and E2 of the group C6, are degenerate. In these particular cases, the representations
are doubly degenerate, but higher degeneracy is possible in other groups.

The characters of irreducible representations can be added together to produce a character table of an reducible repre-
sentation, just like the result produced from adding the matrices, because they are shorthand matrix representations.

Given a representation of a group, for example, the regular representation, one can construct a character table for
the group as follows. Take the traces of matrices for each element. The set of characters also forms a representation for
the group. This is a reducible representation since it is a combination of irreducible representations. The matrices for the
symmetry operations can be broken down into smaller matrices along the diagonal with all other elements equal to zero,
i.e., they can be block diagonalized.

Table E.4 Character table for the group C6. Here
e ≡ e2π i/6.

C6 I C6 C3 C2 (C3)
2 (C6)

5

A 1 1 1 1 1 1

B 1 −1 1 −1 1 −1

E1 1 e −e −1 −e e∗

1 e −e −1 −e e

E2 1 −e∗ −e 1 −e∗ −e

1 −e −e 1 −e −e

The complex representations E1 and E2 are doubly degener-
ate and can be viewed as two dimensional.

Table E.3 Character table for
the group C3v.

C3v I 2C3 3σv

A1 1 1 1

A2 1 1 −1

E 2 −1 0
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For a web based list of character tables, see
http://symmetry.jacobs-university.de
http://www.webqc.org/symmetry.php
http://mathworld.wolfram.com/CharacterTable.html
http://www.staff.ncl.ac.uk/j.p.goss/symmetry/Molecules pov.html.

E.5.4 CONSTRUCTING IRREDUCIBLE REPRESENTATIONS

The decomposition of a regular representation into its irreducible parts is accomplished by means of the projection

operator P(α)i ≡
fα
g

∑
A

(
A(α)ii

)∗
A. In quantum mechanics, these irreducible representation projection operators can be

used to project out the irreducible parts of wave functions or vibrational modes of molecules,

ψ
(α)
i = P(α)i ψ =

fα
g

∑
A

(
A(α)ii

)∗
Aψ . (E.13)

The functions ψ (α)i , for i = 1, 2, . . . , fα , obtained in Eq. (E.13) are transformed by the group elements according to

Aψ (α)i =

∑
k

A(α)ki ψ
(α)
k . (E.14)

They form a basis of the αth irreducible representation. There are fα different base functions ψ (α)i for the irreducible
representation α. Equation (E.13) shows that any function ψ may be written as a sum of functions transformed by the
irreducible representations of the group

ψ =
∑
α

∑
i

ψ
(α)
i , (E.15)

with

ψ
(α)
i =

fα
g

∑
A

(
A(α)ii

)∗
Aψ . (E.16)

To project a function on irreducible representation α, one can use the projection operator P(α) ≡ fα
g

∑
A

(
χ (α)

)∗
A, where

χ (α) is the character,

ψ (α) =
fα
g

∑
A

(
χ (α)

)∗
Aψ . (E.17)

http://symmetry.jacobs-university.de
http://www.webqc.org/symmetry.php
http://mathworld.wolfram.com/CharacterTable.html
http://www.staff.ncl.ac.uk/j.p.goss/symmetry/Molecules_pov.html
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DFourier Analysis

Fourier analysis is a method for analyzing functions by expanding them in terms of a complete orthogonal set of
trigonometric functions (sine, cosine, or complex exponentials). Joseph Fourier (1768–1830) developed what is now
called Fourier series and Fourier transforms to model heat-flow problems. These techniques can be employed to find the
frequency components of simple or complex functions (wave forms), i.e., to break up complex wave forms into their
fundamental frequencies, and to solve differential and integral equations by turning them into algebraic equations. Con-
sequently, many problems in applied mathematics, mathematical physics, science, and engineering (and even economics
and finance) can be effectively solved in terms of Fourier analysis. In quantum mechanics, Fourier analysis is a ubiquitous
and indispensable tool for treating wave propagation problems by expanding the wave function ψ(r, t) in terms of trav-
eling waves ei(k·r−ωt). Moreover, much of modern-day spectroscopy is carried out by using Fourier transform methods,
e.g., Fourier transform infrared (FTIR) spectroscopy and Fourier transform NMR techniques.

Fourier expansions can be applied to functions of space, of time, or of both. The details of the Fourier expansion
depend on whether the function to be expanded is defined on a finite domain or on an infinite domain.

Consider a function f (x) of spatial variables, x = (x1, x2, . . . , xn). In the finite domain case, the function f (x) is defined
in an N-dimensional rectangular box ai ≤ xi ≤ bi, for i = 1, 2, . . . , N, of volume V =

∏N
i=1(bi − ai), is assumed to be

periodic outside the domain. The expansion is achieved in terms of a Fourier series of the form

f (x) = C
∑

k

F(k)eik·x, (D.1)

where C is a constant and F(k) are the expansion coefficients, sometimes called Fourier amplitudes, which depend on
the real N-dimensional vector k = (k1, k2, . . . , kN) whose components are such that ki =

2πni
Li

, ni = 0,±1,±2, . . . , and

Li ≡ bi − ai. The Fourier amplitudes can formally be determined by multiplying both sides of Eq. (D.1) by e−iq·x and
integrating over x. On using the orthogonality of the plane wave functions,∫

V

dx e−i(q−k)·r
= Vδkq, (D.2)

one immediately obtains

F(k) = C̄
∫

dx f (x)e−ik·x, (D.3)

where C̄C = 1/V . The choice of C is somewhat arbitrary; the two most common choices are C = 1/V and C̄ = 1,
and the symmetric version, C = C̄ = 1/

√
V . Thus, in a Fourier series, the set of trigonometric functions (complex

exponentials) participating in the expansion is discrete, and for each coordinate xi, the functions have the same basic
periodicity Li = bi − ai. The expansion in Eq. (D.1) is referred to as a Fourier series, and Eq. (D.3) determines the
Fourier amplitudes appearing in the Fourier series. The function f (x) can be defined outside the finite domain through the
requirement of periodicity.

In the infinite domain case, x = (x1, x2, . . . xn) ∈ RN , −∞ ≤ xi < ∞, for i = 1, 2, . . .N, the expansion involves an
integral, rather than a sum,

f (x) = C
∫

dk F(k)eik·x, (D.4)

where C is a normalization constant. The set of trigonometric functions (complex exponentials) participating in the
expansion is now continuous, i.e., k = (k1, k2, . . . kn) ∈ RN , −∞ ≤ ki <∞, for i = 1, 2, . . . , N. The Fourier amplitudes

921
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F(k) are obtained [by multiplying both sides of Eq. (D.4) by e−ik′·x and integrating over x using
∫
∞

−∞
dx ei(k−k′)·x

=

(2π)Nδ(k− k′), see Eq. (1.75)] as,

F(k) = C̄
∫

dx f (x)e−ik·x, (D.5)

where C̄ is another constant, such that CC̄ = (2π)−N . The most commonly used choices for the Cs are C = 1,
C̄ = (2π)−N , and the symmetric form C = C̄ = (2π)−N/2.

Eqations (D.4) and (D.5) are examples of an integral transform given in terms of an integral operator. These equa-
tions are referred to as Fourier integral transformations or simply a Fourier transform (FT), which, when applied to
F(k), results in the function f (x), and vice versa. Other integral transforms that are important in physics include the
Laplace, Hankel, and Mellin transforms (they will not be discussed here). Some general properties of the Fourier integral
transform will be discussed at the end of this chapter, but first, let us become acquainted with the Fourier expansion
technique.

For the sake of clarity, it is useful to first discuss Fourier analysis for a function f (x), which depends on a single space
variable x. Extension to more than one-space dimension is then clear cut. The order of presentation will be as follows:
(1) Fourier analysis for functions of a single-spatial variable defined on a finite domain. In this part, we also include
Fourier analysis of functions defined on a discrete set of equally spaced points (sites), which is useful for the study of
tight-binding models. Numerical techniques using Fourier transforms is of necessity of this form. (2) Fourier analysis for
functions of a single-space variable defined on an infinite domain. (3–4) Fourier analysis for functions defined in three-
space dimensions (finite and infinite domains). (5) Fourier analysis for functions depending on time. (6) Fourier expansion
of operators. (7) The convolution property. (8) General properties of Fourier integral transforms (in one variable). Fol-
lowing this discussion we present in parts (9–10) several examples showing how the method of Fourier transform is used
in the solutions of differential and integral equations.

Books having deatiled chapters on Fourier analysis include Refs. [25, 26]. Integral transforms and their applications
are presented in Ref. [289]. Numerical Fourier analysis based on the fast Fourier transform (FFT) method (not discussed
here) is presented in detail in Ref. [51].

D.1 FOURIER SERIES

Consider a function f (x) defined on the finite interval [0, L]. If it has a finite number of discontinuities and only a finite
number of extrema in [0, L], f (x) can be represented as the complex Fourier series,

f (x) =
1
√

L

∞∑
n=−∞

F(kn)e
iknx, kn ≡

2πn

L
, (D.6)

where the symmetric C form has been adopted. The expansion uses the complex exponentials, which form a complete
orthogonal set on the interval 0 ≤ x ≤ L. The expansion coefficients are

F(kn) =
1
√

L

L∫
0

dx e−iknxf (x). (D.7)

The function f (x) derived within this representation is periodic, with period L, i.e., f (x) = f (x± L) = f (x± 2L), etc. The
expansion is based on the fact that the complex exponentials form a complete orthogonal set on the interval 0 ≤ x ≤ L.

A similar expansion can also be carried out in terms of trigonometric functions, sin 2nπx
L (n = 1, 2, . . .) and cos 2nπx

L
(n = 0, 1, 2, . . .), which form a complete set. Traditionally, a somewhat different (the nonsymmetric) normalization is
used in this case. The trigonometric expansion is given by

f (x) =
1

2
a0 +

∞∑
n=1

[
an cos

2nπx

L
+ bn sin

2nπx

L

]
. (D.8)
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Using the normalization and orthogonality relations of the trigonometric functions, the expressions for the Fourier
coefficients are found to be

an =
2

L

L∫
0

dx f (x) cos
2nπx

L
, bn =

2

L

L∫
0

dx f (x) sin
2nπx

L
. (D.9)

An example of the convergence of Fourier expansion (D.8) to a function with discontinuous derivatives is shown in
Fig. D.1.

Problem D.1

(a) Derive the following results,

L∫
0

dx sin
2nπx

L
sin

2mπx

L
=

L∫
0

dx cos
2nπx

L
cos

2mπx

L
=

L

2
δnm, n, m 6= 0

L∫
0

dx sin
2nπx

L
cos

2mπx

L
= 0.

(b) Explain the factor 1/2 appearing before the coefficient a0 in Eq. (D.8).
(c) Using these relations, derive Eq. (D.9).

FIG D.1 Convergence of Fourier expansion (D.8) to the square-wave function
f (x) = [θ(2x)− θ(2x− 1)+ θ(2x− 2)]θ(3− 2x) (blue lines). Orange, green, and red
curves are approximations with N = 1, 5, and 40 terms, respectively.

So far, the specific boundary
conditions at x= 0, L were not
specified, but in some cases, they
can help in removing (zeroing)
some of the expansion coefficients.
For example, if f (0)= f (L)= 0,
then an= 0 (a sine function expan-
sion is sufficient), whereas if
f ′(0)= f ′(L)= 0, then bn = 0.

It is easy to consider a func-
tion in the interval [a, b], instead of
the interval [0, L], simply by mak-
ing the transformation y= b−a

L x +
a, and rewriting the Fourier series
equations with the substitution x→

L
b−a (y−a). For example, Figure
D.2 shows the expansion of the
function f (x)= x2

− x in the inter-
val x ∈ [−π ,π ], using N= 4 and
N= 50 exponentials. Note the peri-
odicity, f (x)= f (x±π)= f (x±2π),
etc., of the function.
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Problem D.2

(a) Carry out the details of the transformation of the Fourier series for functions defined on the interval [a, b].
(b) Simplify the result obtained in (a) by letting L = b− a.

Problem D.3

(a) Calculate the Fourier series expansion of the function f (x) = x on the interval [−π ,π ].
(b) Similarly for the function f (x) = x2.
(c) Generalize your results in (a) and (b) to the interval [−L

2 , L
2 ].

Hint: Use symmetry and note that
∫ π
−π

dx x sin nx = 2π(−1)n+1

n ,
∫ π
−π

dx x2 cos nx = 4π(−1)n

n2 .

D.1.1 FOURIER SERIES OF FUNCTIONS OF A DISCRETE VARIABLE

FIG D.2 Fourier series expansion of the function f (x) = x2
− x in the interval

[−π ,π ] using N = 4 and N = 50 terms.

A useful tool in the study of electronic properties
of solids is the tight-binding model, in which the
wave function ψ(x) is defined on a discrete set of
equally spaced points xn (referred to as sites), and
the continuous Schrödinger equation is replaced
by a difference equation. In its simplest form, the
set of points are the integers, and in a single-space
dimension, the relevant (eigenvalue) equation is

− t[ψ(n+ 1)+ ψ(n− 1)]+ vnψ(n) = εψ(n),
(D.10)

where the parameter t is the analog of h̄2

2m ,
which multiplies the Laplacian operator in the
Schrödinger equation, and vn is the potential at
site n. If the number of sites N is finite, the bound-
ary conditions are either periodic ψ(n + N) =
ψ(N) or of Dirichlet form, e.g., ψ(0) = ψ(N +
1) = 0; in either case, the values of ψ at N sites
are required. The corresponding Fourier expan-
sion equations for the function ψ defined on the
N sites xn = n = 1, 2, . . . , N, with periodic or
Dirichlet boundary conditions, respectively, are

ψ(n) =
1
√

N

∑
km

φ(km)e
ikmn, φ(km) =

1
√

N

∑
n

ψ(n)e−ikmn, (D.11)

ψ(n) =

√
2

N

∑
qm

φ(qm) sin qmn, φ(qm) =

√
2

N

∑
n

ψ(n) sin qmn. (D.12)

where km =
2πm

N , m = 1, 2, . . . , N, and and qm =
mπ

N+1 , m = 1, 2, . . . , N. Note that here m can be interpreted as a quantum
number that corresponds to a given “energy” ε, but n is just the coordinate of the site.
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Problem D.4

Assume that vn = 0 in Eq. (D.10).

(a) For periodic boundary conditions show that the functions, φ(k) ≡ 1
√

N
eikn, are solutions of Eq. (D.10) and

determine the values of k and the corresponding energies.

(b) For Dirichlet boundary conditions show that the functions, φ(q) ≡
√

2
N sin qn, are solutions of Eq. (D.10) and

determine the values of k and the corresponding energies.
(c) Prove the orthogonality of the discrete exponential and sine functions,

1

N

N∑
n=1

ei(km−km′ )n = δmm′ ,
2

N

N∑
n=1

sin qmn sin qm′n = δmm′ .

Answers: (a) km =
2mπ

N , m = 1, 2, . . .N, εm = −2t cos km.
(b) qm =

mπ
N+1 , m = 1, 2, . . .N, εm = −2t cos qm.

D.2 FOURIER INTEGRALS

Fourier analysis on finite interval leads to Fourier series, but on an infinite interval, Fourier integrals are required. To
pass from a Fourier series to a Fourier integral, it is useful to consider a symmetric interval −L

2 ≤ x ≤ L
2 and substitute

Eq. (D.7) for Fn into Eq. (D.6) to obtain

f (x) =
1

L

∞∑
n=−∞


L
2∫

−
L
2

dξ f (ξ)e−iknξ

 eiknx. (D.13)

As L→∞, the interval between two successive wavenumbers shrinks to zero, dk = kn+1 − kn =
2π
L → 0, and the sum

over n can be turned into an integral. Substituting 1
L =

dk
2π for the prefactor, Eq. (D.13) takes the form,

f (x) =
1

2π

∞∫
−∞

dk

 ∞∫
−∞

dξ f (ξ)e−ikξ

 eikx. (D.14)

The term in square brackets is the Fourier amplitude F(k) (except perhaps for a multiplicative factor – see footnote 1),
and Eq. (D.14) is then equivalent to the following relations1:

f (x) =
1
√

2π

∞∫
−∞

dkF(k)eikx, F(k) =
1
√

2π

∞∫
−∞

dx f (x)e−ikx. (D.15)

1 We have used a symmetrized version of the definition of the Fourier integrals. As stated in the introduction of this Appendix, the Fourier integrals are
sometimes defined as

f (x) =

∞∫
−∞

dk F(k)eikx, F(k) =
1

2π

∞∫
−∞

dx f (x)e−ikx.
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Table D.1 Fourier amplitudes F(k) of selected functions f (x).

Function name f (x)
√

2πF(k) [as defined in Eq. (D.15)]

Constant 1 2πδ(k)

Cosine cos k0x π [δ(k − k0)+ δ(k + k0)]

Sine sin k0x π
i [δ(k − k0)− δ(k + k0)]

Delta function δ(x− x0) e−ikx0

Exponential e−|k0|x 2k0
k2+k2

0

Gaussian e−ax2
√
π
a e−

k2
4a

|Inverse Root| 1√
|x|

√
2π
|k|

Step 2(x) 1
i limε→0+

1
k−iε

Inverse function P 1
x

π
i [1− 22(−k)]

Lorenzian 0

(x−x0)
2+02/4

2π e−ikx0−
0
2 |k|

Ramp function R(x) = x2(x) iπδ′(k)− 1
k2

Re[k]

Im[k]

i ε

FIG D.3 Contour integrations for Eq. (D.16). The contour
with upper half circle (white arrows) is used for
x > 0, whereas the contour with lower half circle
(black arrows) is used for x < 0.

The Fourier amplitudes for several commonly used functions
are given in Table D.1. With the definition of F(k) in Eq. (D.15),
the tabulated results must be divided by

√
2π (for the definition

in the footnote, the tabulated results must be divided by 2π ).
As an example of the use of Fourier integrals, let us

calculate the Fourier amplitude of the step function 2(x),
2(k), and then calculate the step function 2(x) from its
Fourier amplitude 2(k) using Eq. (D.15). From Eq. (D.15),
2(k) = 1

√
2π

∫
∞

−∞
dx2(x)e−ikx

=
1
√

2π

∫
∞

0 dx e−ikx
=

1
√

2π
1
i limε→0+

1
k−iε . For the inverse transformation, we need to

show that

2(x) =
1
√

2π

1
√

2π

1

i

∞∫
−∞

dk
1

k − iε
eikx. (D.16)

Note that on differentiating with respect to x, one obtains δ(x)
on both sides; the singularity in the denominator on the RHS is

cancelled. For x > 0, the integral can be performed on a closed contour composed of the real k axis and an upper
semicircle, k = R eiθ , as shown by the white arrows in Fig. D.3. This latter contribution vanishes in the R → ∞ limit
since the exponent decays as e−Im[k]x. The contour encloses the only singularity at k0 = iε, and the use of the residue
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theorem2 for its evaluation yields e−xε
→ 1 as ε → 0. On the other hand, for x < 0, we use the lower semicircle where

the exponent decays as e|Im[k]|x. There is no singularity here and the integral gives zero. Thus, we have shown that the
integral indeed equals 2(x).

D.3 FOURIER SERIES AND INTEGRALS IN THREE-SPACE DIMENSIONS

A typical example where Fourier analysis in three-space dimension is employed is provided by one of the most studied
problems in solid-state physics, namely, that of an electron gas. A realistic theoretical model for its treatment starts by
assuming that the electrons are confined within a three-dimensional rectangular box 0 < x < Lx, 0 < y < Ly, 0 < z < Lz

of volume V = LxLyLz. [The many electron wave function is constructed by sum of products of single-electron wave
functions ψ(r) (e.g., the Slater determinants, see Sec. 8.3).]. The functions ψ(r) are required to satisfy periodic boundary
conditions,

ψ(r+ Lxx̂) = ψ(r+ Lyŷ) = ψ(r+ Lzẑ) = ψ(r). (D.17)

In this case, the Fourier expansion reads,

ψ(r) =
1
√

V

∑
k

akeik·r, (kx, ky, kz) = 2π

(
nx

Lx
,

ny

Ly
,

nz

Lz

)
, (D.18)

where nx, ny, and nz are integers. As functions of the discrete variable k, the coefficients ak constitute functions that are
called the (three dimensional) Fourier coefficients of ψ(r). Explicitly,

ak =
1
√

V

∫
V

dr e−ik·rψ(r). (D.19)

These expressions are easily obtained using the relations,

1

V

∑
k

eik·r
= δ(r),

∫
1

V

∫
V

dr e−ik·r
= δk0. (D.20)

D.3.1 3D FOURIER INTEGRALS

In this case, the variable k becomes continuous, and the summation in Eq. (D.18) turns into an integral over k. Following
the analysis of Eqs (D.15), the prescription in an arbitrary space dimension d is

1

V

∑
k

fk →
1

(2π)d

∫
dk f (k). (D.21)

Consequently, the analogous equations to Eqs (D.18) and (D.19) are (for d = 3),

ψ(r) =
1

(2π)3/2

∫
dk a(k)eik·r, a(k) =

1

(2π)3/2

∫
dr e−ik·rψ(r), (D.22)

and equations analogous to Eq. (D.20) are

1

(2π)3

∫
dk eik·r

= δ(r),
1

(2π)3

∫
dr e−ik·r

= δ(k). (D.23)

2 The residue theorem of complex analysis, sometimes called Cauchy’s Residue Theorem, states that the line integral over a closed curve in the complex
z plane of a function f (z) that is analytic inside the curve, except for a finite number of poles, can be evaluated as follows:

∮
γ

dz f (z) = 2π i
∑n

k=1
Res(f , zk). Here, Res(f , zk) denotes the residue of function f (z) defined at the simple poles zk , Res(f , zk) = limz→zk (z− zk)f (z). See Refs. [25, 26].
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D.4 FOURIER INTEGRALS OF TIME-DEPENDENT FUNCTIONS

We have already mentioned that the Fourier expansion of functions of space and time, ψ(r, t), is carried out in terms of
traveling waves ei(k·r−ωt). Let us first assume that ψ(r, t) satisfies periodic boundary conditions in both space and time
variables [in the latter case, it is defined for 0 ≤ t ≤ T and can be extended to be defined outside this interval through the
requirement ψ(r, t + T) = ψ(r, t)]. The series expansion then reads,

ψ(r, t) =
1
√

VT

∑
kn,ωm

a(kn,ωm) ei(kn·r−ωmt), ωm =
2πm

T
, m = 0,±1,±2, . . . (D.24)

This can be rewritten as

ψ(r, t) =
1
√

V

∑
kn

φ(kn, t) eikn·r, φ(kn, t) =
1
√

T

∑
ωn

a(kn,ωm) e−iωnt. (D.25)

Thus, for each fixed wavenumber kn, the second equation above is a Fourier series of a time-dependent function, which
can be studied separately from its space part, and we shall now do so.

If φ(t) is periodic in time with period T , i.e., φ(t + T) = φ(t), then its Fourier analysis is very similar to that of a
function f (x) depending on one-space variable as discussed above. The only difference is that the sign before the i is
opposite due to the traveling wave form a(kω)ei(k·r−ωt). The Fourier expansion then reads,

φ(t) =
1
√

T

∑
ωn

bne−iωnt, bn =
1
√

T

T∫
0

dt eiωntφ(t). (D.26)

If φ(t) is defined for −∞ < t <∞, then it is expanded in terms of time variable Fourier integral,

φ(t) =
1
√

2π

∞∫
−∞

dω b(ω)e−iωt, b(ω) =
1
√

2π

∞∫
−∞

dt eiωtφ(t), (D.27)

where we have used the relations,

1

2π

∞∫
−∞

dω e−iωt
= δ(t),

1

2π

∞∫
−∞

dt eiωt
= δ(ω). (D.28)

D.5 CONVOLUTION

Let ψ(r) be a periodic function defined by a convolution integral,

ψ(r) =
∫

dr′φ(r− r′)γ (r′). (D.29)

Denote by fk and gk the Fourier amplitudes of φ(r) and γ (r), respectively. The Fourier expansion of ψ(r) given by (this
result is called the faltung theorem — faltung means ‘folding’ in German)

ψ(r) =
∫

dr′ φ(r− r′)γ (r′) =
1

V

∫
dr′

∑
kk′

f (k)eik·(r−r′)g(k′)eik′·r′
=

∑
k

fkgkeik·r. (D.30)
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Hence, in the Fourier expansion of ψ(r), the coefficient of eik·r is just the product of the Fourier coefficients of the two
convoluted functions. Note, however, that according to Eq. (D.19), the Fourier amplitude of ψ(r) is

ψk =
1
√

V

∫
dr e−ik·rψ(r) =

√
V fkgk. (D.31)

As a special case of Eq. (D.30), we can set r = 0 and thereby obtain an expression for an integral of a product of functions
in terms of their Fourier coefficients. For example, a scalar product 〈φ|γ 〉 can be expanded as,∫

drφ∗(r)γ (r) =
∑

k

f ∗k gk. (D.32)

This analysis has an obvious extension for the case of infinite domain and will not be detailed here.

D.6 FOURIER EXPANSION OF OPERATORS

Often, operators are given in configuration space representation, 〈r|O|r′〉 = O(r, r′). The Fourier integral takes the form
of a double Fourier expansion,

O(r, r′) =
1

(2π)3

∫
dk dk′ eik·rO(k, k′)e−ik′·r′ . (D.33)

In particular, for translationally invariant systems, the operators are expected to be functions of r − r′ [e.g., for the
two-body interaction potential, v(r − r′)]. Using simple manipulations, it is easy to see that the expansion becomes a
single-variable Fourier transformation,

O(r− r′) =
1

(2π)3/2

∫
dk eik·(r−r′)O(k), O(k) =

1

(2π)3/2

∫
dr e−ik·rO(r). (D.34)

Problem D.5

Find the Fourier coefficient of the Coulomb potential,

v(r− r′) =
e2

|r− r′|
=

1

(2π)3/2

∫
dk eik·rv(k), v(k) =

1

(2π)3/2

∫
dr e−ik·r e2

|r|
.

Guidance: Choose k along the z axis and use spherical coordinates (k, θ ,φ). The integration on φ just gives 2π and
the volume element r2dr sin θdrdθ will remove the r in the denominator yielding,

∫
dr e−ik·r e2

|r|
= 2πe2

∞∫
0

dr

π∫
0

dθ eikr cos θ r sin θ .

D.7 FOURIER TRANSFORMS

In the discussion above, we introduced the basic definitions and techniques required for application of Fourier analysis
to physical problems. We used the terms Fourier expansion, Fourier series, and Fourier integrals. But the Fourier integral
formulas (D.15) can be regarded as a mathematical structure, which involves mapping of functions by integral operators,
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as studied in the important mathematics subfield referred to as the theory of integral transforms. The notion of Fourier
transform (FT) is used to underline the operator content of Fourier analysis and applies mainly to the case where the
functions are defined on infinite domains without any specific periodicity. We briefly introduce this important and useful
notion. For the sake of clarity, the discussion is for the case of a one-dimensional domain (with variables denoted by x
and k).

Consider a function f (x), which is absolutely integrable,
∫
∞

−∞
|f (x)|dx <∞. The Fourier transform of f (x) is denoted

by F [f (x)] = F(k) and is defined as,

F [f (x)] ≡
1
√

2π

∞∫
−∞

dx f (x)e−ikx
= F(k). (D.35)

This is also called the forward Fourier transform; it has −i in the exponent. The Inverse FT or backward FT (with +i in
the exponent) is denoted by F−1 [F(k)] = f (x), which is defined by,

F−1 [F(k)] ≡
1
√

2π

∞∫
−∞

dk F(k)eikx
= f (x). (D.36)

Some properties of FT are listed below for F . With appropriate modifications, they apply also to F−1 as well.

Linearity F[af (x)+ bg(x)] = aF[ f (x)]+ bF[g(x)], (D.37)

Unitarity (Parceval’s relation) || f || = ||F||, (D.38)

Symmetry F(k) = F[ f (x)]→ F(−k) = F[ f (−x)], (D.39)

Shift F[ f (x− y)] = e−2π iyF(k), (D.40)

Translation F[eiqyf (x)] = F(k − q), (D.41)

Scaling F[ f (λx)] =
1

|λ|
F

(
k

λ

)
, (D.42)

Conjugation F
[

f ∗(−x)
]
= F

[
f ∗(x)

]
, (D.43)

Duality F [F(x)] = f (−k), (D.44)

Riemman-Lebesgue Lemma lim
|k|→∞

|F(k)| = 0. (D.45)

Moreover, the convolution property discussed above can be presented in a more compact form. Denoting the convolution
of two functions as

[ f ∗ g](x) ≡

∞∫
−∞

dy f (x− y)g(y), (D.46)

we obtain the following transforms3:

F[ f∗g] =
√

2πF[ f ]F[g], (D.47)

F[ fg] =
1
√

2π
F[ f ]∗F[g], (D.48)

3 With the alternative Fourier transform definition of footnote 1, the factors of
√

2π are not present in Eqs (D.47)–(D.51)
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F−1 [F[ f ]F[g]] =
1
√

2π
f∗g, (D.49)

F−1 [F[ f ]∗F[g]] =
√

2π fg. (D.50)

An important relationship between the convolution f ∗∗ f and the Fourier transform F(k) is known as the Wiener-Khinchin
theorem,

F−1
[
|F(k)|2

]
=

1
√

2π

∞∫
−∞

dy f ∗(x− y)f (y). (D.51)

If limx→±∞ | f (x)| = 0, then it is possible to express the FT of the derivatives of f (x) in terms of the FT of f (x) by
using partial integration because the boundary terms vanish. Then,

F
[

f (n)(x)
]
= (ik)nF [ f (x)] = (ik)nF(k). (D.52)

Problem D.6

If F(k) is the FT of f (x), show that the nth moment of f (x) is given by
∫

dx xnf (x) = 1
(−i)n F(n)(k = 0).

D.8 FT FOR SOLVING DIFFERENTIAL AND INTEGRAL EQUATIONS

Let us consider the inhomogeneous differential equation,

−
d2y

dx2
+ a2y = f (x), (D.53)

with boundary conditions

y(x1) = Y1, y(x2) = Y2, (D.54)

Such linear inhomogeneous differential equations can be solved by the FT method, for any function f (x). The correspond-
ing homogeneous equation is obtained by replacing f (x) on the RHS of Eq. (D.53) by 0 [see Eq. (B.8)],

−
d2y

dx2
+ a2y = 0. (D.55)

It is easy to show by direct substitution that any solution y(x) of the inhomogeneous equation (D.53) can be written
as the sum of the general solution y0(x) of the homogeneous equation (D.55) and a particular solution yp(x) of the
inhomogeneous equation (D.53),

y(x) = y0(x)+ yp(x). (D.56)

We shall see below how the homogeneous solution of Eq. (D.55),

y0(x) = Aeax
+ Be−ax, (D.57)

is used to account for the boundary conditions (D.54), but first let us find a particular solution to the inhomogeneous
equation. By using Eq. (D.52) and taking the FT of both sides, we get the following expression for Y(k) ≡ F[y(x)],

Y(k) =
F(k)

k2 + a2
. (D.58)
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This is of product form and therefore can be inverted by using the convolution theorem,

y(x) =
1
√

2π

∞∫
−∞

dξ f (ξ)g(x− ξ), (D.59)

where g(x) = F−1
[ 1

k2+a2

]
=

1
a

√
π
2 e−a|x|. Thus, the particular solution is

y(x) =
1

2a

∞∫
−∞

dξ f (ξ)e−a|x−ξ |
≡ yp(x). (D.60)

Returning now to the boundary conditions, we substitute into Eq. (D.56) using the solutions y0(x) from Eq. (D.57) and
yp(x) from Eq. (D.60) and obtain the boundary conditions,

Aeax1 + Be−ax1 + yp(x1) = Y1, Aeax2 + Be−ax2 + yp(x2) = Y2, (D.61)

from which the constants A and B can be found. The problem is thereby completely solved.
Let us consider the following typical form for linear integral equation for an unknown function f (x),

f (x)+ λ

b∫
a

dy K(x, y)f (y) = g(x), (D.62)

where the inhomogeneous term g(x) and the integral kernel K(x, y) are known, and λ is a constant. If the kernel is
translationally invariant, K(x, y) = K(x − y), the integral is a convolution, and the FT technique is quite effective in
obtaining a solution. As an example, consider the integral equation,

f (x)+ 4

∞∫
−∞

dy e−a|x−y|f (y) = g(x). (D.63)

Application of the FT yields

F(k) =
a2
+ k2

a2 + k2 + 8a
G(k), (D.64)

hence,

f (x) =
1
√

2π

∞∫
−∞

dk
a2
+ k2

a2 + k2 + 8a
G(k)eikx, (D.65)

where G(k) = F[g(x)].

Problem D.7

Find the solution of Eq. (D.63) for a = 1 and g(x) = e−|x|.

Guidance: First show that G(k) =
√

2
π

1
k2+1

. You will need to determine the integral of I(x) = 1
π

eikx

k2+9
, which can be

evaluated by completing the integration contour (including the real line) into an upper or lower semicircle,
depending on the sign of x, with radius R→∞ [see discussion near Eq. (D.16)]. The integral can be evaluated
using the residue theorem.
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Balmer transitions, 131, 132f
Band. See also Energy bands
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valence, 50, 416, 416f
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Band structure, 414–415

of atoms, 415f
electron transport and, 415–416
semiconductor, 482–483, 483f
silicon, 483f

Bandwidth, 415
Barrier potential, wave function for, 47f
Basis, 400
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BEC. See Bose-Einstein condensate
Bell, John S., 27, 251
Bell states, 207–213, 217
Bellman, Richard, 300
Bell’s inequalities, 251–258, 254f

aspects of, 256–258
CHSH inequalities and, 255–256

Bendorz, George, 819
Bennett, Charles, 219, 223
Bennett-Brassard 1984 (BB84), 222, 222f
Benzene, 571f
Bernoulli’s numbers, 390
Berry, Michael V., 344, 780
Berry phase, 344–349, 802–803
Bessel functions, 117, 119, 637–638,

907–908, 907f
Beta decay, 159
Bethe ansatz equations, 538
Biexcitons, 515

Binnig, Gerd, 15, 18
Bio-nanotechnology, 21
Bipartite systems, 296
Bipolar junction transistors (BJTs), 19
Bir-Aronov-Perel mechanism, 523, 524f
Blackbody radiation, 6–8, 7f
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Bloch theorem, 418–419
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Bose-Einstein distribution, 380, 388, 860
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wave functions for, 379
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annihilation operators, 834–835
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identical spinless, 665, 666f
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Bound states, 4–5
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WKB approximation and, 304
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Breakup reactions, 693, 715
Breakup threshold, 716
Breit-Wigner formula, 668–669
Brillouin, Leon, 304
Brillouin function, 472, 472f
Brillouin theorem, 577
Brillouin transitions, 326–329
Brillouin zone, 407–408, 407f

first, 407
lattice structure and, 790f
magnetic zone, 543

Brownian motion, 362, 366
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Bulk metals, 783
Bulk pictures, 464–465
Bulk systems, IQHE in, 464–465
Byers-Yang theorem, 759
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Charge density waves, 527
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Chemical potential, 381f 9.1, 388, 482, 483,
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CI. See Configuration interaction
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Ciphertext, 202
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Classical computation, 194–205
Classical electron radius, 126
Classical information, 194–205
Classical limit, 97–98
Classical mechanics

Euler angles in, 133f
failure of, 1
Hamiltonians in, 29–30

Clebsch-Gordan (CG) coefficients, 140–143,
326, 373, 635

Clebsch-Gordan series, 143
Clifford algebra, 796
Closed channel potential, 669n6
Cluster operators, 578
CM. See Center of mass;
Codebreaking, 202
Coercive field HC , 481
Coherences, 24, 71

Bloch vectors as, 263
first-order spatial, 76
length, 751

Coherent states, 96–97, 96f
Bloch sphere and, 284f
ideal, 283

Cold atom systems, 651
Collisions

direct, 703
inverse, 703
rearrangement, 715

Commutation relations, 159
Commutators, 39–40
Compatible operators, 66–67
Completeness, 61
Complex-conjugation operators, 101
Compression rate, 197
Compton wavelength, 126
Computational complexity, 204–205
Condon, Edward, 601
Condon energy, 602
Condon points, 601
Conductance. See also Magnetoconductance

ballistic, 751
differential, 771–772, 772f, 787
dimensionless, 759f
distribution, 782
generalized, 355–356
heat, 528
Kondo, 785–787, 785f, 786f
Kubo formula for, 360
Landauer formula for, 755–764
mismatch, 518
of QPCs, 763f

quantum unit of, 463, 757
semiconductor, 484
spin Hall, 511–512
universal, 780–782
weak localized corrections to, 780–781

Conducting ring
electron in, 348f
near magnetic moment, 348–349

Conduction band, 50, 416, 416f
Conductivity

AC, 395–396
Drude, 392–396, 393f, 444
electrical, 356–358, 394
elementary theories of, 391–400
of nonuniform systems, 359
spin, 517
tensor, 443, 542
thermal, of metals, 397–399
using generalized forces, 360

Configuration interaction (CI), 574–576
Configuration mixing (CM), 574–576
Configuration space representation, of

Green’s function, 642
Confluent hypergeometric function, 660
Conical intersections, 591
Conservation laws, 98–103
Constant energy surface, 384f
Constant function, 227
Constant-interaction model, 765–766
Constriction, 762
Contact points, 762
Continuity equation, 45
Continuous-variable systems, 295–296
Continuum theory, 800–803
Convergence, 302
Convolution, 928–929
Cook, Stephen A., 204
Cooper pairs, 249
Coordinate system, 103
Coordinates

curvilinear, 916–919
cylindrical, 918
spherical, 919

Coordination number, 402
Coriolis force, 103
Corrections

electron energy, 541
inclusion of, 651–653
weak localized, 780–781

Correlation
classification of, 290–293
electron, 574–578
energy, 559
level, 777–778
retarded current-current, 359
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Correlation functions, 75–76
first-order, 76
Fourier transform of, 365
Gaussian, 365
Kubo formula and, 352
pair, 76
second-order, 76
spin-spin, 478
temporal, 364
typical, 364f

Correspondence principle, 97–98, 304
Cöster, Fritz, 577
Coulomb blockade, 747, 765

at small bias, 771–772
state, 771f
tunneling through, 686f

Coulomb interaction
exciton binding and, 500
fQHE and, 467
screened, 841–842

Coulomb potential
expansion of, 150
instantaneous, 321
1D, 732–734, 733f
partial wave expansion in, 661–662
repulsive, 14, 14f
scattering from, 659–664

Coulomb repulsion
integral, 550, 553
Pauli exclusion principle and, 185

Coulomb (C), 124
diamonds, 772–773
energy of charge distribution, 151
exchange integral, 553
gauge, 170, 321, 357
ion traps and, 244
peaks, 772f
phase shift, 130–131, 662
radial wave function, 128–131
scattering, 726–731
screening, 501–502
unit of length, 660

Counter rotating, 270
Counterfeit protection, 193
Coupled cluster (CC) method, 577–578
Coupling limit, strong, 786
Covariant momentum, 436, 453, 796
Critical temperature TC , 395
Cross-sections, 617–618

calculating, 709–710
differential, 606, 618
Dirac equations and, 806
partial wave, 639
resonance, 668–669
scattering, 607
to wave functions, 622–623

Cryptanalysis, 202
Cryptography, 193, 222–223

classical, 202–204
Cryptosystems, 202

private key, 203
public key, 203–204

Crystallography, 411
Crystals. See also Quasicrystals

field splitting, 473
modified definition of, 414
molecular, 502
momentum, 421
structure, 400–414, 401f
systems, 404t
translations, 405
Wigner, 815–816
X-ray scattering from, 409–410

Curie law, 472–473
Curl, Robert, 20
Current. See also Spin current

Hall, 444
charge, 496
density, 392–393, 432
diffusion, 496
fluctuating, 366
generation, 495, 496f
matter, 496, 847
noise, 813–815
persistent, 441, 811
spin current, 510–511
spin polarization, 517

Curvilinear coordinates, 916–919
Cyclotron frequency, 445

D
D (rotation) functions, 134–137
Data compression, 198–200

in classical information theory, 199–200
of quantum information, 220–221

Datta-Das spin transistors, 525–526, 526f
DC limit, 358
De Broglie, Louis, 11
De Broglie wavelength, 126, 752
De Haas, W. J., 459
De Haas-van Alphen effect, 435, 450, 454,

459–461, 460f, 461f
Debye model of specific heat, 529–530
Decay

alpha particle, 14f
beta, 159
exponential, 331
nonexponential, 331
terms, 268
width, 329

Decision problems, 204–205

Decoherence, 24, 70, 240
time, 267
two-level systems and, 266–268

Decoupling, 588
Degeneracy, 66–67, 447

doubling, 589
Kramers, 173
spin, 131f, 757

Dehmelt, H., 275
Delta functions

derivative of, 37
Dirac, 36–38
Kronecker, 895
potential, 52–53
3D, 37

Dense coding, 219
Density functional theory (DFT), 884f

computer packages, 888–891
gap problem in, 884–885
Hohenberg-Kohn-Sham, 871–872
spin, 882–883
time-dependent, 885–888

Density matrices, 27
components of, 147f
of continuous-variable systems, 295
correlated spins and, 279–281
decohered, 78
formalism of, 72, 294
formulation, 70–75
irreducible representations of, 146–148,

148f
Liouville-von Neumann, 294
multipole expansion of, 150
in Pauli spin matrices, 264
for qutrit, 288
reduced, 76–77
RWA, 271
spatial degrees of freedom of, 378
three-level bipartite, 288
two-qubit, 291
unitary transformation of, 78
Werner, 291f

Density operators, 71, 146
Dephasing, 810
Depletion layer, 491, 493–494
Detailed balance, 703
Determinants, 374–375, 900
Determinism, 255
Deterministic polynomial time (P), 204
Detuning, 275f
Deutsch algorithm, 225–228, 227f
Deutsch-Jozsa algorithm, 225–228
DFT. See Density functional theory
Diamagnetism, 169–170, 468–475

Landau, 473–475
Larmor, 470
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Diatomic electronic states, 582–583, 584f
Diatomic molecules, 582–583

dissociation energy of, 122
Franck-Condon principle for, 602f
hyperfine interactions in, 589
photodissociation of, 603f
potential, 123
selection rules for, 597–600, 598t

Differential equations, 931–932
Diffraction, 6n4

of electromagnetic waves, 409
of electrons, 409
of neutrons, 409
patterns, 11f
quasicrystal, 412f

Diffuse transitions, 176f
Diffusion

constants, 497
current, 496
lengths, 499, 517
time, 751

Diffusive metallic regime, 751
Digital communication, 194
Digital signatures, 193
Dimensionless anharmonicity constant, 594
Diophantic equation, 238
Dipolar interactions, 480–481, 820
Dipole force, 276, 278
Dipole moments, 179f, 312
Dirac, Paul, 61, 98–99, 159, 323
Dirac cones, 790–792, 791f, 797f, 802f
Dirac electron theory, 792–795
Dirac equation, 159, 792–797

cross-sections and, 806
in two-dimensions, 794
relativistic, 128n2

Dirac notation, 22, 61–63, 892–893
Disorder, 773–782
Disordered systems, 774–777
Dispersion, 273–275

curves, for light, 534f
relation, 7, 655–656

Dissipation coefficient, 356
Dissipative force, 276, 278
Dissipative processes, 264n2
Dissociation energy, of diatomic molecules,

122
Divergence theorem, 915–916
Domain walls, 480
Doping, 481, 486, 819
Doppler cooling

of atoms, 275–278
temperature, 244

Doppler shift, 181, 330
Dot Kondo Hamiltonians, 784–785
Dot Kondo temperature, 785

Double barrier resonance structures, 50–51
Double-slit experiment, 8–10, 9f
Doublets, 175, 176f
Dresselhaus interaction, 747
Dresselhaus potentials, 507–508
Drift currents, 497
Drift velocity, 516–517
Drude, Paul, 393
Drude conductivity, 392–396, 393f, 444
Drude model, 755
Dyakonov-Perel mechanism, 523, 524f

E
Edge pictures, 464–465
Edge states, 464–465, 744–746

propagation, 465f
topological insulators and, 543

Effective mass, 425–426
Effective range

analysis, 650
approximation, 651
complex, 721
modified theory of, 721–722

Efimov states, 651
Ehrenfest, Paul, 13, 40
Ehrenfest theorem, 39–40, 86, 309
Eigenfunctions, 25

reality of, 174–175
rigid-rotor, 137–139
zero-order, 310

Eigenphases, 640, 776
Eigenstates

adiabatic, 345
of angular momentum, 373
helicity, 802–803
nondegenerate, 174
of spin, 160
time dependence of, 65

Eigenvalue-eigenvector equation, 422
Eigenvalues, 25

adiabatic, 337f
basis-state expansions and, 64
generalized, 332
of Hermitian operators, 29
hydrogenic energy, 128n2
joint distribution of, 775–776
lowest energy, for particle-in-a box, 44f
nondegenerate, 48
of parity operators, 100
parity symmetry and, 48
of periodic potentials, 52
in two-level system, 260f

Einstein, Albert, 7, 99
Einstein model of specific heat, 529–530
Einstein notation, 62

Einstein Podolsky Rosen (EPR) paradox, 27,
207, 250–253

Einstein summation convention, 162
Einstein-Smoluchowski relation, 366
Electric breakdown, 430
Electric dipole radiation, 324–326
Electric fields

effects, 430–434
perturbative, 312–313
semiclassical motion in, 457
spin manipulation in, 516
static, 495–496
of surface plasmon, 533f

Electric quadrupole
moment, 182
radiative transition, 325

Electromagnetic fields, 6
atoms in, 273–275
dynamics, 320–329
intensity, 321
oscillating, 276
quantization, 323, 850–853

Electromagnetic waves
diffraction of, 409
dipole-allowed, 154
in metals, 396

Electron gas, 381, 860–866, 865f
free, 381–391, 386f
2D, 448–454, 449f, 747

Electron magnetic resonance (EMR), 185
Electron paramagnetic resonance (EPR), 185
Electron spin resonance (ESR), 185
Electron systems, strongly correlated, 541
Electron-empty levels, 433
Electronic band spectrum, 601f
Electronic devices, 481–482
Electronic states, diatomic, 582–583, 584f
Electronic transitions, 599
Electron-phonon interactions, 538, 854
Electron-photon interaction, 853
Electrons

affinity, 559
amplitude for scattering of, 74
band, spin Hall conductance of, 511
Bloch, 460, 866
carriers, 495–496
classical radius of, 126
closed orbit, 455f
in conducting ring, 348f
conduction band, 50
contribution, 530
correlation, 574–578
diffraction of, 409
diffusion current, 496
diffusion lengths, 499
dressed, 392
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energy band diagram, 496f
energy correction, 541
energy splitting for, 168
exciton binding and, 500
generation current, 495, 496f
independent model of, 414
interacting, 863–866
in jellium model, 861–866
level filling of, 383f
lifetimes, 498
in magnetic field, 166–172, 454–459
magnetic moment, 181f
mass, 5, 426, 486t
in metals, 51–52
noninteracting, 861–863
orbits, 767f
in periodic potential, 414–434, 454–459
in photoelectric effect, 15–17
relativist theory of, 159
screening, 632
in semiconductor conduction, 484
spin, 13, 110, 167
transport, 391–392, 415–416
tunneling, 55f
velocity, 395
wave properties of, 10

Electrostatic unit, 124
Elliot-Yafet mechanism, 523, 524f
Emission. See also Photoemission

exciton, 514–515
spectra, 5f, 513–514

EMR. See Electron magnetic resonance
Encryption transformation, 202–203
Energy bands, 52, 52f, 53f, 417f

Bloch wave functions and, 418–421
diagrams, 416f, 496f

Energy current density, 432
Energy gap, 249, 413–418, 422–428, 480t9.3
Energy quantization, 2–6
Energy splitting, for electron, 168
Energy surface, curvature of, 426
Enigma Rotor machine, 202
Ensemble of pure states, 71
Entangled states, 27
Entanglement, 26–27, 207–213

classification of, 290–293
dilution, 213
distillation, 213
entropy, 208, 210–211
as information resource, 221
mixed-state, 211–212
Peres-Horodecki, 212, 290–291
witness operators, 292–293

Entropy
entanglement, 208, 210–211
information and, 194–196

joint, 198
relative, 197
Shannon, 196–198
von Neumann, 196n1, 211

EPR. See Electron paramagnetic resonance
EPR paradox. See Einstein Podolsky Rosen

paradox
Equilibrium properties, 461
Ergodicity, 782
Error correction, 199–200. See also

Quantum error correction
Error syndrome, 242
ESR. See Electron spin resonance
esu. See Statcoulomb
Ethanol, NMR spectrum of, 191f
Euclid’s algorithm, 235
Euler, Leonhard, 6, 133
Euler angles, 133–134, 133f
Euler’s equation for hydrodynamic fluid

flow, 309
Evanescent waves, 742, 764
Evolution operators, 28, 35, 93, 612
Exchange coupling, 185, 476
Exchange integrals, 476, 553
Exchange interactions, 475–477
Exchange operators, 817f
Exchange reactions, 693
Exchange symmetry, 367, 371–373

many-particle, 378–380
two-level systems, 377–378

Exchange-correlation energy, 874
Excitations

collective, 527f
electron-hole, 526
elementary, 501, 526
helium, 557–558
low-energy collective, 526–541
low-lying, 817
plasmon, 531f
spectrum lineshape, 682
SPR, 535f

Excitons, 50, 500–504
absorption, 514–515
binding, 500
charge transfer, 501
emission, 514–515
Frenkel, 500, 500f, 502–504, 502f
states, 515f
Wannier-Mott, 500–502, 500f, 502t

Expansion coefficients, time-dependent, 315
Expectation value. See Mean value
Extensive quantity, 741

F
Face-centered cubic (FCC), 406f
Factorization, 204, 235–236

Faltung theorem, 355
Fano factor, 814
Fano lineshapes, 680, 680f
Fano resonance, 605, 658, 677–682
Faraday effect, 259
Faraday equations, 396
Far-off resonance force, 276, 278
Far-off resonance traps (FORTs), 278, 279f
Fast Fourier transform (FFT), 232, 922
Fast multipole method, 553
FBZ. See First Brillouin zone
FCC. See Face-centered cubic
Fermi, Enrico, 99, 180, 318, 383, 875
Fermi contact term, 179–180
Fermi energy, 383, 383f, 426

fixed, 448–450, 450f
Fermi Golden Rule, 318, 323, 361
Fermi liquid theory, 414, 820
Fermi momentum, 383
Fermi statistics, 383
Fermi surface, 459, 461f
Fermi velocity, 383
Fermi-Dirac distribution, 380, 388–391,

388f, 859–860, 860f
Fermi-Dirac statistics, 99
Fermi-Dirac velocity distribution, 399
Fermionic states

antisymmetric, 373
wave functions for, 99, 379

Fermions, 98, 372
annihilation operators, 835–837
basis states in fock space for, 830
composite, 818–819, 818f
creation operators, 833f, 835–837
Dirac, 795
identical, 378
identical, with antisymmetric spin

function, 665
identical, with symmetric spin function,

665, 666f
number operator, 836
second quantized Hamiltonians and,

838–842
spinless, 840–841
statistics, 383, 826
wave functions, 99, 379
zero-temperature occupation of, 99f

Ferrimagnets, 475, 475f
Ferromagnetic-nonmagnetic (F/N) contact,

516f, 517–518
Ferromagnets, 468, 475, 475f, 478t

hysteresis in, 480f
magnetization of, 479f
semiconductors, 518
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Feshbach resonance, 658, 669–677, 670f,
682

models, 674–677, 674f
scattering, 670f
scattering formalism, 670–674
scattering length for, 677f
in two-atom scattering, 670f
for two-channel square well, 675f

FET. See Field-effect transistor
Feynman, Richard, 1n1, 328, 592
Feynman diagrams, 327f, 328, 780
FFT. See Fast Fourier transform
Field operators, 843–850
Field-effect theories, 14
Field-effect transistor (FET), 19
Filling factor, 450
Fine structure constant, 5, 124, 126
Finite bias, 772–773
Finite depth square well, 42f
First Brillouin zone (FBZ), 866
Fluctuating currents, 366
Fluctuation-dissipation theorem, 362–366,

392
F/N contact. See Ferromagnetic-nonmagnetic

contact
Fock, Vladimir, 90, 548
Fock operators, 556
Fock space, 830–832, 837–843
Fock states, 90
Fock-Darwin spectrum, 768, 769f
Fokker-Planck equation, 268
Fortrat diagram, 601f
FORTs. See Far-off resonance traps
Fourier amplitudes, 921, 930t
Fourier expansion, 923, 923f, 924f

of operators, 929
of SVE, 320

Fourier integrals, 925–928
Fourier series, 405, 922–924, 927
Fourier transform (FT), 37n13, 922,

929–936. See also Fast Fourier
transform

algorithms, 224
of correlation function, 365
faltung theorem for, 355
NMR, 190–192
quantum, 232–234, 233f, 238

Fourier transform infrared (FTIR)
spectroscopy, 921

FQHE. See Fractional quantum Hall effect
Fractional charges, 816–817
Fractional quantum Hall effect (FQHE), 462,

466–467, 816–819
Fractional statistics, 817
Franck, James, 6, 601
Franck-Condon principle, 600–603, 602f

Fraunhofer, Josef, 6
Free phonon wave functions, 540
Fresnel, Augustin Jean, 6
Friction coefficient, 356
Friction force, 276, 278, 393–394
Friedel sum rule, 786
Frozen-core approximation, 576
FT. See Fourier transform
FTIR spectroscopy. See Fourier transform

infrared spectroscopy
Fundamental gap, 559

G
Galilean transformations, 33–36, 102–103
Gamow, George, 13
Gamow factor, 686
Gap problem, 884–885
Gates, 200t

Cirac-Zoller CNOt, 244, 245f
CNOt, 201f, 201t, 216f
controlled, 215
controlled-NOT, 244
controlled-phase, 215, 233
discrete, 217
faulty, 241
Fredkin, 217
Hadamard, 216f
one-qubit, 246, 247
quantum, 213–218
in quantum Fourier transform, 234
single-qubit, 214–215
SWAP, 216
three-qubit, 217
Toffoli, 201, 201f, 202t, 217
two-qubit, 215–216
Uf , 225–227
universal quantum, 217–218

Gauge freedom, 435–436
Gauge invariance, 435
Gauge theories, 442
Gauge transformation, 346, 438f
Gaussian ensembles, 775, 776–777
Gaussian orthogonal ensemble (GOE), 776
Gaussian symplectic ensemble (GSE), 777
Gaussian type orbitals (GtOs), 546–547
Gaussian unitary ensemble (GUE), 776
Gaussian units, 124–127

conversion table, 125t
Fourier transform of, 81

GCE. See Grand canonical ensemble
GEA. See Gradient expansion approximation
Geim, A. K., 787
Gell-Mann matrices, 288
Generalized displacements, 343–344
Generalized eigenvalue problem, 332
Generalized forces, 343–344, 360

Generalized functions, 36
Generalized velocities, 343
Generating functions, 56–57, 113
Geometrical phase, 345
Geometrical structure factor, 411
Gerber, Christoph, 18
GF matrix method, 595
g-factor, 167, 170
GHZ state. See Greenberger-Horne-Zeilinger

state
Giant magnetoresistance (GMR), 524
Gibbs inequality, 197
GMR. See Giant magnetoresistance
GOE. See Gaussian orthogonal ensemble
Goudsmit, Samuel A., 13
Gouy phase, 275n7
Gradient expansion approximation (GEA),

877–878
Gram-Schmidt orthogonalization, 896
Grand canonical ensemble (GCE), 389,

858–859
Graphene, 402f, 787–810

Absence of backscattering, 805
Dirac cones for, 805f
direct lattice of, 791f
Hamiltonians, 800
honeycomb, 789f
Klein tunneling, 807
Landau levels in, 804–805, 804f, 805f
properties of, 788
scattering potential in, 806–810, 807f
structure of, 788f

Greatest common divisor, 235
Green, Melville S., 352
Greenberger-Horne-Zeilinger (GHZ) state,

208–209
Green-Kubo formulas. See Kubo formulas
Green’s function, 623–628

configuration space representation of, 642
Lippmann-Schwinger equation and,

806–807
many-body, 749
for 1D scattering, 736

Grotrian diagrams, 131, 132f
Group multiplication tables, 933, 937t
Group orthogonality theorem, 135, 939
Group theory, 135

axioms, 933
molecular orbitals and, 580–581

Groups, 934–940. See also Point groups
continuous, 936
properties, 936–937
representations, 936–937
space, 403, 405, 936

Grover, Lov, 228
Grover search algorithm, 228–231, 231f
GSE. See Gaussian symplectic ensemble
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GTOs. See Gaussian type orbitals
GUE. See Gaussian unitary ensemble

H
Haar measure, 775
Hadamard transformation, 227
Hall angle, 444
Hall bar geometry, 458, 459f
Hall effect, 395, 435, 443–444, 443f, 450.

See also Anomalous Hall effect;
Fractional Quantum Hall effect;
Quantum Hall effect; Spin Hall effect

anomalous, 714
in 3D periodic systems, 457–459

Hall resistance, 443
Hall transition, 464
Hall voltage, 444
Hamiltonians, 23. See also Zeeman

Hamiltonian
Anderson, 739
anisotropic Heisenberg spin, 185
center-of-mass, 124
for charged particle, 169
in classical mechanics, 29–30
diagonalized, 98, 339f
Dirac, 793
dot Kondo, 784–785
energy and, 32
exact, 549
factoring, 89
in fock space, 837–843
graphene, 800
Hartree-fock, 556
Heisenberg spin, 184–185, 476–477,

535–536
helium, 548
of hydrogen atom in magnetic field, 171
hyperfine interaction, 180
Luttinger, 507
mean-field, 869
multielectron system, 545–546
nuclear spin, 189
1D, 244
Pauli, 442, 795
in periodically driven two-level systems,

268
perturbation, 310
polaron, 539
in quantum simulation, 239–240
rigid-rotor, 137
second quantized, 838–843
spin-dipolar, 184
spin-orbit, 176, 795
Stark, 312
tight-binding, 849
time independent, 28

time-dependent, 299–300
in two-level system, 260
two-species, 869–870
vibrational-rotational, 594
Zeeman, 247, 311
zero-order, 65

Hamilton-Jacobi expansion, 309
Hamilton-Jacobi theory, 305
Hankel functions, spherical, 637–638
Hanle effect, 519, 519f
Hänsch, t. W., 275
Hard-wall boundary conditions, 382, 384f
Harmonic functions, 112
Harmonic oscillators, 55–58

dissipative, 366
raising-lowering operators, 88–92
3-D, 121
wave functions, 58f

Hartree, Douglas, 548
Hartree (E0), 125–126
Hartree-Fock approximation, 572–574
Hartree-Fock formalism, 868
Hartree-Fock method, 548–550, 552–558,

555f
Hartree-Fock potential, 556
Hat notation, 63
Heat transfer, 397f
Heisenberg, Werner, 65
Heisenberg equation of motion, 848

for electron spin, 167
for nuclear magnetic moment, 167

Heisenberg matrix mechanics, 65, 92
Heisenberg models, 477
Heisenberg representations, 85–97, 353
Heisenberg Uncertainty Principle, 67–69
Heitler-London-Slater-Pauling method,

567–569
Helicity, 801–803
Helium, 548–550

excitation, 557–558
Hartree-fock method and, 557–558
lowest few states of, 558f

Hellman, Hans, 592
Hellman-Feynman theorem, 343, 592, 747
Helmholtz equations, 396, 906

multipole expansion of, 151
one-dimensional, 41
vector, 41

Hermite polynomials, 56–57, 907
Hermitian conjugates, 25, 901
Hertz, Gustav, 6
Hertz, Heinrich Rudolf, 16
Heterojunctions, 752, 754–755
Heterostructures, 754
Heun confluent functions, 269–270
Hidden subgroup problem, 239

Hidden variables, 253–256
Highest occupied molecular orbital

(HOMO), 559, 884
High-temperature superconductivity

(HTSC), 818–819, 819f
Hilbert spaces, 61–63, 627, 896–898
Hohenberg-Kohn theorems, 872–875
Holes, 433, 433f

conduction, 434
diffusion lengths, 499
doping, 819
exciton binding and, 500
heavy, 505
lifetimes, 498
light, 505
masses, 486t
in semiconductor conductance, 484
spin Hall conductance of, 512

Holonomy, 347
HOMO. See Highest occupied molecular

orbital
HTSC. See High-temperature

superconductivity
Hubble’s law, 330
Hückel approximation, 569–572, 570f

benzene, 571f
1D solid state, 572, 572f

Huffman coding, 197–198
Hund, Friedrich, 562
Hund’s coupling, 586–589, 587f
Hund’s rules, 470, 547, 560–562, 767

exchange interaction and, 475
generalized, 561, 562f

Huygens, Christian, 6
Hybridization, 566
Hydrocarbons, cyclic, 569f
Hydrodynamic fluid flow, 309
Hydrogen

absorption spectra of, 175
atom, 124–132
atom spectrum, 131–132
emission spectrum of, 5f
energy levels, 131f
Grotrian diagram for, 132f
hyperfine transition in, 325
ion MOs, 563–564
in magnetic field, 171–172, 171f
masers, 181
molecule, 565–569
potential curves, 566f
radial wave functions, 129f
Zeeman splitting of, 182f

Hydrogenic energy eigenvalues, 128n2
Hyperfine interactions, 178–182

in diatomic molecules, 589
electric quadrupole, 182
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Hyperfine splitting, 178–179
Hyperfine transition, in hydrogen, 325
Hysteresis, 480–481, 480f

I
Identical particles

interacting, 826–827
scattering from collection of, 722–724,

722f
scattering of two, 367f, 664–666
with spin, 711

IE. See Ionization energy
Impact parameter, 606
Impurities, 486

acceptor, 486–489, 487f
carrier densities and, 488
donor, 486–489, 487f, 488f
magnetic, 783
n-type, 487
p-type, 487

Incident beam, 606, 706
Independent electron model, 414
Infinite square well, 42f, 43
Infinite volume, 381
Information, 193. See also Classical

information; Quantum information
content, 195
entanglement, 221
entropy and, 194–196
source, 195–196
technology, 17–21
theory, 193

Infrared absorption spectrum, 599f
Infrared divergence, 574, 842
Inner product spaces, 893–898
Insulators, 541–544

Anderson, 544
band, 416, 543
classification of, 543–544
magnetic susceptibility of, 468–469
Mott, 544
Peierls, 544
topological, 543

Integer quantum Hall effect (IQHE),
462–466, 805

Integral equations, 931–932
Lippmann-Schwinger equation, 806

Integration contour, 658f
Intelligent states, 283
Intensity ratios, 190
Interaction representations, 87–88

operators in, 353
scattering within, 615–616

Interatomic potentials, 585–586
Interface potentials, 52f
Interference, 6n3, 9f
Interferometers, 677–678, 749, 757–759,

758f

Interleaving theorem, 333
Internal degrees of freedom, 693–724
International classification symbols, 405
International System of Units (SI), 124–127,

125t
International Union of Crystallography, 414
Internuclear distances, 123, 585–586
Invariance, 98

gauge, 846
rotational, 152, 708
under space inversion, 701
time-reversal, 98, 173–175, 702

Inverse scattering problem, 647
Inversions

about average operator, 229–230
space, 701, 702f
symmetry, 100, 152
symmetry operations and, 403

Ion cooling, 244
Ion traps, 243–245
Ionization energy (IE), 559, 559f
Ionization potential theorem, 884
IQHE. See Integer quantum Hall effect
Irreducible representations, 938–939

construction, 942
of density matrix, 146–148, 148f

Irreducible tensor operators, 144–145

J
Jeffreys, Harold, 304
Jellium model, 861–866, 865f
J-J coupling, 561
Johnson, John, 362
Johnson-Nyquist noise, 366, 813
Jordan, Pascual, 65
Josephson devices, 268
Josephson junction, 249
Jost functions, 653–654

dispersion relation for, 655–656
zeros of, 654, 655f

JWKB approximation. See WKB
approximation

K
Kamerlingh-Onnes, H., 395
Karp, Richard, 204
Kerr nonlinearity, 248
Kets, 28

channel, 694
density operators and, 146
Hilbert spaces and, 61

Key distribution problem, 203, 222
Kinematics, relativistic, 619
Kinetic energy operator, 846
Kitaev, Alexei, 241
Klein paradox, 809

Kohn-Sham equations, 878–881, 888
Kohn, Walter, 871, 872–875
Kondo effect, 783–787, 787f
Koopman’s theorem, 558–560
Kosterlitz-thouless-Berezinsky transition,

479
Kramers, Hendrik Anthony, 173, 304
Kramers degeneracy, 173
Kramers doublet, 505
Kramers pair, 822
Kramers-Kronig relations, 351–352,

360–362, 655
Kronecker delta function, 895
Kronig-Penney potential, 417, 417f
Kroto, Harold, 20
Kubo, Ryogo, 352, 362
Kubo formulas, 349–350, 352–360, 542
Kümmel, Hermann, 577
Kummer functions, 662

L
Laboratory frame, 619–621, 621f
Lagrange multiplier, 332, 554, 688
Lagrange’s theorem, 937
Laguerre polynomials, 123
Lamb-Dicke criterion, 244
Landau, Lev, 72, 339, 414, 459–460
Landau diamagnetism, 473–475
Landau energies, 446, 446f, 447f
Landau levels

broadening, 461
in graphene, 804–805, 805f
IQHE and, 463–464

Landau quantization, 445–447
Landauer formula, 19, 749, 756f

for conductance, 755–764
multichannel, 757
multiport, 760–762

Landau-fermi liquid theory, 392
Landau-Zener transition, 339–343, 340f,

341f
Landé factor, 471. See also g-factor
Landés interval rule, 561
Laplace’s equation, 112
Larmor diamagnetism, 470
Larmor formula, 5, 324
Larmor frequency, 167
Lasers

cooling, 278–279
fixed frequency, 335
ion cooling, 244
polarization for, 279
quantum dot, 752
semiconductor, 481
spatial interference patterns, 246f

Lattices, 401. See also Bravais lattices
classes, 403
classification of, 402–404
constants, 401
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direct, 406–407, 791f
optical, 245–246
parameters, 401
periods, 401
reciprocal, 405–411
structure, 790–792, 790f
translation operations, 405
2D honeycomb, 402f
vectors, 401
vibrations, 527–528

Laughlin, Robert, 464, 465, 816
Laughlin wave function, 465–466
LCAO. See Linear combination of atomic

orbitals
LDA. See Local density approximation
LEDs. See Light-emitting diodes
Lee, T. D., 100
Legendre equation, 113
Legendre polynomials, 113–114, 909–910
Lempel-Ziv algorithm, 198
Lennard-Jones, John, 123, 562
Lennard-Jones potential, 123–124, 123f
Letokhov, V. S., 278
Level correlations, 777–778
Level fluctuations, 778
Level repulsion, 775
Level spacing, 779f

mean, 779
nearest, 777–778, 779f

Levi-Civita symbol, 106, 159, 915
Levin, Leonid, 204
Levinson theorem, 656–658
Light, 6–8

dispersion curve for, 534f
Doppler shift of, 330
holes, 505
slow, 294
wave properties of, 10

Light and Matter (Band), 328
Light-emitting diodes (LEDs), 481
Linear combination of atomic orbitals

(LCAO), 563, 567f, 574
Linear polyenes, 569f
Linear potential, 54–55
Linear response hypothesis, 354
Linear response theory, 349–366, 392
Liouville equation, 84, 309
Liouville theorem, 432, 432f
Liouville-von Neumann equation, 71–72,

83
Lippmann-Schwinger equation

Born approximation and, 683
Green’s function and, 806–807
operator, 629, 634
partial wave, 641
for radial function, 643–646

Local density approximation (LDA), 881
adiabatic, 888
spin DFT, 883

Local moment regime, 783
Local quantum operations and classical

communication (LOCC), 213
Local realism theory, 251
Localization

length, 441
weak, 811–813, 811f

LOCC. See Local quantum operations and
classical communication

Logarithmic derivatives, 647
Longitudinal relaxation, 188
Long-range order, 412
Lorentz, Hendrik A., 166
Lorentz factor, 330
Lorentz force, 449
Lorentz lineshape, 329, 330f
Lorentz number, 400
Lorentz transformations, 33
Low equations, 632–633
Low temperature physics, 783–784
Low-dimensional systems, 19–20, 810–823

scattering in, 724–748
strongly correlated, 815

Low-energy collective excitations, 526–541
Lowering operators, 58, 89, 107–110
Lowest unoccupied molecular orbital

(LUMO), 559, 884
Loy, M., 335
L-S coupling, 561
LUMO. See Lowest unoccupied molecular

orbital
LUMO-HOMO gap, 884–885
Luttinger Hamiltonian, 507
Luttinger liquids, 20, 731, 820
Lyapunov exponent, 741
Lyman transitions, 131, 132f

M
Magnetic breakdown, 430
Magnetic dipole radiative transition, 325
Magnetic fields

charged particle in, 169–172
crown-shaped, 348f
effects, 434–481
electrons in, 166–172, 454–459
hydrogen atom in, 171–172, 171f
inverse, 460f
from magnetic moments, 179
perpendicular, 448–454, 449f, 744–746,

745f
perturbative effects, 311–312
resonance energy tuning, 673
semiclassical motion in, 457

spin manipulation in, 516
static, 168
2D electron gas in, 448–454, 449f

Magnetic impurities, 783
Magnetic moments, 475

anomalous, 795
conducting ring near, 348–349
electron, 181f
interaction of, 179
localized, 783
magnetic fields from, 179
nuclear, 167
orbital, 169
of particles, 13
proton, 181f

Magnetic order, 475–481
Magnetic susceptibility, 468–469
Magnetic tunnel junctions (MTJs), 520,

521f, 524
Magnetically ordered structures, 477–478
Magnetization, 168

atomic, 469–473
dimensionless, 263
equilibrium, 188
of ferromagnets, 479f
magnetic susceptibility and, 468–469
remnant, 480–481
saturation, 480
spontaneous, 477
vector, 468

Magnetoconductance, 461, 463
Magneto-optical traps (MOts), 278–279
Magnetoresistance, 443–444, 520. See also

Giant magnetoresistance; tunneling
magnetoresistance

IQHE and, 463
negative, 781, 811–812

Magnets
antiparallel configuration in, 480
bar, 480f
rare earth, 477–478
types, 478t

Magnons, 527, 535–538
Many-body perturbation theory (MBPt), 576
Many-body problem, 381, 826–827
Many-body theory, 466–467
Many-particle systems, 75–76
Markov processes, 268
Markovian Lindblad form, 268
Masers, 181
Maslov index, 456
Mass, effective, 425–426
Mass action, law of, 485
Massive quantum parallelism, 225–226
Mathieu equations, 423–426
Matrices, 898–903. See also specific matrix

types
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Matrix elements
bound-free, 602–603
hopping, 761
of operators, 173–174
reduced, 154
of spin-dipolar interactions, 183
of tensor operators, 153
vector potential, 345–346

Matter-waves, 8
Mauborgne, Joseph, 203
Maxwell-Boltzmann velocity distribution

function, 399–400
MBPt. See Many-body perturbation theory
Mean free path, 350, 395
Mean value, 24, 88
Mean-field approximation, 414, 651, 867
Mean-field equations, 867–870
Mean-field zone, 866–870
Measurements

demolition, 79
of first register, 238
multi-qubit, 242
nondemolition, 224
of polarization states, 248
POVM, 79
problem, 69–70, 78–79
quantum computing despite, 224
qubit collapse after, 241
syndrome, 242
von Neumann, 79
weak, 79, 224

Mermin-Wagner theorem, 820
Mesoscopic conductors, 360
Mesoscopic systems, 18–19, 438, 750–755,

773–783
Metallic diffusive regime, 751
Metallic grain, 778
Metal-oxide-semiconductor field-effect

transistors (MOSFEts), 14, 14f
Metals. See also Alkali-metals

AC conductivity of, 395–396
electromagnetic waves in, 396
electrons in, 51
Hartree-fock approximation for, 572–574
Sommerfeld theory of transport in, 392,

399–400
thermal conductivity of, 397–399

Metal-semiconductor interfaces, 51–52, 52f
Metal-vacuum interfaces, 51–52
Meters kilogram second Ampère (MKSA),

124–125
Meters kilogram second (MKS) systems, 124
Microscopic causality, 655
Miller indices, 408–409, 408f, 409
Minimum uncertainty state, 95
Mixed states, 70–75

MKS systems. See Meters kilogram second
systems

MKSA. See Meters kilogram second Ampère
Mobility, 394
Modular arithmetic, 234
Modular equality, 235
Molecular orbitals (MOs), 562, 574

diatomic electronic states and, 583
group theory and, 580–581
hybrid, 567f
hydrogen ion, 563–564
method, 565–567
molecular symmetries and, 579

Molecules. See also Diatomic molecules
asymmetric top, 593
electronic structure of, 562–572
hydrogen, 565–569
polyatomic, 591
rotational structure of, 593–595
spherical top, 593, 593f, 597, 597f
symmetric top, 593
symmetries, 579–582

Möller operators, 612–615, 614f, 633–634,
696–699, 697f

Möller-Plesset perturbation theory (MPPT),
577

Möller-Plesset theorem, 577
Momentum, 32–36. See also Angular

momentum
crystals, 421
representations, 63–64
states, 38–39
transfer, 410, 631

Momentum units (p0), 126
Monte Carlo algorithms, 821
Moore, Gordon, 201
Moore’s law, 201
Morse oscillators, 122–123
Morse potential, 122f
MOs. See Molecular orbitals
MOSFETs. See Metal-oxide-semiconductor

field-effect transistors
Motif, 400, 411
MOTs. See Magneto-optical traps
Mott skew scattering, 509
MPPT. See Moller-Plesset perturbation

theory
Müller, Karl Alex, 819
Mulliken, Robert S., 562
Mulliken symbols, 581–582
Multichannel scattering theory, 694, 716
Multielectron systems, 545–546, 551–552
Multipole expansions, 150–151
Multipole moments, 147, 150–151
Multiqubit states, 207

N
Nanoparticles, 534–535, 535f
Nanostructures, low-dimensional, 752
Nanotechnology, 17–21
Nanotubes, 19–20
Nearest neighbors (NN), 797

points, 402
spacing distribution, 778

Neutrinos, 159
Neutrons

diffraction of, 409
discovery of, 159

Newton, Isaac, 6
Newtonian mechanics, 605
Newton’s laws, 1
Nine-qubit-code, 241
Nitrogen-vacancy (NV) centers, 250
NMR. See Nuclear magnetic resonance
NN. See Nearest neighbors
No-cloning constraints, 241
No-cloning theorem, 218–219
Noether, Emmy, 98, 607
Noether’s theorem, 607
Noise, 366, 738, 813–815
Nonabelian gauge terms, 592
Non-central potentials, 635
Non-crossing rule, 590, 591n
Nondeterminism, 204n3
Nondeterministic polynomial time (NP), 204
Nonintegrable systems, 764
Nonrelativistic limit, 794
Nonuniform systems, conductivity of, 359
Nonzero singular values (NSVs), 290
Noon state, 209n5
Normalization coefficient, 138
Novoselov, K. S., 787
NP. See Nondeterministic polynomial time
NP-complete (NPC), 204–205
NSVs. See Nonzero singular values
Nuclear derivative coupling, 591–592
Nuclear magnetic resonance (NMR),

185–187
Fourier transform, 190–192
liquid-state, 247
spectrum of ethanol, 191f
systems, 247–250
Zeeman Hamiltonian for, 187

Nuclear shell model, 715
Nuclei

alpha particle decay of, 14f
magnetic moments, 167
spin, 167, 189

Number operator
bosons, 834
fermions 836

Number states, 90
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Number theory, 234
Numerical renormalization group, 786
NV centers. See Nitrogen-vacancy centers
Nyquist, Harry, 362

O
Observables, 22, 28
Occupation number

bosons, 860
representation of states, 831

Octopus project, 302
ODEs. See Ordinary differential equations
Off-shell conditions, 694n10
Ohm, 463
Ohm’s law, 349, 393, 396, 542
1D formalism, 731–732
1D systems

correlated electron, 820
density of states in, 386–387, 387f
scattering in, 731–741

Onsager, Lars, 185, 362, 460
Onsager analysis, 459
Onsager reciprocal relations, 360–362,

760–761
Onsager relations, 444, 757–758, 759
On-shell conditions, 694n10
Operators, 898–903. See also specific

operator types
anti-Hermitian, 902
antilinear, 903
antiunitary, 903
average, 229–230
creation, 832–837, 833f
destruction, 832–837
differential, 914–915
Fourier expansion of, 929
Hermitian, 24, 29, 66–67, 901
in interaction representation, 353
matrix elements of, 173–174
non-commuting, 67
number, 90, 836
parity, 100
Pauli spin, 160
physical, 845–848
projection, 279, 671, 707, 902
resolvent, 623
rotation, 132–133
squeezing, 96
statistical, 71
symmetrization, 207n4, 368
transformation, 32
transition, 628–633
unitary, 35
unitary rotation, 105
wave, 578
witness, 292–293

Oppenheimer, Robert, 589
Optical molasses, 278–279
Optical susceptibility, 274
Optical theorem, 634, 639, 700, 722
Optical transitions, 596–600
Optical trapping, of atoms, 278–279
Optical tweezers, 278
Optics, 6
Optimal control theory, 246
Optimal entanglement witness, 292
Oracles, 228–229
Orbital effects, 169–172
Orbits. See also Molecular orbitals

atomic, 414–415, 546–547
classical, 464f
closed, 455, 455f, 456f, 459
electron, 767f
on fermi surface, 461f
skipping, 464

Order parameters, 479
in many-body physics, 846

Order-finding problem, 235
Ordinary differential equations (ODEs),

905–911
Orthogonal vectors, 23
Orthogonality, 61

relations, 114, 831
of scattering states, 699–700

Oscillator strength, 324
Outer products, 899

P
P. See Deterministic polynomial time
p0. See Momentum units
Pair annihilation, 496
Parabolic coordinates, 659
Parabolic cylinder functions, 342
Parabolic wells, 260f
Parallel transition, 599
Paramagnetism, 170, 468–475

contribution, 358
Curie law of, 472–473
Pauli, 473, 474f
Van Vleck, 470

Parity, 48
bits, 200
conservation, 100
operators, 100
symmetry, 48, 98

Partial representation, 695–696
Partial traces, 73
Partial wave

amplitudes, 720–721
analysis, 636–647, 717–718
cross-section, 639
Lippmann-Schwinger equation, 641

S matrix for, 640, 717–718
scattering amplitude, 640
Schrödinger equations, 705

Partial wave expansion, 636–640, 719,
727–729

in Coulomb potential, 661–662
phase shifts and, 808–809

Particle-in-a-box, 42–52, 44f
Particles. See also Charged particles;

Identical particles
ballistic, 773–774
composite, 693
density, 846
with internal degrees of freedom, 693–724
magnetic moment of, 13
with spin, 704–715
spin 1/2, 711–712
spin 0, 711–712

Partition function, 72, 353, 858
Partitions, 370
Paschen-Back regime, 182
Pauli equations, 794–795
Paul traps, 244
Pauli, Wolfgang, 98, 159
Pauli exclusion principle, 98–99, 185, 372,

382–383
Pauli spin

matrices, 161–164, 264
operators, 160

Pauling, Linus, 567
PDF. See Probability distribution function
Penalties, 301
Penrose, Roger, 412
Penrose tiling, 413f
Peres-Horodecki entanglement, 212,

290–291
Periodic potential

band potential and, 416–417
eigenvalues of, 52
electrons in, 414–434, 454–459

Periodic table, 767f
Periodicity, 412
Permanents, 374–375, 900
Permutations

cyclic, 368
even, 368
odd, 368
operators, 367
products, 368f
symmetry, 367–369
two-cycle, 367

Perturbation
Hamiltonians, 310
harmonic, 318–319, 361
nearly harmonic, 320–321
piecewise-constant, 317–318
of spin-orbits, 311
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Perturbation theory, 309–321. See also
Many-body perturbation theory;
Moller-Plesset perturbation theory

degenerate, 313–314
diagrammatic, 780
first-order, 863–865
k · p, 506–509
Moller-Plesset many-body, 576–577
nondegenerate, 310–313
Rayleigh-Schrödinger, 310
second-order, 318
time-dependent, 315–321

Phase breaking length, 360
Phase change errors, 243
Phase coherence, loss of, 811–812
Phase shifts

analysis, 647–659
Coulomb, 130–131, 662
eigen, 640
Jost functions and, 654
at low energy, 649–650
numerical evaluation of, 646
partial wave expansion and, 808–809
partial wave S matrix and, 640
for penetrable sphere, 645
photonic, 248
resonance, 679
scattering, 118
WKB approximation for, 686–688

Phase transitions
first-order, 479
Kosterlitz-Thouless-Berezinsky, 477
quantum, 543, 820
second-order thermodynamic, 479

Phase-dependent interaction, nonlinear, 96
Phonon-electron interaction, 856f
Phonons, 527–531, 853–856

absorption, 856
acoustic, 528, 528f
contribution, 528–530
density of states, 530–531
optical, 528

Photoabsorption, in semiconductors, 513f
Photodissociation, of diatomic molecule,

603f
Photoelectric effect, 5, 15–17, 16f, 17f
Photoemission, 5, 513f
Photons, 850–853

absorption, 277
induced processes, 512–515
internal angular momentum of, 13
phase-shifting of, 248
polarization states of, 248
qubits, 248f
as two-level system, 259

Photosynthesis, 21
Photovoltaic effect, 492
Piecewise-constant potentials, 42–52, 42f
p-i-n junction, 492, 492f
Plaintext, 202
Planck, Max, 6, 7f
Planck blackbody radiation law, 388
Planck constant, 2–4
Planck distribution, 389f
Plane waves, 34, 37
Plasma frequency, 396, 531
Plasmons, 527, 531–538

excitation, 531f
in nanoparticles, 534–535, 535f
surface, 532–535, 533f, 534f, 535f

p-n junctions, 490–500, 492f
carrier densities across, 494f
current generation in, 496f
energy parameters of, 493f
in equilibrium, 492–495, 495f
out of equilibrium, 496–498
qualitative description of, 491–492
schematic of, 491f
in static electric field, 495–496

Poincaré, Jules Henri, 265
Poincaré sphere, 265
Point groups, 403, 404t, 935–936

decision tree, 580f
symmetry, 581f

Poisson distribution, 93
Poisson process, 780
Polaritons, 541
Polarization

Bell’s inequalities and, 257
for lasers, 279
Poincaré sphere and, 265
rotation, 248
spin current, 517
states, of photons, 248
vectors, 851

Polarons, 538–541, 538f
Polynomial time, 204
Pontryagin, Lev, 300
Population inversion, 263, 286f
Position representations, 38–39, 63–64
Positive Operator-Value Measure (POVM),

79, 224
Potential barriers, transmission through,

684–686, 684f
Potential energy crossings, 590–591, 591f
Potential wells, 47–49
POVM. See Positive Operator-Value

Measure
Power broadening, 272, 275
Principal axes coordinate system, 426
Principal quantum number, 5

Principal transitions, 176f
Principal value integral, 634
Probability amplitudes, 23, 28–29
Probability density, 44–45, 129
Probability distribution function (PDF),

905–908
Probability distributions, 22–24, 97, 97f
Probability flux vector, 44–45
Probability theory, 258
Projections, 73, 902

operators, 279, 671, 707, 902
theorem, 155

Proteins, 21
Protons, 159

chemical shifts, 191f
magnetic moment, 181f

Pseudocrossings, 590–591
Pump pulse frequencies, 338
Purcell, Edward, 247
Pure states, 289
Purity, 77, 77f

Q
QED. See Quantum electrodynamics
QHE. See Quantum Hall effect
QPCs. See Quantum point contacts
QSHE. See Quantum spin Hall effect
Quadratic dispersion, 794
Quantization. See also Second quantization

angular momentum, 12–13
electromagnetic field, 323, 850–853
first, 833, 837
of lattice vibrations, 527–528
procedure, 855–856

Quantized wavenumbers, 447
Quantum averages, 276
Quantum chaos, 764
Quantum circuits, 205, 223–224, 223f
Quantum coherence, 750
Quantum computing, 193, 224–240

all-optical, 248
cavity based, 246
despite measurement, 224
fault-tolerant, 241
scalable, 240

Quantum dots, 19–20, 724, 749, 754, 754f
charge transport through, 770–773
circular, 766f
constant-interaction model of, 765–766
differential conductance of, 772f
diffusive, 774
disorder in, 773–774
equilibrium properties of, 765–770
few electron, 766–767, 769–770
at finite bias, 773–774
Kondo conductance of, 786f
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Kondo effect in, 783–787, 787f
lasers, 752
lateral, 765f
potential, 50
properties of, 765–773
qubits, 249–250
selection rules, 121
spherical, 120–121

Quantum electrodynamics (QED), 167, 246,
850

Quantum entanglement. See Entanglement
Quantum error correction, 240–243
Quantum field theory, 843
Quantum unit of flux, 435
Quantum unit of conductance, 460
Quantum gates, 205
Quantum Hall effect (QHE), 20, 462–467

detecting of, 463f
SHE versus, 510f

Quantum information, 205–213. See also
Information

data compression of, 220–221
entanglement as, 221
redundant, 240

Quantum mechanics
basics of, 21–59
definition of, 2–17
early history of, 2, 3–4t
postulates of, 28–29
relativistic, 619
semiclassical, 304

Quantum money, 193
Quantum numbers

magnetic, 142
principal, 128
single-particle, 828
topological, 543

Quantum optimal control theory, 300–302
Quantum point contacts (QPCs), 755, 755f,

762–764, 762f, 763f
Quantum propagation, 29–30
Quantum simulation, 224, 239–240
Quantum spin Hall effect (QSHE), 544,

822–823, 822f
Quantum states, 22–24, 61
Quantum teleportation. See teleportation
Quantum theory, 5
Quantum thermodynamic expectation, 858
Quantum units, 463, 757
Quantum wells, 19–20, 724, 749, 752–753,

753f
potential, 50
structure, 752f

Quantum wires, 19–20, 387, 724, 753, 753f
Quasicrystals, 412–414, 412f
Quasi-momentum, 421

Quasi-one-dimensional systems, 741–747,
742f

Quasi-particles, 500–501, 526
Quasi-probability distribution, 80
Qubits, 17, 205–206

collapse, 241
interacting, 241
oracle, 229, 230f
photon, 248f
quantum dot, 249–250
solid-state, 248–250
space, 236–237
superconducting, 249
swap of two, 234f
teleportation, 222f

Quenched disorder, 440–441
Qutrits, 205

density matrix for, 288
pure states, 289

R
Rabi frequencies

adiabatic limit and, 272
coupling, 294
generalized, 261
time-dependent, 268
vector, 263n1

Rabi oscillations, 262, 262f
Racah, Giulio, 141
Radial function, 643–646
Radial momentum operators, 116
Radiation

blackbody, 6–8, 7f
electric dipole, 324–326
multipole, 324–326
pressure, 278
spontaneous emission of, 323–324
stimulated emission of, 323–324

Raising operators, 58, 89, 454
angular momentum, 107–110

Raising-lowering operators, 88–92
Raman scattering, 293, 319, 326–329, 327f
Raman transitions, 600
Ramsauer-Townsend effect, 658–659
Ramsey, Norman, 285
Ramsey fringe spectroscopy, 285–287, 286f,

287f, 294
Random matrix theory (RMT), 777–782

conductance distribution and, 782
prediction, 782f

Random numbers, 236
Random potentials, 737–738

Gaussian white-noise, 738
tight-binding formulation of, 738–741

Rashba energy, 511
Rashba interaction, 747

Rashba potentials, 507–508
Rayleigh range, 275n7
Rayleigh transitions, 600
Rayleigh-Jeans limit, 7
Rayleigh-Schrödinger perturbation theory,

310
Real quaternionic matrix, 776
Realism, 251, 253
Reciprocal lattice space, 422–423
Recombination current, 496
Rectification, 495–496
Recurrence relations, 114, 128
Recursion relation, 57
Reflections

amplitudes, 685, 735, 747–748
approximation, 603, 603f
coefficients, 46, 47f
probability, 46
symmetry operations and, 403

Refractive index, 274–275, 275f
Regge poles, 646
Relative velocities, 181
Relaxation time, 188, 267, 350
Resistance

quantum unit of, 463, 757
tensor, 760, 761f

Resonance, 50–51. See also specific
resonance types

cross-sections, 668–669
energy tuning, 673
Fano, 677–682
Feshbach, 605, 658, 669–677
magnetic, 185–192
phase shift, 679
scattering, 666–682
shape, 668, 668f

Resonant tunneling diodes, 51
Response functions, 349
Response kernels, 349
Riccati-Bessel functions, 117–118, 118f,

637, 662
Riccati-Hankel functions, 637, 719
Riemann sheet, 657, 668
Riemann zeta function, 390
Rigid-rotor eigenfunctions, 137–139
Rivest, Ronald, 203
RMT. See Random matrix theory
Rodrigues formula, 113
Rohrer, Heinrich, 15
Rotating-wave approximation (RWA), 187,

270–271, 320
Rotation

angular momentum and, 132–139
constants, 593–594
D functions and, 134–137
function, 134
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infinitesimal, 144
matrix, 133–134
operators, 132–133
polarization, 248
of spin, 136
of spinors, 164–165
structure, 593–595, 593f
symmetry operations and, 403
transitions, 597
unitary, 105
of vector field, 148–149

RSA algorithm, 203–204
Runge-Gross theorem, 886–887
Runge-Lenz vector, 131
Russell-Saunders coupling, 470, 561
Rutherford formula, 633
Rutherford scattering, 607–608, 608f
RWA. See Rotating-wave approximation
Rydberg constant, 132f
Rydberg states, 171, 296

S
S matrix, 612–615, 633–634

multichannel, 699–703
1D scattering and, 731–736
for partial wave, 640, 717–718
symmetries of, 701

Sample-to-sample fluctuations, 748, 780
Saturation parameter, 272, 275f
Scalar potential, 169
Scalar products, 913
Scanning tunneling microscopy (STM),

14–15, 15f, 18, 54
Scattering. See also Bragg scattering; Raman

scattering
in abstract Hilbert space, 627
amplitude, 74, 610–611, 645, 646f
amplitude, partial wave, 640
angle, 606
average density of, 723
classical, 605–608, 606f
from collection of identical particles,

722–724, 722f
Compton, 328
Coulomb, 726–731
from Coulomb potential, 659–664
Coulomb-modified, 663
cross-sections, 607
differential, 618f
elastic, 411, 616–617, 693
electron-atom, 659
electron-electron, 659
of electrons, 74
Feshbach resonance, 670f
Feynman diagrams for, 327f
formal theory of, 627–634

formalism, 670–674
of identical particles with spin, 711
from impenetrable sphere, 643–644
inelastic, 693, 715–722
initial state of, 611–612
within interaction representation, 615–616
inverse, 647
length, 651, 677f
length, for Feshbach resonance, 677f
in low-dimensional systems, 724–748
low-energy, 667f
multichannel, 694, 716
nonrelativistic, 619
normal, 856
1D, 731–741
of particles with spin, 704–715
from penetrable sphere, 644–646
phase shifts, 118
potential, 617f
potential, in graphene, 806–810, 807f
problems, 44
process, 702f
quantum, 609–616
in quasi-one-dimensional systems,

741–747, 742f
Rayleigh, 319, 326–329, 327f
reactions, 715–722
resonance, 666–682
Rutherford, 607–608, 608f
by short-range potentials, 662–664
single-channel formalism, 718
skew, 509, 509f, 714
of spin 1/2 particles, 711–712
of spin 0 particles, 711–712
states, orthogonality of, 699–700
stationary, 616–627
s-wave, 650, 680–682
Thomson, 326–329
threshold, 729
time-dependent, 609–610, 612–616
time-independent, 610–611
total cross-section, 607
transition probability for, 329
in two dimensions, 724–731
of two identical particles, 367f, 664–666
from two potentials, 703–704
two-atom, 670f
umklapp, 856
von Laue analysis of, 410f
X-ray, 409–410, 409f, 411

SCF calculation. See Self-consistent field
calculation

Schawlow, A. L., 275
Schmidt decomposition, 209–211
Schönflies notation, 405
Schrieffer-Wolff transformation, 507,

784–785

Schrödinger equations, 23
classical limit of time-dependent, 309
partial wave, 705
for piecewise-constant potentials in 2D,

49–50
in quantum simulation, 239
radial, 116–117, 120, 308
in reciprocal lattice space, 422–423
with spin-orbit interaction, 712–715
time-dependent, 29–31, 39, 300
time-independent, 29–31
time-independent 1D, 304

Schrödinger representations, 85–97, 353
Schrödinger wave function method, 92
Schrödinger’s cat paradox, 24
Schumacher quantum noiseless channel

coding theorem, 220
Schwarz Inequality. See Cauchy-Schwarz

Inequality
Search algorithms, 224, 230f. See also

Grover search algorithm
Second quantization, 825–857

concept of, 833
formalism, 827, 837
graphene Hamiltonian in, 800
of Hamiltonians, 838–843
mean-field equations in, 867–870

Second register, measurement of, 237–238
Seebeck effect, 398–399, 398f
Selection rules, 121, 152

for diatomic molecules, 597–600, 598t
electric dipole radiation, 326
multipole radiation, 326
for optical transitions, 596–600
Raman, 600
Rayleigh, 600
in Wigner-Eckart theorem, 154

Self-adjoint, 24
Self-averaging, 741
Self-consistent field (SCF) calculation, 562
Self-energy, 672
Semiconductors, 481–515

absorption coefficients, 514f
absorption wavelengths of, 513t
band gap energy of, 482t
band structure, 482–483, 483f
charge carrier density of, 484–485
conductance, 484
direct gap, 482
extrinsic, 481, 486–490
ferromagnetic, 518
indirect gap, 482
inhomogenous, 490–500
intrinsic, 481
lasers, 481
materials, 481–482
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n-doped 3D, 508
n-type, 490
photoabsorption in, 513f
photoemission in, 513f
photon induced processes in, 512–515
p-type, 490
spin injection into, 518
spin relaxation in, 524f
spintronics, 518
zinc-blende, 505, 506f

Semiconductor-vacuum interfaces, 51–52
Semimetal systems, 416
Separability, 211–212
Separation of variables method, 31
Shamir, Adi, 203
Shannon, Claude Elwood, 194
Shannon entropy, 196–198
Shannon’s noiseless channel coding

theorem, 199
Shechtman, Dan, 412
Shockley, William, 14
Shockley equation, 498–499
Shor, Peter, 21, 232, 241
Shor factorization algorithm, 234–239
Shor’s quantum error correction algorithm,

242–243
Short-range potentials, 662–664
Shot noise, 366, 813–815
Shubnikov-de Haas effect, 435, 454,

459–462, 462f
SI. See International System of Units
Si(CH3)4. See tetramethylsilane
Side jump, 509, 509f
Silicon band structure, 483f
Sinai billiard, 774f
Single-channel formalism, 718
Single-electron states, 769, 770f
Single-mode field, 322
Single-particle

approximation, 381
density of states, 384
energy levels, 386f
operators, 826
states, 768

Singlet state, rotational invariance of, 164
Singular value decomposition, 209, 210f
Sinusoidal potential, 423–426
6j coefficients, 156–157
6-12 potential, 123
Size consistency, 576
Slater, John, 374, 567
Slater determinants, 98–99, 374–375, 467,

829
Slater type orbitals (STOs), 546–547
Slowly varying envelope (SVE), 320
Slusher, R. E., 96

Smalley, Richard, 20
Sommerfeld expansion, 390
Sommerfeld parameter, 660
Sommerfeld theory, 392

experiment compared with, 400
of metals, 392, 399–400

Source coding, 198. See also Data
compression

Space-fixed coordinate system, 103
Spatial degrees of freedom, 378
Spatial interference patterns, 246f
Specific heat

Debye model of, 529–530
Einstein model of, 530
phonon contribution to, 528–530

Spectral decomposition, 364
Spectral function, 627
Spectral lines

broadening of, 330
splitting of, 312

Spectral representation, 359
Spectral unfolding, 778–779, 778f
Spheres. See also Bloch sphere

impenetrable, 643–644
penetrable, 644–646
Poincaré, 265

Spherical coordinates, 111–112, 121
Spherical harmonics, 112–115, 910

addition theorem for, 120
Clebsch-Gordan series and, 143
normalization of, 129
real linear combinations of, 115f
spinor, 149–150, 166, 706
vector, 148–149

Spherical tops, 138
Spherically symmetric systems, 116–132
Spin. See also Pauli spin

angular momentum, 106, 159–160, 172
antisymmetric, 665
basis functions, 149
Bell’s inequalities and, 257
central potentials and, 635
chains, 1D, 821
conductivity, 517
correlated, 253, 279–282
degeneracy, 131f, 757
dephasing time, 523
detection, 515
DFT, 882–883
diffusion length, 517
dynamics, 261–262, 518
eigenstates of, 160
electron, 13, 110, 167
Hall conductance, 511–512
Heisenberg, 184–185, 476–477, 535–536
history of, 159

identical particles with, 711
injection, 515–518, 516f
local density, 510
manipulation tools, 516–520
models, 536n7
nuclear, 167, 189
particle current, 517
particles with, 704–715
particles with internal degrees of freedom

and, 693
Pauli, 110
polarization, 517
precession, 509
in quasi-1D scattering, 747
relaxation, 188–189, 515–516, 522–523,

523f, 524f
relaxation time, 523
rotation of, 136
states, in few electron quantum dots,

769–770
symmetric, 665
torque, 511, 525, 525f
transport mechanisms, 509
uncoupling, 588
valves, 524
wave functions, 371
waves, 477, 527, 537
Young tableau for, 371f
Zeeman Hamiltonian for single, 186

Spin current
definition of, 510–511
density operator, 847–848
operators, 510
polarization, 517

Spin density
operator, 847
steady state, 519

Spin Hall effect (SHE), 510–512, 510f
Spin 1/2 particle, 711–712

representation of, 264f
Zeeman energy of, 168, 168f
Zeeman splitting of, 186f

Spin 0 particle, 711–712
Spin-charge separation, 820
Spin-dipolar interactions, 183–185
Spin-orbit, 165–166

extrinsic potential, 509
gap, 505
Hamiltonian, 176, 795
Hartree-Fock method and, 554
Hund’s coupling, 586–589
interactions in atoms, 175–178
intrinsic, 505
lines, 178
perturbations of, 311
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Schrödinger equation with, 712–715
splitting, 177, 177f

Spin-orbit coupling, 165
constant, 176
intrinsic, 507–509
in solids, 504–506
spin transport mechanisms and, 509
weak antilocalization due to, 812

Spinors, 110, 160–161
fields, 149–150
rotation of, 164–165
spherical harmonics, 149–150, 166, 706
spin-orbitals and, 165
time-reversal properties of, 172–175

Spin-spin relaxation time, 188
Spin-states, 26–27
Spin-transfer torque, 525
Spintronics, 159, 515–526

devices, 523–526
Hanle effect, 519
semiconductor, 518

Split-off gap, 505
Splitters, 758–759
SPR. See Surface plasmon resonance
Square barrier potential, 42f
Square step potential, 42f
Square wells

potential, 48f, 645
systems, 260f
two-channel, 675f
two-dimensional, 728–729

Squeezed states, 95–97, 96f
Stabilizer codes, 241
Stark, Johannes, 312
Stark shift, 335
Statcoulomb (esu), 124
States

distance between, 77–78
purity, 77
vectors, 35

Statistical analysis, of random potentials,
737–738

Statistical mechanics, 857–860
Steane, Andrew, 241
Stefan-Boltzmann constant, 7–8
Step functions, 350
Step potential, 45f, 45–46
Stern, Otto, 159
Stern-Gerlach experiment, 12–13, 12f, 27,

159, 252
Stimulated Raman adiabatic passage

(StIRAP), 249, 293–294, 338
STM. See Scanning tunneling microscopy
Stokes parameter, 266
Stokes theorem, 346–347, 915–916
Stokes transition, 327

STOs. See Slater type orbitals
Strongly correlated electron systems, 541
Structure constants, 288
Stueckelberg, Ernst, 339
Sudden approximation, 333–335
Superconductivity, 249, 395. See also

High-temperature superconductivity
Superlattices, 754–755
Superposition

incoherent, 73
principle, 23
state, 23

Surface plasmon resonance (SPR), 534, 535f
Susceptibilities, 349–352, 360–361

electric, 350
magnetic, 350, 468–469
optical, 274
tensor, 468

SVE. See Slowly varying envelope
s-wave scattering, 650, 680–682
Symmetric gauge, 435, 445, 452
Symmetric group SN, 369–370
Symmetric spin function, 665
Symmetrization postulate, 372
Symmetry, 98–103. See also Exchange

symmetry
appropriate, 827
axial, 635–636
considerations, 151–157
inversion, 100, 152
molecular, 579–582
operations, 403
parameter, 775
parity, 48, 98
permutation, 367–369
point group, 581f
of S matrix, 701
selection rules and, 152
spherical, 606, 635
spin, 665
between susceptibilities, 360–361
time-reversal, 100–102, 153, 708
of transmission, 735, 747–748
vibrational modes and, 595–596

Symplectic matrix, 777
Syndrome measurements, 242

T
t matrix, 628–633

partial wave analysis, 717–718
transition, 698
wave function and, 642

Tabor, M., 780
Taylor expansion, 426
Teleportation, 221, 222f
Tensor operators, 144–151

irreducible, 144–145
matrix elements of, 153

Tensors
conductivity, 443, 542
dielectric, 350
effective mass, 426
electric susceptibility, 350
magnetic susceptibility, 350
multipole moments, 150–151
polarizability, 312
resistance, 443, 760, 761f
spin Hall conductance, 511
susceptibility, 468

Term symbols
atomic, 175n5, 547
Russell-Saunders, 560

Tetramethylsilane (Si(CH3)4), 191f
Thermal conductivity coefficient, 397
Thermal current density, 397
Thermodynamic limit, 381, 826
Thermoelectric effect, 398–399
Thermopower, 398
Thomas, L. H., 176
Thomas, Llewellyn, 159, 875
Thomas precession, 159, 176
Thomas-Fermi approximation, 875–878,

877f
Thomas-Fermi formalism, 632
Thomas-Reiche-Kuhn sum rule, 324
Thouless energy, 778
Thouless number, 751
3D periodic systems, 457–459
3j symbols, 140–143
Three-electron systems, 375–376
Three-level systems, 287–289, 288f

dressed, 293f
dynamics, 293–294
optically coupled, 293f
two or more, 288–289
two-particle, 289

Threshold theorem, 241
Tight binding equations, 798
Tight-binding formalism, 738–741, 848–850
Tight-binding model, 427–428
Time

averages, 276
decoherence, 267
dependence, of eigenstates, 65
diffusion, 751
evolution, of state vectors, 35
quantum propagation in, 29–30

Time reversal, 100–102
invariance, 98, 173–175, 702
properties of spinors, 172–175
symmetry, 153, 708

Time-ordered product, 316, 616
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Time-reversed curve, 781
TMR. See tunneling magnetoresistance
Tomonaga-Luttinger liquids, 815
Torque method, 460, 460f
Trace distance, 77–78
Traces, 902
Transfer matrix, 685, 735, 739
Transformation

coefficients, 595
operators, 32
unitary, 78

Transistors. See also
Metal-oxide-semiconductor
field-effect transistors

Datta-Das spin, 525–526, 526f
field-effect, 14
magnetic spin, 524–525, 525f
single electron, 20, 771

Transition probability, for scattering, 329
Translation generators, 33
Translation operations, 405
Translation-invariant media, 350–351
Transmission

amplitude, 685
coefficients, 46, 47f, 756
through 1D Coulomb potential, 732–734
through potential barriers, 684–686, 684f
symmetries of, 735, 747–748

Triangle inequalities, 139, 894
Tunneling, 13–15

through Coulomb barrier, 686f
through double barriers, 50–52
electron, 55f
Klein, 809–810, 810f
Landau-Zener, 343
linear potential and, 54–55
states, 304

Tunneling magnetoresistance (TMR),
520–524, 521f

Turing, Alan, 194
Turning points, 306, 307f
2D systems

bound states in, 730–731
Coulomb scattering in, 726–731
density of states in, 386–387, 387f
with fixed fermi energy, 448–450, 450f
with fixed number of particles, 450, 451f
scattering in, 724–731
symmetric gauge and, 452

Two-body collisions, 618–621
Two-body operators, 826
Two-electron states, 769–770
Two-electron systems, 375–376, 547–550
Two-level dynamics, 261–262
Two-level systems, 259–261, 260f

Berry phase in, 347–348
decoherence and, 266–268

exchange symmetry, 377–378
N, 282–284
periodically driven, 268–273, 269f
representations of, 264f

Two-particle systems, 856–857
Two-qubit states

classification of, 291f
density matrix, 291

Typical sequences, 199

U
Uhlenbeck, George E., 13
Ultrarelativistic limit, 794
Unbound states, 4–5
Uncertainty principle, 67–69

squeezed states and, 95–97
wave packet dynamics and, 297–298

Unfolding, 778–779
Unit cells, 401–402

of Bravais lattices, 405f
primitive, 402

Unitarity, 708
Unitary limit, 786
Universal conductance fluctuations (UCF),

780–782
Universal sets, 217
Universal Turing machine, 194
Unoccupied states, 433

V
Vacuum state, 832
Valence bond

approximation, 476
method, 567–569

Valley index, 802
Van Alphen, P. M., 459
Van der Waals, Johannes, 123–124
Van der Waals (VdW) units, 123–124
Van Hove singularities, 425, 530–531, 531f
Van Vleck paramagnetism, 470
Vanishing potential, 31
Variables

hidden, 253–256
random, 195–196
separation of, 31

Variational method, 331–333
Variational principle, 688–690
Variational theorem, 333
VdW units. See Van der Waals units
Vector addition, 891
Vector coupling coefficients, 139
Vector fields, 148–149
Vector potential, 169, 345–346, 435
Vector products, 913
Vector space, 29, 891–898

Vernam, Gilbert, 203
Vibrational modes, 595–596
Vibrational structure, 593–595
Vibrational transitions, 598, 599f
Vibrational-rotational coupling, 594
Virial theorem, 87
Vlasov equation, 84
Von Laue, Max, 11, 409
Von Laue analysis, 410f
Von Laue condition, 410–411
Von Neumann, John, 72
Von Neumann entropy, 77

W
Walsh-Hadamard transformation, 226–227,

237
Wannier, Gregory H., 429
Wannier functions, 427, 429–430, 502–503
Watson transform, 646
Wave functions, 22

angular, 706
for barrier potential, 47f
Bloch, 417–421
boson, 99
for bosonic states, 379
bound-state, 128
Coulomb radial, 128–131
cross-sections to, 622–623
electronic, 375
even parity, 48
fermionic, 99, 379
free phonon, 540
ground state, 816–817
harmonic oscillators, 58f
Landau, 446
Laughlin, 465–466
many-body, 827–830
near band-edge, 424–425
nonholonomic, 347
notation, 29
odd parity, 48
orthogonality relations and, 831
plane waves and, 34
radial, 116, 129f
Schrödinger method, 92
spin, 371
for step potential, 45f
t matrix and, 642
temporal dependence of, 298
time-dependent, 31
variational, 688

Wave packets, 53–54
dynamics, 297–299
normalized 1D Gaussian, 297
spatial width of, 299
spreading, 298f

Wave-particle duality, 8–12
Waves, 6–8. See also specific wave types
Weizsäcker correction, 878



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business use only by the author(s), editor(s),
reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof online or in print. This proof copy is the copyright property of the publisher
and is confidential until formal publication.

QandM 25-ind-953-972-9780444537867 2012/12/7 2:37 Page 971 #19

Index 971

Well depth, 122
Welton, Theodore, 362
Wentzel, Gregor, 304, 318
Werner density matrix, 291f
White noise, 366, 738
Whittaker equations, 662
Wiedmann-Franz law, 392, 397, 528
Wien tail, 7
Wiesner, Stephen, 219
Wigner, Eugene P., 135, 152
Wigner crystals, 815–816
Wigner functions, 135, 295
Wigner representation, 79–85
Wigner solid, 865
Wigner surmise, 779–780
Wigner 3j symbols. See 3j symbols
Wigner transformation, 82–83
Wigner-Dyson matrix ensembles., 775
Wigner-Eckart theorem, 152–155, 326, 471
Wigner-Seitz cell, 407–408, 407f

Wigner-Seitz radius, 384, 394
Wilson, W., 307
Wineland, D., 275
WKB approximation, 304–308, 684–688

1D Coulomb potential and, 734
validity, 691

WKB connection formulas, 306–307
Wronskian, 648

X
X-ray scattering, 409–410, 409f, 411
X-ray spectrometry, 11f

Y
Yang, C. N., 100
Young, Alfred, 370
Young, Thomas, 6, 8
Young tableaux, 370–371, 370f, 371f
Yukawa potential, 632, 641, 683

Z
Zavoisky, Y. K., 185
Zeeman, Pieter, 166
Zeeman energy, 166, 168f, 177f
Zeeman Hamiltonian, 166, 169–170

for NMR, 186
for single spin, 186

Zeeman splitting, 159, 182, 182f, 247
of alkali-metals, 182f
of spin 1/2 particle, 186f

Zener, Clarence, 339
Zeno effect, 331
Zero phonon state, 540
Zero-bias anomaly, 787
Zero-dimensional systems, 747
Zero-energy resonance, 658
Zero-point energy, 57, 528–529
Zero-temperature occupation, 99f
Zinc-blende, 406f, 505, 506f
Zoller, Peter, 244
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PREFACE

Quantum mechanics transcends and supplants classical mechanics at the atomic and subatomic levels. It provides the
underlying framework for many subfields of physics, chemistry, and the engineering sciences. It is the only framework
for understanding the structure of materials, from the semiconductors in our computers to the metals in our automobiles.
It is also the support structure for much of nanotechnology and the promising paradigm of quantum information theory.
Moreover, it is the foundation of condensed matter physics, atomic physics, molecular physics, quantum chemistry,
materials design, elementary particle, and nuclear physics.

The purpose of this book is to present the fundamentals of quantum theory within a modern perspective, with emphasis
on applications to nanoscience and nanotechnology, and information science and information technology. As the frontiers
of science have advanced, the sort of curriculum adequate for students in the science and engineering 20 years ago is
no longer satisfactory today. Hence, the emphasis is on new topics that are not included in previous books on quantum
mechanics [1–11]. These topics include quantum information theory, decoherence and dissipation, quantum measurement
theory, disordered systems, and nanotechnology, including spintronics, and reduced dimensional systems such as quantum
dots, wires and wells.

The intended readers of this book comprise scientists and engineers, including undergraduate and graduate students
in physics, chemistry, materials science, electrical engineering, computer and information science, and nanotechnology.
This book can serve as a textbook for a number of courses, including a one-semester undergraduate course in quan-
tum mechanics, a two-semester quantum mechanics undergraduate course, a graduate level quantum mechanics course,
an engineering quantum mechanics course, a quantum information and quantum computing course, a nanotechnology
course, and a quantum chemistry course. Table 1 specifies the appropriate chapters for each of these courses.

A web page for this book, https://sites.google.com/site/thequantumbook/, contains links to interesting web
sites related to the subject matter, a link to a list of errors that were found, color versions of the figures of this book, and
a means for reporting errors that you find. Please use the e-mail addresses on the web page of the book to contact us with
any comments and suggestions regarding this book.

Although we assume the reader is familiar with material ordinarily presented in first-year physics and first-year cal-
culus courses, as well as in linear algebra, Appendices that review the requisite mathematical background material are
provided, and a review of classical mechanics is presented in Chapter 16, see https://sites.google.com/site/

thequantumbook/QM Classical.pdf.
The layout of this book is as follows. Chapter 1 contains an introduction to quantum mechanics. It explains what

quantum mechanics is and why it is essential to properly describe matter and radiation. It includes a brief introductory of
nanotechnology and information science and then provides a first taste of quantum mechanics. [Readers who are not well
versed in classical mechanics, may need to read Chp 16 Classical Mechanics.pdf, which is linked to the web page of the
book. It presents classical mechanics, including the Lagrangian and Hamiltonian formulation of mechanics; it provides a
contrast with quantum mechanics, yet introduces some concepts that are carried over to quantum mechanics.] Chapter 2
presents the formalism of quantum mechanics, including the mathematical notation required for Hilbert Spaces, Dirac
notation, and the various representations of quantum mechanics. Chapter 3 presents angular momentum and spherical
symmetry, and Chapter 4 covers spin angular momentum, fine sturcture, hyperfine structure, and magnetic resonance.
Chapter 5 considers quantum information, after briefly introducing some concepts from classical information theory.
This chapter also introduces the Einstein–Podolsky–Rosen paradox and the Bell’s inequalities. The quantum dynamics

xvii
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xviii Preface

and quantum correlations of two-level systems (including spin systems), three-level systems, and multi-level systems, as
well as wave packet dynamics, and quantum optical control theory are the topics discussed in Chapter 6. The approxima-
tion methods described in Chapter 7 include basis-state expansions, semiclassical approximations time-independent and
time-dependent perturbation theory, variational methods, sudden and adiabatic approximations, the Berry phase concept,
and linear response theory. Chapter 8 on identical particles discusses exchange symmetry of bosons and fermions. Chap-
ter 9 presents the electronic properties of solids, starting from the treatment of the free electron gas and electrons in a
periodic potential and then describes metals, semiconductors, and insulators. In Chapter 10, mean-field theories to treat
multi-electron systems such as atoms, molecules, and also condensed phase systems are introduced, including Hartree–
Fock and configuration interaction, which goes beyond mean field. Some topics for describing molecules are introduced in
Chapter 11, including point groups, the Born–Oppenheimer approximation, and the Franck–Condon principle. Scattering
theory is presented in Chapter 12, including scattering in one dimension and two dimensions, and scattering in disor-
dered systems. Chapter 13 introduces the quantum mechanics needed to treat low-dimensional systems such as quantum
dots, wires, and wells, and other low-dimensional systems. Many-body theory is the topic of Chapter 14, including the
basic formulation of second quantization, its application to statistical mechanics, and mean-field theory methods. Finally,
density functional theory, the most widely used method for calculating ground-state electronic structure, is the topic of
Chapter 15. Appendices on linear algebra and Dirac notation for vectors in Hilbert space (Chapter A), some simple ordi-
nary differential equations required in our treatment of quantum mechanics (B), vector analysis (C), Fourier analysis (D),
and group theory (E) are presented at the end of the book.

Because of space limitations, a number of chapters that were originally planned to be part of the book will not appear in
the printed version but will be linked to the web page of the book (shortly after printing). Chp 16 Classical Mechanics.pdf
deals with classical mechanics (see above), Chapter 17 Decoherence Dissipation.pdf considers decoherence and dissipa-
tion phenomena and covers the spin-boson model, the Caldeira–Leggett model, master equations, and more generally, the
field of open system dynamics. Chp 18 Many Body Th Applications.pdf presents field theory methods to treat Landau–
Fermi liquid theory, superconductivity, Bose–Einstein condensation, superfluidity, the Hubard model, and the Kondo
effect. Finally, Chp 19 Insulators.pdf gives additional detail regarding insulating materials. A list of errors and typos
entitled QM errors typos.pdf will also be linked to the book web page.
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Table 1 Possible courses based on Quantum Mechanics with Applications to Nanotechnology and Quantum Information Science and recommended book chapters.

Undergrad
Quantum
Mechanics 1

Undergrad
Quantum
Mechanics 2

Quantum
information
and
Quantum
Computing

Nano-
technology

Engineering
Quantum
Mechanics

Quantum
Chemistry
(2 Semesters)

Condensed
Matter
(Solid
State)

Graduate
Quantum
Mechanics

1 Intro. to Quantum
Mechanics

x x x x

2 Formalism of
Quantum Mechanics

x x x x

3 Angular Momentum
and Spherical
Symmetry

x Sec. 4.1 x x

4 Spin x x x x

5 Quantum
Information

x x

6 Quantum Dynamics
and Correlations

Optional x x

7 Approximation
Methods

x x x

8 Identical Particles x Optional x x

9 Electronic
Properties of Solids

Optional x x x

10 Electronic
Structure of
Multi-Electron
Systems

x x x x x

(Continued)
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Undergrad
Quantum
Mechanics 1

Undergrad
Quantum
Mechanics 2

Quantum
information
and
Quantum
Computing

Nano-
technology

Engineering
Quantum
Mechanics

Quantum
Chemistry
(2 Semesters)

Condensed
Matter
(Solid
State)

Graduate
Quantum
Mechanics

11 Molecules x x

12 Scattering Theory Optional x

13 Low-Dimensional
Systems

Optional x x Optional

14 Many-Body
Theory

Optional Optional x x

15 Density Functional
Theory

x Optional Optional Optional

Mathematical
Appendices

x x

16 Review of
Classical Mechanics

x x

17 Decoherence and
Dissipation

x x x

18 Field Theory
Applications

Optional Optional x x

19 Insulators Optional x x
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CVector Analysis

Vector analysis is the mathematical framework associated with differentiation and integration of vector fields. In this
Appendix, we shall define a vector field, then discuss scalar and vector products, differential operators that act on scalar
and vector fields, present the Divergence and Stokes theorems, and then introduce curvilinear coordinates. We closely
follow the discussion in Ref. [18].

If to each point of a region in coordinate space R3 there corresponds a vector A(x, y, z), then A is a vector function
of position, and we say that the vector field A(x, y, z) has been defined in R3. Any vector A in three dimensions can be
represented in a Cartesian coordinate system as a sum of its rectangular components, (Ax, Ay, Az), as

A(x, y, z) = Ax(x, y, z)i+ Ay(x, y, z)j+ Az(x, y, z)k, (C.1)

where i, j, and k are the rectangular unit vectors having the directions of the positive x, y, and z axes, respectively.

C.1 SCALAR AND VECTOR PRODUCTS

Let us begin by reminding the reader about scalar and vector products of vectors. The scalar (or dot or inner) product of
two vectors, A and B, is a scalar denoted as A · B and is defined as the product of the magnitudes of A and B, and the
cosine of the angle θ between them. In symbols,

A · B = AB cos θ , 0 ≤ θ ≤ π . (C.2)

In a Cartesian coordinate system, with B = Bxi+ Byj+ Bzk, the scalar product A · B is given by

A · B = AxBx + AyBy + AzBz. (C.3)

The cross (or vector) product of A and B is a vector, C = A × B. The magnitude of the vector is the product of the
magnitudes of A, B, and the sine of the angle θ between them, C = AB sin θ . The direction of the vector C = A × B is
perpendicular to the plane made by A and B and such that A, B, and C form a right-handed coordinate system:

A× B = AB sin θ u, 0 ≤ θ ≤ π , (C.4)

where u is a unit vector indicating the direction of A × B. The magnitude of A × B equals the area of a parallelogram
with sides A and B. The cross product of A and B can be written as a determinant,

A× B =

∣∣∣∣∣∣
i j k

Ax Ay Az

Bx By Bz

∣∣∣∣∣∣. (C.5)

Problem C.1

(a) Show that

A · (B× C) =

∣∣∣∣∣∣
Ax Ay Az

Bx By Bz

Cx Cy Cz

∣∣∣∣∣∣. (C.6)

(b) Show that

A · (B× C) = B · (C× A) = C · (A× B). (C.7)

913
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914 APPENDIX C Vector Analysis

C.2 DIFFERENTIAL OPERATORS

Let us consider a scalar function 8(x, y, z) defined in a region of R3, and let 8(x, y, z) be differentiable at each point
(x, y, z) in the region (i.e., 8 defines a differentiable scalar field). Then the gradient of 8, written ∇8 or grad 8, is
defined by

∇8 =
∂8

∂x
i+

∂8

∂y
j+

∂8

∂z
k. (C.8)

∇8 defines a vector field. The component of ∇8 in the direction of a unit vector a is given by ∇8 · a and is called
the directional derivative of 8 in the direction a. Physically, this is the rate of change of 8 [at position (x, y, z)] in the
direction a.

The vector differential operator del or nabla, written ∇, is defined by

∇ ≡ i
∂

∂x
+ j

∂

∂y
+ k

∂

∂z
. (C.9)

The vector operator ∇ transforms as a vector under rotations and inversion. It is useful in defining the gradient of a scalar
or vector function, the divergence of a vector function, and the curl of a vector function, as we now explain.

Let A(x, y, z) be differentiable at each point (x, y, z) in a certain region of space (i.e., A defines a differentiable vector
field). Then the divergence of A, written ∇ · A or div A, is

∇ · A =
(

i
∂

∂x
+ j

∂

∂y
+ k

∂

∂z

)
·
(
Axi+ Ayj+ Azk

)
=
∂Ax

∂x
+
∂Ay

∂y
+
∂Az

∂z
. (C.10)

Note the analogy with A · B = AxBx + AyBy + AzBz. Note also that (∇ ·A) 6= (A ·∇) [the latter defines an operator that
acts on a function of (x, y, z)].

If A(x, y, z) is a differentiable vector field, then the curl or rotation of A, written ∇ ×A, curl A or rot A, is defined by

∇ × A =
(

i
∂

∂x
+ j

∂

∂y
+ k

∂

∂z

)
×
(
Axi+ Ayj+ Azk

)
=

∣∣∣∣∣∣
i j k
∂
∂x

∂
∂y

∂
∂z

Ax Ay Az

∣∣∣∣∣∣ , (C.11)

which can be expanded to yield

∇ × A =
(
∂Az

∂y
−
∂Ay

∂z

)
i+

(
∂Ax

∂z
−
∂Az

∂x

)
j+

(
∂Ay

∂x
−
∂Ax

∂y

)
k. (C.12)

Note that in the expansion of the determinant, the operators ∂
∂x , ∂

∂y , and ∂
∂z must precede Ax, Ay, and Az, respectively.

If 8(x, y, z) and A(x, y, z) have continuous second partial derivatives, the following relations are valid (see, for exam-
ple, Refs. [287, 288]). The curl of the gradient of any scalar field is zero,

∇ × (∇8) = 0. (C.13)

The divergence of the curl of any vector field is zero, i.e.,

∇ · (∇ × A) = 0. (C.14)

In addition,

∇ × (∇ × A) = ∇(∇ · A)−∇2A, (C.15)

where ∇2 is called the Laplacian operator,

∇
28 ≡ ∇ · (∇8). (C.16)
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C.3 Divergence and Stokes Theorems 915

In a Cartesian coordinate system, ∇2 is given by

∇
2
=
∂2

∂x2
+
∂2

∂y2
+
∂2

∂z2
. (C.17)

Formulas for the gradient, divergence, curl, and Laplacian in non-Cartesian coordinate systems can be found in Sec. C.4
(see also Refs. [34, 287, 288]).

It is convenient to introduce the Levi–Civita symbol (also called the permutation symbol) to treat vector products, curls
and antisymmetric tensors. In three dimensions, the Levi–Civita symbol is defined by εijk, with ε123 = 1, an even number
of permutations of the indices 123 in ε123 also yield 1, an odd number permutations of the subscripts 123 yield −1, e.g.,
ε132 = −1, and if any of the subscripts ijk are equal, εijk = 0. Another way of saying this is, even permutations of the
indices 123 yield unity, odd permutations yield −1, and otherwise the Levi–Civita symbol vanishes. (The Levi–Civita
symbol can be generalized to n dimensions.)

The cross product of two vectors can be written in terms of the Levi–Civita symbol as follows: (A × B)i = εijkAjBk,
and C · (A × B) = εijkCiAjBk, where the summation notation wherein repeated indices are summed over is intended.
Similarly, (∇ × A)i = εijk∂jAk, where we have used the shorthand notation ∂j =

∂
∂xj

. An important property involving
Levi–Civita symbols that is extremely useful in carrying out manipulations is given by

εijkεilm = δjlδkm − δjmδkl. (C.18)

This identity can be used to easily prove the cross product and curl relationships,

(A× (B× C))i = Bi(A · C)− Ci(A · B), (C.19)

(∇ × (∇ × A))i = ∇i(∇ · A)−∇2Ai. (C.20)

Problem C.2

(a) Verify Eq. (C.18).
(b) Prove Eq. (C.19) by writing

(A× (B× C))i = εijkεklmAjBlCm, (C.21)

rewriting the product of the Levi–Civita symbols in the form εijkεklm = εkijεklm and using Eq. (C.18).
(c) Using the same method as in (b), prove Eq. (C.20). (Carefully consider the ordering of terms.)
(d) Show that εijkεijl = 2δkl and that εijkεijk = 6.

Problem C.3

(a) Prove that ∇2(1/r) = 0 for r 6= 0.
(b) Prove that ∇ · (φA) = (∇φ) · A+ φ∇ · A.
(c) Prove that ∇ · (r/r3) = 0.
(d) Prove Eq. (C.14), ∇ · (∇ × A) = 0.

C.3 DIVERGENCE AND STOKES THEOREMS

Two important theorems of vector analysis that are useful in the mathematical formulation of electrodynamics and solving
electrodynamic problems are the Gauss divergence theorem and Stokes theorem.

The divergence theorem of Gauss states that if V is the volume bounded by a closed surface S and A is a vector field
with continuous derivatives, then ∫

V

∇ · A dV =
∫
S

A · n dS, (C.22)
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916 APPENDIX C Vector Analysis

where n is the positive (outward drawn) unit vector normal to S. In other words, the volume integral of the divergence of
a vector field A, taken over any finite volume, is equal to the surface integral of A of the surface of that volume. Using
this theorem, the integral form of the divergence can be obtained (Ref. [287, 288]):

∇ · A = lim
1V→0

∫
S A · n dS

1V
. (C.23)

Physically, the divergence of a vector A is the ratio of the flux of the vector A through the surface of a small volume
element 1V (i.e.,

∫
A · n dS) to the volume of the element.

Stokes’ theorem states that if S is an open, two-sided surface bounded by a closed, nonintersecting simple closed curve
C, then if A has continuous derivatives, ∮

C

A · d` =

∫
S

(∇ × A) · n dS, (C.24)

where the line integral over path C on the LSH is traversed in the positive sense. The direction of C is called positive if an
observer walking on the boundary of the surface S in the positive direction, with his head pointing in the direction of the
positive normal to S, has the surface on his left (his traversal is in the sense given by the right hand rule). In other words,
Stokes’ theorem states that the surface integral of the curl of a vector field A, taken over any finite surface, is equal to
the line integral of A around the boundary of that surface. If P is any point in S and n is a unit normal to S at point P,
then at P:

(∇ × A) · n = lim
S→0

∮
C A · d`

S
, (C.25)

where the limit is taken in such a way that S shrinks to P. Since
∮

C A · d` is called the circulation of A about C, the
normal component of the curl can be interpreted physically as the limit of the circulation per unit area (thus the synonym
“rotation of A” [rot A] for curlA).

C.4 CURVILINEAR COORDINATES

Geometrical considerations, or the nature of boundary conditions, often make it useful to consider coordinate systems
other than Cartesian. A general curvilinear coordinate system in N dimensions can be defined in terms of a transformation
T involving the Cartesian coordinates (x1, . . . , xN) and curvilinear coordinates (u1, . . . , uN),

xi = Ti(u1, . . . , uN), (C.26)

where Ti are given functions of the arguments. The transformation T ≡ {Ti} must be invertible, i.e., T−1 must exist.
Moreover, it is convenient to assume that at every point u in the N-dimensional space, T is continuously differentiable.
We define the jth column of the Jacobian matrix to be the vector cj =

∂x
∂uj

(i.e., cij =
∂Ti
∂uj

). This is the tangent vector to
the curvilinear coordinate formed by allowing the jth coordinate of the vector u to vary. The tangent vectors (c1, . . . , cN)

exist in the Cartesian coordinate space, and they form a local coordinate axis system, but they may not be orthogonal.
The scalar product of these vectors define a matrix called the metric tensor of the transformation,

gij = ci · cj. (C.27)

Because ci · cj = cj · ci, the metric tensor is symmetric, gij = gji.
For example, let us consider the two-dimensional case and define arbitrary curvilinear coordinates (u, v) related to the

Cartesian coordinates (x, y) by (
x
y

)
=

(
x(u, v)
y(u, v)

)
. (C.28)
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The Jacobian of the coordinate transformation, ∂(x,y)
∂(u,v) is(

∂x
∂u

∂x
∂v

∂y
∂u

∂y
∂v

)
. (C.29)

The tangent vectors are

c1 =

(
∂x
∂u
∂y
∂u

)
, c2 =

(
∂x
∂v
∂y
∂v

)
, (C.30)

and the metric tensor is given by

g11 =

(
∂x

∂u

)2

+

(
∂y

∂u

)2

, (C.31a)

g12 = g21 =
∂x

∂u

∂x

∂v
+
∂y

∂u

∂y

∂v
, (C.31b)

g22 =

(
∂x

∂v

)2

+

(
∂y

∂v

)2

. (C.31c)

The differential of the vector x, dx, can be expressed in terms of the differential of the curvilinear coordinate vector u as
follows:

dx =
(

dx
dy

)
=

(
∂x
∂u du+ ∂x

∂v dv
∂y
∂u du+ ∂y

∂v dv

)
. (C.32)

The squared differential element of length, d`2
= dx2

+ dy2, is

d`2
= g11du2

+ 2g12dudv+ g22dv2, (C.33)

and the volume element is

dV = g1/2 dudv, (C.34)

where g denotes the determinant of the matrix gij.
In an N-dimensional curvilinear coordinate system [287, 288], gij =

∂xα
∂ui

∂xα
∂uj

,

d`2
=

N∑
i,j=1

gij duiduj, (C.35)

dV = g1/2
N∏

i=i

dui. (C.36)

If the vectors (c1, . . . , cN) are orthogonal, only the diagonal elements of gij can be nonzero and gij = 0 for i 6= j.
Curvilinear coordinates with orthogonal tangent vectors (c1, . . . , cN) are much simpler than the nonorthogonal case,
and such coordinates are called orthogonal curvilinear coordinates. In this case, it is customary to define functions
hi(u1, u2, . . . , uN), i = 1, . . .N, as follows: hi = |ci| = |gii|

1/2. These functions are called scale factors. Note that the
hi(u1, u2, . . . , uN) are functions of the coordinates (only in Cartesian coordinates are hi = 1 for all i). It is also useful
to define the orthonormal unit basis vectors êi = h−1

i ci for i = 1, . . .N. In an orthogonal curvilinear three-dimensional
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coordinate system, with coordinates u1, u2, and u3, we have r = r(u1, u2, u3), and

dr =
∂r
∂u1

du1 +
∂r
∂u2

du2 +
∂r
∂u3

du3 = ê1h1du1 + ê2h2du2 + ê3h3du3. (C.37)

The squared differential element of length is, therefore, given by

d`2
= dr · dr = h2

1du2
1 + h2

2du2
2 + h2

3du2
3, (C.38)

and the volume element is given by

dV = |(ê1h1du1) · [(ê2h2du2)× (ê3h3du3)]| = h1h2h3 du1du3du3. (C.39)

The operations, ∇, ∇·, ∇×, and ∇2 can be expressed in terms of the hi functions as follows [287, 288]:

(∇8)i =
1

hi

∂8

∂ui
, (C.40)

∇ · A =
1

h1h2h3

∑ ∂

∂u1
(h2h3A1), (C.41)

where the summation is over cyclic interchanges of the subscripts 1, 2, and 3,

(∇ × A)1 =
1

h2h3

(
∂

∂u2
(h3A3)−

∂

∂u3
(h2A2)

)
, (C.42)

where the remaining components of ∇ × A are obtained by cyclic interchange of the subscripts, and

∇
28 =

1

h1h2h3

∑
cyclic interchange

∂

∂u1

(
h2h3

h1

∂8

∂u1

)
. (C.43)

In cylindrical coordinates, ρ, θ , z, d`2
= dρ2

+ ρ2dθ2
+ dz2, i.e., the scale factors are hρ = 1, hθ = ρ, and hz = 1.

The following formulas apply:

∇8 = êρ
∂8

∂ρ
+ êθ

1

ρ

∂8

∂θ
+ êz

∂8

∂z
, (C.44)

∇ · A =
1

ρ

∂(ρAρ)

∂ρ
+

1

ρ

∂Aθ
∂θ
+
∂Az

∂z
, (C.45)

∇ × A = êρ

(
1

ρ

∂Az

∂θ
−
∂Aθ
∂z

)
+ êθ

(
∂Aρ
∂z
−
∂Az

∂ρ

)
+ êz

1

ρ

(
∂(ρAθ )

∂ρ
−
∂Aρ
∂θ

)
, (C.46)

∇
28 =

1

ρ

(
∂(ρ ∂8

∂ρ
)

∂ρ

)
+

1

ρ2

∂28

∂θ2
+
∂28

∂z2
. (C.47)

Notice that 1
ρ

(
∂(ρ ∂8

∂ρ
)

∂ρ

)
=

(
∂2

∂ρ2 +
1
ρ
∂
∂ρ

)
8. Note also that the expressions for these operators in 2D polar coordinates

can be obtained by neglecting the z degree of freedom.
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In spherical coordinates, r, θ , φ, d`2
= dr2

+ r2dθ2
+ r2 sin2 θdφ2, i.e., hr = 1, hθ = r, and hφ = r sin θ . The

following formulas apply:

∇8 = êr
∂8

∂r
+ êθ

1

r

∂8

∂θ
+ êφ

1

r sin θ

∂8

∂φ
, (C.48)

∇ · A =
1

r

∂(rAr)

∂r
+

1

r sin θ

∂Aθ
∂θ
+

1

r sin θ

∂Aφ
∂φ

, (C.49)

∇ × A = êr
1

r sin θ

[
∂(sin θAφ)

∂θ
−
∂Aθ
∂φ

]
+ êθ

[
1

r sin θ

∂Ar

∂φ
−

1

r

∂(rAφ)

∂r

]
+ êφ

(
1

r

∂(rAθ )

∂r
−
∂Ar

∂θ

)
, (C.50)

∇
28 =

1

r2

(
∂(r2 ∂8

∂r )

∂r

)
+

1

r2 sin θ

∂(sin θ ∂8
∂θ
)

∂θ
+

1

r2 sin2 θ

∂28

∂φ2
. (C.51)

Note that

1

r2

(
∂(r2 ∂8

∂r )

∂r

)
=

(
∂2

∂r2
+

2

r

∂

∂r

)
8 =

1

r

∂2(r8)

∂r2
=

(
1

r

∂

∂r
r

)(
1

r

∂

∂r
r

)
8. (C.52)

In nonorthogonal curvilinear coordinate systems, the expressions for gradient, divergence, curl, and Laplacian are
more complicated. See, for example, Spiegel [287], Synge and Schild [288], and Landau and Lifshitz [24] for details.

We conclude this section on curvilinear coordinate systems by noting that if the kinetic energy of a dynamical system is
written in the form, T = 1

2 miju̇iu̇j, where the ui are the coordinate components in an N-dimensional curvilinear coordinate
system, then the Laplacian operator can be written as

∇
28 =

1
√

g

∂

∂uk

√
g mkl ∂

∂ul
8, (C.53)

where the metric g and the tensor mkl are given by

g = det |mij|, mkl
=

minors of mkl

g
. (C.54)

By Eq. (C.36), the volume element is dV = g1/2du1du3 . . . duN , and the tensor mkl satisifies mikmil = δkl. Equation (C.53)
can be used to write the Schrödinger equation in curvilinear coordinates.
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