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P R E F A C E

T h e  intention of the author in writing this book is to serve the 
reader with a textbook by which he can learn quantum theory 
from the beginning. Younger students trying to appreciate quantum 

concepts often find some inconveniences, since there are few books in 
which the infancy of the theory, the course of how the quantum con­
cepts have been discovered and generally recognized, is described in the 
light of the modern point of view.

For example, in most of the textbooks on quantum mechanics, only 
few pages are devoted to the description of Planck’s theory of heat 
radiation or Bohr’s theory of atomic structure, topics where the quan­
tum concepts had originated and had revealed their universal nature. 
It may be said that today there is no need to start from Planck’s dis­
covery and to learn Bohr’s old theory in order to master quantum 
mechanics. But the theory of heat radiation is in itself an important 
and interesting branch of physics and Bohr’s theory still remains a 
useful way of describing intra-atomic events. Thus the author expects 
that this book may be appreciated not only by the beginners, but also 
by those who are already familiar with modern quantum mechanics.

The author has tried to show in this book how the present quantum 
mechanics has been built up instead of trying merely to introduce it in 
its established form. The task of theoretical physicists can be grossly 
divided into two categories. One category is to apply an established 
theory to those problems open to theoretical interpretation and to 
clarify the nature of the phenomena. The other is to make efforts to 
discover a new theory when the older one has been proven to fail. 
In the latter task which is no less important than the former task, 
examples which show how such a work had been performed in the past 
will be very helpful in guiding scientists by stimulating their imagi­
nation, to the discovery of a new theory. Experiences in building up 
quantum mechanics are highly instructive in this respect, since there
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the ways of solving the riddles set by nature were most abundantly 
shown by physicists of various types in various ways of thinking.

This book is thus written in the form of tracing the historical devel­
opment of quantum theory. But the intention of the author is not to 
write a book of science history. The reader will find everywhere many 
anachronistic descriptions and distortions from the historical point of 
view. The author arbitrarily rearranged the materials so as to fit the 
purpose of elucidating as clearly as possible the intricate ways of 
thinking and of raising questions of many geniuses.

Since the emphasis has been laid on catching the physical points in 
dealing with various problems, mathematical rigor, generalities and 
elegantness were considerably sacrificed. This sacrifice was also un­
avoidable in order to make the description understandable in an 
intuitive way. The reader who demands those things will have no 
trouble in finding other appropriate textbooks.

Though this book is intended to be comprehensible even to the 
undergraduate students, it is assumed that the reader is reasonably 
familiar with some mathematics, analytical dynamics, and electro­
magnetic theory. Appendices will supply the beginners with what is 
lacking in the text.

The author owes a great deal to many other books and papers, but as 
the book is written mainly for the beginners, no list of references quoted 
in the text is given. It is hoped that the description is inclusive enough 
to be understood without referring to the original publications.

This book will be completed with three volumes. In this first volume, 
the earlier development of quantum theory, from Planck to Heisenberg 
through Einstein, Bohr and others, is treated. The second volume will 
deal with the development due to De Broglie, Schrodinger and others. 
It will describe how Heisenberg’s matrix theory and the wave theory of 
De Broglie were unified into a comprehensive theory, which led to the 
settlement of the wave-particle dilemma. The third volume will be 
devoted to the presentation of the theory in a more systematic way 
rather than in the form of the historical development.

This book was written by Tomonaga first in Japanese and then 
translated into English by Koshiba. The manuscripts were read by 
Professors N. Fukuda and H. Umezawa to whom the author is much 
indebted for valuable comments. The English manuscripts were care­
fully checked by Professor J. B. French and Dr. M. Rosen to whom the 
author wishes to express his sincere acknowledgements. Thanks are
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also due to the Misuzu Publishing Company, Tokyo, the publishers of 
the Japanese edition of this book, who so willingly, without any 
condition, gave the author the permission for publishing its English 
edition; and particularly to Mr. M. Matsui of the Company for his help 
in preparing figures and diagrams and in collection photographs anew 
for the English edition.

S lN -IT IR O  TOMONAGA
Tokyo, Japan 
March, 1962.
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CHAPTER 1

THE DISCOVERY OF THE ENERGY QUANTUM

§ 1. The Beginning of the Problem

It was not too long ago that quantum mechanics was born into the 
family of physics. We may say that it began with Planck’s discovery 
of what is called the energy quantum at the very beginning, 1900, of 
this century.

Until the end of the last century, physics had dealt mainly with 
natural phenomena which we could see, hear, or touch; just recall such 
branches of physics as mechanics, optics, acoustics, electrodynamics, 
thermodynamics, and so on. Toward the end of the century, the dis­
coveries of strange phenomena, such as cathode rays, X-rays and 
radioactivity led the concern of physics from the world of our direct 
perception into the structure of the micro-world of molecules and 
atoms. The question now is: “ What are the laws of physics that govern 
this micro-world?” In order to answer this question, experimental 
physicists engaged enthusiastically in studies of the newly discovered 
strange phenomena, while a group of theoretical physicists were at­
tacking the problem of “ black body radiation” in which they en­
deavoured to explain thermal properties of radiation in terms of the 
atomistic theory of heat.

Already in the last century, the study of the micro-world, molecule 
and atom, had been extensively carried out by Maxwell, Boltzmann 
and others. These people assumed that the micro-world of molecules 
and atoms is different only in its size from the macro-world and that 
the same physical laws govern both worlds. On this basis they tried 
to complete mathematically the atomistic theory which had long been 
programmed by the ancient Greek atomists. Their efforts were re­
warded with remarkable successes.

The laws which govern the world of perception are those of Newtonian 
mechanics and Maxwell's electrodynamics. The theoreticians of those 
days considered molecules and atoms as objects which move according 
to the laws of Newtonian mechanics and which emit or absorb light in

1



2 THE DISCOVERY OF ENERGY QUANTUM [CH. I , § I

accordance with Maxwell’s electrodynamics. Any directly perceptible 
object consists of a great number of molecules and atoms which obey 
these laws; and it is the gross effect of their individual behaviors that 
we directly perceive as the characteristics of this object.

In order to handle this gross effect of a great many individual 
motions, we have to apply a statistical method. What we see is not the 
individual motion of atoms or the light emitted by them, but instead, a 
kind of statistical average over a great number of molecules and atoms. 
For example, a vast number of gas molecules flying around in the contai­
ner hit against the wall incessantly, each collision giving an impulse to 
it, and its average with respect to time is what we observe as the gas 
pressure. In the same way, what we measure as the temperature of a gas is 
the average kinetic energy of the gas molecules per degree of freedom.

This atomistic theory which presumes the validity of the laws of 
mechanics and electrodynamics in the micro-world together with the 
statistical considerations had considerable success in explaining various 
characteristics of matter. It turned out, however, that this theory did 
not work in the problem of black body radiation. Consequently people 
began to doubt the direct extrapolation of Newtonian mechanics or 
of Maxwell’s electrodynamics into the micro-world as the working 
physical laws. In order to solve the problem of black body radiation, 
we had to construct a new picture of the physical world based on 
physical laws different from those of the above two theories. This new 
theory is called quantum theory, and is the subject of our volumes, 
while the Newtonian mechanics and Maxwell’s electrodynamics are 
now to be called classical theories.

The problem of “ black body radiation” is in short as follows: What 
color of light will an object emit when it is heated to a certain tempera­
ture ? The light radiated from a heated body shows a red color first and 
becomes whiter as the temperature rises. The problem now is how to 
explain this phenomenon atomistically. The problem can be stated in a 
more physically precise form by the following idealization which will 
make the problem easier to handle. Consider a hollow cavity sur­
rounded by walls at absolute temperature T. In thermal equilibrium, 
what spectrum of light will exist in the hollow cavity ? The color we 
see when we look into a small opening of a flaming furnace depends on 
the spectrum. This spectrum was proved, first by Kirchhoff, to depend 
only on the temperature but on neither the substance, the shape nor 
the size of the wall.
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There are various methods of treating this problem. It will be easier 
to understand if we arrive at the solution by generalizing the theory of 
specific heat rather than, by the direct exposition of the method by 
which Planck first solved the problem. Therefore we begin with the 
theory of specific heat.

§ 2. The Theory of Specific Heat

One of the important results of the statistical mechanics developed 
by Boltzmann is that we may interpret the thermal quantities of an 
object as some average of the dynamical quantities of molecular 
motions; the heat, or the temperature, for instance, is considered to 
be due to the random and complicated motion of a great many mole­
cules which constitute the object. According to this idea, the more heat 
in an object, the more energy of random motion of its constituent 
molecules, and a higher temperature means a higher average kinetic 
energy per degree of freedom of the molecules. In this sense, heat is not 
a substance like phlogiston was considered in olden days, but instead 
a form of energy.

Let us suppose that an object is immersed in a thermal reservoir 
kept at a certain temperature; that both are in thermal equilibrium 
in the state in which the object is (at the same temperature as that of 
the reservoir) and that there is no exchange of thermal energy between 
them. Although we do not apparently observe the exchange of energy 
in this state, a certain amount of energy is from time to time received 
from or transfered to the reservoir through the boundary, when we 
look at the atomic motions of the object in detail. The apparent 
balance is due to the invisibility to us of this minute and random 
energy exchange. The actual energy of a molecule fluctuates with time 
around its average value. Boltzmann’s statistical mechanics gives the 
following conclusions concerning this fluctuation.

When we look at an object atomistically, it is an extremely com­
plicated dynamical system with an enormous number of degrees of 
freedom. The state of this dynamical system is specified by giving the 
coordinates qly qly q3, . . . , qfyand their corresponding momenta
P i> P 2> Pi > · · · > Pf> where /  is the number of degrees of freedom. These 
coordinates and momenta vary with time in a very complicated 
manner, but satisfy the equations of motion which include also the 
coordinates and momenta of the reservoir. The energy of the system,



4 THE DISCOVERY OF ENERGY QUANTUM [CH. I ,  § 2

as a given function of these 2 / coordinates and momenta, also varies 
with time. It will have constant value only when the system is isolated 
from the surroundings; in our present case, however, it varies since 
the system is exchanging energy with the reservoir. The time variations 
of these coordinates, momenta, and energy are so complicated that it 
is not always possible to determine these quantities theoretically in 
each particular case. The statistical discussion, however, of these 
variations is in general possible. Namely we can discuss the probability 
distribution for coordinates and momenta, in the sense that they take 
certain values very frequently and certain other values very rarely 
in the course of the time variation of the dynamical system.

Let the energy of the system as a function of q's and p's be denoted 
by E(ql , q2 , . . . , qf , p x, p 2 , . . . , p f ). It is then shown by statistical 
mechanics that the probability for the first coordinate, the second, . . . 
to take some values between q1 and q1 +  dqx, q2 and q2 -j- dq2 , ,
and, at the same time, for the first momentum, the second, . . .  to take 
some values between p i and p x +  dp x, p 2 and p 2 +  dp 2 , . . .  , 
respectively, is given by

P(qxq2 . . .q fp xp 2 . . . p f )dqxdq2 . . . dqf dpxdp2 . . . dp f

=  A exp { E{q\.q2 ■ ■ · qfPxPi ···.£/)} (2.1)

dqxdq2 . . . dqf dpxdp2 . . .  dpf

where A is the factor which normalizes the total probability to unity. 
Thus A is given by

/ / / ' “  J GXP \~~lk'E<yqiq2 · · · £ / · ) }  d? ld?2 · · · dPf

In Eqs. (2.1) and (2.2), T is the absolute temperature of the reservoir 
which is, in the state of thermal equilibrium, equal to the absolute 
temperature of the object itself. The constant k is determined by giving 
the unit of measurement of temperature and energy. In units of degree 
Kelvin and erg for temperature and energy, respectively, it becomes

k =  1.38 X 10"16 erg/°K .
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This constant k is called the Boltzmann constant. Eq. (2.1) is well- 
known as Boltzmann’s principle, a proof of which is given in Ap­
pendix I.

The following important conclusion can be drawn from Boltzmann’s 
principle; if the total kinetic energy of the system is expressed as a 
sum of the kinetic energies in each degree of freedom and if, further­
more, the kinetic energy in each degree of freedom is proportional to 
the square of the momentum corresponding to that degree of freedom, 
then the average value of the kinetic energy per degree of freedom in 
the reservoir at temperature T is equal to \kT. Since according to 
this law the total kinetic energy is divided equally among the degrees 
of freedom without preference to any particular degree of freedom, 
it is called the law of equipartition of energy. This law also gives the 
atomistic interpretation of the temperature.

It is not difficult to derive this law from Boltzmann’s principle. In 
our case, the kinetic energy of the system is in the form

■̂kin =  «1*? +  a2̂ 2 +  · · · +  V-spl +  · · · +  <*fPf (2.3)

where the general term <xsp2 in the kinetic energy corresponds to the 
s-th degree of freedom and as is a constant; or more generally, ocs can 
be an arbitrary but positive definite function of qt, q2 , ■ . . , qf . Since 
the probability for ’̂s and p's to take certain specified values is given 
by Eq. (2.1), the average value of the kinetic energy ocsp2 corresponding 
to the s-th degree of freedom, which we denote by the expression
< otsp2s), becomes

< ccsp 2s > =  A | |  . . . J  ocspl exp { — j f  E i<h · · · V/Pi · · -Pf ) }

d?i · · · d qf &Pi . . . d p f

=A iΊ "  ■ /â 2 exp ~kr + v)}
d<7i · · · dqf dp1 . . . dpf

where V is the potential energy which depends only on the q s.
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In order to obtain this average value, we first notice that the integral

Γ  f  i  \J *sps exp { — J f  *sps j dps

is readily reduced to

Therefore,

< a,pi > =  A ψ  J  J  . . .  J  exp j -  - L  (  Σ, +  v )  j

d?! . . · dqf dpi . . . dpf .

With the use of Eq. (2.2), we arrive at the result

< « Α 2 > =  (2.4)

This formula, Eq. (2.4), holds for any value of s from 1 to /  and hence 
we have proved the law of energy equipartition. With the help of this 
law, we can readily calculate the specific heat of various substances. 
We start with the simplest case.

(i) IDEAL GAS OF MONATOMIC MOLECULES

We consider a unit mole of a monatomic ideal gas confined in a ther­
mal reservoir of absolute temperature T. By a monatomic gas we mean 
a gas, like helium or neon, the molecule of which consists of a single 
atom. In such cases, we may consider the molecules as point masses. 
Furthermore, when such a gas is sufficiently diluted, we may neglect 
the potential energy between molecules. Hence we have only to con­
sider as the energy of the gas the kinetic energy, which, as the readers 
are well aquainted with, has the form

E =  Etla =  Σ  2 ^  (A2.  +  Ply +  Ply) (2-5)

where m is the mass of the molecule and p nx, p ny and p nz are the 
X-, y- and 2-components, respectively, of the momentum of the n-th 
molecule. N  is the total number of molecules per unit mole and its 
value is

N =  6.02 X  1023.



CH. I ,  § 2 ] THE THEORY OF SPECIFIC HEAT 7

Eq. (2.5) has the same form as Eq. (2.3). Therefore, the law of energy 
equipartition holds in this case, and the average value of the kinetic 
energy associated with each degree of freedom is

2m < ̂ nx > = 2m < ̂ ny > =  2m < ̂ nz > = * kT '

The energy per gas molecule is, accordingly,

< E» > = ^ « P L > + < P i y > + < P l >)

=  1 kT .  (2.6)

The factor 3 on the right hand side of the equation corresponds to the 
fact that the number of degrees of freedom of a molecule, considered in 
this case as a point mass, is three.

We obtain the total energy, U, of a unit mole of the gas by multi­
plying Eq. (2.6) by N:

U — \ NkT . (2.7)

With the use of the conventional quantity R, defined by R =  Nk, 
Eq. (2.7) can be written also as

U =  %RT . (2.8)

If we use calories instead of ergs as the energy unit, we have

R =  1.98 cal/°K .

Since Eq. (2.7) is the thermal energy of a unit mole of the gas at 
temperature T, the necessary heat, C, to raise the temperature by one 
degree is

C =  fjR

=  2.97 cal/°K . (2.9)

This is the quantity we have been seeking, namely the specific heat of 
a unit mole of a monatomic gas.
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(ii) IDEAL GAS OF DIATOMIC MOLECULES

The molecules of certain gases, such as oxygen, hydrogen, or nitro­
gen, etc., have two atoms which are connected in the shape of a 

 ̂ dumbell. The gas molecule of this kind has a mo-

J
ment of inertia for rotations around an axis per- 
Θ pendicular to the dumbell axis. It, therefore, has

V two more degrees of freedom for rotations, in
Λ addition to the three translational ones. The state
_1----- of motion of a dumbell is specified by giving

the five coordinates; x, y, z, Θ and cp, as well as 
^  their corresponding momenta p x, p y, p z, pe, and

·*' ψ φ \ x, y  and 2 for specifying the position of the
Fig. 1. Coordinates for center of mass, the zenith angle 0 and azimuth 
the dumbbell ̂ shaped angje ^ for Specifying the direction of the dumbell

axis as is shown in Fig. 1.
Denoting the moment of inertia by / ,  the energy is

+ P D  + 2 ? ( / «  · (2-10)

Since it again has the form of Eq. (2.3), the law of energy equipartition 
allows us to write down the expression for the average energy per 
molecule as

<£> = 2^ « ^ > + < ^ > + < a 2 »  + f / ( < ^ > + < s- & > )

=  \ k T ,

whence we obtain
U =  %r t  (2.11)

and
C =  $R  =  4.95 cal/°K (2.12)

for the total energy and the specific heat per mole, respectively, of the 
gas.

The factor 5 reflects the fact that there are five degrees of freedom in 
the case of a diatomic molecule.
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(iii) CRYSTALLINE SUBSTANCE

The specific heat of a crystal can also be obtained in a simple way 
according to the law of energy equipartition. We note that most of the 
solid substances consist of randomly oriented minute crystals. We 
consider a unit mole of a crystalline substance immersed in a thermal 
reservoir. Atoms of the crystal are located in a regular fashion, making 
what we call a space lattice. At the absolute temperature zero, these 
atoms are at rest at their own lattice points. At non-vanishing tem­
peratures, however, these atoms oscillate randomly around their 
equilibrium positions. The oscillations of this kind, when their am­
plitudes are not too large, can be treated in a general way.

In case the amplitude is small, any arbitrary oscillation of the space 
lattice, no matter how random and irregular it may be, can be des­
cribed as a superposition of a certain number of proper oscillations 
which vary sinusoidally with time. Thus, even a thermal motion can 
be expressed as a superposition of the fundamental and all their higher 
modes, with a proper choice of the amplitudes and phases of these 
“ elastic” proper oscillations. The total energy of the thermal oscilla­
tion is given as a sum of the energies of all the superposed proper 
oscillations.

We now introduce what is in mechanics called the normal coordinate 
qs and the corresponding momentum p s, i.e. the coordinate and the 
momentum describing the s-th proper oscillation. In terms of this 
normal coordinate, the energy of the proper oscillation takes the simple 
form corresponding to a harmonic oscillator, namely

where the first term is the kinetic energy while the second term is the 
potential energy of the oscillation. Some simple examples of this 
general statement are given in Appendix II and III.

From Eq. (2.13), we see that the law of energy equipartition holds 
in the dynamical system now under consideration. We hence have 
< ocs pzs )  =  \kT. Our oscillator, however, differs from that of the 
molecules of an ideal gas in that its total energy contains the potential 
energy besides the kinetic energy. Thanks to the fact that in the case 
of a harmonic oscillator the potential energy is also of the form (2.3), 
its mean value < β5 q2s > equals \kT, giving rise to

(2.13)
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< Es > =  < otspl  > +  < β £  >

=  kT . (2.14)

Since we now have the average energy of a proper oscillation, we 
readily get the energy per unit mole of the crystal by summing up the 
energies of all the proper oscillations. Denoting the total number of the 
proper oscillations by / ,  it is then given by

< E > =  fk T  .

Now, our crystal contains a total of N  atoms. In such a system as we 
are considering, the number of proper oscillations is equal to the 
number of degrees of freedom as will be shown in Appendix II and III. 
Hence,

/  =  3N .

Therefore, the thermal energy per mole of the crystal is

U =  3 NkT

=  3RT . (2.15)

From Eq. (2.15), the specific heat per mole of solid substances becomes

C =  3R

=  5.85 cal/°K . (2.16)

<iv) COMPARISON W ITH  EXPERIMENTS

We now compare the theoretical results derived in the preceding 
sections with the experimental values. In Table 1 one finds the 
theoretical values as well as the experimental ones. According to this 
table, one can see that, over the temperature range of the measure­
ments, He and A have values close to |i? — 2.97 and that N2 and 0 2 
have values approximately =  4.95. It has long been known ex­
perimentally as Dulong-Petit’s law that the specific heat of solid 
substances has a value close to 3R =  5.85.

These experimental results all show that the law of energy equi- 
partition holds rather well. However, when one extends the range of



CH. I ,  § 2 ] THE THEORY OF SPECIFIC HEAT I I

T a b l e  1

Molecular heat Temperature of Theoretical
Substance (cal/deg.) measurements molecular heat

(°C) (cal/deg.)

f He I 3.008 291
1 2.949 93

Monatomic gas
U I 3.07 288

iff =  2.97

l 2.86 93

( N ,
I 4.984 293
| 4.733 92

Diatomic gas

- o 2 1 4.985 293
iff  =  4.95

l 4.41 92

Solid J Λ1 5.83 a mean of 3 R  =  5.85
Pb 5.43 15 ~  100

temperature in measuring the specific heat, one finds that the experi­
mental value becomes very different from the theoretical one. Fig. 2 
shows the experimental results on the specific heat of a hydrogen gas

TEMPERATURE

Fig. 2. The relation between the molar specific heat of hydrogen (experimental 
value) and the temperature. The abscissa shows the temperature (°K), the 

ordinate the molar specific heat (cal/ff).

at various temperatures. From the specific heat-temperature curve 
shown in the figure one sees that at comparatively high temperatures 
the experimental value is close to f R but at lower temperatures it
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deviates substantially from this theoretical value. It is to be noted 
that at lower temperatures the experimental value is close to §R 
rather than to f f ? ; thus a H 2-molecule at lower temperatures behaves 
like a monatomic molecule. Does the rotational degree of freedom 
have, at low temperatures, nothing to do with the specific heat ?

The same situation arises also in the case of the specific heat of solid 
substances. In Fig. 3 is given the specific heat-temperature curve of 
lead. Dulong-Petit’s law is observed here to hold at high temperatures

Fig. 3. The relationship between the molar specific heat of lead (experimental 
value) and the temperature. The abscissa shows the temperature (°K), the 

ordinate the molar specific heat (cal/R).

but the specific heat differs greatly from it at low temperatures. This 
implies that at low temperatures not every degree of freedom receives 
enough energy to satisfy the energy equipartition law.

§ 3. The Specific Heat of “ Vacuum”

We have seen that at low temperatures not all the degrees of freedom 
of a dynamical system receive the amount of energy allotted by the 
energy equipartition law. This fact is still more clearly observed in the 
case of “ Vacuum” . In the preceding sections we immersed various 
substances in the thermal reservoir. This time we put “ Vacuum” in it; 
that is, we consider the hollow cavity itself surrounded by walls 
of temperature T. Although this hollow cavity is literally “ hollow” 
and free of material, it contains the energy of random electromagnetic 
oscillations since it contains light inside. That is to say, it has some 
thermal energy and we can accordingly speak of the specific heat of 
“ Vacuum” itself.
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Unlike the elastic oscillations of a material object the electro­
magnetic oscillation cannot be handled by mechanics. However, 
Maxwell’s laws which govern the electromagnetic phenomena can be 
expressed in a form similar to that of the mechanical laws which 
govern the elastic phenomena. When the laws are of similar mathe­
matical structure then the phenomena themselves should also have 
some similarity. Thus, we can expect the same situations to occur in 
the specific heat of “ Vacuum” as in that of material substances treated 
in the preceding sections.

More specifically, it goes as follows: any arbitrary oscillation of an 
electromagnetic field can be expressed as a superposition of its proper 
oscillations. Mathematically speaking, a state of the electromagnetic 
field is described in terms of the normal coordinates gq, q2, q3 , . . . and 
their corresponding momenta p i ,p 2,p i  , · · · ■ The energy of a state 
is given as a sum of terms of the form Eq. (2.13). Due to this fact, 
which will be explained in more detail in Appendix III and IV, it 
becomes possible to use the law of energy equipartition and we have 
an amount kT of energy in each degree of freedom. Hence, the total 
energy contained in the hollow cavity amounts to

E = f k T  (3.1)

where /  is the number of the proper oscillations in this hollow cavity.
Unfortunately we here run into a difficulty. In the case of a crystal, 

the number/is related to the number, N, of atoms in it by the equation 
/  =  3N  and N  as well as /  is finite. The number of proper oscillations 
in our present case, however, is infinite since the electromagnetic 
oscillation is not an oscillation of a dynamical system consisting of a 
finite number of atoms, but instead an oscillation of a continuum, the 
“ ether” . In fact, as will be discussed in the next section, it is possible for 
an electromagnetic wave of any short wave length to exist in the hollow 
cavity while in a crystal an oscillation of wave length shorter than the 
inter-atomic distance can not occur. Consequently, the number /  of 
Eq. (3.1) is infinite and hence E becomes so, too. This means that 
the specific heat of “ Vacuum” is infinite.

The fact that E is infinite implies that the hollow cavity will absorb 
heat from the wall endlessly, before thermal equilibrium is reached. 
The heat energy thus absorbed is to be endlessly fed into proper 
oscillations of shorter and shorter wave lengths.
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Nevertheless, the actual energy of a hollow cavity is finite. According 
to experiment, the energy per unit volume of a hollow cavity is related 
to its temperature by Stefan’s law which says, denoting this energy 
density by U,

U =  σΤ4 . (3.2)

The constant a is known from Stefan’s measurement and is σ =  
7.64 X 1CF15 erg/(cm3 °K4). One now sees that the amount of energy 
distributed to each degree of freedom of electromagnetic oscillations 
is not in accord with the law of energy equipartition and is much 
smaller than is given by the law. Due to this very fact it was possible 
to derive the specific heat of a gas or a solid in the preceding sections 
and obtain fair agreement with experiments even with the neglect of 
the electromagnetic oscillations. At the temperatures where the experi­
ments of the preceding sections were performed, the electromagnetic 
oscillations have scarcely any heat energy allotted to them. We have 
already seen that, at still lower temperatures even the mechanical 
oscillation receives energy in an amount smaller than \kT.

§ 4. The Rayleigh-Jeans Formula

Although it was found that the law of energy equipartition did not 
hold in the theory of specific heat, the law cannot be totally false 
since it gives specific heats which are in approximate agreement with 
experiments at not too low temperatures as one can see in Table 1. 
The specific heat-temperature curve of Fig. 2 suggests that in the case 
of the molecule the rotational degrees of freedom start to violate the 
equipartition law with decreasing temperature and the due share of 
energy is not received by them. The translational motions of the mole­
cule seem to be still in accord with the equipartition law since the 
specific heat takes the value §R at low temperatures.

From the above considerations, one can now conjecture that, even 
in the case of a hollow cavity, certain degrees of freedom are, at the 
given temperature, still satisfying the energy equipartition law. The 
problem now is to find which degrees of freedom satisfy the law and 
which do not.

In order to decide this, one may measure separately the energies 
distributed to each proper oscillations instead of the total energy of the 
hollow cavity. This can be achieved by measuring the Spectral intensity
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distribution of the light coming from the hollow cavity through a 
spectrometer embedded in a small opening of the wall. By measuring 
spectroscopically the intensity of light of frequencies between v and 
v +  dr, one experimentally knows the amount of energy distributed 
to the proper oscillations of frequencies between v and v +  dr.

Assuming the law of energy equipartition, which we now know is 
against the facts, we can calculate this spectrum theoretically. For 
this purpose it is enough to know the number of proper oscillations 
having frequencies between r and r +  dr, since the intensity of light 
in this frequency range can be obtained by simply multiplying it 
by kT.

Let this number of degrees of freedom be denoted by Z(v) dr. This 
statement may require some comments concerning the size of dr. This 
frequency range has to be small enough for the variation therein of the 
intensity to be negligible and, at the same time, it has to be large 
enough to contain a sufficient number of proper oscillations in the 
frequency range; but it must also be small enough, so that the number of 
degrees of freedom is proportional to dr. It can be shown that there 
exists such a dr for the radiation in a hollow cavity of practical size.

For the sake of simplicity, we consider a hollow cavity which is a 
cube of linear dimension L. The determination of Z(r) will be under­
stood easily if we proceed as follows. We first treat the one-dimensional 
problem before proceeding to the three-dimensional one. Furthermore, 
we put aside for a while the problem of electromagnetic oscillations 
which is our final aim and take, as a model for it, the elastic oscillation 
of a string which is more familiar to us.

The question now is how many proper oscillations with frequencies 
between v and v +  dr exist for a string of length L which is fixed at 
both ends.

The proper oscillations possible for a string of length L are, as are 
shown in Fig. 4, known to be those of wave length 2L, 2L/2, 2L/3 , . . . 
2Ljs , . . .Theproper oscillation of wave length 2Ljs has (s— 1) nodes. 
If we denote the velocity of elastic waves on this string by c, the fre­
quencies of these oscillations are given by

c
s =  1,2 . . .  . (4.1)

Thus the frequency of each proper oscillation is given by multiplying 
the fundamental frequency c/2L by 1, 2, 3 , . . .  . We see then that the
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frequencies of the successive proper oscillations of the string have the 
same spacing, Δ =  c/2L. Therefore, the number of proper oscillations 
contained in the frequency range between v and v +  dr is

Z(v) dr =  ^

=  ^ d r .  (4.2)

A more detailed discussion on the subject is given in Appendix III.
In the above case of one-dimensional oscillations, it was possible to 

arrange the proper oscillations in order by giving each of them an

Fig. 4. The normal vibrations 
of a string.

□ B §
□ EB E
ΓΠΊ ::

y

Fig. 5. The normal vibrations 
of a square plane.

integral number s which has the physical meaning that (s— 1) is the 
number of nodes of the oscillation.

In the three-dimensional case, however, the node of oscillation is not 
a point but is a plane which requires a set of three integers, sx, sy and sz, 
to specify it.

Since it is too complicated to show in the three-dimensional case the 
pattern of nodes for a given set of sx, sy and s,, we give the schematic 
representation of the two-dimensional oscillations. In Fig. 5 are shown 
the nodal patterns of oscillations of a square drum. They all have the 
common features of lattice patterns which can be arranged in order 
by giving each of them a set of two integers sx and sy. The three- 
dimensional case can be exemplified by adding one more dimension.
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In this way three-dimensional oscillations can be specified by sets 
of three positive integers, sx, and s. and their frequencies are 
given by

Hence it is convenient to use a three-dimensional space to display 
them. We denote the three orthogonal coordinate axes of this space 
by X-, y- and z-axes and consider the points in the space having the 
coordinates x =  (c/2L) sx, y  =  (c/2L) sy and 2 =  (c/2L) s,. Since sx, sy 
and s, are integers, this point coincides with one of the space lattice 
points. The cell volume A3 is (c/2L)3. The distance from the origin to 
this point is

By comparing this expression with Eq. (4.3), we see that this distance 
gives just the frequency of this particular oscillation.

When the frequency is expressed in this way, we can easily obtain 
the desired Z(v) geometrically. In order to find the number of oscilla­
tions with frequencies between v and v +  dv, we have only to count 
the number of lattice points in the shell spanned by the two spheres 
of radius v and v +  dr in the above x, y  and z space. Since sx, sy and s, 
are all positive numbers, only the first octant is to be considered. The 
volume of the shell in the first octant being ±πν2 dv, we get Z{y) dr 
by dividing this volume by the volume of the lattice unit cell:

In order to apply this result to the case of black body radiation, 
we have to take account of the following fact. Light, being a transverse 
wave, has the property of polarization and to each nodal pattern there 
correspond two kinds of oscillations of different polarization as explained 
in Appendix IV. In other words, there are two kinds of oscillations for 
each set of sx, sy and s, and, accordingly, Z(v) dv in this case has twice

(4.3)

(4.4)
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the value given by Eq. (4.4). Namely, the number of proper oscillations 
of light in the frequency range from v to v +  dr is

The spectrum of light in a hollow cavity can now readily be obtained 
from this expression multiplying Z(v) dr by kT. The following remarks 
are, however, necessary. Namely, in determining the number of proper 
oscillations, we considered a string fixed at both ends or a drum 
membrane fixed all around its circumference; i.e., the oscillators which 
have no exchange of energy with the external system. In the case of 
the electromagnetic oscillations, the above Z(v), therefore, applies 
when the walls of the hollow cavity are made of perfectly reflecting 
mirrors. Since this implies that there is no exchange of energy between 
the hollow cavity and the thermal reservoir, any initially given oscilla­
tion of the hollow cavity remains unchanged and thermal equili­
brium will never be realized between the hollow cavity and the 
reservoir. We, hence, consider that there is a small window in the wall 
to make the thermal equilibrium attainable. If the window is small 
enough, it does not disturb appreciably the frequency or the nodal 
pattern of the proper oscillations and we can apply the same Z(v) 
obtained above for the case under consideration. Through this small 
opening in the wall, the energy is exchanged between the hollow cavity 
and the reservoir to bring about eventually a state of thermal equili­
brium. Since according to the equipartition law, each proper oscillation 
receives the same amount kT of energy in thermal equilibrium, the 
amount of energy contained in the light of frequency between v and 
v +  dv is

c
(4.5)

E{v) dv =  Z{v) kT dv

(4.6)

This gives the spectral distribution of the energy of the whole hollow 
cavity and is to be directly related to the frequency distribution of the 
light intensity observed by means of a spectrometer.
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Dividing Eq. (4.6) by the volume of the hollow cavity we get the 
spectral distribution of the energy per unit volume of the hollow cavity, 
which is

U{v) dr = 8π kT dr (4.7)

In the above derivation, we considered specifically a cubic hollow 
cavity surrounded by mirror walls with a small window. Nevertheless, 
Eq. (4.6), or (4.7), is applicable more generally and is called the 
Rayleigh-Jeans formula.

This formula has been derived from the equipartition law and hence 
gives a infinite specific heat as was explained in the preceding section; 
it is clear then that the formula is incompatible with experiment. In 
fact, the integration of Eq. (4.6) over r, which gives the total energy 
of the hollow cavity, diverges to infinity.

Now then, what kind of spectrum is observed experimentally? 
In Fig. 6 are shown the observed spectrum of the black body ra­
diation. As can be seen in the figure, the spectrum observed at a 
certain temperature has a maximum at a certain frequency beyond 
which the intensity of the radiation decreases with increasing frequency. 
Since the Rayleigh-Jeans formula gives 
an intensity which is proportional to v2 
and is thus increasing monotonically it 
obviously contradicts the experimental 
results. However, when we investigate 
the region of very small v in more detail, 
we find that the observed spectrum is in 
good agreement there with the Ray- 
leigh-Jeans formula. For example, at 
temperatures around 2000 °K this for­
mula agrees quite well with experi­
ment in the frequency range around 
1013/sec, i.e., in the far infra-red region.
The frequency region of good agreement extends to still higher frequen­
cies for higher temperatures.

According to the Rayleigh-Jeans formula, the spectral distribution 
of light is independent of the temperature T, while the total intensity 
is proportional to it. This implies that the color of the light from the 
hollow cavity does not depend on the temperature. In reality, how­

Fig. 6. The spectrum of black 
body radiation. The abscissa 
shows the frequency, the ordinate 

intensity of radiation.
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ever, not only does the total intensity of light increase more rapidly 
with increasing temperature, proportional to Γ4, obeying Stefan’s law, 
but also its spectrum changes with the temperature. Namely, at low 
temperatures the light of maximum intensity resides in a rather long­
wave-length region and with increasing temperature it shifts to short 
wave lengths. In fact, it is a daily common experience that an object 
emits infrared light at low temperatures and with increasing tempera­
ture red light, then white light, and finally it begins to radiate ultra­
violet light. The equipartition law can not explain this daily common 
phenomenon.

It has become clear through the foregoing discussions that the energy 
equipartition law does not hold in general but it still is correct for 
oscillations of lower frequencies and that the frequency region where 
this law is applicable widens with increasing temperature. In other 
words, with decreasing temperature the degrees of freedom corre­
sponding to large frequencies start violating the equipartition law and 
“ die” ; i.e., the energy is not duly distributed to these oscillations.

In calculating the specific heat of a gas or of solid matter we considered 
translational, rotational and oscillational degrees of freedom only and 
obtained rather good agreements with experiment. It is clear, however, 
that an atom, since it contains many electrons, has not only trans­
lational, rotational and oscillational degrees of freedom but also some 
internal degrees of freedom; but these internal degrees of freedom 
are “ dead”  at room temperatures owing to their high frequencies. 
When the temperature is raised a great deal the specific heat becomes 
larger since these internal degrees of freedom then begin to become 
excited. The fact that the specific heat of hydrogen gas approaches 
with decreasing temperature that of a monatonic gas can be inter­
preted in a similar way, as due to the “ dying” of the rotational degrees 
of freedom at low temperatures

§  5. W ien’s Displacement Law

The fact that the energy equipartition law is incompatible with 
observation implies that we have no method for finding theoreti­
cally the spectrum of the black body radiation. It was Wien’s theory 
which introduced some hope into this sad situation. Wien has shown 
ingeniously that, even though one cannot derive the spectrum theo­
retically, once the spectrum is known by some means at a certain
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temperature, the spectrum at any other temperature can be derived 
from it.

In this chapter, however, we deviate from the original method of 
Wien in arriving at his conclusion and follow a reasoning which seems 
more intimately related to the development of quantum theory. Before 
we start this main subject, a few preliminary considerations are needed.

(i) THE ADIABATIC INVARIANT

The general definition of the adiabatic invariant will be given in a 
later section and we at present satisfy ourselves with the following 
definition which is sufficient for the special case to be considered here.

We consider a system oscillating sinusoidally. An example is a simple 
pendulum or a stretched string. Another example is the radiation in 
a hollow cavity provided that it is completely isolated and does not 
exchange any thermal energy with the reservoir. We then slowly change 
the shape of this dynamical system which is in the state of a certain 
proper oscillation. This can be done, for example, by gradually shortening 
the string of a pendulum, by changing the length or tension of the 
stretched string, or by pushing in one of the walls of the hollow cavity 
with something like a piston. It can be shown that, if the deformation 
is made very slowly, the dynamical system is still in state of a proper 
oscillation after the deformation.

Naturally the frequency v of a proper oscillation varies with the defor­
mation of the dynamical system. The amplitude, and hence the energy 
E, likewise varies. In other words, a
certain amount of work is done in 
the process of deformation. The im­
portant thing to be noted here is 
that the rate of change of v is equal 
to that of E so that the ratio E/v 
remains constant during the slow 
deformation. This quantity E/v is 
called the adiabatic invariant.

When, at the beginning, the sy­
stem is not in a state of proper 
oscillation, it is described by a 
superposition of various proper
oscillations and E/v is invariant for each proper oscillation during the 
deformation process.

its adiabatic deformation.
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We now demonstrate the above fact for the case of a simple pen­
dulum. In Fig. 7 is shown a pendulum consisting of a weight and a 
string which is supported by a pulley. We pull this string slowly while 
the pendulum is in oscillation; then we can see experimentally that the 
amplitude as well as the frequency of the oscillation increases with the 
shortening of the hanging string.

We first calculate the amount of work to be done in pulling the 
string. This gives the change of the energy of this oscillating pendulum. 
Let the angle of the pendulum from the vertical, the length of the string 
and the mass of the weight be denoted by 0, L and m, respectively. 
We have for the equation of motion

mLQ =  — mg sin Θ

where g is the acceleration of gravitation.
On the other hand, the energy of the pendulum is

E =  \ mL2Q2 +  mgL (1 — cos Θ)

where the first term is the kinetic energy and the second is the potential 
energy. We next find the tension of the string T. This can be obtained 
by adding the component of gravitational force in the direction of the 
string, mg cos 0, and the centrifugal force, mLQ2, thus

T =  mg cos Θ +  mLQ2 .

If we restrict ourselves to the case of small amplitude, we can expand 
sin Q and cos 0 in terms of Q and neglect higher order terms. The above 
three relations then become

mLQ =  — mgQ (5.1)

E =  \ mL2b2 +  \ mgL Θ2 (5.2)

mg (1 — \ Θ2) -f mLO2 . (5.3)

Eq. (5.1) can readily be solved to give

Θ — a cos (2nvt -j- δ) (5.4)
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where a and <3 are the constants of integration and signify the amplitude 
and phase, respectively, of the oscillation. The frequency v is given by

Substitution of Eq. (5.4) into Eq. (5.3) yields the tension as a function 
of time,

T =  mg— mga2 { \ cos 2 (2nvt -f d) — sin2 (2nvt -f 3) } . (5.6)

Due to the trigonometrical terms in the curly bracket the tension 
has, besides the gravitational force mg, a component which varies 
with time.

Suppose L is varied by pulling the string and the variation be denoted 
by δΕ. Then the work δ W done on the pendulum is given by the product 
of (— δL) and the average tension < T )  during the pulling, provided 
that the pulling is performed slowly enough for the pendulum to have 
time to make a considerable number of oscillations. Thus,

δ Ψ =  — <Γ>(5Τ (5.7)

where < T )  is the time average of Eq. (5.6) and is given by

< T > =  mg +  l  mga2 . (5.8)

From the work done on the pendulum, we can now calculate the 
change in the oscillational energy of the pendulum. Of this work the 
amount mg δΕ is spent in lifting the pendulum as a whole, i.e., in in­
creasing the gravitational potential energy. The net increase of the 
oscillational energy is then obtained by subtracting this amount from 
dW of Eq. (5.7) and is

δΕ =  —- \ mga2 δΕ . (5.9)

Observing that substitution of Eq. (5.4) into Eq. (5.2) yields

E =  \ mga2 L (5.10)

and that the change of frequency, δν, due to the change of L by δΕ is 
from Eq. (5.5)
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we can conclude from Eq. (5.9) that

δν 6E 
v E

Eq. (5.11) now readily gives by integration

— =  const.

(5.11)

(5.12)

This is the result we wanted to derive. The proof of the law of adiabatic 
invariance for the oscillating system in general is given in Appendix VI.

(ii) THE PRESSURE OF RADIATION

We consider the radiation filling a hollow cavity. In whatever 
oscillatory state this radiation may be, it exerts some pressure con­
stantly on the walls of the hollow cavity. We will show that this 
pressure is closely related to the energy density of the radiation inside.

It may sound somewhat strange that radiation exerts pressure on the 
wall, but this is due to the same reason which made the average 
tension of a string, < T >, different from the mere gravitational tension 
mg. There it was < T )  — mg, and hence \rngd1 (according to Eq. (5.8)), 
that we might call the “ pressure” of the oscillation. For a more de­
tailed discussion of pressure in the case of an oscillating string, the 
reader should refer to Appendix V.

In order to obtain the relation between the pressure and the energy 
density of the black body radiation, we calculate the amount of 
work to be done to compress the hollow cavity, assuming naturally 
that the walls are plastic. For the sake of simplicity, we assume that 
the hollow cavity is always kept in the form of a cube.

The calculation of the work is essentially the same as that of the 
work in pulling the string of a pendulum as explained above. The work 
done, dW, gives in this case directly the sum of the energy increments, 
<5Es> in each proper oscillation, i.e.,

dW =  X  SE,
s

(5.13)

where s stands for three integers sx, sy and s2.
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On the other hand, since EJvs is an adiabatic invariant, 6ES is to 
satisfy a relation similar to Eq. (5.11)

dEs =  <hq 
Es vs '

(5.14)

We already have the relationship between the frequency vs and the 
dimension L of the cube, namely, according to Eq. (4.3)

vS

where s is to be understood to mean y /  s2x +  s2y +  s2z. Consequently 
we have

(5.15)

and furthermore, by combining this with Eq. (5.14), we arrive at

dEs 6L
Es ~  L (5.16)

Denoting the volume of the cubic space by V we rewrite Eq. (5.16) as

δ Es 1 <57
Es ~  3 V

(5.17)

since 6V =  3L26L. This gives the energy increment of the s-th proper 
oscillation when we change the volume of the hollow space adiabati- 
cally by SV.

Substitution of Eq. (5.17) into Eq. (5.13) immediately gives us the 
amount of work 6W necessary to change the volume of the hollow 
cavity by 3V. Thus

Σ  Es
0 W = - ± A y - d V .  (5.18)

Since Es is the total energy contained in the hollow cavity, ESIV 
is the energy per unit volume of the hollow cavity, i.e., the energy 
density. In terms of this energy density, U, Eq. (5.18) can be written 
also as
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This equation (5.19) implies that the average pressure, P, of the 
black body radiation on the surrounding six walls is given by

P =  %U . (5.20)

This result has been verified experimentally by means of a very 
precise torsion balance.

(iii) THE STEFAN-BOLTZMANN LA W

It was stated in a previous section that the energy density of 
black body radiation in thermal equilibrium with a reservoir of tem­
perature T is proportional to T4.

This law originally was an empirical one discovered by Stefan. 
Boltzmann later succeeded in deriving it theoretically. This can be 
done by combining the mechanical result, Eq. (5.19), with thermo­
dynamical considerations which determine the temperature of the 
system. With this aim in mind we consider a thermodynamic cycle 
as shown in Fig. 8, which probably reminds the reader of the famous 
Carnot cycle.

Let us imagine a hollow cavity of perfectly reflecting walls with a 
small window. We immerse this into a heat reservoir of temperature 
T x; the hollow cavity will reach the state of thermal equilibrium, the 
state 1 say, which is specified by the temperature T x> the volume V x 
and the energy density Ux. We then isolate the hollow cavity from the 
reservoir, by closing the window, and compress it adiabatically until 
its volume becomes V2. We call this state the state 2. As the result 
of the adiabatic compression the energy density and the temperature 
become higher in the state 2. Let these be denoted by U2 and T2 
respectively.

According to the consideration we carried through in calculating 
the radiation pressure, the amount of work to be done in the process 
of changing the volume adiabatically is given by Eq. (5.19). This work 
results in a change of the energy in the hollow cavity. The change of 
the energy density, during an adiabatic volume change, therefore, 
must satisfy the equation

d{UV)
dV - \ U
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which can readily be integrated to give

U
V ‘

(5.21)

The integration constant A is unchanged during the adiabatic process. 
In words, the energy density is inversely proportional to the | power 
of the volume, and in our process

U,v\  =  U2VI =  A . (5.22)

We now immerse the hollow cavity in a thermal reservoir of tempera­
ture T2 and, by opening the window, allow the volume to expand 
isothermally to V 3. Since it has been proved by Kirchhoff that the 
energy density of a hollow cavity is a 
function of temperature only, the energy 
density of this state, the state 3, is still 
U2. In the process of this expansion, the 
hollow cavity has to absorb some heat 
from the reservoir since the internal ener­
gy of the state 2 is V2U2 while that of
the state 3 is V3U2, and V 3 > V2.
thermore it performs work in expanding 
the volume from V2 to V 3 with the pres­
sure } U 2. Thus the amount of heat absorbed, Q2. 
cess is

Qi^ = iu2{v3- v 2).

bur- pig. 8. The UV diagram for the 
hollow cavity.

3, during this pro- 

(5.23)

The hollow cavity is now isolated again from the reservoir and is 
expanded adiabatically until its temperature sinks to the original 
value T v This state is called the state 4, the volume of which is 
denoted by V4. Since again the energy density of black body radiation 
is a function of temperature only, the energy density in the state 4 
is equal to U1, and, according to a consideration similar to that used 
in arriving at Eq. (5.22), we obtain

U2Vj  =  UlV t =  A ' .  (5.24)

We now proceed to the last step of the cycle, namely we immerse the 
hollow cavity in the thermal reservoir of temperature T x and com­
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press it isothermally until its volume becomes V x; i.e. until it comes 
back to the original state 1. During this process, 4 -> 1, it liberates 
some heat, or absorbs some negative heat, the amount, by the same 
argument used in deriving Eq. (5.23), being given by

Q*-.i = S U x{Vx- V a) .  (5.25)

In the meantime, Carnot’s principle, or, in the modern terminology, 
the second law of thermodynamics, requires the following relation to 
be satisfied, in order that we should not have a perpetual motion of 
the second kind,

% ! + % 1 1 = 0 .
■I 2 -*1

By means of Eq. (5.23) and Eq. (5.25), this becomes

j j ( V 3- V 2) + ^ ( V 1- V i ) =  0.(5.26)

Since we have to find a relation between energy density and tem­
perature we eliminate the V’s from Eq. (5.26) by making use of Eqs. 
(5.23) and (5.24). Then the result is

or
■L 2 + T  ?(^ A'*) =  0

u\ =  u i
T, T2 ·

Since the last relationship should hold for arbitrary states 1 and 2, 
it requires that

u* =  const. , (5.27)

which is just Stefan’s law.
Stefan’s law is thus derived by requiring that the second law of 

thermodynamics be satisfied. The proportionality constant in Eq. 
(5.27), the so-called Stefan’s constant, however, remains undetermined 
by such a thermodynamical requirement only.
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(iv) THE TEMPERATURE CHANGE DURING AN ADIABATIC VOLUME 
CHANGE

From the above law, U(T) oc T4, we can derive a formula for the 
temperature change of the hollow cavity during an adiabatic com­
pression or expansion. The energy density of a hollow cavity changes 
during the adiabatic deformation according to Eq. (5.21), i.e.

U cc V~$ .

On the other hand, it has to satisfy U cc T4. We thus obtain

T ocF ' F  ' (5.28)

which says that the temperature of a hollow cavity changes pro­
portionally to the inverse of the cube root of its volume in the process 
of adiabatic compression or expansion.

(v) W IEN'S DISPLACEMENT LAW

We are now ready to start on the main subject of this chapter. We 
consider a hollow cavity in thermal equilibrium at temperature T. 
When we compress or expand this hollow cavity adiabatically, the 
temperature changes according to Eq. (5.28), and in this way we can 
construct a black body radiation of any temperature from the radiation 
at temperature T.

According to the theorem of the adiabatic invariant, Es, the energy 
in the s-th proper oscillation of the hollow cavity, changes in such a 
manner that EJvs remains invariant for each proper oscillation.

Meanwhile it was derived above that the temperature varies pro­
portionally to the inverse of the cube root of the volume in adiabatic 
processes. Furthermore, as can be seen from Eq. (4.3), the variation of 
vs is also inversely proportional to the cube root of the volume, FA 
Hence we can conclude that in adiabatic processes the frequency 
variation of each proper oscillation is proportional to the temperature; 
i.e., we have

~  =  invariant (5.29)

for each proper oscillation.
If we assume that the energy distribution of a hollow cavity in 

thermal equilibrium at temperature T is given by Es — f(vs), we have
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in general to expect that this function f(vs) will vary with tempera­
ture. As a matter of fact if the energy cquipartition law holds f(v) is 
simply kT and is obviously temperature dependent. However, from 
the above consideration that led us to the adiabatic invariance of 
vJT as well as EJvs, it follows that if we write the energy distribu­
tion as

the functional form of this function F  should be independent of the 
temperature, since neither EJvs nor vJT is temperature dependent. 
Hence the energy distributed to the s-th proper oscillation may be 
written in general as

provided that Carnot’s principle holds, whereas the energy equi- 
partition law need not be satisfied here.

If the energy distributed to each proper oscillation is given by. Eq.
(5.30), we can obtain the spectral intensity distribution of hollow 
cavity radiation by multiplying this by Z(v) dv/V, as we did in deriving 
the Rayleigh-Jeans formula, namely

The Rayleigh-Jeans formula is contained in Eq. (5.31) as a special 
case with

Through the above consideration, it has become clear to what extent 
we can determine the spectrum of a black body radiation without having 
recourse to the energy equipartition law, though the specific form of 
the function F(x) can not be determined by such considerations. 
However, if Eq. (5.31) holds, the determination of the spectrum at a 
certain temperature leads to the determination of the functional form 
of F(x) and hence the spectrum can be predicted, for any other tem­
perature. We have now obtained a formula which tells us how the

(5.30)

(5.31)

F(x) =  - .' X
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spectrum of the black body radiation changes with varying tempera­
ture and especially how the intensity maximum of the spectrum shifts. 
This Eq. (5.31) is called Wien’s displacement law and has been com­
pletely verified by experiment. In deriving Eq. (5.31), we have used 
Stefan’s law as well as the adiabatic invariance of EJvs of an oscillating 
system. Stefan’s law is quite well established experimentally, even if 
one may not feel quite certain about its theoretical derivation. The 
agreement with experiment of Eq. (5.31) thus seems to suggest that 
the adiabatic invariants might in some form or other survive in the 
future theory even if Newtonian mechanics should prove not to be 
satisfactory. The energy equipartition law, on the other hand, cannot 
survive at all.

§ 6. W ien’s Formula

It was a great achievement to find that the energy spectrum of the 
hollow cavity radiation has a form given by Eq. (5.31). The next 
problem of determining the functional form of F(x), however, still 
remained unsolved by considerations only of the thermodynamic laws 
or of the adiabatic invariants.

As to the functional form of F(x), we can say at present only that it has 
to tend asymptotically to zero stronger than 1 jx5 as x approaches infini­
ty, since otherwise the total energy, which is obtained by integrating Eq.
(5.31) with respect to v from zero to infinity, would diverge to infinity.

A number of people proposed various forms for F(x), some as 
empirical formulae and others from tentative theories, without 
reaching a satisfactory one. From his theoretical considerations, Wien 
assumed the following form for F(x):

F(x) =  1φ e~px
and hence

U(v) dv =  — !β  e - MT v3 άν 
c3

where k is Boltzmann’s constant.
It was found by experimentalists that with proper adjustment of 

the constant β in the formula it can well reproduce the experimental 
results in the range

y  :> 1011 sec"1 · °K_1 .

(6. 1)

(6.2)
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This formula, however, fails to agree with experiment outside the 
above frequency range. In fact, Eq. (6.2) varies as v3 for small vjT, 
while the Rayleigh-Jeans formula gives a good agreement there with the 
experiment implying that U{v) has to tend to zero as v2.

Not only could Wien’s formula not reproduce the experimental 
results, but also his theory was not well received, since it deviated 
entirely from Maxwell’s theory. His theory was indeed a modification 
of the classical theory but it was considered too arbitrary, involving 
unnatural assumptions. However, it could not be denied that his 
formula conveyed a part of the truth since it agreed quite well with 
experiments in the range v/T> 1011 sec-1· °K~1, as a matter of fact 
better than any other formula proposed up to that time.

The correct theoretical meaning of Wien’s formula will become clear 
as we proceed and we will come back to this point in § 14.

§ 7. Planck’s Formula

It has thus been found that the Rayleigh-Jeans formula gives good 
agreement with experiment for small r/T while for large vfT Wien’s 
formula takes its place. Planck then considered an interpolation 
formula between the above two.

According to him, F(x) takes the form

F(x) as given by Eq. (7.1) does indeed take the form Ιιβ e~Px for large x 
and the form kjx for small x, corresponding to Wien’s and Rayleigh- 
Jeans’ formula, respectively.

Assuming F(x) to be of the form of Eq. (7.1), the spectrum of the 
black body radiation becomes

(7.1)

(7.2)

This is Planck’s well-known formula. Usually we write

h =  Ιζβ . (7.3)
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This constant h has the dimension of action and its value has been 
determined by comparison of Eq. (7.2) with experiment to give

h =  6.62 X 10 27 erg-sec . 

With this constant h, Eq. (7.2) can also be written as

U{v) dr = 8 nh 1
JivJkT 1

r 3 dr

(7.4)

(7.5)

The constant li is called Planck’s constant or the quantum of action.
This formula has been verified experimentally 

by a number of people and found to reproduce the 
experimental data very well in the entire temper­
ature and frequency range observed, while the 
other formulae did not. This can be seen in Fig. 9.

The integration of Eq. (7.5) with respect to r 
from zero to infinity gives the total energy den­
sity of the black body radiation, which is

U = 8 nh
0 e

r3 dr 
hvJkT

dnk*_ 4 
c3h3

f 00 x 3 dx
J 0 cx — Τ '

(7.6)

This is nothing but Stefan’s formula and Stefan’s 
constant is thus given in this theory by

σ =  - k 
c3h3
8π , 4 f 00 x 3 dx

0 e 1
(7.7)

the value of which is in good agreement with ex­
periment.

Eq. (7.5) also gives the distribution law which is 
to replace the energy equipartition law. Namely, 
the distribution law is obtained by dividing this 
Z(v) dr//.3 of Eq. (4.5). The result is that the

Fig. 9. The relationship 
between the intensity 
of black body radiation 
and the frequency. The 
abscissa shows the fre­
quency, the ordinate 
the intensity, the cur­
ves Planck’s formula, 
the small circles mea­

sured values.

formula Eq. (7.5) by 
amount of energy



34 THE DISCOVERY OF ENERGY QUANTUM [CII. I ,  § 7 , 8

actually distributed to a degree of freedom of frequency v is

whereas according to the energy equipartition law the same amount of 
energy kT was to be distributed to each degree of freedom indepen­
dently of the frequency. The function P(x) is defined by

and has values close to, or smaller than, unity for small, or large v, 
respectively. Accordingly, for such degrees of freedom which have 
small hv/kT the equipartition law holds approximately, while for other 
degrees of freedom the amount of energy given is not as much as the 
equipartition law requires.

§ 8. The Quantum of Energy

Planck has thus found a formula which is in excellent agreement 
with experiment. If he had been contented with this, his work might 
have been considered merely as a fortuitous discovery. He worked 
hard to find the fundamental meaning of this formula and finally, 
after several weeks of struggling, arrived at the concept of the energy 
quantum.

His idea goes as follows. No material substance is a continuum and 
every one of them consists of atoms which cannot be divided any 
further. Energy might also not be a continuum capable of being 
divided without end but might consist of a kind of atom. Planck 
called this elementary quantity of energy “ the energy quantum” .

When the energy consists of quanta, the energy equipartition law, 
Eq. (2.14), does not hold and the law to replace it is derived as follows. 
The energy of an oscillating system is, as in Eq. (2.13),

(7.8)

P(x) = (7.9)

E =  cup2 4- βq2 .

The average energy is according to Boltzmann’s principle

(8 .1)

(8 .2)
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w h e r e  A  is  g iv e n  b y

T  =  /  /  e~ £ /*r  . (8.3)

Straight forward calculation obviously leads to the same result as given 
by Eq. (2.14), but we have now to take into account in integrating Eq.
(8.2) or Eq. (8.3) the fact that the energy is not a continuous quantity. 
Thus, since the energy cannot take all the values continuously, p as 
well as q accordingly cannot assume every arbitrary value either.

Denoting the amount of the energy quantum by ε, the energy E can 
take only those values which are integral multiples of ε and hence 
P and q can take only those values which satisfy

E =  cup2 +  βq2 =  ηε , η — 0, 1, 2 , . . . . (8.4)

Geometrically speaking, the points on a set of ellipses defined by 
Eq. (8.4) on the q-p plane, as shown in Fig. 10, correspond to the 
allowed values for p  and q. Thus the 
integration of Eq. (8.2), or of Eq. (8.3), 
is to be understood not as a surface in­
tegral over the whole q-p plane but as 
a sum of the line integrals on these 
ellipses.

In accordance with this understan­
ding, the calculation proceeds as fol­
lows. We first change the variables Fig. 10. Allowed values for p and q. 
from q and p to x and y  by -γ/ β q =  x
and ·\/~α. ρ —y, respectively. The energy £  is then given by E — x2 + y 2 
and the integrations to be performed become

/ . = J 7 (* 2 +:y2) e ~ ^ y l , l k T d x d y
and

In order to carry out these integrations, we use as the integration 
variables the energy E itself and the angle Θ, defined by Θ — tan~l{y/x), 
instead of x andjy. The above integrals then become

/f
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w ^ ! S E e ~B,t

T' = i ^ S i e~m T dE do·

Since 0 can take any value from zero to 2π, whereas E has to satisfy 
Eq. (8.4), we first integrate with respect to Θ and obtain

and

and hence

Λ

h

π

ν * β

π

J Ε e_ E/kT άΕ

f e - m T dE.

J £ e - ^ T d Ε 
Se~EltTd Ε

(8.5)

where the integration with respect to E is to be understood as the sum 
of the integrand for those values of E satisfying Eq. (8.4). Thus

< £ >
£  ηε e

n =  o

- η ε /kT

(8.5')
Σ  e

n =  0

- η ε /kT

The summation of these series is not difficult. Since

£  ηε e~nE,kT
n =  0

- η ε /kT

we have only to calculate Σ^=0 e_"*/feT, which in turn is nothing but a 
geometrical series the sum of which is readily given as

ee/kT
e£/*r — 1 *

From this result we obtain
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^  wee 
«=o (ee/kT— l)2

The substitution of these results into Eq. (8.5') gives

(8.6)

or in terms of the function P(x) defined by Eq. (7.9)

< E > =  kTP (8.7)

This is the distribution law when the atomic nature of the energy is 
taken into consideration. If the energy did not have such an atomic 
nature, Eq. (8.5) would be integrated in the usual manner instead of 
using Eq. (8.5') and we would get immediately Eq. (2.14).

The comparison of Eq. (8.7) with Planck’s interpolation formula, 
Eq. (7.8), leads us to the following very important conclusion: If we 
take hv as the energy quantum, i.c.

v being the frequency of the oscillating system under consideration, 
our distribution law, Eq. (8.7), gives Eq. (7.8) and hence Planck’s 
formula, Eq. (7.5). Erom Eq. (8.8) we can conclude that the energy 
value of the oscillator can take only integral multiples of this unit:

In this way Planck arrived at the epoch-making idea that not only 
material substances but also energy reflects the atomic nature of the 
physical world. This idea was the great discovery that the dawn of 
this century, 1900, witnessed.

According to Eq. (8.8) the larger the frequency v, the larger the 
energy unit. Therefore, the atomic nature of energy becomes more and 
more distinct with increasing frequency v of the oscillating system. 
Furthermore, when the amount of energy under consideration is 
sufficiently large we can neglect the atomic nature of energy just as

e — hv, (8.8)

E — nhv , η =  0, 1, 2 , . . . (8.9)
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we can treat the material object of large scale as if it were continuous 
matter. This implies that, in considering the problem of thermal 
equilibrium, if kT is sufficiently larger than hv we can regard the energy 
as continuous and the energy equipartition law prevails. On the other 
hand, if hv is comparable with or larger than kT, the unit energy plays 
an important role and the energy equipartition law becomes invalid; 
then a share of even a single unit of energy to a degree of freedom would 
make its energy E greater than kT and consequently its probability 
e~EUcT become small and such degrees of freedom hardly receive any 
energy at all. This explains why some degrees of freedom “ die”  at low 
temperatures. The reader may find an analogy to the situation in 
Fig. 11, which is self-explanatory.

Fig. 11. Distribution laws in classical and in quantum theory.

The value of Planck’s constant h, as given by Eq. (7.4), has been 
determined by experiments of great precision. Its approximate value, 
however, can be estimated from our daily experiences together with 
the above considerations.

We observe that a heated object starts radiating a dim red light at 
around 500 °C. The color of the radiation becomes brilliant red at 
about 1000 °C and with still increasing temperature the object starts 
emitting a bright white light at about 2000 °C.

Since the wave length of red light is 8 X  10-s cm its frequency is

c 3 x  IO10 15
vred =  1 — - ------------ Γ =  0 .4  x  1015 sec 1 .

^red 8  X  1 0 - 5

The observed fact that at about 500 3C it is a dim red light and be-
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comes brilliant red at about 1000 °C suggests that kT at 500 °C is 
still too small compared with hvred to make the red oscillation very 
active, and that at 1000 °C kT becomes comparable to hvTed thus 
sufficiently activating the red oscillation. Hence we can expect the 
following relation to hold,

hvrcd s* k (1000 +  273)
whence

h  £* 1273 X  —  .
r̂ed

Using the above value of rrcd and Boltzmann’s constant, we find 

h =  4 x  10” 28 erg-sec .

This estimated value of h is about one order of magnitude smaller 
than the correct value of 6.62 X  10-27 erg-sec, but in view of the very 
rough nature of our estimate it should be regarded as a fair agreement.

§ 9. The Quantum Theory of Specific Heat

We have now obtained Planck’s distribution formula to replace the 
energy equipartition law. It is natural to think of constructing a new 
theory of specific heat based on this new formula. Einstein and Debye 
arrived at this idea almost at the same time and developed the theory 
of the specific heat of solids. In this section we follow Debye’s method.

Since Planck’s distribution law contains the frequency r, the energy 
of the thermal oscillations cannot be calculated only from the know­
ledge of the total number, / ,  of the oscillational degrees of freedom. 
We have to know the number of proper oscillations of various fre­
quencies for this purpose. Mathematically speaking, we have to know 
the number of proper oscillations, Z(v) dr, of frequencies between r 
and r +  dr. For an elastic continuum or for electromagnetic oscilla­
tions it is simple to calculate this Z(v) dr, and it is given by Eq. (4.4) 
or Eq. (4.5). It, however, is an extremely difficult problem to calculate 
this quantity for an actual crystalline substance which has a complex 
lattice structure. A simple model of a crystal is treated in Appendix II.

Still, Debye arrived at a sensible result by using the following 
approximation. He replaced the actual crystalline substance by an
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elastic continuum in which both modes of oscillation, longitudinal 
and transverse, are possible as they are in actual substances. These 
two oscillations have different velocities of propagation, <4 and c{, in 
actual substances.

Following the argument as given in § 4, we obtain

Z(v) dr =  4tuL3 (9.1)

where the factor 2 in the term comes from the fact that a transverse 
wave has two possible directions of polarization.

The actual crystal is different from a continuum in that it has a 
finite number of degrees of freedom /  =  3iV, where N  is the number 
of atoms in the crystal. Consequently, the frequency of oscillation of 
the crystal has an upper limit vmax and Z (r) for v larger than rniax is to 
be defined as zero. In order to determine this v „ , we can use the re- 
quirement that the total number of proper oscillations must be equal 
to 3N  and thus

As the result, we get

Z{v)

where

G

, f max
Z(v)

0
dv =  3 N (9.2)

3 GIJv2, for v < vmax
0 , for v > vmax (9.3)

4 τι /1 2 \ (9.4)
=  _3· W ϊ +  ρ ·

Since the amount of energy distributed to a proper oscillation is 
given by Planck’s result, Eq. (7.8), we can readily calculate the total 
energy of the crystal, which is

U =
Λ  

J 0
kTP Z(v) dv . (9.5)

The introduction of Eq. (9.3) into Eq. (9.2) gives for vmax
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Using this result, U becomes

U =  3NkTD (^pj (9.7)

where D(x) and Θ are defined by

(9.8)

and

k

The quantity Θ has the dimension of temperature and is called the 
Debye temperature. It has different values for different substances, 
depending on cu ct and N/L3. On the other hand, the function D(x), 
which is called the Debye function, has a universal nature and does 
not depend on the properties of the substance.

For a unit mole of crystal, Nk can be replaced by the gas constant R. 
Then differentiation with respect to temperature T of Eq. (9.7) yields 
for the mole specific heat of the crystal

in which only Θ depends on the properties of the crystal.
According to Eq. (9.8), the function D(x) has values close to unity 

for sufficiently small a and decreases as x increases. It approaches zero 
with x —> co .

With this behavior of the function D(x) in mind, we find from 
inspection of Eq. (9.9) that when the temperature T is sufficiently 
larger than the Debye temperature Θ the specific heat C is close to 
Dulong-Petit’s value of 3R whereas when T is considerably smaller 
than Θ it approaches zero. This fact leads us to overcome the difficulty 
encountered previously in Fig. 3 of § 2. We reproduce here again the 
experimentally obtained relationship between the specific heat and 
temperature as well as the theoretical one given by Eq. (9.9). As can 
be seen in the figure, with the proper choices of Θ for various substances 
the agreement between the experimental values and the theoretical

(9.9)
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T a b l e  2

Debvc temperatures for 
several substances

ones is remarkably good, though it is difficult to calculate the value 
of Θ theoretically for a given substance. The values of Θ for various

substances are shown in Table 2. The good 
agreement observed in Fig. 12 clearly in­
dicates that Planck’s idea of the energy 
quantum is well applicable not only to 
the problem of electromagnetic oscilla­
tions but also to that of material oscil­
lations.

A similar consideration is expected to 
solve the difficulty encountered with the 
specific heat of a gas. However, in this 
case, the problematical point is in the ro­

tational energy of diatomic molecules as was explained in connection 
with Fig. 2 of § 2.

Substance Θ

A1 398
Pb 88
A g 215
CaF2 474

C/R
+ +

x - * x
/ < °

• ·

/ + Al

1
J

• Ag 
o caF2

°0  τ/θ—-  1 2
Fig. 12. The relations between the molar specific heat of various solids and the 
temperature. The abscissa shows temperature (in units of Debye temperature), 

the ordinate molar specific heat (calJR).

We now know, thanks to Planck, about the quantum of oscillational 
energy, but we have no idea what value the quantum of rotational 
energy is to take. Hence, this problem has to be left for later dis­
cussion. At any rate, also in this case, the rotational degrees of free­
dom die out at low temperature as a result of the existence of the 
quantum of rotational energy and consequently the value of the 
specific heat decreases. The reader is refered to § 24 for discussion 
of these points.



CHAPTER 2

THE CORPUSCULAR NATURE OF LIGHT

§  10. The Hypothesis of the Light Quantum

From what has been explained in Chapter 1 it should have become 
clear to the reader how the introduction of the concept of the energy 
quantum removed the difficulties associated with black body radiation 
and specific heat. Logically it appears very simple to get to Planck’s 
formula by this approach. Nevertheless it took nearly 10 years for 
Planck’s theory to be generally accepted. This was not only because 
it differs fundamentally from Newtonian mechanics and from Max­
well’s electrodynamics but also because there were scarcely any 
experimental data which would demonstrate in a direct manner, 
without making any statistical manipulation, the existence of the 
energy quantum.

It may appear that the concept of the energy quantum is not in 
severe contradiction with the classical theory. For example, consider 
an oscillating system, a pendulum to be specific; then according to 
mechanics the coordinate of the pendulum varies sinusoidally with 
time. The existence of an elementary quantum of energy simply 
requires that the amplitude of oscillation can not take arbitrary 
values. In so far as the amplitude has a certain allowed value, can we 
not consider that the pendulum is moving sinusoidally according to 
the laws of mechanics? Similar questions can be raised also in the case 
of the oscillation of a string or of the black body radiation. Namely, 
can we not consider that the proper oscillation of the hollow cavity 
obeys Maxwell’s equation so long as its amplitude has a certain 
allowed value.

This idea, however, does not work. It would work for oscillating 
systems which are at all times isolated without any contact with the 
environment. When the hollow cavity is exchanging energy with the 
environment through a small opening in its wall, the energy cannot 
flow in or out continuously through the opening since the energy in 
each proper oscillation of the hollow cavity consists of elementary

43
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Fig. 13.
A hollow cavity 

with a small 
internal cavity.

quanta of energy. The energy of the hollow cavity has to change by 
an amount hv discontinuously at some instant and this is to be com­
pensated by the same discontinuous change in the energy of the 
environment. Could this happen inside the framework of Newtonian 
mechanics and Maxwell’s electrodynamics?

It is quite evident from the following consideration that the concept 
of the energy quantum is utterly incompatible with classical concepts.

Consider a small chamber of volume v in a sufficiently 
large hollow, cavity of volume V as is shown in Fig. 
13. These two chambers have a small opening as a 
connecting link and they are in thermal equilibrium 
at temperature T. Let one of the proper oscillations 
of the chamber have frequency v. The probabilities 
for its energy to take values 0, hv, 2hv , . . .  are not 
zero since e~nhvikT never becomes zero for any values 
of n .Hence the energy of the small chamber v is 

zero at some time, hv or 2hv at some other time, thus changing its 
value incessantly. An increase of the energy by an amount hv has 
to occur at some instant or other. Since there is no permissible in­
termediate value, this increase has to occur within an instant of time; 
i.e., a finite amount of energy has to flow in from the large chamber 
V through the small opening within an instant of time. This, however, 
is utterly impossible according to Maxwell’s theory. For the energy in 
this theory is supposed to be distributed all over the space and to 
be transported with a finite velocity. Therefore, unless the small 
opening has a kind of magical power, that of collecting energy from 
a distance within an instant of time, the above situation can never 
occur.

In order for an energy quantum to jump in through the opening 
within an instant of time, the energy of the electromagnetic field 
has to be considered as spreading over the space discontinuously 
in lumps of finite amounts rather than as distributed continuously. 
In other words, the propagation of light of frequency v has to be con­
sidered as the flight of a particle of energy hv. The first who noted the 
corpuscular nature of light in this sense w-as Einstein and he called 
this particle “ the quantum of light” . Whether the energy is distributed 
continuously in the space or lumped into amounts of hv can be decided 
by observing the temporal variation of the energy contained in the 
small chamber v. Einstein noticed that even without a detailed ob­
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servation of this temporal variation the decision can be made to a 
certain extent by investigating the fluctuation of the energy in the 
chamber v. He furthermore discovered that this fluctuation could be 
calculated from the known formula of the radiation spectrum, even 
without detailed knowledge of the laws governing the radiation pheno­
mena, provided that certain basic assumptions could be made. Thus 
he showed that if one once accepted Planck’s formula one had also to 
accept the corpuscular nature of light. This was in 1905.

§ 1 1 .  The Fluctuation of the Energy in a Hollow Cavity

We follow Einstein in considering the corpuscular nature of light 
mentioned in the preceding section. To start with we take Boltzmann’s 
principle, Eqs. (2.1) and (2.2), as the basic assumption. It is quite 
difficult to imagine the break-down of this principle since it is closely 
related to the second law of thermodynamics.

We consider the radiation of temperature T inside a hollow cavity of 
volume V which has no exchange of energy with the surroundings; 
the temperature T of the hollow cavity, by the way, can be attained by 
providing a small window for the hollow cavity and immersing it in 
the thermal reservoir of temperature T for a sufficient length of time 
before one closes the window again. Then the spectral distribution of 
the radiation inside should be given by Eq. (7.5). We now consider a 
small chamber of volume v in this hollow cavity as shown in Fig. 13. 
It is evident that the spectral distribution of radiation inside this small 
chamber v is also given by Eq. (7.5) and hence the energy contained in 
the radiation of frequencies between r and r +  dr in this volume is

E =  vU(v) dr -  ^  — l ----- r3 dr. (11.1)
V ' c3 e"v/fcT — 1

This is to be accepted as an experimentally established law whether 
one accepts Planck’s idea or not. This energy, E, is of course to be 
understood as the average energy, < E ), which is experimentally to 
be observed.

We next assume that the average energy of the radiation is the sum 
of average energies corresponding to each independent degree of free­
dom of various frequencies. In view of the fact that light waves of 
various frequencies can exist in a space independently of each other,



46 THE CORPUSCULAR NATURE OF LIGHT

this assumption seems well justified. Even if one does not believe 
in the wave theory of light and does not accept such things as fre­
quencies, there must be some parameter w’hich distinguishes the colour 
of light. Let this parameter be denoted by v and called conventionally 
“ frequency” . The radiation energy given by Eq. (11.1) is then to be 
considered as the sum of the average energies corresponding to a 
number of degrees of freedom with frequencies between v and v 4- dr. 
Denoting the energy of the s-th degree of freedom by Es, we have

v U (r) dr =
/Σ·= 1

< £ , > = < £ > (11.2 )

where t means the summation over the number of degrees of free­
dom having frequencies between v and v +  dr.

When the volume v of the small chamber is sufficiently small as 
compared with the total volume V, the large chamber V can be con­
sidered as a thermal reservoir relative to the small chamber v. We then 
can apply Boltzmann’s principle to the small chamber and

< £ s> =
! S E , e - c’ ltTdp,dq,
JJe-

(11.3)

where, if necessary, the integrals may be replaced by sums. Though 
the average energy of the small chamber is given by Eq. (11.1), the 
actual instantaneous energy fluctuates around this average value. 
The measure of the fluctuation is usually given by its mean square; 
i.e., by the average of the square of the difference between the actual 
energy Σ {=ί Esand its average Σ {= ι (  E5).Then, denoting this mean 
square by < ΔΕ2 ), we have from the definition

> = < / ( £ , £ , -  j ; < G > ) 2)

(11.4)

=  Σ  Σ  < ( £ « — < £ , > )  (E.—  < £ , · > ) > ·c 1 c r 1

Noting that in Eq. (11.4) the energies of mutually independent 
degrees of freedom are fluctuating without inter-correlations, and
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hence that < (Es— < Es )  ) (Es,— < Es, } ) > for s Φ s' in Eq. (11.4) is zero, 
we obtain

< ΔΕ2 > =  £  < (£s- < £ s> ) 2> =  £  { < E S2>
s = 1 s= 1

< E S>2 } (11.5)

where < E2s > is to be given, according to Boltzmann’s principle, by

< E 2, y
J J£2 e - ^ ‘ Td ^ d g,

JJ e" e‘ lkT dps dq,
(11.6)

We shall now prove that, once < E )  is given as a function of T, the mean 
square < ΔΕ2') of Eq. (11.5) can be obtained from this function as follows:

<AE2y = a < E >  _  dU(v) 
d{— 1 IkT) d{— 1 IkT)

We have, first of all,
a < £ >  ^  d ( E sy

dtr-VkT) J - ^ i - l  IkT)

which becomes, by the introduction of Eq. (11.3),

(11-7)

_   ̂ E 2 e ~ Es/kT d p s d q s ( j j E s e ~ E°'k T d f i s dqs)2 ) 
S = 1 l JJ e '  E*lkT dp s dqs (JJ e~ E*'kT d p s dqs)2 I

Then, noting Eq. (11.3) and Eq. (11.6), this is nothing but

=  £  { < £ 2>— < £ s >2 } .  
s= 1

thus completing the proof of Eq. (11.7).
This important theorem, Eq. (11.7), holds quite generally irrespective 

of whether the radiation obeys Maxwell’s equations or not, or of 
whether the energy has a quantum nature or not. The only under­
lying assumptions are Boltzmann’s principle, the mutual independence 
of different degrees of freedom of radiation, and the requirement that 
the spectral distribution of energy is a function of temperature only. 
The last of the above three assumptions is necessary since, in the case 
of gaseous substances for example (where the energy is a function
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not only of temperature but also of density), the gas density, and hence 
the number of degrees of freedom / ,  in the small chamber is also 
fluctuating around the average, and as a result such a simple treatment 
is not allowed.

Substituting the experimentally verified Eq. (11.1) for U(v)v dr into 
the general formula, Eq. (11.7), we obtain the mean square fluctuation 
( A E 2}  without making any specific assumptions as to the nature of 
radiation.

To begin with, however, we use the Rayleigh-Jeans formula instead 
of Eq. (11.1). Namely we put

vUM dr =  ^ k T r 2 dr 
c3

in Eq. (11.7). We then get by differentiating with respect to — 1 }kT

< AE2 > =  ~  k2T V  dr 
c3

which on elimination of T becomes

/ A E 2> =  { U(v)v dr } 2 _  c3 < E ) 2
8πν 2 , «τ-ν2 v dr—— r dr μ
c3

On the other hand the use of Wien’s formula,

U{v)v dr -  e-f>v/kT v2 dv ' 
c3

gives

( 11.8 )

< AE2 > =  hv e~hv/kTv2 dv =  h v ( E  > . (11.9)
c

Finally the use of Planck’s formula, Eq. (11.1), gives

< AE2 > =  Ar < E > (11.10)
7 8jrr2 v dv K J

We investigate in the following sub-sections the significance of 
these mean square fluctuations in the three cases.
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(i) THE FLUCTUATION W ITH  THE RAYLEIGH-JEANS FORMULA

Since the Rayleigh-Jeans formula is derived from Maxwell’s theory, 
we can expect that the fluctuation formula, Eq. (11.8), reflects the 
wave nature of light. In fact, that there should be fluctuations due to 
the wave nature of light can be expected from the following considera­
tion. In a hollow cavity filled with light, although the light is distri­
buted uniformly on the average in the space, it is possible that at a 
certain point and a certain time the light wave of a certain frequency 
interferes, constructively or destructively, with that of a slightly 
different frequency, since the light waves are intermingled randomly 
in the space.

Due to a kind of beat resulting from these interferences, the energy 
of the small chamber v fluctuates becoming smaller at one time and 
larger at some other time than its average value. A detailed calculation 
of the fluctuation due to wave nature is given in Appendix VII.

Concerning the energy fluctuation due to such beat phenomenon, 
the following statement can be made without refering to specific cal­
culations. We consider the radiation having a given average energy
< E )  and denote its mean square fluctuation by < ΔΕ2 ). For another 
radiation whose amplitude is twice as large everywhere in the fre­
quency range dr under consideration, its average energy < E )  is four 
times as large as before, since the energy is proportional to the square 
of the amplitude. Meanwhile, since all the amplitudes are doubled the 
beat amplitude becomes also doubled, thus giving <( ΔΕ2)  16 times as 
large as before. This implies that < ΔΕ2 )  has to be proportional to the 
square of < E >. On the other hand, when we double the number of 
degrees of freedom, 8πνν2 dr/c3, by doubling the frequency range dr 
under consideration, by multiplying the frequency r itself by 2u 
or by doubling the volume v of the small chamber, the average energy
< E )  is doubled since it is the sum of energies in each degree of free­
dom and is proportional to the number of degrees of freedom. < E >2 
becomes then four times as large as before, while < ΔΕ2), being the 
sum of fluctuations in each degree of freedom as given by Eq. (11.5), 
is proportional to the number of degrees of freedom and becomes only 
twice as large as before. Therefore, the ratio < ΔΕ2 )  / < E >2 has to be 
inversely proportional to the number of degrees of freedom 8πνν2 dr/c3, 
i.e.

< ΔΕ2 )  =  const c3 < E } 2 
8πν2 v dr

(11.11)
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where the proportionality constant is dimensionless and depends on 
neither< E }, v, v nor dr. We can in this way understand the implication 
of Eq. (11.8). It can be ascertained by a more detailed calculation that 
this proportionality constant actually takes the value unity in con­
formity with Eq. (11.8).

(ii) THE FLUCTUATION W ITH  W IE N ’S FORMULA

From the consideration of the preceding sub-section, we see that 
the wave nature of light leads necessarily to < ZlE2) proportional to 
< E >2 and inversely proportional to 8πνν2 άν/c3 and hence that Eq. 
(11.9) is not obtainable if we start with the assumption that light has a 
wave nature. Rewriting Eq. (11.9), we get

< ΔΕ2 )* _ (hv)* 
<E > ~~ < E >* ‘

( 11. 12)

This relationship implies that the ratio of the fluctuation to the average 
energy is inversely proportional to the square root of the average 
energy. Hence, in contrast to Eq. (11.11) which is based on the wave 
nature of light, the larger the average energy is, the less important 
the fluctuation becomes in this case. This kind of fluctuation we often 
encounter in statistics, in dealing with the cases where many indepen­
dent fluctuations are superposed. To be more specific, we treat in the 
following the case of the fluctuation in the theory of a gas.

We consider a large volume V filled with a great many gas molecules 
moving independently inside, and let the number of these molecules 
be denoted by N. The quantity N/V is then the number of molecules 
per unit volume, or the density p, thus

(11.13)

We now consider a very small volume v within this large volume 
assuming that v V. Then, the probability for a particular molecule 
to be found in the small volume v is given by

vw =  — pv
N (11.14)



CH. 2 , § Τ Ι] THE ENERGY IN A HOLLOW CAVITY 51

and the probability for it not to be found there is (1 — ?c). We now can 
obtain the probabilities of finding in the small volume v no molecule, 
one, two, . . .  ,11 molecules respectively. They are as follows:

the probability of finding no molecule in v 

the probability of finding one molecule in v 

the probability of finding two molecules in v 

three molecules

n molecules

=  ( f )  w(\ — w)x - i  

= ( 2  )

=  w * ( l — w)*f-a

- (n) w ”  0 — w ) N ~ n

Considering the fact that V is much larger than v and hence that the 
probability w is very much smaller than unity, as well as the fact that 
N  is very large, we can approximately rewrite the above probabilities 
for n very much smaller than N  to get ;

the probability of finding no molecule in v 

the probability of finding one molecule in v 

two molecules 

three molecules

n molecules

pv
— e~pv — 1!

Q - P V

—  e - p v

=  e - pv

(pv)2
2 !

(pv)2
3!

(pi’)n
n !

(11.15)

where use is made of e- * =  lim (1 — x)a/x. Since these probabilities are
χ -»0

derived under the assumption that V v and N 1, they can be 
applied also for the case of infinitely many molecules moving in a 
infinitely large volume where, however, the density NfV  is kept at p.
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With the help of these probabilities, we can easily calculate the 
average number of molecules in the small volume v and we find

<«> =  e - "  Σ n ^ f  =  Pv -(11-16)
η- 0 n ·

Furthermore, using the above result, the mean square of the number of 
molecules is

< » 2> =  e - < ” > Σ  n2<- ^
n= 0 n -

Hence, we obtain
=  0 >  +  <w>2 .

{ Δ  n2)  =  ( n 2)  — ( n ) 2 =  ( n )  

or, in another form,
( Δ η 2γ  _  1 (11.17)

In this way we see that when a great number of independent mole­
cules are moving randomly in a very large volume, or when we have 
an infinite number of molecules in an infinitely large volume, the ratio 
of the fluctuation to the average number of molecules in a small 
volume is inversely proportional to the square root of the average 
number. The importance of fluctuations thus becomes less with in­
creasing average number. This is the very reason why, in the ordinary 
case of gases consisting of a large number of molecules, we can safely 
say, “ the number of molecules in the small chamber is (v/V)N”  and 
restrict ourselves to the consideration of average behavior without 
taking the fluctuations into account.

In this model gas, if each molecule had an energy hv, Eq. (11.17) 
could be transformed, by using the relations < E > =  hv < n ),

< E2 > =  [hv)2 < n2 > , and < ΔΕ2 > =  {hv)2 < Δη2 > , into

<Z1E 2)* 1 _  (hv)*
<E> “ o  >* “ < £ > * '

(11.18)

Comparison of Eq. (11.18) with Eq. (11.12) makes it clear that the 
fluctuation obtained from Wien’s formula is of the same nature that
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would be obtained if the light wore considered as independently 
moving particles of energy hv.

The fundamental difference between the fluctuation due to the wave 
nature and that due to the corpuscular nature explained in (i) and (ii), 
respectively, is as follows.

In the first case (wave nature), the energy in the small volume, E, 
as a function of time will resemble, for example, that shown in Fig. 
14 (a) and the square of the corresponding energy, E2, that given in 
Fig. 14 (b). The average energy < E > and the mean square energy 
< E2 > can be obtained from these two figures. What change would

Fig. 14. The time variation of the energy in a small cavity (according to the wave 
theory). In Fig. (2a) and Fig. (2b) the light intensity is twice that of Fig. (a) and 
Fig. (b), respectively. These graphs are drawn for the following numerical values.

< E  > =  0.45, < E  >2 -  0.20,
< E 2> =  0.32
< A E 2> =  < E 2> —  <FJ >  =  0.12, 
< A E 2>
< E  >2

=  0.06

< A E 2>

< E  > — 0.90, < E  >2 =  0.81, 
<E2> = 1.30
< Δ E* > =  < E*>  —  < E >  2 -  0.49,
<A E* >
<E>2 0.06

const.
< E > 2
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these < E )  and < E2)  suffer if the light were to be intensified by a 
factor of two? According to the wave theory of light, this intensifica­
tion implies that the amplitude is made larger by a factor of λ/ 2. 
Therefore, for the light with doubled intensity, E and E2 are represented 
by Figs. (2a) and (2b), respectively. Fig. (2a) is obtained by expanding 
the Fig. (a) in the direction of the ordinate by a factor of two while 
Fig. (2b) results from a similar procedure but with a factor of four.

One can readily see from the figures that < E )  and < E2) become 
larger by a factor of two and four, respectively, and furthermore 
that < ΔΕ2), proportional to < E >2, becomes four times larger. The 
point here is that the intensification of the light by a factor of two 
results in Fig. (a) being expanded, in the direction of ordinate, by 
the same factor.

In the second case (corpuscular nature), the energy E in the small 
chamber can be represented as in Fig. 15 (a). In this case, since each 
particle has the same amount, hv, of energy, the “ F-curve” takes the 
form of a partially broken comb. In Fig. 15 (a), however, the quantity

Fig. 15. The time variation of the energy in a small cavity (according to the 
particle theory). In Fig. (2a) and Fig. (2b) the light intensity is twice that of 
Fig. (a) and Fig. (b), respectively. These graphs are drawn for the following

numerical values.

< E >  =  O.OShv, < E  >2 =  0.006 (hv)2, 
< E 2> =  0.08(/u<)2,
< Δ Ε 2> =  < £ >  —  < £  >2 =  0.07 (hv)2,
< Δ Ε 2 > 

<E>2 =  11,
< Δ Ε 2>

< F  > — 0.16hv, < E  >2 =  0.026(/n>)2, 
< E 2> =  0.16 (hv)2,
< Δ Ε 2> =  < E 2> —  < E >  =  0.13 {hv)2,
< Δ Ε >2 c
------------=  5,

< F >  2
1

<E>2 < E  >
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Ejhv, i.e., the number of particles in the small chamber is used, instead 
of E itself, for the ordinate.

For the sake of simplicity, we have considered in the figure· the case 
of small density so that the probability of finding two particles simul­
taneously in the chamber was extremely small.

The figure for the corresponding {Ejhv)2 is shown in Fig. 15 (b) which 
has the same shape as that of (a) since Ejhv is either zero or one. In 
case there is an instant when two particles are simultaneously in the 
small chamber, the shape of these two figures will become different, 
but, in our simple case of a small density, < E yjliv is thus equal to
< E2}j(hv)2. We now intensify the light by a factor of two. Since in 
the corpuscular theory of light the energy carried by each particle of 
light is always hv irrespective of whether the light is intense or weak, 
the intensification of light implies a corresponding increase of the 
density of these particles. Accordingly, the time variation of Ejhv 
now takes the form as shown in Fig. 15 (2a). The difference between 
Fig. 15 (a) and Fig. 15 (2a) is not simply an ordinate scale difference 
as in the case of the wave theory, but instead a difference in the num­
ber of teeth of the broken comb. The same comparison exists between 
Fig. 15 (b) and Fig. 15 (2b). Consequently, < E2}  of Fig. 15 (2b) is 
only twice as large as that of Fig. 15 (b), while it was four times as 
large in the wave theory, and hence < F 2 >/(/«>)2 is proportional to
< E ) , not to < E >2; i.e., in our simplified case < E2 yj{hv)2 =  < E y/hv. 
This is the reason why < E2 >/< E >2 is inversely proportional to < E ) ;  
in our simplified case, < Ey/hv 1,

< ΔΕ2 y =  {hv) i < E 2y
\ {hv)2

<_ E>
hv ^  {hv) : <E2y

{hv)2
=  hv < e  y

and hence < ΔΕ2 >/< E y 2 =  hvj( E )  in agreement with (11.18).
The essential feature of the corpuscular theory is that the intensifi­

cation of light implies an increase by the corresponding factor of the 
number of particles in the small chamber and not the elongation of 
the scale of the ordinate as was the case in the wave theory.

(iii) THE FLUCTUATION W ITH  PLANCK’S FORMULA

The fluctuation with Planck’s formula, as given by Eq. (11.10), 
consists of two terms, of which one is of the Rayleigh-Jeans type while 
the other is of Wien’s type. We, therefore, see that the actual light can
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neither be considered as a pure wave nor as a pure particle. The 
phenomena of interference and diffraction of light to be discussed in 
the later sections also contradict the pure particle interpretation of 
light. Actual light has both natures and in the case where Rayleigh- 
Jeans’ formula holds approximately it behaves like a wave, while in 
the case where Wien’s formula holds it behaves predominantly like 
a particle.

The same sort of argument as applied to the energy fluctuation can be 
applied to more realistic problems. In fact, Einstein has given the 
following case as an example. When a particle is floating immersed in 
black body radiation, the radiation exerts some pressure on it. On the 
average the net force due to this radiation pressure is zero since the 
pressure is, on the average, the same in all directions. The actual in­
stantaneous pressure, however, fluctuates around the average value; 
and hence, for example, the pressure from the right at one time is 
larger than that from the left and at some other time the pressure 
from above is larger than that from below. Consequently, the particle 
cannot stay at rest but moves slightly in a random fashion. The calcu­
lation of this random motion shows that it is of the type due to the 
action of random waves when the Rayleigh-Jeans formula is applied 
while it is of the type due to the random impacts of particles when 
Wien’s formula is applied. In the latter case the motion resembles the 
Brownian motion of colloidal particles. The use of Planck’s formula 
gives a random motion consisting of both of the above types. There­
fore, the action of light on this particle also shows that the light behaves 
like a wave or like a particle according as Rayleigh-Jeans’ or Wien’s 
formula holds approximately and that it behaves as if it has both of 
these natures when Planck’s formula holds.

What, then, is light which has a wave nature on the one hand and a 
particle nature on the other? The waves and the particles that we are 
acquainted with are of such a nature that one cannot simultaneously 
be the other. It is quite obvious that if something is a wave it cannot 
be a particle and vice versa. The solution of this problem leading to a 
proper theory of light, finally came about 20 years after Einstein’s 
proposal in 1905 of his corpuscular theory of light. This theory of 
light involves a large amount of advanced mathematics. A penetrating 
view through the mathematical barriers will reveal the way in which 
light can simultaneously have the dual natures of wave and particle. 
Furthermore, quantum mechanics shows that this dual nature of wave
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and particle is a property not only of light but is quite universal and 
applies also to matter. Hence the particle aspect of light signified by 
“ the quantum of light”  does not have any essential difference from 
other ordinary particles and the name “ photon” begins to replace 
“ the quantum of light”  and classes light as a particle just like an 
electron, proton, neutron or meson. We shall in this volume gradually 
explain how all this comes about.

§ 1 2 .  The Photoelectric Effect

Since the electromagnetic theory of light has lost its firm basis, the 
phenomena in which light is absorbed or emitted by matter, or more 
generally in which light energy is transformed to other forms of 
energy, are now unexplained and we have no clue for finding the laws 
which they obey. It was made clear in § 10 that the continuous trans­
formation, according to Maxwell’s theory, of light energy into other 
forms is entirely incompatible with the assumption of a light quantum. 
It has been found that light, when it approximately obeys Wien’s 
formula, has the nature of a particle; more specifically, when the light 
falls on a small colloidal particle the fluctuation of the radiation 
pressure is of the type that one would expect if the pressure were due 
to colliding particles, and hence the colloidal particle shows a motion 
similar to Brownian motion. This is an extremely important finding 
since it gives a promising clue for the solution of the problem. In 
ordinary light sources such as an arc, the temperature is not very 
high and, hence, Wien’s formula holds quite well for the ultraviolet 
frequency region. Therefore, one can expect that, when ultraviolet 
radiation from such light sources falls on matter, its effect on matter 
will be just as if it were a stream of particles.

It is known experimentally that when light, ultraviolet radiation, or 
X-rays of still higher frequencies, impinge on a material surface, such as 
a metal surface, electrons are emitted. This effect is called the photo­
electric effect and has been known since the end of the last century. 
But the detailed investigations of this effect were first done by Lenard 
at the beginning of this century. Lenard’s experimental findings are 
as follows:

1. The energies of individual electrons emitted are independent of 
the radiation intensity.

2. The intensification of the radiation results in an increase in the



number of emitted electrons, more specifically the number per unit 
time, or in other words the frequency of events.

3. The energy of an individual electron depends on the color of the 
irradiating light; the shorter the wave length of the radiation, the 
more the energy of the emitted electron.

It is extremely difficult to explain these three experimental facts by 
the wave theory of light. If the energy of the emitted electron is 
acquired from incident radiation, this energy is expected to increase 
with increasing intensity of the radiation unless some extremely 
artificial, or unrealistic, mechanism is introduced to avoid it. If one 
imagines what happens in the intra-atomic domain, it would be as 
follows. The electrons would be bound in the atom under the influence 
of some sort of force such as an elastic force. When a light wave comes, 
the electron moves synchronously with this incident wave and the 
amplitude of motion becomes larger and larger, the electron acquiring 
energy from the wave until finally it jumps out of the atom, i.e., out 
of the range of the binding elastic force. This is supposed to be the 
electron emitted in the photoelectric effect. Considering in this way, 
the energy of the electron emitted is to be due to the last one or one 
half cycle of the light wave just before it jumps out of the atom, since 
the earlier cycles would simply increase the amplitude of oscillation 
inside the atom. The energy available in this last one or one half cycle 
is naturally larger when the amplitude of the incident light wave is 
larger. This brings up a difficulty of the wave theory since it not only 
contradicts the first of Lenard’s findings but also is unacceptable in 
view of the amount of energy the emitted electron carries. For Lenard 
observed that the energy of an emitted electron from the irradiation 
by an ordinary arc light is of the order of 5 X 10~12 erg. In order for 
the electron to acquire this much energy during a short period of one 
or two cycles, the intensity, in the sense of the wave theory, must be 
immensely strong; a quantitative estimate of this intensity will be 
given at the end of this section. Lenard has thus concluded that some 
new and more intricate mechanism has to be introduced for the 
theoretical interpretation of the experimental results.

Einstein, on the other hand, considered that the above three findings 
of Lenard were nothing but a clear exposition of the corpuscular nature 
of light. In the preceding section we have discussed the essential 
differences of the wave theory and the corpuscular theory of light in 
relation to the fluctuation of radiation; see Figs. 14 and 15. According
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to these discussions, the intensification of light by a factor of two in 
the wave theory implies that the amplitude of a light wave is enlarged 
by a factor of y / 2 and, consequently, that the force acting on the 
electron is strengthened by the same factor of y/2· On the other hand 
the same intensification of light in the corpuscular theory does not 
imply that the energy of an individual photon is increased but instead 
that the number of photons is increased proportionally. Therefore the 
first and the second of the experimental findings of Lenard that onty 
the number of emitted electrons increases with increasing in tens^  of 
the irradiating light while their energies remain unchanged correspond 
precisely to the corpuscular nature of light. According to Einstein, 
not only the first and the second but also the third of Lenard’s experi­
mental findings can be understood on the basis of the corpuscular theory 
since the energy of light quantum is hv, and hence light of shorter wave 
length consists of larger energy quanta. In fact, the wave length of 
violet light is around 4 X  10~5 cm and its frequency rvioIet is then 
given by

Violet — 0·8 X 1015 sec-1
which leads to

Kioiet =  5.2 X  10"12 erg

for the energy quantum of violet light.
This value is in good agreement with the experimental value of 

5 X  10-12 erg. This agreement then furnishes the following inter­
pretation for the nature of the photoelectric effect.

The photoelectric effect is the phenomenon where a photon strikes 
an atom giving its energy hv to the atom from which an electron, as a 
consequence, is emitted with approximately the same amount of energy 
as carried by the original photon.

In this expression, however, the phrase “ approximately the same 
amount of energy”  requires further specification. In order for an 
electron to be ejected from inside an atom into the region outside 
the atom and further through the surface of the object into the outer 
free space, a certain amount of separation energy must be supplied. 
Hence, the observed energy of an electron, E, is smaller by this amount, 
W, than that of the photon, hv, and we have the relation

E — hv— W . (12.1)
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Eq. (12.1) is a very simple one but nevertheless is very important 
and expresses the corpuscular nature of light in a most simple and 
clear-cut fashion.

The experimental confirmation of this relation, the so-called Ein­
stein’s relation, had to wait, however, for another ten years or so. It was 
accomplished by Millikan’s experiment in 1916. He separated various 
spectral lines of a mercury lamp and used them individually as mono­
chromatic light sources, while in Lenard’s experiment the light 
sources, being arcs between various electrodes, were not quite mono­
chromatic. Millikan then measured the maximum energy of the emitted 
electrons for each of these monochromatic spectral lines and obtained 
its dependence on the frequency of light. The result is shown in Fig. 16.

The figure is for lithium as the irradiated metal. The light sources 
are the spectral lines of a mercury lamp as explained above. Five 
spectral lines altogether are used and the results with these lines are 
indicated by the five points in the figure, where the frequency of the

Fig. 16. The relationship between the energy of a light quantum and the fre­
quency of light. Abscissa shows the frequency (1/sec), ordinate the energy of 

the light quantum (voltage of Li-plate).

spectral line is plotted on the abscissa while on the ordinate is plotted 
the maximum energy of the emitted electron. This is measured in the 
following manner. In front of the lithium plate is placed a device to 
receive the emitted electrons, a Faraday cage to be specific. The 
number of electrons can be determined by observing the current 
through the cage. The maximum energy of the electrons, which we 
are after in this experiment, can be measured by giving a certain 
known electric potential V to the lithium plate while the cage is kept 
earthed. Since the electron has a negative charge -e, it cannot reach 
the cage if its energy is less than eV, this giving no current through 
the cage. Consequently, by adjusting the potential V so that the



CH. 2, § 12] THE PHOTOELECTRIC EFFECT 6 l

current through the cage just stops, we can measure the maximum 
energy of the electron by the relation

E =  eV . (12.2)

The energy E, measured in this way, is to be compared with the 
electron energy in Einstein’s relation, Eq. (12.1). According to this 
equation, all the electrons are considered to have the same energy, 
because it is assumed that there is no energy loss other than the 
separation energy. Most of the electrons however are liable to lose part 
of their energy, for instance, by giving a certain amount of excitation 
energy to the atom on their way to the Faraday cage. Since there are 
no conceivable processes which give rise to an increase in the electron 
energy, Eq. (12.1) gives the maximum amount of energy with which the 
electron can arrive at the cage and only that fraction of the electrons 
which luckily did not suffer an energy loss on their way can have this 
maximum energy.

We thus have, from Eqs. (12.1) and (12.2),

eV = h v  — W .  (12.3)

This linear relation between V and v is shown by the straight line in 
Fig. 16. The slope of this line gives a determination of h. Millikan ob­
tained from this experiment

h — 6.58 X  10“ 27 erg-sec .

This value is in good agreement with that of Planck. Einstein’s hypo­
thesis of light quantum has herewith become an unquestionable fact.

It would be worthwhile at this point to show a little more quantita­
tively how diffioult it is to explain this experimental fact from the 
standpoint of the wave theory of light. The amount of energy flowing 
out of a light source of 1 candle is of the order of 1 erg per second 
through an area of 1 cm2 placed at a distance of 3 meters. Assuming 
that the radiation consists mostly of yellow light, the frequency of 
which is about 0.5 X 1015/sec, we find that the light quantum hv is 
3 x  10~12 erg and that approximately the same amount of energy is 
to be imparted to the electron ejected by the photoelectric process. 
This is the fact verified by Lenard’s other experiments. Now according



to the wave theory of light, the energy is considered to be distributed 
continuously in space. Hence it takes quite a long time for the atom 
to absorb this much energy, unless the atom has a sort of super­
natural method of collecting energies instantly from an extended 
region of space. In fact, considering an atom placed at a distance of 3 
meters from a unit candle light source, the amount of energy flowing 
through the cross-section of this atom, approximately 1CP8 cm in 
radius, is about 10~16 erg per second. Therefore, it takes at least around 
30 000 second for this atom to absorb 3 X  10~12 erg of light energy, 
even if the atom is assumed to absorb the entire light energy which 
passes through its cross-section. The experimental fact, however, is 
that the photoelectric effect occurs instantaneously with the incidence 
of the light.

A similar consideration applies also to photo-chemical reactions. * 
When light is shining on a photographic plate, the light quanta are 
impinging on a AgBr molecule, giving their energy hv to dissociate it. 
The dissociation of a AgBr molecule requires a certain minimum 
amount of energy and hence radiation which has too small a fre­
quency can not react with the photographic plate. Furthermore, since 
this minimum energy is of the order of 10~12 erg, it takes, according to 
the wave theory of light, an extremely long exposure time for the light 
of ordinary intensity to be recorded on the photographic plate. The 
same argument holds also for human vision and, if light did not have 
a corpuscular nature, one could never, throughout the whole course 
of his life, register faint star-light with his eyes.

In connection with photo-chemical reactions, it is possible to 
estimate the magnitude of Planck’s constant h from common daily 
phenomena. It is well-known that ultraviolet rays are most effective in 
causing photo-chemical reactions. We know that if we face a red- 
burning stove for a long period of time our faces do not become sun­
burned ; but only five minutes or so on a high mountain or at a summer 
beach is enough to give a good sun-burn. Sun-burning implies that a 
certain kind of photo-chemical reaction has taken place in the skin. 
When the minimum energy required for this reaction exceeds hv of 
the irradiating heat rays, sun-burning does not occur no matter 
how large the amount of irradiation may be. On the other hand, since 
hv of the ultraviolet rays in the sun-shine is sufficiently large, this 
reaction can readily occur. This is the reason why we get sun-burnt on 
high mountains or at beaches. Now an estimate of the minimum energy
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can be made by observing a few simple chemical reactions. For in­
stance, the threshold energies of the following reactions are known ;

0 2 =  0  +  0 — 117 kcal

AgBr =  Ag -f B r— 24 kcal .

The first of these equations, which plays a role in the photo-chemical 
formation of ozone from oxygen, implies that a unit mole of molecular 
oxygen requires 117 kcal of energy for its dissociation into atomic 
oxygen. The number of molecules per unit mole is A7 — 6.02 X 1023 
and 1 kcal is 4.18 X 1010erg. The threshold energy for a molecule to 
be dissociated is therefore approximately

E = 4.18 x  ΙΟ10 x  117 
6.02 X  1 0 23

^  8.0 X 10 12 erg .

The wave length of ultraviolet rays being roughly 2 X  10~5 cm, its fre­
quency is 1.5 X  1015 sec-1 and

Avvioiet =  a  X  1.5 x  1015 erg .

.Since the reaction is known to start in the ultraviolet region, we 
equate the above two and

E T̂vj0jet
from which we obtain

h ph 5.4 X  10“ 27 erg-sec .

The close agreement of this value with that of Planck, 6.62 X  10~27 
erg-sec, should be regarded as fortuitous in view of our rather rough 
method of estimation, but the approximate agreement can be con­
sidered meaningful.

It is now clear that the corpuscular nature of light is neither a pure 
academic subject in which only a group of queer physicists are in­
dulging themselves nor a phenomenon which requires some gigantic 
machine for observation. It is revealed in almost every instance of our 
daily life.
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§ 13. The Compton Effect

Another phenomenon in which the corpuscular nature of light is 
clearly indicated is the Compton effect discovered by Compton in 1923. 
The phenomenon itself had been known some time before and Compton 
discovered that it was due to the corpuscular nature of light.

It is concerned with the scattering of X-rays. X-rays are known to 
be scattered by material objects. When, using a monochromatic 
X-ray source, we measure the wave length of the scattered X-ray 
accurately, we find that there exist some X-rays of longer wave lengths 
than that of the incident one, together with the one of equal wave 
length. Theoretically Thomson had treated this scattering on the 
basis of Maxwell’s theory. According to this theory, the scattered 
X-ray should have exactly the same wave length as the incident X-ray. 
For, according to Maxwell’s theory, the scattering occurs in the 
following fashion. When the electromagnetic wave of incident X-rays 
hits the atom, the electrons in the atom undergo forced oscillations due 
to the periodic electric force, the non-periodic force of the radiation 
being negligibly small for practically available X-ray amplitudes, 
because the latter is (like radiation pressure) proportional to the square 
of the amplitude while the former is proportional to the amplitude 
itself. The electrons then emit spherical waves as the result of these 
forced oscillations, and these waves are recognized as the scattered 
X-rays. The period of the oscillatory motions of the electrons will be 
the same as that of the incident wave; the change of frequency of the 
scattered wave is possible only when the electrons undergo translational 
motion by the non-periodic part of the force but this is negligibly small. 
This is what Thomson’s theory of X-ray scattering essentially is.

The experimental result, however, is that a part of the scattered 
X-rays has smaller frequencies, while the frequency of the other part 
remains the same. Compton performed a very precise experimental 
examination of this effect and showed that his results can most simply 
be explained by the corpuscular theory of light. Almost simultaneously 
with Compton’s finding, Debye also published the same idea. Before 
giving the details of the theory of Compton and Debye, we must under­
stand something about the momentum of a light quantum.
(i) THE MOMENTUM OF A LIGHT QUANTUM

We have shown that a light quantum is a particle carrying an energy 
hv. This particle must also carry momentum, since it is known to
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exert some pressure on any wall by which it is reflected. In the frame­
work of the wave theory, we showed that the pressure P  is related to 
the energy density U by

P = W  (13.1)

provided that the light is incident isotropically on the wall. This 
relationship was not only verified directly by experiments but also 
was the basis of our derivation of Stefan’s law and Wien’s displacement 
law in previous sections. We, therefore, have to regard this relationship 
as a correct one.

We now determine the momentum of a light quantum in such a way 
that this relationship is arrived at also in the corpuscular theory.

The simplest method of doing this is as follows. We consider a cubic 
cavity of side L and begin with only one photon of energy hv in it. 
This photon will perform a zig-zag motion with the light velocity c 
inside the cavity as shown in Fig. 17. Whenever it is reflected by one 
of the walls, AB to be specific, it exerts a force on the wall.

Taking the v-axis normal to the wall AB as 
in Fig. 17 and denoting the momentum of the 
photon, its ^-component, and the v-component 
of the velocity by p, px and cx, respectively, we 
find that the number of collisions per unit time 
is cx/2L and that the change of particle mo­
mentum in each collision is 2p x. Hence, the 
amount of momentum transfered per unit time 
by the photon to the wall AB is p xcJL. This 
further implies that the average force on the 
wall AB is p xcJL. The pressure on the wall due 
to this photon is then

Fig. 17. The motion of 
a light quantum in a 

cavity.

L 3

where the subscript 1 on P  indicates that the pressure is due to one 
photon. We now consider the case where a large number of photons, 
N, are moving in the cavity. The pressure due to all these particles 
can be obtained by adding the pressures due to each individual 
particle and we get

p  =  £  Σ * α  ·
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Denoting the value of p xcx averaged over all the particles by < pxcx >, 
it becomes

P = ^ < P A > .  (13.2)
L ύ

The relationship between the particle number N  and the energy 
density U in the cavity is

On the other hand, it is natural to consider that the momentum of a 
particle is in the same direction as its velocity and hence

Using these relations together with < c2 )  =  \c2, which implies the 
nonpreference of either the x, y  or 2 axis, Eq. (13.2) can be trans­
formed to

P U cp 
3 hv ' (13.3)

In order for this to coincide with the experimentally verified 
relation, Eq. (13.1), p  must be given by

We have thus determined the momentum of the photon of energy 
hv. Namely the momentum of a photon is equal to its energy hv 
divided by the light velocity c.

(ii) THE QUANTUM THEORY OF X -R A Y  SCATTERING

We have learned already how to treat X-ray scattering in the 
framework of Maxwell’s theory. In this section we consider the pro­
blem on the basis of the corpuscular theory of light. Among the various 
possible ways of interpreting the phenomenon, the simplest will be 
the following.

When an X-ray particle collides with an electron, it will be scattered 
in a direction different from the original one. The change in the direc­
tion of motion necessarily involves a change of the momentum. If the 
total momentum is to be conserved in the collision, the struck electron
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must take up the recoil momentum which exactly balances the differ­
ence of the X-ray momenta before and after the collision. The energy 
conservation, which must also be satisfied, requires the energy of the 
scattered X-ray, hv', to be smaller than that of the incident X-ray, 
hv, by the amount carried away by the recoil electron. Thus the 
scattered X-ray has a smaller frequency, i.e., a larger wave length, 
than that of the incident X-ray. This process is nothing but an elastic 
scattering of an X-ray particle with an electron.

We now proceed to treat the problem more quantitatively. Suppose 
that an X-ray of frequency v0 collides with an electron of mass m 
initially at rest and gets scattered by it. A schematic representation 
of the problem is shown in Fig. 18. Let the frequency of the X-ray 
scattered in the direction φ be denoted by νψ, and the momenta of the

Fig. 18. The elastic collision of an X-ray particle and an electron.

incident and scattered X-ray by hv0jc and hvjc, respectively. The 
momentum of the recoil electron will then be the vector difference 
of these two momenta. Denoting the ratio of the velocity of the recoil 
electron to the light velocity c by β, and taking the theory of special 
relativity into account, the momentum of the electron is given by 
τηβο/\  ̂ 1 — β2. The vector relation between the above three momen­
ta then is expressed by

The conservation of energy implies that the energy of the scattered 
X-ray, }ινφ, is equal to that of the incident one, hv0, minus the relativistic 
kinetic energy of the recoil electron,

C?)'+fi·)2
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Thus

hv =  hv0 — me2 ( —= ----- — 1 ) . (13.6)
W l  — β2 '

Solving the two simultaneous equations, Eq. (13.5) and Eq. (13.6), 
for the two unknown quantities, β and νφ, wc obtain

1 2hv0 . 2 
1 d------ £ sin2

me ίΨ
(13.7)

for the frequency of the X-ray scattered in the direction cp. Eq. (13.7) 
implies that νφ never exceeds v0; the frequency of the scattered X-ray 
can never be larger than that of the incident X-ray.

In terms of the wave lengths, Eq. (13.7) takes a simpler form

9 h
K  =  Ao d -—-s in 2 (13·8)

where λ0 and λψ signify the wave lengths of the incident X-ray and of 
the X-ray scattered in the direction <p, respectively.

The energy of the recoil electron is now readily obtained from Eqs. 
(13.6) and (13.7) as

—* rr
ψιιγ

Ekin =  h(r0- v 9) =  hv0 ------ Wv--------- --- . (13.9)
1 H------ y  sin2 \φ

me

Furthermore, the angle Θ between the directions of motion of the 
recoil electron and the incident X-ray is given by

cot Θ =  — ( l  +  tan \cp . (13.10)
V me2 /

The change of wave length in the X-ray scattering, Δλ, is, according 
to Eq. (13.8), expressed as

9 h
Δλ =  λΦ — λ0 =  —  sin2 ±<p. (13.11)

This quantity Δλ depends only on the scattering angle φ and not on 
the wave length of the incident X-ray. Therefore, the spectrum of the
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scattered X-ray at a certain angle is expected to be uniformly shifted 
from that of the incident ray by a constant amount. The quantity 
hfmc in this formula has the dimension of length and is generally 
called the Compton wave length. The numerical value of the Compton 
wave length is

—  =  2.42 x  10"10 cm =  0.0242 A .me

(iii) COMPARISON W ITH  EXPERIMENTS

The scattering by graphite of the X-rays from an X-ray tube with a 
molybdenum anti-cathode has been investigated. In Fig. 19 the solid 
line shows the spectral intensity of the 
scattered X-rays in the direction 90° to 
the incident X-ray. This is to be compared 
with the spectral intensity of the incident 
X-ray which is also shown in the same 
figure by the dotted line. The figure clear­
ly indicates that the spectrum of the scat­
tered X-ray is shifted from that of the 
incident uniformly toward larger wave 
lengths by a constant amount.

From this experiment, the amount of 
the shift is estimated to be

Fig. 19. The spectrum of the 
scattered X-ray in the Comp­

ton effect.

z U e x p  -  0 . 0 2 2  A
which is in good agreement with the theoretical value, Eq. (13.11),

t̂heory =  0.024 A  .
(iv) THE RECOIL ELECTRON

Although Compton’s theory was found to be in agreement with 
experiment, a conclusion necessarily resulting from this theory, i.e., 
the existence of the recoil electrons, had not yet been verified. How­
ever, several months after Compton proposed his theory, Wilson and 
Bothe independently observed the recoil electrons.

We now briefly describe the experimental method used by them, 
since their method, using a cloud chamber, is extremely important in 
studies of atomic physics.

Electrons and α-particles are so small in size that they cannot be
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observed directly even with the finest microscope. There, however, 
is an experimental method by which we can visualize the passage in 
space of these tiny charged particles. This is the famous method of the 
cloud chamber discovered b}̂  Wilson in 1911.

The main part of a cloud chamber is a glass cylinder with a piston 
inside. The cylinder is filled with air, or perhaps with another gas, 
generally at about one atmosphere in pressure, and saturated with 
water vapor or with the vapor of some organic substance such as 
alcohol. When the piston is suddenly pulled out, the air is expanded, 
and the temperature of the air decreases suddenly because of this 
expansion. Since the air is saturated with water vapor, the sudden 
decrease of the air temperature gives rise to fog formation in the cy­
linder. A droplet of fog is formed around some small particle in the 
air, a dust particle for instance, which acts as a nucleus for the fog 
formation. When the air is extremely purified, the fog cannot be 
formed in this way. It is said, by the way, that the famous London fog 
is due to small particles in the smoke from stoves.

Not only the dust particles but also the ions in the air are known 
to serve as nuclei for the formation of fog.

Wilson noticed this fact and considered that the passage of an elec­
trically charged particle, electron or α-particle, in such a cloud chamber 
will leave as a result of collisions with the air atoms, a train of ions 
along the line of its motion and that these ions will act as nuclei for 
fog formation. The motion of this particle will then be made visible 
by these fog-droplets. This idea has been fruitfully realized and the 
traversal of electron or α-particle has, in fact, been seen in the cloud 
chamber as a train of droplets, when the piston is pulled out and 
intense illumination is given to the chamber from the side. We call 
this train of droplets the track of the particle.

Wilson and Bothe used this apparatus to observe the recoil electron. 
They sent X-rays through a cloud-chamber. X-rays will then collide 
with the electrons of the air atoms and leave the recoil electrons, the 
tracks of which are observable in the cloud-chamber by the mechanism 
explained above.

Examples of electron tracks in a cloud chamber are shown in Phot. I, 
where they are observed as white twisted lines. The lines of the electron 
motion are so zig-zag and twisted because they frequently collide with 
the air atoms and change their direction of motion. In the photograph 
are seen two kinds of electron tracks, one comparatively long and the
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other shorter. The shorter ones are the tracks of the recoil electrons 
under consideration, while the longer ones are due to the photo-electric 
electron ejected from the air atoms as explained in the previous sections. 
The electrons emitted in the photoelectric effect have a larger energy 
than the recoil electrons and accordingly are able to travel a longer 
distance in the air. This is obvious when one recalls the fact that the 
recoil electron receives only a part of the energy of the incident X-ray in 
the Compton effect while in the photoelectric effect all the energy is 
transfered to the emitted electron.

In going through the air, the electron collides continually with the 
air atoms giving up a part of its energy to them in each impact and its 
energy is gradually decreased until it finally comes to rest. The distance 
an electron can traverse before it comes to rest depends on the energy 
it has at the beginning. Conversely, one can estimate the initial energy 
of the electron from the observed length of its track by means of the 
theoretically calculated relationship between the two quantities. The 
actual estimate of the electron energy by this method revealed that 
the electrons of longer path had, in fact, an energy hv0 at the beginning 
while those of shorter path had an energy satisfying Eq. (13.9).

Compton’s theory thus received an additional confirmation.

(v) THE COMPTON-SIMON EXPERIM ENT

Compton in collaboration with Simon carried out another experi­
ment in order to still more firmly establish his theory. When an electron 
is hit by an X-ray and suffers a recoil, the X-ray particle itself gets 
deflected. Unfortunately, the X-ray particle, unlike an electron, does 
not leave a visible track in the cloud-chamber and one can not identify 
the direction of its motion. In certain favorable cases, however, the 
scattered X-ray will give rise to another Compton effect before it 
leaves the chamber. The observation of these successive Compton 
effects will enable us to infer the direction of the scattered X-ray. We 
then can estimate the three quantities, (1) the velocity of the recoil 
electron, from its track length, (2 ) the direction of the recoil electron, 
which is given by the tangential direction of the beginning of its track, 
and (3) the direction of the scattered X-ray, from the position of the 
second Compton effect relative to the first. Since the direction and the 
frequency, and hence the momentum and the energy, of the incident 
X-ray are known, we can experimentally verify the vector relation 
shown in Fig. 18.
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A photograph of such an event is shown in Phot. II. In Fig. 20 a 
schematic drawing of the experiment is given, the two wavy lines 

indicating the tracks of the two recoil electrons. 
From the beginning part of the track near the 
center, one finds that the first recoil electron was 
ejected in the direction of angle Θ with respect 
to the incident X-ray. The scattering angle of 
the X-ray particle, 99, is experimentally measured 
by the position of the second Compton effect 
relative to the first. In the figure is shown also 
the scattering angle φ' theoretically expected 
from Eq. (13.10). The two angles φ and φ' were 
found to coincide within the small experimen­
tal error Δφ.

In this way, the corpuscular nature of an
Fig 20 The relation ^ " ray  c êarly shown by its behavior in a col- 
between successive re- lision with an electron, this being similar to 
coil electrons in the the behavior of billiard balls on a billiard table.
Compton-Simon experi­
ment. A shows X-ray- 
tube, B filter, C Pb 
screen, and D cloud 

chamber.

§ 14. The Photon Gas

According to the preceding sections the corpus­
cular nature of light now seems to be well establi­

shed. In the corpuscular theory, light is considered to consist of particles 
flying in space with the velocity of light and the difference in the color 
of the light is ascribed to the difference in the energy of the corres­
ponding particles. For instance, red light consists of the particles of 
energy hvTed =  2.6 X  10~ 12 erg and violet light of those of energy 
^violet =  5.0 X  10~ 12 erg.

From this standpoint, the problem of black body radiation is nothing 
but the ordinary problem of the energy distribution of gas molecules. 
Since black body radiation can be considered simply as a photon gas 
in a box immersed in the reservoir of temperature T, the problem of 
determining the spectrum of black body radiation in thermal equili­
brium is the same as asking for the energy distribution of this photon 
gas. When the ideal gas of temperature T is confined in a box of 
volume V, the number of gas molecules of momenta between p and 
p  +  dp in magnitude is known to be given by

dn — A e ki E(p) p 2 dp (14.1)
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where A is the normalization factor to be determined so as to make the 
total number of the gas molecules equal to the given N, i.e., to satisfy 
the relation

N =  A I * e~ Vt  E(p) p 2 dp . (14.2)
J 0

In the case of an ordinary gas, we have

and Eq. (14.2) gives
4 πΝ

(2 nmkT)*

When the theory of special relativity is taken into account, i.e. when 
E(P) =  c \/pT +  m2c2, this becomes however

A N

— 7  V p 2 + m2c2
kT

p 2 dp
(14.3)

In either case, Eq. (14.1) is well known as Maxwell’s distribution law.
Unfortunately, the elementary method which is usually used to 

derive Maxwell’s distribution law cannot be applied to the case of the 
photon gas, since the total number of photons in the box is not con­
stant due to the absorption and the emission by the wall while in the 
case of ordinary gases it always is kept at a given constant value. The 
instantaneous total number in the photon gas case not only fluctuates 
around its average value but also the average value itself changes with 
changing temperature as will be given below by Eq. (14.6).

We do not, therefore, try to develop the kinetic theory of the photon 
gas but, instead, will just demonstrate in the following that Wien’s 
formula corresponds to Maxwell’s distribution law for ordinary gases.

Wien’s formula gives for the energy density of light in the frequency 
range from v to v +  dr

U(v) d v = - - ^  e~hv/kTv2 d* . (14.4)
c3

In order to compare this formula with Maxwell’s distribution law, 
Eq. (14.1), we should convert it to an expression giving the number of
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photons in the same frequency range. This conversion can be accom­
plished by multiplying Eq. (14.4) by the volume of the Box, V, and 
then by dividing by hv. The result is,

d« =  fh ^ e - ' " ' ‘ 7V d r .  (14.5)

The total number, N, of photons in the box is then given by

Introducing Eq. (14.6) into Eq. (14.5), we obtain an expression which 
does not involve V, i.e.,

dn =  N h3 -~  e~bv/kT v2 dr . (14.7)
2 (kT)3 v ’

This is to be compared with Maxwell’s distribution law, Eq. (14.1).
We already have the relativistic form of the distribution law, Eq.

(14.1) together with Eq. (14.3). In these formulae, we put m — 0 to 
make them applicable to the case of the photon gas. One recalls that 
for a photon E — hv and p =  hvjc so that E =  cp. This correspond to 
putting m — 0 in E =  c \/ p 2 +  m2c2. Eq. (14.3) then becomes

Nc3
2(kT)3 ‘

Introducing this into Eq. (14.1), we obtain

dn =  - ^ - e - E/kTp 2 d p .  
2 (kT)3

(14.8)

(14.9)

This Eq. (14.9), Maxwell’s distribution law for the gas consisting 
of zero mass molecules, is easily shown to be identical to Wien’s 
formula, Eq. (14.7), when one makes use of Einstein’s relationship 
for a photon: hv — E and hvjc =  p.

From this consideration, we clearly understand that Wien’s formula 
is based entirely on the corpuscular theory of light, while, as explained 
before, the Rayleigh-Jeans formula is obtained from the wave theory 
of light. The distribution law which actually is observed in nature
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however is neither of these but instead is given by Planck’s formula. 
Therefore, we can consider light neither as of entirely corpuscular 
nature nor as of totally wave nature.

§ 15. The Corpuscular Nature and the Wave Nature

In the last several sections, we described various phenomena which 
preferentially revealed the corpuscular aspect of light. It also has 
frequently been stressed that we cannot consider light as purely of 
corpuscular nature and that light has the dual nature of particle 
and wave. In this section, we describe how inconceivable and how full 
of inconsistencies this dual nature of light seems to us.

The wave interpretation of light was introduced primarily to explain 
the interference effects with light. To be specific, we recall Young’s 
experiment with a double slit as shown in 
Fig. 21. A monochromatic light source, which 
for simplicity we regard as a point source, is 
placed at the position O in the figure. A screen 
with two slits, Sj and S2, is placed between 
the light source and the photographic plate 
P. They are all firmly fixed on a bench. The 
photographic plate then shows a characteristic pattern of interference. 
In order to obtain a clear and distinct interference pattern the distance 
between the two slits, and S2, must not be too large. But this 
point is not essential to our consideration here.

The appearance of the interference pattern implies that the light ray 
passing through one of the slits is affected by the presence of the other 
slit. In fact, the photograph of the interference pattern with the two 
slits both open is entirely different from the superposition of the diffrac­
tion patterns of the two slits open one at a time. In Phot. I ll, (a) shows 
the diffraction pattern due to one slit while the interference pattern due 
to two slits is labelled (b). It is quite obvious that one can not obtain the 
pattern (b) from any superposition of two (a)’s. This remarkable fact 
of interference is well known to be explainable without any artificial 
hypotheses by considering light as a wave.

But if we were to assume that light is corpuscular, one half of the 
light particles will pass through the slit Si and the other half through 
the slit S2 but one particular light particle has to pass through only 
one of the two slits, either Sx or S2 but not both. This is because the

0

T

Fig. 21. Double-slit 
experiment.
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particle is an entity of energy hv which can not be further divided. It is 
then impossible to have a part of the single particle passing through Sj 
while the other part passes through S2. If one places a cloud-chamber 
behind the slits and observes the photoelectric effect or the Compton 
effect, he will never find a fraction of the energy hv causing these 
effects. The existence or non-existence of the slit, S2, therefore, seems 
to have no effect on the particles passing through Sj. It is then 
expected that the particles passing through the slit Si will give rise 
to a pattern on the photographic plate irrespective of whether the other 
slit S2 is open or not. The same will be true for the particles passing 
through the slit S2. Hence, the interference pattern due to the two 
slits S! and S2 is to be nothing but a superposition of the patterns due 
to Si and S2 open one at a time. This difficulty may seem to be over­
come by considering that a particle passing through one slit interacts 
with another particle passing through the other slit in such a way as to 
produce the observed interference pattern. However, the interference 
pattern can be observed also with such a faint light source that at 
most only one particle can exist at one time between O and P in 
Fig. 21, provided a sufficiently long exposure is given. It is then quite 
unnatural to consider that a particle interacts with another still un­
born at O or with another already absorbed at P. Hence, this kind 
of interpretation of the interference pattern has to be abandoned.

Let us consider another example of interference phenomena. This is 
the experiment with Michelson’s interferometer as shown in Fig. 22.

The interferometer consists of a 
light source, O, a semi-transparent 
mirror H, two mirrors M, and M2> 
and a photographic plate P all pro­
perly fixed on a solid frame, see Fig. 
22. The light from the source O is 
split by the semi-transparent mirror 
H, a part reflected in the direction 
of the mirror and the rest through 
H in the direction of the mirror M2. 
They are both reflected by and 
M2, respectively. Again at H, a part 
of the light from goes to the photo­
graphic plate P and the rest to O and 

a similar splitting occurs also with the light from M2. The light arri-

Fig. 22. Michelson’s 
interferometer.
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ving at P and O is accordingly a superposition of the light rays from 
Mx and M2. The intensities of light at P and O, therefore vary, de­
pending on the difference between the two light paths, HMXH and 
HM2H; according as the path difference is an even or odd multiple 
of the wave length, the two light rays going to P may constructive­
ly interfere with each other while those going to 0  destructively, 
or vice versa. Therefore, it may happen that all the light emitted by 
O arrives at P, or that it is all sent back to O giving no light at P. 
The occurrence of one of these possibilities is determined by a very 
delicate condition specifying the position of the mirror M2 within an 
accuracy of a wave length. In this experiment, it does not matter, in 
principle, how remote the mirrors Mx and M2 are from PI. They can 
even be several hundred meters, say, away from H. If the light were 
particles, how can one expect an interference effect? For the particle at 
Mx, what effect can be expected from a minute displacement, of the 
order of the wave length, of M2 which is located some hundred meters 
away? The answer is obviously none and the same is true for the par­
ticles at M2. There is therefore no other way but to consider that 
always a part of the light goes to P and the rest back to O and that 
the shares are the same irrespective of the positions of Mx and M2.

As revealed in the considerations above, the corpuscular theory of 
light is entirely powerless to explain interference effects just as the 
wave theory is incapable of explaining the photoelectric effect. Light 
must have the dual nature of particle and wave.

Our concept of particle and wave however does not allow the possi­
bility that something is both a particle and a wave. If something is a 
particle, it can not be a wave at the same time, and vice versa. The 
correct explanation of this dual nature was given later, in 1926-1927. 
Until then physicists had to take the inconsistent attitude of con­
sidering light as a wave in some cases and as a particle in other cases. 
It is said that during those years physicists considered light as a wave 
on Monday, Wednesday and Friday, and as a particle on Tuesday, 
Thursday and Saturday.



CHAPTER 3

THE OLD QUANTUM MECHANICS 

§ 16. The Structure of the Atom

Toward the end of the last century, physicists began, as a result of 
studies of vacuum discharge phenomena and of radioactivity, to con­
sider that atoms were after all not indivisible ultimate objects but 
instead had complex structures. First of all, the studies of cathode 
rays in vacuum discharges established that cathode rays consisted of 
a stream of particles each having a negative electric charge. The 
electric charge, — e, and the mass, m, of the particle were measured 
accurately and turned out to be

e — 4.8 X 10-10 e.s.u., m =  9.04 x  10-28 gram .

Along with these studies, it gradually began to be accepted that this 
particle, the electron, was present inside the atom as one of its con­
stituents. The mass of an electron is very small and, indeed, is only 

of the mass of a hydrogen atom which is the lightest of all the 
atoms. Therefore, there must be some other constituent much heavier 
than the electron inside the atom in order to make up this difference. 
This heavier substance probably should have a positive electric charge 
counterbalancing the electron’s negative charge so that we get an 
electrically neutral atom. Our knowledge of the intratomic structure 
gradually became clearer than this rather vague picture by a coordi­
nation of theoretical and experimental studies. We follow this develop­
ment in this chapter.

(i) ZEEMAN EFFECT

The emission of cathode rays from atoms is not by itself proof 
enough for us to conclude that the electrons, the cathode ray particles, 
are actually present inside the atom. There is however another pheno­
menon called the Zeeman effect which gives an additional strong 
support to this picture. Though we do not know exactly by what

78
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mechanism electrons are bound inside the atom or in what states of 
motion they are, the constituent with positive charge mentioned above 
must be in a state of mechanical equilibrium with the electrons since 
the atom is very stable and shows always the same characteristics. 
The fact that the atom can eventually emit or absorb light would 
suggest that the electrons can oscillate around this equilibrium state. 
The Zeeman effect to be described here allows us to conclude that the 
agent of emission and absorption is actually the same as the cathode 
ray particle, the electron.

It is well known that the light emitted by the atom has a charac­
teristic spectrum consisting of many lines. For the moment, we con­
sider one of these lines. In some cases, close investigation reveals that, 
as is observed in the case of the well-known D line of the Na atom, an 
apparent single line consists of two or more lines but, for the sake of 
simplicity, we take the line which is really single, or stated more 
rigorously, one which belongs to a certain singlet term as will be 
explained in § 27. We now place the atom is a magnetic field and let 
it emit light. The spectral line which is ordinarily single is now split 
into three lines; one has the same frequency as before and the other 
two are displaced from it in opposite directions but by equal amounts. 
The magnitude of this frequency displacement is found to be pro­
portional to the strength of the applied magnetic field. This pheno­
menon was found by Zeeman in 1897 and is called the Zeeman effect. 
Phot. IV is a photograph of the Zeeman effect of the 4680 A  line of 
Zn taken by Zeeman himself.

Theoretically, this phenomenon is interpreted in the following 
manner. The charged particle in the atom responsible for the emission 
and absorption of light undergoes some periodic motion with a certain 
characteristic frequency determined by the intratomic forces. When 
the external magnetic field H is applied to this atom, there will be an 
additional force

f  =  H) (16.1)

acting on the charged particle whose charge and velocity are denoted 
by — e and v, respectively.

This law, Eq. (16.1), has been well established experimentally by using 
the cathode rays. The problem of explaining the Zeeman effect is now 
reduced to finding the difference in the motion of the particles due to
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this additional force, especially the difference in the characteristic 
frequencies of motion before and after the application of H .

Let the cylindrical coordinates describing the charged particles in 
the atom be denoted by (rn, cpn, zn), where the subscript n refers to the 
coordinates of the n-th particle. The equations of motion in the ab­
sence of the magnetic field for the n-th particle are given by

r« — Wn
]_dV_ 
m drn ’

2 f j p n  + *n<Pn

zn

]_]_dV
m r„ d<pn ’

1 dV 
m dzn

(16.2)

where m stands for the mass of the particle and V, the potential of the 
force governing the interatomic world, is a function of ru φ1> zx, 
r2, Ψ2> z2 > ■ ■ · Since the atom is considered to be spherically sym­
metric, the simultaneous displacement of the angular coordinates, ψη> 
o f all the particles leaves the potential V unchanged, i.e.

V{ru <px +  Δ, zt ; r2> φ2 +  Δ, z2\ r3, ψ3 +  Δ, z3 \ . . .)

=  V{*1> <Pl> Z l'> ? 2 ,  <p2> Z2'> r 2> Ψ3> Z 3> · · · ) · ( 16 -3 )

When the external magnetic field H  is applied in the direction of 
the z-axis, the equations of motion are obtained by adding the 
additional force, Eq. (16.1), to the right hand of Eq. (16.2) and are 
given by

rn<P„
± _ d V _ e H  . 
m dr„ me

2  Κ ψ η  +  rn<Pn +  Z i y
m rn d<pn me ‘

1 dV 
m dzn

(16.2')

The approximate solution of Eq. (16.2') is easily obtained if we know 
the solution of Eq. (16.2). Denoting the solution of Eq. (16.2) by
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r°n, cf°n and z°n, the solution of Eq. (16.2'), neglecting the terms of order 
H 2, is shown to be

0 I
Ψ η  —  Ψ η  +

eH 
2 me t, (16.4)

where the above property, Eq. (16.3), of the potential V has been 
made use of.

Eq. (16.4) implies the simple fact that the motion of a particle in 
the presence of the magnetic field H  is obtained from its motion in 
the absence of the field by simply superposing a rotation with the 
angular velocity of eHj2mc around the field direction. We call this 
rotation the Larmor precession and the angular velocity co — eH\2mc 
the Larmor angular velocity. In terms of the rectangular coordinates, 
Eq. (16.4) takes the form

xn =  x°n cos cot — y ° sin cot,

y„ — x° sin cot +  y° cos ojt, (16.4')

Zn Zn .

We thus have obtained the relationship between the motions with 
and without the magnetic field. The difference in the frequencies of 
the two motions can now easily be obtained. In view of the fact that 
the atom emits a line spectrum of light, the coordinates of the particle, 
x°n> y°n and z°n, would, in the absence of the magnetic field, have a 
time dependence like cos (2nvt), this being the required periodic 
nature. The frequency v should be the same as the frequency of the 
emitted light.

When the magnetic field is applied, the introduction of this form for 
x°n,y°n and z°n into Eq. (16.4') shows that x„ and y„ now consist of the 
terms cos { (2nv ±  eHj2mc)t } while zn remains unchanged.

In this way we see that the frequency of the particle motion in the 
presence of a magnetic field has, besides the original value of v, two 
additional ones, v ±  eH/4nmc. Accordingly, the frequency of the light
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emitted by these particles in the atom will undergo the same modifica­
tion. This is the theoretical interpretation of the Zeeman effect. By 
comparing this theoretical value of the frequency shift in the Zeeman 
effect,

Δν — 4 -
eH

\nmc (16.5')

with the experimental one, we can determine the ratio efm of the 
particles responsible for the light emission of the atom. The comparison 
of this ratio with that of the cathode ray particles has established that 
they are same and hence that these particles in the atom are actually 
electrons.

(ii) THE THOMSON MODEL AND THE NAGAOKA MODEL OF THE ATOM

It has now become clear that electrons exist in the atom. On the 
other hand, we know nothing about the heavier constituent with 
positive electric charge. Since this constituent is very heavy, it has 
nothing to do with the emission or absorption of light by the atom; 
in other words, there is for the moment no experimental way of ob­
taining information about it. Therefore, we must proceed with some 
hypothesis concerning this constituent.

As hypothesis of this kind, two different ones were proposed in 
the same year, 1904. One was due to Thomson and the other to 
Nagaoka.

Thomson considered the positive-charge constituent of the atom to 
be distributed uniformly over the atom; thus the size of the atom can 
be said to be the size of this sphere of positive charge. The electrons 
are considered to be embedded in this sphere. According to this model 
of the atom, there is a stable state of equilibrium where the electrons 
are at rest in the atom. This guarantees the stability of the atom. When, 
due to some cause, the electrons are displaced from this stable state, 
they start oscillating around their equilibrium positions. The atom 
would then emit light. In order for the emitted light to have the 
frequency in the usually observed range of the atomic spectra, a size 
of about 10-8 cm in radius is theoretically calculated for the sphere of 
positive charge. This size is just about the one required by the theory 
of gases for the size of the atom.

Contrary to this idea, Nagaoka considered the positive charge to be 
more or less concentrated at the center of the atom and that the elec­
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trons surround this central nucleus of positive charge like the rings of 
Saturn. He showed that, when the electrons are properly arranged in 
this manner, there exists a dynamically stable configuration. In this 
state, however, the electrons are not at rest and hence according to 
Maxwell’s theory they would, even in a dynamically stable state, emit 
light and lose energy. This state is, therefore, not really a stable one. 
This seems to be the reason why Nagaoka’s model was not generally 
accepted. This model also does not explain why the atom has a size of 
about 10~8 cm in radius, but we will come back later to this point.

(iii) SCATTERING EXPERIM ENTS W ITH a-PARTICLES

A clear-cut experimental decision concerning the above two models 
of the atom was not given until Rutherford made an epoch-making 
study in 1911. This was primarily because the nature of the positive- 
charge constituent of an atom was difficult to observe because of its 
quite heavy mass.

In 1911, Rutherford obtained an important clue to the structure of 
the atom in the following way.

Consider high-velocity a particles, emitted by radium, passing 
through a material substance. The a particle has an electric charge 2e 
and has approximately the same mass as the He atom. When this 
particle passes through an atom, the direction of its motion will be 
deflected by the forces due to the electrons and to the positive charge 
in the atom. However, since the mass of electron is extremely small, 
it is hardly probable that the trajectory of the much heavier a particle 
will be changed by interaction with the electron. The deflection, there­
fore, would mainly be due to the influence of the positive charge in the 
atom.

The description of this deflection can be obtained by theoretical 
calculations when the electric field due to the distribution of positive 
charge in the atom is known. Even without detailed calculation, we can 
see the general tendency that the Nagaoka model, in which the positive 
charge is concentrated at the center, will make large angle deflec­
tions more probable than the Thomson model in which the positive 
charge is spread uniformly over the atom. This is so because in the 
former model there would be a very strong electric field near the center 
which strongly deflects the a particle passing by the center.

When a particles traverse a material substance, they will be scattered. 
The accurate experimental investigation of this scattering process,
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therefore, will tell much about the electric field in the atom. A very 
detailed experiment of this kind was performed by Geiger and Marsden 
in 1909.

From the results of this experiment, it is seen that an a particle is 
sometimes deflected by more than 90° while the majority suffer only 
small angle deflections. Thomson, meanwhile, had shown through a 
calculation based on his model that large angle deflections of the a- 
particles could not happen in his model of the atom. The large-angle 
deflection of an a particle observed by Geiger and Marsden was then 
generally considered as due to successive occurences of many small 
angle deflections.

Rutherford however realized the importance of this fact and noticed 
that large-angle deflections occured much more frequently than would 
be given by the statistical theory for successive small-angle deflections. 
The large-angle deflection is then to be considered as due to a single 
act and if it is actually so one has to conclude that there exists a much 
stronger electric field in the atom than is considered by Thomson.

(iv) RUTHERFORD’S FORMULA

Led by the above experimental fact, Rutherford carried out the 
calculation of the scattering process of a particles assuming that the 
positive charge was concentrated as a nucleus at the center of an atom. 
This calculation by Rutherford is a typical example of the method of 
calculation which is applied to the scattering of atoms, molecules, and 
elementary particles, or even to other phenomena. We hence describe 
it in some detail.

We consider an a particle, with charge +  2e, passing through in an 
atom. As was stated before, we can neglect the influence of the elec­
trons without causing a noticeable error. Our problem is, then, simply 
that of two positive charges interacting through the electric force 
which is inversely proportional to the square of their relative distance. 
Furthermore, since the nucleus of the atom is considerably heavier 
than the a particle, we can regard this nucleus without appreciable 
error as a center of force fixed in space. The problem is now the simple 
Kepler problem. The only difference from the problem of the planets 
is in that we are dealing here with a repulsive force, the orbits being 
hyperbolic; the a particle comes close to the atom from infinity and 
after deflection moves out again to infinity.

Suppose an a particle is passing by the positive charge Ze con-
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centrated in the atomic nucleus as shown in Fig. 23. In the figure, S is 
the center of the atom. The particle then moves on an hyperbola with 
S as the outer focus. We take the A-axis through S and parallel to the 
line, POP', along which the a particle 
is approaching the atom from the left.
The hyperbola then has this line, POP', 
as one of its asymptotes. If we denote 
the other asymptote by QOQ', this 
gives the direction at infinity after the 
scattering. The scattering angle is accor­
dingly given by Z  OOP' =  Θ. Fig. 23. The path of an a-

The distance from the A-axis of the particle deflected by a nucleus.
. ■ r- ·. i ·, · S is the nucleus, PAQ the patha particle at infinity when it is appro- , , a, ^r  J 11 of the a-particle.

aching the atom, i.e., the distance be­
tween the line POP' and the A-axis in Fig. 23, is denoted by p. This 
distance p is a measure of how close the a particle comes to the atom 
and is an important quantity in this kind of calculation. Hence this 
distance p is given the name of “ impact parameter” . When p is very 
large, the a particle will pass the atom at a great distance and ac­
cordingly suffer hardly any deflection. When, on the contrary, p is 
zero, the a particle will make a head-on collision with the atom and 
suffer the maximum deflection which, from symmetry considerations, 
amounts to 180°. The scattering angle Θ is in general a function of p, the 
form of which we can determine in the following manner.

Let the velocities of the a particle at infinity and at the point of 
closes approach to the atom, i.e. at A in Fig. 23, be denoted by v and u, 
respectively. Then conservation of angular momentum gives the relation

pv =  SA · u ,

where SA stands for the length of the line SA. On the other hand, the 
conservation of energy is expressed by

Putting now

\mv2 =  \mu2 + 2Ze2
Ύ Κ  '

M e 2
=  b (16.6)

mv

we eliminate u from the above two equations and obtain

p 2 =  SA (SA — b) . (16.7)
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Introducing the angle φ, as shown in Fig. 23, by

φ =  ^  S O P '=  — ψ (16.8)
we get

SO =  ft cosec φ . (16.9)

Let the normal to the A-axis from the other focus S' be S'N. Then from 
the known characteristic of a hyperbola,

Substitution of this relation into Eq. (16.7) and use of Eq. (16.8) give

which is the relation between Θ and p  that we have been seeking.
We can now obtain the deflexion angle Θ of the α-particle when the 

impact parameter p is given. However, in actual experiments, we do

Fig. 24. The scattering of ana-beam, and we observe the scattering of
α-rays as shown in Fig. 24. In this 

experiment, what is measured is then the number of particles scat­
tered into the angles between Θ and θ +  άθ i.e., the angular distri­
bution of the scattered particles.

SN =  SA — S'A =  20A ,
we get

OA =  p cot φ . (16.10)

Adding Eq. (16.10) to Eq. (16.9), we obtain

SA =  p  cot .

(16.11)

a  ray

not follow a particular a-particle 
having this given p value, but instead 
we observe the situation in which an 
atom is placed in an uniform stream 
of α-particles, i.e. in which there 
are α-particles of various ^-values 
incident on the atom. Each of these 
α-particles is deflected through an 
angle defined by its impact parameter
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The angular distribution of scattering can be derived in the following 
way. Consider that n incident particles per unit time are flowing in 
through unit area of the plane normal to the stream. Then the particles 
with impact parameters between p and p +  dp will be coming in at 
the rate of

dη =  η2πρ dp (16.12)

per unit time, since these particles are flowing in through the area 
2npdp of the above plane.

According to Eq. (16.11), these particles are deflected into the angles 
between Θ and 0 +  d0 to be determined, respectively, by

and

Eq. (16.13) can be transformed to

1 1
2 sin2 }θ

(16.13)

(16.13')

In other words, when the angles 6 and Θ +  d0 are specified, the particles 
scattered in this angular range have their impact parameters between 
p and p +  dp satisfying, respectively, Eqs. (16.11) and (16.13').

From this point of view, the number of particles scattered into these 
angles can be obtained by eliminating p  and dp from Eqs. (16.12),
(16.11) and (16.13'). The result is

d n nb2 cot \θ 
4 sin2 40

d0,

or by using Eq. (16.6)

dn — ηΑ π Z 2<?4 cot \Q 
m2v4' sin2 \Q

d0. (16.14)

When the incident particles are coming at the rate of one particle 
per unit time per unit area of the plane normal to the stream, the
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number of particles scattered per unit time in the direction between 
Θ and θ +  άθ is denoted by d() and is called the scattering cross- 
section. Obviously, dQ is obtained by dividing Eq. (16.14) by n and

d<2 =  4π Z 2d2„4 cot
ΪΘ

άθ (16.15)

This quantity has the dimension of area and the name “ cross-section” 
is given to it for the following reason.

The situation in which incident particles are deflected by collision 
with an atom is similar to the one we encounter in shooting a target 
for a prize. We can consider that a target is placed in front of the atom 
and normal to the incident particle stream. On this target we draw 
two concentric circles with radii ft and ft +  dft as shown in Fig. 25(a). 
Then the particles which hit the area between these two concentric

(b)
Fig. 25. The target in Rutherford scattering. The concentric circles in Fig. (b) 
correspond, from the inner to the outer ones, to the scattering angles 127°, 90°, 
53°, 28°, 11.4°, 5.7°, respectively. The ratios of their radii are 0 .2 5 :0 .5 :1 :2 :5 :1 0 .

circles will be deflected by an angle between Θ and d +  d0. The de­
flexion angle can be considered as the amount of prize. Naturally, 
the area nearer to the axis will correspond to the larger-prize angle. The 
only inadequacy in this analogy is in that we do not try to hit the
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center of the target but instead we shoot at random at the rate of one 
particle per unit time per unit area. In this state of affairs, the number 
of particles which hit the area between any two concentric circles, 
and which accordingly are deflected into the corresponding angular 
range, is equal to the dimension of this area and hence the name 
“ cross-section” results.

In more general cases, e.g., when a certain process occurs whenever 
the particle hits a certain area of the target, we can in a similar sense 
define the cross-section for the process. Furthermore, even in the case 
where such a concept of target area cannot be introduced, we can 
also define the cross-section by the rate of occurrence per unit time of 
the process for the incident flux of one particle per unit time per unit 
area. Fig. 25(b) shows the concentric circles corresponding to the 
deflexion angles, 5.7°, 11.4°, 28°, 53°, 90°, 127° and 180°. The radii of 
the circles have been calculated from Eq. (16.11).

The formula given by Eq. (16.15) is generally called the “ Rutherford 
scattering formula” . The above consideration refers to the scattering 
of α-particles by a single atom. In the actual case of a-particles 
traversing through matter, they undergo such a scattering repeatedly 
by many atoms. However, as can be seen from Fig. 25(b), in order to 
be deflected by a large angle, say 90° or more, the particle has to hit a 
very small area near the centre and the probability for such a large 
angle deflexion to occur repeatedly many times is extremely small. 
Hence, such a large-angle scattering is to be considered actually as a 
single large-angle deflexion. On the other hand, small-angle deflexions 
can easily happen repeatedly in matter. With the help of the theory 
of probability, we can calculate the frequency of occurrence of such 
small angle-deflexions as well as the resulting scattering angle. We 
do not go into the details of this but instead will, in the following, con­
fine ourselves to the results of Rutherford’s considerations.

(v) RUTHERFORD’S CONCLUSION

Rutherford showed, from the analysis of the experiment by Geiger 
and Marsden, that his theory is actually in agreement with the experi­
ment. Therefore, the positive charge in the atom is not distributed 
uniformly over the entire atom, as in Thomson’s model, but instead 
is concentrated in the form of a nucleus at the center. Moreover, he 
succeeded in determining the charge of this central nucleus and con­
cluded that, when this charge is denoted by Ze, Z is, to within an
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error of 20%, equal to one half of the atomic mass of the target matter. 
Van den Broek later showed that this quantity Z is to beset equal to the 
atomic number itself.

It has now become clear, due to the above arguments of Rutherford, 
that at the center of the atom there is an atomic nucleus which 
weighs approximately the same as the whole atom, that the nucleus has 
an electric charge equal to the atomic number Z times e, and that there 
exist Z electrons around this nucleus neutralizing the atom as a whole.

The fact that we could thus obtain knowledge of the atomic struc­
ture on the base of a good experiment has been a decisive step in the 
development of quantum mechanics.

(vi) DIFFICULTIES IN RUTHERFORD’S ATOM MODEL

Now we have a heavy nucleus of positive charge at the center and 
light electrons of negative charge around this nucleus. Since the 
attractive force, inversely proportional to the square of the relative 
distance, is acting between the nucleus and the electrons, the latter 
must revolve around the former in order that they not collapse to the 
center. The situation then closely resembles the solar system.

But what would determine the size of the atom? The orbit of this 
micro-solar system can take any size depending on the initial con­
ditions, and, accordingly, the size, the energy and the period of motion 
of the atom can take any value. What then will explain the fact that 
an atom of a given material has a unique size, unique spectrum and 
unique energy depending only on the material. This difficulty is seen 
also in Nagaoka’s model. In the fundamental equations of the theory 
in Rutherford’s model as well as in Nagaoka’s, the electric charge e 
and mass m naturally appear as the constants which determine the 
structure of the atom. The mass of the nucleus does not come into play 
since we assume that it is very large and hence the nucleus may be 
assumed to be at rest. Then any conclusion of our theory must be 
expressed in terms of combinations of these two quantities, e and m. 
However, as can be seen from their dimensions, it is impossible to 
construct a quantity having the dimension of length by combining the 
above two quantities. This explains why these two models cannot allow 
a determination of the size of the atom. The removal of the assumption 
that the nucleus is at rest and hence the introduction of the nuclear 
mass M  in the theory does not remedy the situation, for obvious 
dimensional reasons.
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There exist still more difficulties. Even if by some unknown law, 
like Bode’s law for the solar system, the sizes of the electronic orbits 
are determined, the electrons in these orbits cannot help but emit 
electromagnetic waves in accordance with Maxwell’s theory. Maxwell’s 
theory requires that a charged particle in accelerated motion necessarily 
emits electromagnetic waves which carry away energy per unit time 
at the rate of

where e, v and c are the charge of the particle, its velocity, and the 
velocity of light, respectively. Due to the energy loss resulting from 
this process, the electron should eventually collapse into the nucleus. We 
have an analogous situation when sound is being emitted by a freely 
vibrating body in air; it eventually quiets down because of the loss of 
energy into the air in the form of sound waves.

We take a hydrogen atom which of all the atoms has the simplest 
structure and show how rapidly the energy degrades by the emission 
of electromagnetic waves. Since the atomic number Z of hydrogen is 
unity, its center nucleus has charge e and around this nucleus there is 
one electron of charge -  e. Among the various possible motions of the 
electron in this micro-solar system, we take the simplest one of circular 
motion with radius r. The acceleration v in this circular motion is to 
satisfy the equation of motion

(16.16)

e,2m I v
r

Substituting this j v | into Eq. (16.16), we obtain

dW   2 g6
di 3 m2c3r4

(16.17)

for the energy loss per unit time of the atom by the emission of electro­
magnetic waves. On the other hand, the energy of an electron in this 
circular motion, kinetic energy plus potential energy, is



92 THE OLD QUANTUM MECHANICS [CH. 3 > § 16

From Eqs. (16.17) and (16.18), we obtain

d r _  4 e4
di 3 m2c3r 2

the integration of which gives the time necessary for r to shrink from 
its initial value of a to zero. The result is

If we start with the value a — 0.53 X  10-8 cm which is generally 
accepted for the radius of hydrogen atom, we have

Thus a hydrogen atom of usual size should shrink to nearly a point 
within this very short period. This is obviously ridiculous.

Thomson avoided this type of model, an atom with a center nucleus, 
and, took instead, the expended sphere of positive charge so that he 
could get around this difficulty. In his theory, besides m and e, there 
is another quantity specifying the size of this sphere as the additional 
structure constant. Therefore, it is quite natural that a quantity with 
the dimension of length results from his theory. As a matter of fact, 
the size of atom is nothing but this third structure constant, i.e., the 
size of the sphere of positive charge. Furthermore, the second difficulty 
in Rutherford’s model also disappears in this model, since there is an 
equilibrium state in which the electrons are at rest and hence emitting 
no electromagnetic waves.

The third difficulty in Rutherford’s model (not quite independent of 
the second) concerns the spectrum of light emitted by the atom. Let us 
calculate the frequency v of the electronic motion in the circular orbit 
considered above. Denoting the angular velocity of this circular 
motion by ω, we have

(16.19)

τ,a 1.4 X  10 12 sec .

e 2

mroy2

r

expressing the balance of the centrifugal force mro.)2 and the attractive 
electric force e2/r2. The frequency v then, satisfies
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V,2
(16.20)

Thus v is proportional to r~*, a result corresponding to Kepler’s third 
law for the solar system. Accordingly, this frequency increases as r 
shrinks from a to zero. But then the frequency of light emitted during 
this motion cannot be constant and we cannot understand at all why 
a hydrogen atom emits a line spectrum of light having a constant 
frequency.

Finally, even if we neglect this variation of frequency with the loss 
of energy, this model by Rutherford still has a feature inconsistent 
with experimental fact. For in this model, the electrons undergo a 
periodic motion and, hence, their coordinates are expressible generally 
by Fourier series. This means that the term cos (2nvt) of the series is in 
general accompanied by the terms cos (2nxvt) with τ an integer. In 
other words, the existence of a fundamental frequency v in the spec­
trum of light emitted by this electronic motion implies in general 
the co-existence of higher harmonics with frequencies which are 
integral multiples of v. In our previous case of a circular orbit, the 
higher harmonics did not appear but this is an exceptional case. In 
fact, if we treat the elliptic orbits of the hydrogen atom, we get this 
type of spectrum. However, in the experimentally observed spectrum 
of hydrogen, we do not observe anything similar to the situation where 
the fundamental frequency appears together with its higher harmonics. 
In a still more complex case where the electron in the atom undergoes 
some multi-periodic motion with fundamental frequencies vl, v2 . . . , 
vk> the coordinates of the electron are given as a multiple Fourier 
series of terms like cos { 2π(τ1ν ι +  τ2ν2 -f . . . +  rkvk)t } with τ χ, τ 2>. .., 
rk, integers or zero. Consequently, in this case, these fundamental 
frequencies are to be accompanied by higher harmonics with the fre­
quencies (τ1ν ι +  τ 2ν2 -f- . . . +  t kvk). The actually observed spectrum 
of the emitted light, however, does not showr any regularity of this 
kind.

This last difficulty is inherent not only in Rutherford’s model but 
in all the models in which the electron in periodic motion is considered 
to be responsible for the emission of light.

Now, then, what kind of regularity is experimentally observed 
in the spectrum of the hydrogen atom, or of still more complex 
atoms ?
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§ 17. The Spectrum of Atoms

By examining with a spectrometer the light from Geisler tubes of 
various gases or from arcs with various substances as electrodes, we 
can observe the spectrum characteristic of the substance used. Of a 
spectrum thus observed, the part called the line spectrum is due to the 
emission by the atom of the substance. Since this line spectrum shows 
a particular pattern characteristic of the kind of atom under considera­
tion, it is the most direct source of information about the structure 
of the atom. Therefore, it is extremely important to find the regularities 
appearing in the patterns of this line spectrum.

Among the various substances, the hydrogen atom shows a line 
spectrum with the simplest pattern. Phot. V gives the visible to ultra­
violet part of the spectrum of hydrogen, and this apparently has some 
sort of regularity. The numerical expression for this regularity in the 
spectrum of hydrogen was successfully obtained by Balmer, then a 
high-school teacher in Switzerland, in 1885. He observed that the four 
lines in the visible part, Ha, H ,̂ Hv and H5, have wave lengths given, 
respectively, by

where h =  3645.6 A, and furthermore that these wave lengths are 
given by the general formula

The constant h here, by the way, has nothing to do with Planck’s h. 
It was later found that this Balmer formula is applicable to all the 
lines in the ultraviolet region as observed in Phot. V. However, 
Balmer did not succeed in finding adequate formulae for the spectra 
of atoms other than hydrogen.

Following this finding by Balmer, Rydberg of Sweden investigated 
the spectra of other atoms and found the formulae for these more 
complex spectra. He found that, despite the apparent complexities, 
the spectrum of any atom can be classified into several series and that 
the lines in each of these series are expressible by the formula

n 2
λ — —------h , n =  3, 4, 5, 6 .__ Λn2 — 4

(17.1)

1 1 R
λ (η +  b)2

(17.2)
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with n a positive integer, and λχ signifying the limiting wave length 
of the series under consideration, i.e., the wave length toward which 
the lines of the series converge with ever increasing density, like H ro in 
the spectrum of hydrogen shown in Phot. V. In Phot. VI is shown as 
an example the spectrum of Na. This spectrum is considerably more 
complex than the spectrum of hydrogen in Phot. V. But when it is 
classified into principal series, first and second subordinate series, as 
indicated in Phot. VI, the lines in each of these series obey formulae 
of the type given by Eq. (17.2). Thanks to Rydberg it has been found 
that the use of the reciprocal of the wave length, instead of the wave 
length itself as used by Balmer, simplifies the formula and that the 
frequency, c/λ, probably has a more fundamental meaning than the 
wave length. Another important achievement of Rydberg was his 
discovery that the constant R in his formula does not depend on the 
kind of atom but is a universal constant. This R is called Rydberg’s 
constant and has the value

R =  109677.691 c m '1 .

This quantity is related to Balmcr’s h by R =  4jh.
On the other hand, the constant b in Rydberg’s formula takes 

different values for different substances, or for different series, but 
within a certain series it has an approximately constant value. These 
findings by Rydberg were made in 1890.

Rydberg pushed his experimental studies still further and found that 
the series-limits of various series had also a similar regularity. Thus 
the term 1/7^ in the above formula can be expressed as Rj(m +  a)2 
where m is a positive integer. He thus found that the spectrum in 
general could be expressed by the formula

1 _____ R R
A (m +  a)2 (n +  b)2 ’

(17.3)

which is now called Rydberg’s formula. Expressed in this form, the 
Balmer formula becomes
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which is a special case, m =  2, of a more general formula

1
λ

j R _ R  
m2 n2

(17.4)

In fact, if we extend the observation of the hydrogen spectrum to a 
still wider range of wave lengths, there are, besides the Balmer scries 
with m — 2, also the series with m =  1 which was found by Lyman 
in 1906 and named after him, the Paschen series of m — 3 which was 
discovered by Paschen in 1908, and the series of m =  4 which was 
later found by Brackett in 1922. In Fig. 26, a schematic drawing of

Lyman

iO O O C O  

V— -  (cm-’)

B ra c ke tt Baimer

Paschen

Fig. 26. The spectrum of hydrogen. There should exist near vie =  0 many more 
complex series, but those left of the Brackett series (m =  4) are omitted to

avoid confusion.

these series is presented. For the sake of simplicity, the series of m 
larger than 4 have been omitted from the figure; these however exist 
in the low frequency region of the spectrum.

When Rydberg discovered the formula of Eq. (17.3), he did not 
forget to stress at the same time a fact which was later found to be 
extremely important for the development of quantum mechanics. 
He noted that the frequencies of a spectrum were given as the difference 
of two terms each of which contained an integer. He called these 
terms the spectral terms. Since this is so, it is simpler, in classifying 
the spectral lines, to work with the terms rather than with the fre­
quencies themselves, the latter being found by taking differences 
of two terms. Since Ritz in 1908 used this fact extensively in his 
analysis of spectral lines, this is generally called Ritz’s Combination 
law.

Rydberg’s formula for spectral lines is not only very simple and 
elegant, but is also firmly verified experimentally. However, as Ritz 
stressed, this formula cannot be understood at all in the realm of 
classical theories. For according to classical ideas, it is considered that 
the light from an atom is emitted by the atomic electrons which are 
in some sort of periodic motion and produce waves in the surroun­
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ding electromagnetic field. According to this point of view, the spectrum 
of light in general has to contain, together with the fundamental 
modes, the higher harmonics the frequencies of which have the form 
of a sum of integral multiples of these fundamental frequencies. This 
will be explained in more detail in § 28, but, as was stated at the end 
of the last section, the reason for this is that the dipole moment of an 
electron in periodic motion is in general expressible as a multiple 
Fourier series with respect to time. Each term of this series has a frequen­
cy of the form {τινι + r 2v2 +  . . . + r fĉ fc) and the light is emitted with 
this frequency.

§ 18. Bohr’s Theory

While many important results were being derived by various people, 
an event of enormous importance to quantum mechanics occurred in 
1913. In this year Bohr produced the theory of structure of atom, 
which will be our subject in the following sections.

(i) THE FUNDAMENTAL IDEA

Despite the fact that the Rutherford model, contrary to others, is 
based on firm experimental results, there are various difficulties as­
sociated with it as was explained previously. One of these is that it does 
not contain a structure constant (as does Thomson’s model) which can 
be used for the explanation of the size and stability of an atom. We 
have given some dimensional considerations on this point.

This difficulty however arose because we assumed the validity of 
Newtonian mechanics for the motion of the electron and the validity 
of Maxwell’s theory for the emission of electromagnetic waves. On the 
other hand, since Planck’s discovery of h, these classical theories have 
been shown to be merely approximate in nature. Now then, the difficulty 
in Rutherford’s model might well be due to the neglect of this ii and not 
due to some defect of the model itself.

If Planck’s constant h enters in the law governing the atomic 
world, the situation becomes quite different. As was explained pre­
viously, we cannot construct a constant with the dimension of length 
from any combination of the two constants e and m. This was a clear- 
cut indication of the difficulty. But if the law contains h, it is possible 
for the results of the theory to contain some quantity involving this h 
together with e and m. There exists one quantity with the dimension
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of length derivable from the combination of these three constants, 
namely

It would then become possible for us to explain the size of atom 
theoretically without arbitrarily introducing a certain object of pre­
determined size in the theory such as was done in Thomson’s theory. 
In fact, using the known numerical values of e, m and h, the above l 
becomes 2.1 X  10~7 cm, a value which is roughly of the order of 
atomic size. Then our expectation that Planck’s constant enters is 
considerably strengthened, since, if a certain quantity of the dimension 
of length could be derived from such a theory, it would be the above 
constant l multiplied by some numerical factor not much different 
from unity such as n, 2, 3, λ/2 etc. This numerical factor, by the way, 
will later be shown to be 1/(2π)2, see Eq. (18.13'). Now that the intro­
duction of Planck’s, or Einstein’s quantum concept seems to solve all 
the difficulties in our present problem, would it not be natural to 
proceed in the following manner?

Planck considered that, in quantum theory, the energy, and hence 
the amplitude, of a dynamical system in sinusoidal oscillation, to be 
called hereafter simply a harmonic oscillator, is not allowed to take 
any values continuously but takes only a set of discrete values given by

Should it not then be that the energy of an atom also is allowed, in 
quantum theory, to take only a set of discrete values? Assuming this 
to be so, we designate the energy values by W„, with n being integer. 
The discreteness of the energy requires that the electron orbits in the 
atom have discrete sizes, the smallest among which will then corre­
spond to the size of the stable atom.

Meanwhile, Einstein showed that the photoelectric effect can be 
well understood by considering that the electron, on absorbing the 
energy of incident light of frequency v, increases its energy by hv. 
Though in the photoelectric effect the energy is transfered from the 
incident light to an electron, would not the quantum theoretical 
situation be the same also in the reverse process where an atom emits 
light? Thus, when an atom originally in a state of energy W„ changes

l =
me

(18.1)

En =  hvn , η =  0, 1, 2 , . . . (18.2)
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its state for some reason to that of energy Wm, where we assume 
Wn > Wm, can we expect that a light quantum of energy hv satisfying 
hv — W „— W m will be emitted? If so, the frequency of the emitted 
light must satisfy

W — w
v =  ■- -*- m, (18.3)

which we call Bohr’s frequency condition.
Such an idea is entirely different from that of Maxwell. For now 

the emission of light is not considered as due to something like the 
acceleration of electrons in the state W„ but instead as due to an abrupt 
change of state, W„ -> Wm. As long as an atom is in one of the 
allowed energy states, it does not emit light at all. It was for this 
reason that Bohr called such states stationary states. Furthermore, 
such an abrupt change of state as W„ -> Wm is entirely beyond com­
prehension within the framework of Newtonian mechanics. We call 
this abrupt change a quantum jump or transition. As will soon be 
shown, the frequency given by Eq. (18.3) has an entirely different value 
from that of the electron’s orbital motion. Despite this, Bohr’s idea is 
quite convincing because we have seen in the photoeffect that the 
interaction between a light wave and an electron occurs in a pattern 
entirely different from Maxwell’s.

According to this new idea, the wave length of light emitted from 
an atom satisfies

^ =  v =  WJL_ W rL  ̂
λ c he he (18.3')

This result, 1/A being given by the difference of two terms, is in fact 
the Rydberg-Ritz combination law itself.

Eq. (18.3’) gives a physical meaning to what was called the term 
when we talked about spectral lines; aside from an additive constant 
of unknown magnitude it is nothing but the atom’s allowed energy, 
divided by he.

Thus, Bohr introduced the following two hypotheses as the basis of 
his theory.

H ypoth esis  (I): An atom can not take continuous energy values as 
in the classical theory, but instead it is allowed to take only certain 
discrete energy values, W 1, W 2 , , characteristic of each atom. In these
allowed states, the atom does not emit light. ■
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The term “ atom’' is to be understood here to include molecule, Planck’s 
oscillator, and proper .oscillations of the electromagnetic field, etc. 
We call the above allowed states and the allowed energy values, Wn, 
the “ stationary states”  and the “ energy levels”  of the atom, respec­
tively.

H ypothesis (II): Emission or absorption of light by an atom occurs 
when the atom makes a transition from one to another of its stationary 
states. When this happens, monochromatic light of the frequency given 
by Eq. (18.3) is emitted or absorbed depending on whether Wn > Wm or 
W„ < W m.

The case of proper oscillations of the electromagnetic field is here 
excluded from the meaning of the term “ atom” .

(ii) THE ENERGY LEVELS OF HYDROGEN

It has already been stated that the generalized Balmer formula 
holds for the spectrum of hydrogen; i.e.,

l_ _ R _ _ R
A m2 n2

By comparing this with Eq. (18.3'), we find that the allowed energy 
values Wn are given by

W = Rhc
n

(18.4)

The negative sign for Wn is due to the fact that the electron in the 
hydrogen atom is bound, requiring then a certain amount of work in 
order to be separated from the atom.

In this way, the energy levels of the hydrogen atom have been de­
termined. They correspond, in the hydrogenic atom case, to the levels 
of Planck’s oscillator given by Eq. (18.2). Various spectral lines ob­
served in experiments are emitted when the atom makes a transition 
from one to another of these energy levels. For instance, the lines 
belonging to the Balmer series are emitted in the transitions from the 
levels W 3, W4, W 5 , . . . , to the level W 2, while the ones belonging to 
Lyman series are emitted in the transitions from those levels to the 
level W x. In Fig. 27 are shown, in units of vjc, these energy levels of a 
hydrogen atom. The arrows between two levels indicate the transitions
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between them and their length gives the reciprocal of the wave length 
of the light emitted in the corresponding transition.

In the case of Planck’s oscillator, that is, when a mass m is oscillating 
under the influence of an elastic force 
with elasticity coefficient k , the frequ­
ency of the oscillation is given by

/ T
2π m '

then Eq. (18.2) becomes, by using these 
structure constants together with h,

E» = L i l n · <18·5»
Would it new be possible to transcribe 
Eq. (18.4) for a hydrogen atom into a 
similar form by using the structure con­
stants, m and e, of our dynamical sys­
tem together with A? Namely, the pro­
blem is to express the Rydberg constant 
R as a combination of m, e and h. If this 
were accomplished, the formula would 
become more than a mere empirical formula and this would be a great 
step forward.

To achieve this we proceed as follows. As n increases in Eq. (18.4), 
Wn increases and approaches zero. The increase of W„ in turn implies 
the expansion of the atomic orbit, provided that Newtonian mechanics 
is still valid for an electron in a stationary orbit. From our experience 
of phenomena involving larger dimensions, wTe expect that the be­
havior of the electron in orbits much larger than the size of atom can 
be described by the classical theory. Accordingly the frequency of the 
light emitted in transitions from W„’s of very large n should, in this 
limit, coincide with the classical one.

Meanwhile, as has been repeatedly stated, the frequency of light 
emitted by the electron in a periodic motion is the same as, or an 
integral multiple of, the fundamental frequency of the electron’s orbital 
motion. In Rutherford’s model, a hydrogen atom is similar to a simple 
solar system and we can calculate the frequency of the orbital motion by

Balmer
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using Kepler’s Third Law, Eq. (16.20). By eliminating r from Eq.
(16.20) and Eq. (16.18), we obtain

(18.6)

where W  is the energy in this orbital motion. Hence the classical 
frequency of light emitted by this motion is given by

» . =  J  ~ ^ ~ t \w  \*τ · (18.6')v π me

where τ =  1 and 2, 3, 4 , . . .  , this equation giving respectively the 
fundamental frequency and the higher harmonics.

On the other hand, in Bohr’s theory, the frequency is given by

Rc Rc
2 ' 2 9 n m

(18-7)

where vn_ m is the frequency of the light, emitted in the transition 
n->m.

Putting m — n — r, Eq. (18.7) can be approximated for n’s very 
much larger than r as

■ . . .  _ 2 R c
^ η-*η-τ ^ >n

or, by the use of Eq. (18.4),

r =  1,2 ,3 , . . .  . (18.8)

From this formula we see that, in the case of very large n, even in 
Bohr’s theory the frequencies of the light emitted by an atom consists 
of a certain “ fundamental frequency”

— -—  i w7 1*
\AV/r<

and its integral multiples just as in the classical theorjc If we take the 
view-point that, for very large n, the result of Bohr’s theory coincides
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with the classical theory, we should equate the two fundamental 
frequencies, i.e.,

__ 2 _
V ite k 3 j

2
2 4 ’π me

from which results

R = 2n2me4 
ch3

(18.9)

The correctness of this expression can be verified by introducing in it 
the numerical values of m, e, c, and h. This gives for the right hand side 
of Eq. (18.9) the value 1.09 X 10s cm-1, which is in good agreement 
with the experimentally determined value of R, 109 677.691 cm-1.

We have thus succeeded in expressing the Rydberg constant R in 
terms of the structure constants, m, e and h, together with the light 
velocity c.

Though this expression contains c, it does not mean that the light 
velocity c is also one of the structure constants in the Rutherford 
theory. As a matter of fact, introducing Eq. (18.9) into Eq. (18.4),
we get

W„ 2n2me4 1 
h2 n2 ’

(18.10)

which does not contain the light velocity c. This formula, Eq. (18.10), 
corresponds to Eq. (18.5) for Planck’s oscillator.

The idea that the results of quantum theory should coincide with 
those of the classical theory in the limit of very large n has enabled us 
to express R in terms of the structure constants; this very idea in 
fact may be generalized to become Bohr’s correspondence principle 
which played the role of a guiding principle in the days of the old 
quantum mechanics, i.e. until quantum mechanics was finally com­
pleted as a theory. We shall come back to this important principle later 
but at present we make only the following remarks.

When we say that the results of quantum theory coincide with those 
of classical theory, it is only in the sense that they agree in numerical 
values. In fact, there is a fundamental difference in the ways that the 
two theories produce these results. In the classical theory, light is 
emitted by an electron during the process of its motion and higher 
harmonics are emitted simultaneously with the fundamental mode in
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the same process; in quantum theory light is emitted in transitions 
from one to another of the stationary states and either the funda­
mental mode or one of the higher harmonics is emitted in one transi­
tion, but not all of them simultaneously in one process. This concept 
of a transition has no counter-part in the classical theory.

Another remark is that, when n is not large, there is no relation 
whatsoever between the quantum theoretical frequency of the emitted 
light and that of the electron’s orbital motion. The former is given, 
making use of Eq. (18.2) and Eq. (18.10), by

2n2me4 \ 1 1 )
h2 l (n — τ)2 n2 / ’

(18.11)

and the latter, making use of Eq. (18.6') and Eq. (18.10), by

v, = 2 n2me* (18.11')

In Fig. 28 is given a comparison of the two sets of frequencies with 
n =  5, i.e. the spectrum v5̂ m of light actually emitted from hydrogen 
atoms in the state of n =  5, and the spectrum ντ, expected if emission
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Fig. 28. Comparison between quantum and classical frequencies.

occurred in accordance with Maxwell’s theory by the electron motion 
in the same state, n =  5. The two spectra are obtained by putting 
11 =  5 and τ =  1, 2, 3 and 4 in Eq. (18.11) and Eq. (18.1 Γ).

Needless to say, ντ consists of the fundamental frequency

4π 2me4' 1 
~ h 2 d3

and its integral multiples while, in the spectrum v5_ 5_ t, lines with 
τ =  1, 2, 3, and 4 belong to the Lyman, Balmer, Paschen, and Brackett 
series, respectively.
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(in) THE SIZE OF THE ATOM AND ITS MAGNETIC MOMENT

Bohr thus gave the clue for understanding the empirical law of 
atomic spectra on the basis for a new theory which is entirely different 
in nature from the old one. This new theory is related to the old one 
only in that they give the same result in the limit of large n.

Now we inquire as to the behavior of atomic electrons in a stationary 
state. We already know that it has an energy W„. But, can we gain 
further theoretical insight into the details of the electron’s behavior ? 
If not we would not be able to derive theoretically the various charac­
teristics of the atom, e.g. its size. It turns out, however, that the above 
two hypotheses are not sufficient for this purpose. We have to introduce, 
besides these two, an additional hypothesis concerning the behavior 
of electrons. Since we have at present no experimental clues as to the 
content of this hypothesis, we shall, according to Bohr, tentatively take 
it to be the following.

H yp oth esis  (III). The electron in a stationary state obeys the laws 
of classical mechanics.

With this hypothesis, we can calculate the size of an atom in the 
following manner.

For the sake of simplicity, we first assume that the electron is 
describing a circular orbit of the atomic micro-solar system. Let r be 
the radius of this orbit and let the electron energy in this orbital 
motion be given by Eq. (16.18). Equating this with the W„ as given 
by Eq. (18.10), we obtain

This result implies that not only the energy but also the size of the 
atom cannot assume any arbitrary value but instead can take only 
a set of discrete values. The state of the lowest energy, and conse­
quently the most stable one, is that of η — 1 and its radius is denoted 
specifically by a, i.e.,

r (18.12)

(18.13)

The numerical value of a is 0.528 X  10-8 cm which in turn is also the 
value required by the gas kinetic theory for the size of the atom.
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The quantity l which was introduced as the fundamental length at 
the beginning of this section by a dimensional consideration is related 
to this radius « by

We call this the Bohr radius.
Since this state of η =  1 is the one with the lowest energy among the 

various possible states of the hydrogen atom, a hydrogen atom, when 
isolated, eventually ends up in this state and stays there indefinitely. 
In this sense, we call this state the ground state, while states, with 
higher values of n are called excited states. The stability of the atom, 
which was one of the main difficulties of Rutherford’s model, is now 
assured, since an atom, once it comes to the ground state, stays there 
forever. Its radius therefore also remains constant as given above.

It is further to be noted that the introduction of the third hypothesis 
together with the assumption of a circular orbit allows a simplifica­
tion of the relationship given by Eq. (18.10). Namely, in terms of the 
angular momentum M  of the electron’s circular motion, its energy W 
is expressed as

Eliminating r and W from this equation by the aid of Eqs. (18.10) and 
(18.12), we obtain

This relation should be particularly noted since it does not contain 
the structure constants m and e, this then suggesting its validity for 
central forces in general. It will be shown later that this is actually the 
case. Eq. (18.14) shows that under the assumption of ord in a l me­
chanics for the electron’s motion in a stationary state with a circular 
orbit, the angular momentum is an integral multiple of Planck’s 
constant devided by 2n. It can take, just like the energy, only certain 
discrete values.

In the ground state, a hydrogen atom then has an angular momentum 
equal to hj2n. (This statement, however, will later be revised somewhat

/ (18.13')

2 r2m

Μ =  ^ -n  , n =  1, 2, 3, ... .In (18.14)
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in § 42.) The circular motion of an electron with the electric charge -  e 
and with this angular momentum produces a circular electric current 
and hence the atom has a magnetic moment β given by

β =
eh

Annie' (18.15)

The atom in a state other than its ground state has a magnetic 
moment equal to an integral multiple of this β, and hence the magnetic 
moment is also allowed to take only discrete values, i.e., integral 
multiples of this unit β which we call the Bohr magneton.

Hypothesis III thus leads to the discontinuous nature of various 
characteristics of the atom. It is a characteristic feature of the quantum 
theoretical approach that only certain discrete values are allowed for 
a physical quantity which from the classical view point could take on a 
continuous range of values. We describe this situation by saying that 
this quantity is quantized and call the integer n appearing in this 
quantization the quantum number.

In the above discussion, we assumed a circular orbit in addition to 
Hypothesis III, but a more general case will later be considered.

§  19. The Quantum Condition

In the last section, we learned that the energy of a hydrogen atom 
in a stationary state is given by Eq. (18.10) while that of Planck’s 
oscillator is given by Eq. (18.5). We now ask what law, if any, deter­
mines in general the quantum theoretically allowed states of a given 
dynamical system. Without such a general law we cannot treat atoms 
more complicated than the hydrogen atom, and cannot treat mole­
cules. We have to know the recipe for selecting the quantum theoreti­
cally allowed states from the continuous manifold of states of a general 
dynamical system. Hereafter we call this recipe simply the quantum 
condition.

The general quantum condition was obtained historically in the 
following mariner.

<i) EHRENFEST’S ADIABATIC HYPOTHESIS

The quantum laws are in their nature entirely different from the laws 
of classical mechanics or of electrodynamics and they cannot be under­
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stood in terms of classical ideas. We learned in the last section that 
the first two hypotheses could not take us beyond the law of spectral 
lines and the third hypothesis was introduced tentatively in order to 
treat the dynamical system in a stationary state by classical mechanics. 
On the other hand, the transition, being a typically quantum effect, 
remained entirely inaccessible to treatment by classical methods.

In view of this feature of the theory, we have to rely on the classical 
theory in some parts of the problem while in the other parts we intro­
duce quantum theoretical ideas. This attitude naturally is very un­
satisfactory and is to be considered merely as a temporary one. It 
should at least be made clear at what point we have to make the switch­
over from the classical ideas to quantum theoretical ones. Our Hypo­
thesis III was to meet this requirement. We now ask if it is possible 
to extend the domain of classical theory beyond the limit as specified 
by Hypothesis III. In partial response to this question, Ehrenfest 
introduced Hypothesis IV on the basis of considerations to be described 
in the following. This Hypothesis IV plays an important role in 
leading us to a quantum condition of more generality and is called 
Ehrenfest’s adiabatic hypothesis.

Our derivation of Wien’s displacement law in § 5 was based entirely 
on Maxwell’s classical idea. Thus, for a hollow cavity which was com­
pressed adiabatically and at the same time infinitely slowly, we used 
this classical idea in deriving the variation of amplitude and energy of 
each proper oscillation in the hollow cavity. Nevertheless, this dis­
placement law holds also in Planck’s formula which is entirely of a 
quantum nature. This is a very remarkable fact.

In the meantime, when we recall the quantum theoretical derivation 
of Planck’s formula in § 8, we find that the requirement ε =  a universal 
constant times v was necessary and sufficient for the derivation of a 
formula which satisfies the displacement law despite the existence of the 
energy quantum ε: with this substitution for ε the function P{ejkT) of 
Eq. (8.7) became a function of vfT as required by the displacement 
law. Thus we can conclude that if, following Planck, we accept the 
existence of the elementary unit of energy for electromagnetic oscilla­
tions, the necessary and sufficient condition for the derived result to 
satisfy the displacement law is that this elementary unit is proportional 
to the frequency, say ε =  hv, and that the energy of each proper 
oscillation is an integral multiple of this unit: E  =  hv-n.

Now a deeper meaning for this noteworthy relationship and its
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origin will emerge if we go back to § 5 where we proved Wien’s law. 
There we used the procedure of compressing the hollow cavity adiaba- 
tically and at the same time infinitely slowly. During this compression, 
the energy as well as the frequency of each proper oscillation of the 
light varies continuously. Since, however, the ratio EJvs is an adiabatic 
invariant, the quantum condition Es =  hvsns (ns =  0, 1, 2, 3 , . . .) for 
each proper oscillation, once satisfied initially, will be satisfied at all 
times during and after the process of this compression. Thus, the 
quantum condition being always satisfied during the compression, our 
proof of Wien’s law can naturally be expected to be valid also in 
quantum theory. This is the very origin of the above connection 
between the energy unit and the displacement law.

In this argument, however, a basic assumption is tacitly made. 
Namely that the results of classical mechanics on infinitely slow 
adiabatic variations, especially the result about adiabatic invariants, 
hold also in quantum theory and, in addition, if the system is in one 
of the quantum theoretically allowed states before the variation, it 
will stay there during as well as after the variation.

This assumption which led to Wien’s law in the case of the black 
bod}/ radiation has been explicitly extended by Ehrenfest to include 
dynamical systems in general. The Hypothesis IV below is thus called 
Ehrenfest’s adiabatic hypothesis.

H ypothesis (IV). When a variation is given externally to a dynamical 
system, and if this variation is performed infinitely slowly, then the 
behavior during the variation of this dynamical system can be described 
by conventional mechanics and, in this case, the system which is initially 
in a quantum theoretically allowed state will remain there during as well 
as after the variation.

This hypothesis can be applied to practical cases where an external 
electric or magnetic field is gradually and slowly applied to an atom. 
But when the external field is varied suddenly, the variation of the 
system does not follow the mechanical description and the atomic 
system will be observed to make a quantum transition just as when it 
was hit by incident light. In fact, the incidence of light can be re­
garded as an external electromagnetic field which varies very rapidly, 
and in such a case, the interaction between the atom and the light 
wave occurs in a completely different way.

The adiabatic hypothesis can be applied not only in practical cases as 
above, but also for a ‘ ‘Gedankenexperiment” as in the proof of Wien’s law.
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This latter way of using the hypothesis will be shown in the following 
to. give a powerful method of determining the quantum condition for 
general dynamical systems.

(ii) TH E GENERALIZED ADIABATIC INVARIANT

The procedure of giving an infinitely slow variation to a general 
dynamical system can be described mathematically as follows.

Let the coordinates and their conjugate momenta describing the 
dynamical system under consideration be qx> q2 , . . . qf , and p y, 
P2 , . . p f , respectively. The expression for the energy H of this 
system contains, besides these q's and p's, a certain number of para­
meters, at, a2 , . . . , which characterize the system. In the case of a 
pendulum for example, the length of the string will appear in H. By 
changing the numerical values of these parameters infinitely slowly, 
we can describe mathematically the process of giving an infinitely 
slow variation to the dynamical system. The a„’s and /?„’s appearing 
in Appendix VI are nothing but these parameters alf a2 , . . . .

Suppose that the initial values ax, a2 , . . . of these parameters are 
varied infinitely slowly to ,a\, a’2 , . . . , and that a certain motion 
denoted by Mot (a1, a2 , . . . ) before the variation is changed to 
Mot (a\, a’2 , . . . ) .  We call the two motions adiabatically related 
when an infinitely slow variation can change one of them to the other, 
say Mot (a) to Mot (a').

When there exists some quantity which is kept at a constant value 
throughout this change from Mot (a) to Mot (a'), we call it a generalized 
adiabatic invariant. The value of such a quantity can be used to 
characterize the relationships among the motions.

(iii) THE ADIABATIC INVARIANT FOR THE SYSTEM OF ONE D I­
MENSIONAL PERIODIC MOTION

When an external deformation changes the frequency of a dynamical 
system which is performing a sinusoidal oscillation, for instance the pen­
dulum in § 5 or Planck’s oscillator in Appendix VI, we have proved 
that Ejv is an adiabatic invariant.

Would such an invariant exist also for more general deformations, 
say from a sinusoidal motion to a more general periodic motion or 
from one general periodic motion to another? Such a deformation 
can result if, for instance, the law governing the force changes from 
Hooke’s law to that of a more general nature.
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Before we go into the details of this question, it would be advisable 
to transform the adiabatic invariant of a sinusoidal motion into a 
general form which does not involve the structure constants of the 
system, such as v.

The Hamiltonian function of a dynamical system making a sinusoidal 
motion is given in general by

H =  ocp2 -j- βq2 ,

while the frequency of motion v is

(19.1)

(19.2)

The Hamiltonian, of course, has the physical meaning of the energy 
of the system.

We now consider the motion where the value of the energy H is E. 
In this motion, both q and p are functions of time and they describe 
a curve, q =  q{t) and p =  p(t) on the q-p plane. We call this curve 
the trajectory of the motion. In the present case where H is given by 
Eq. (19.1), the trajectory is an ellipse given by

E =  ocp2 +  [Jq2 , (19.3)
as was explained in § 8.

The area, J, inside this ellipse on the q-p plane is readily calculated 
to be

T_ πΕ
\7 <χβ

We thus obtain the relationship

(19.4)

E
v =  / · (19.5)

Thus, in the case of a dynamical system performing a sinusoidal motion, 
the area enclosed by the trajectory on the q~p plane is just the adiabatic 
invariant. This conclusion is remarkable in the sense that it does not 
involve the structure constant of the system explicitly and that, 
accordingly, it might be expected to hold also for dynamical systems 
undergoing more general periodic motions. In the following we show 
that this is actually the case.
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Lest we should be confused by too much generality and unable to 
observe the logical structure of the argument, we confine ourselves 
to the case of a point mass m under the influence of a potential V 
which can be of any form as long as it gives a periodic nature to the 
motion. The Hamiltonian of the system is then given by

H = ^ n  +  V{q’ a ) · (19'6>

where the dependence of V on some parameter a is shown explicitly. 
By giving an infinitely slow change of this parameter with time, we 
can effect an adiabatic change on the system. Naturally, the number of 
parameters in general need not be only one and the mass m, for instance, 
may also be considered as a variable parameter. For the sake of sim­
plicity, however, we treat here the case of only one parameter a.

At first the parameter a is considered to be kept at a constant value. 
Then we consider a motion with a constant energy E. Solving the 
equation

E  +  V{q, a) ~  E (19.7)

for ft, we get
ft =  ±  V 2 m { E — V{q, a) } , (19.8)

which gives the trajectory of the motion. When the system is performing 
a periodic motion, the trajectory describes a closed curve since the

identical motion is to recur in a certain 
period of time. In our case, the tra­
jectory being given by Eq. (19.8), the 
closed curve is symmetric with respect 
to the q axis of the q-ft plane and looks, 
for instance, like the one shown in Fig. 
29. The intersections of the curve with 
the q axis, qx and q2 are given by the 
condition ft =  0, i.e.Fig. 29. Trajectory of a periodic 

motion. E =  V (q, a) . (19.9)

These are the points where the energy of the system consists entirely of 
potential energy and where the point mass comes to rest and starts
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moving in the opposite direction. A closed trajectory as in Fig. 29 
results when E — V(q, a) is positive for ^ V £  q2 and negative 
otherwise. Then /  is real for qx ^ q ^ q2 and imaginary otherwise. 
The motion, therefore, is also restricted within the interval qx <; q g; q2 
and becomes periodic.

We now vary the parameter a with time very slowly. The trajectory 
would then look like the one given in Fig. 30. In each period the 
trajectory would describe a curve very si­
milar in nature to the one of Fig. 29 but 
would change its shape gradually. We 
will show that the area enclosed by each 
cycle of the trajectory remains constant 
despite the change of shape.

When a is changing with time the traject-
ory will not be a closed one completely in Fig. 30. Adiabatic deformation 
each cycle. We therefore redefine /  as of a trajectory,
follows. Namely, the quantity J  at time τ is
defined as the area enclosed by a hypothetical trajectory which is ob­
tained by fixing the parameter a at its value at time τ and which ac­
cordingly describes a completely closed curve. In fact, the quantity Ejv 
in the case of sinusoidal motion followed this definition.

We are now ready to start to prove the constancy of / .  The proof is 
somewhat mathematical but it will help the reader to refresh his 
mathematics.

The Hamiltonian function of Eq. (19.6) is generalized to the form

H — H(p, q, a) , (19.10)

where the parameter a is given as a slowly varying function of time, 
a(t). The existence of such a time varying parameter in the Hamiltonian 
function does not alter the fact that q(t) and p{t) are determined by 
Hamilton’s equations of motion, i.e.,

dH ■ dH
q “  dp ’ £ ~  8q ' (19.11)

If we introduce the q and p determined by these equations as functions 
of time into H of Eq. (19.10), the value of H  thus obtained gives the 
instantaneous energy of the system in this state of motion. The energy
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is not a constant but a function of time which we denote by E. Namely 
we have

H ( p , q , a ) = E ,  (19.12)

which can be solved for p as

P = p { q , E , a ) .  (19.13)

We now consider the hypothetical dynamical system which would 
result if the parameter a were fixed at the value which it has at a 
certain instant r. It is further assumed that the values of p and q of 
this system coincides at the time r with ρ(τ) and q(r) of the original 
dynamical system, respectively. We denote this motion of the hy­
pothetical system by p x{t) and qT{t). The energy of this system Ε τ> 
which is naturally a constant, is to coincide with E of the original 
system at time r, i.e. Ε τ =  Ε(τ). In the meantime, since this hypothe­
tical system is completely periodic, its trajectory is a closed curve and 
is obviously given by the equation

p x = p { q T, E t, at) . (19.13')

The area, J, enclosed by this curve is a function of τ and is calculated by

p{qΓ, Ε τ> « τ ) <tyt , (19.14)

where q\X) and q{p  are the two roots of the equationp(qT, Ε τ, ατ) — 0. 
Let the total change of J  due to the change of the parameter a be 
denoted by A J. Then our aim is to prove

4 /  =  0

for a sufficiently slow variation of a as a function of time. 
The proof goes as follows. First of all,

4D

(19.15)

117 = 2 [ Μ \ Ε „ * ^ - ρ ω » Ε,Α^
a(2)

, 2 Γ  ! (HP\+  2 J \dEJt dr +  \da)t dr 1 d?T

where the symbol ( ) t implies that the variables, q, E, a (and some­
times p, too) inside the bracket assume their respective values at
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time τ, i.e. qx, E x, ax, (and p x). The first term on the right hand side of 
the above equation vanishes since and q\2) are both solutions of 
p(qx> E x, ax) =  0. In the meantime, p{q, E, a) has been obtained by 
solving H(p, q, a) — E and hence we have

'dHs
dp \ _  1 f  dp

7dEj T ~  77h V  ’ \^~
J p ) r

da
f m
\dp

Furthermore dHjdp is equal to dqjdt. because of the equation of 
motion, Eq. (19.11). Introducing these relations into the expression 
for djjdr  given above, we finally obtain

(19.16)

where the integration with respect to t is to be carried out over one 
period of the hypothetical system, e.g. from τ — l/2rT to τ +  l/2vt, 
\/vx being this period. We notice here that (dH/da)x, as a function 
of t, is

d J ( f d E , fdH\\
dr ) l dr )K dr 1

\ d a )
dH(px(t), gx(t), ax) 

dar

In the meantime, for the motion of the actual dynamical system, 
not the hypothetical one, we have the relationship

dE
di

dH da _  
da d̂

where

Then we get

dH _dH(p(i), q(t), a(t))
da da(t)

dE x _dH{p{x),  q{x), ax) dax
dr dax dr ’

and substituting this into (19.16) we obtain

d/  Ct+ETTdH(p{τ), q(r), at) dατ
dr J  x- — dax dr

' 2ντ 8 Η ( ρ τ ( ή ,  qx(t), at) dax
da.

2vT
dr dt (19.16')
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In order to express mathematically the fact that the change of a 
occurs infinitely slowly, we replace a(t) by a(t/T) and let T  tend to 
infinity. Then a(tjT) varies from a(0) to <r(l) as t changes from 0 to T. 
If the values of «(0) and a{\) are fixed, then the change is quick when T 
is small and is slow when T is large.

Now the total change of J  caused by changing a from a(0) to a(l) 
is given by integrating (19.16'), i.e.,

JT r dr r +^ l dH{p{t), q(-r), ax,T) dατ!τ ^
J J 0 J T_J_ dax/T άτ

2\τ

t (19-17)
x+2vrdH{pt(t), qx{t), ax/T) dax(T 

daxfT dr

where ατ is replaced by ατ/Τ. Our task is to show that Δ J  vanishes for 
infinitely large T.

For proving this it is convenient to use new integration variables 
defined by

τ/Τ =  a

tjT =  s .
Eq. (19.17) is expressed as 

AJ =  T [ I" * d<rJ IJo J a—L. daa da2Τ\σ
x (19.15')

— f1 du Γ +2Τνσ dH(PrATs)> ao) ^ j J o J σ—L. daa da j '

The domain of the double integration is a narrow band-shaped region 
along the straight line s =  a in the us-plane extending from a =  0 
to a — 1, the width being of the order 1 jTva.

We now change the order of integration in the first integral in { } 
of Eq. (19.15') and replace the integration variable a by s and s 
by a. Then we get

2τνσ dH(p(Ts), q{Ts), as) daF 
J_ dav ds

2Tv„

the first integral f1 du ΓJo J a  -

ds
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Strictly speaking the domain of integration indicated in this expression 
is not exact, but the error is negligibly small, of the order of (l/Tv)2. 
In carrying through the integration over s we may replace as and 
dajds in the integrand by ασ and dajdo  respectively, since the 
integration interval is very small, of the order of 1 /TV. The correction 
to this approximation is a small quantity of the order of 1 /Tv. We may 
further replace p{Ts) and q(Ts), the motion of the actual system, by 
pTa(Ts) and qTa{Ts) of the hypothetical system. The correction is here 
again of the order of 1/7V. After integration over s these correction 
terms will give rise to a term of the order of (1/7V)2, the order of the 
integrand multiplied by the order of the area of the integration 
domain.

Having made these approximations it is now clear that in { } of Eq. 
(19.15') the main term of the first integral is cancelled by the second 
integral and the remaining correction term is of the order of (1/7V)2. 
We get then

which vanishes for infinite T.
The proof given above is sufficiently general and can be extended 

even to the cases where the Hamiltonian function is not of the form 
given by Eq. (19.6), provided that the trajectory is a closed curve. It 
should, however, be noticed that the trajectory does not always 
become a closed one when the system performs a periodic motion. 
For instance, take the case of a simple pendulum, the motion of 
which is described by the angle of inclination φ as the coordinate. 
The pendulum makes an oscillatory motion in the interval φι < φ < φ2 
as long as its amplitude is small. When the amplitude gets larger and 
when finally the interval φ l to φ2 is not wholly contained between 
180° and -  180°, the oscillatory motion of the pendulum goes over to 
a circular motion. Such a circular motion is indeed one form of 
periodic motion of a pendulum but, since φ is not restricted within a 
finite interval φ1 to φ2 but increases steadily with time, the trajectory 
of the motion does not become a closed one but a wavy curve with a 
period of 2π as shown in Fig. 31. It can be shown that in such a case J  
should be defined as the area enclosed by the trajectory, the «p-axis, 
and the lines φ =  0  and φ == 2π.

At this point, it seems necessary to make the following remarks. 
We have some freedom in choosing the coordinates and momenta to



V

describe the motion of a dynamical system. When Q and P  can 
describe the motion of the system just as well as q and p, i.e., when

Q-P and q-p are mutually related 
by a canonical transformation, it 
can be shown that the J  defined in 
terms of Q and P  has the same value 
as the one in terms of q and p. Na-

Fig. 31. Trajectory m the case of mely, it can be proved that the area
rotation. 1 1 i ■ · , ·enclosed by a trajectory is invari­

ant with respect to canonical transformations of coordinates and 
momenta.

It can sometimes happen that, while in a certain set of coordinates 
and momenta the trajectory is a closed one, the transformation to 
certain new variables can change the trajectory into a wavy one. Even 
in such cases, the invariance of J is preserved if the J  in such variables 
is defined as explained above in connection with Fig. 31. This quantity 
J  is occasionally referred to as the action variable. The general de­
finition of J can be written as

J = i p d  1,(19.18)

where the small circle on the integral sign indicates that the integra­
tion should be performed over one cycle of the motion.

Before concluding this section, another remark is necessary. A careful 
study of our proof for Δ J — 0 reveals the fact that there is an ex­
ceptional case where this conclusion does not hold however slow the 
variation of the parameter may be. It is the case where the dynamical 
system under consideration passes at one time during the variation 
of the parameter through a state of motion with infinite period. In 
such a situation, 1 /Tv is no longer infinitesimal however large T may 
be and our arguments no longer hold. There is no adiabatic invariant 
for such a variation of the parameter.

(iv) THE QUANTUM CONDITION FOR A ONE-DIMENSIONAL PERIODIC  
SYSTEM

It has now become clear that the quantity J  is an adiabatic in­
variant for a one-dimensional periodic system in general. We consider 
a dynamical system for which J  assumes the values J ' , 
corresponding to each of its quantum theoretically allowed states. 
When we deform this dynamical system adiabatically to a different

I l 8  THE OLD QUANTUM MECHANICS [CH. 3 , § 19
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one, our Hypothesis IV guarantees that J  assumes the same set of 
values for the corresponding quantum theoretically allowed states of 
the latter system. On the other hand, the reduction of an arbitrary 
one-dimensional dynamical system to Planck’s oscillator is in prin­
ciple always possible. It is clear in this case, from Eq. (19.5) together 
with E =  hv, that J  is equal to nh for a stationary state. We, hence, 
can conclude that, for one-dimensional periodic systems, the quantum 
theoretically allowed states arc characterized by

J =  nh , n =  integers (19.19)
where

J = § p d q .  (19.20)

We thus have arrived at the general quantum condition. The 
quantum condition in this form was derived independently by Wilson, 
Sommerfeld, and Ishihara.

(v) GENERALIZATION TO MULTI-PERIODIC SYSTEMS

When the dynamical system under consideration has many degrees 
of freedom, the situation becomes quite complicated and we shall 
content ourselves by simply quoting the results.

Let the coordinates of the dynamical system and their conjugate 
momenta be qlt q2 , . . . , qf  and p x, p 2 , . . . p f , respectively. Further­
more, let the solutions of the equations of motion be given by the 
following £-fold Fourier series with respect to time t for p  and q.

Ps =
+ 00 
Σ exP { 2m (t1w1 +  r2w2 +  . . . +  Xkwk) }

τι ..*T fc =— 00

(19.21)
+ CO
Σ Qu...t* exP { 2m {t1w1 +  t2w2 +  . . . +  TkWk) } ,

τι — CO
where

w1 = v 1t , w2 =  v2t , . . . , wk = vkt (19.22)

and the P ^ ’s as well as the Q^'s together with the rs’s do not depend 
on time. Then it can be proved that there exist k action variables which 
are defined by

s =  1 ,2 ,  . . . , £ ,  (19 .23)
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where Eqs. (19.21) and (19.22) are to be used for p and q and the inte­
gration with respect to ws is to be carried out with the other w s kept 
constant. It may appear that J  thus calculated depends on w’s other 
than ws, and hence on time through them, but it can be shown that the 
quantity J  thus obtained is in fact independent of time. Eq. (19.23) can 
also be written as a line integral.

/ .  =  <!> Σ  A  d?r (19.24)
J r= 1

where the path of integration is to be taken along the closed loop 
0  ^ 1 , with the other w’s fixed, in the q-p space, or more specifi­
cally in the 2/-dimensional space of qx, q2, . . . qs , p x, p 2, · · · p f  · 
The J ’s thus defined can be shown by the aid of advanced mathe­
matics to be adiabatic invariant quantities.

Guided by the analogy to the one-dimensional case, we set

Ji — nJl > j 2 = n 2h , . . . , j k =  nkh (19.25)

as the quantum conditions for our dynamical system.
Even with these elaborate refinements, however, the actual determi­

nation of the stationary states from these quantum conditions and 
the calculation of the energy values to obtain the spectral terms can be 
carried out only in very simple cases.

One of the simplest is the case where the Hamiltonian function of the 
dynamical system under consideration consists of a sum of terms each 
depending on only one of the coordinates and its conjugate momentum 
as follows:

H ( P i ,  p 2 , - " > P f ' > q i , q 2 > ' “ > q f ) =  Y  H *(Ps> qs) · (19.26)
s = 1

In this case, we can consider each degree of freedom of the whole 
system as an independent dynamical system and consequently the 
calculation of J  can be carried out for each degree of freedom separately 
and this is nothing but the one-dimensional system treated in the last 
section. Thus, each individual Hs of Eq. (19.26) is conserved. Hence, 
the equations

Hs{ps> qs) Es > S =  1 , 2 , . . . , / , (19 .27 )
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give separate trajectories for each degree of freedom and by solving 
these equations for the / S’s we obtain

Ps =  Ps{qs> Es) , s — 1 , 2 , . . . , / .  (19.28)

The calculation of
q,(19-29)

together with the quantum condition

Js =  nsh , ns =  integers (19.30)

for each degree of freedom, s — 1 , 2 , . . . , / ,  will determine the 
stationary states of the dynamical system under consideration.

Examples of this simple dynamical system are the oscillations of a 
crystal or of the electromagnetic field where the use of normal coordi­
nate decomposes the Hamiltonian of the system into terms, one for 
each degree of freedom, which are all of the form of Eq. (2.13). Conse­
quently, the quantum condition is given by EJvs =  njt for each degree 
of freedom and, hence, the energy in each degree of freedom becomes 
Es =  hvs-ns.

The next simplest case will be the one in which there are, besides the 
total energy, ( / -  1) constants of motion, F x, F 2 , . . . , F f _ 1, each 
being a function of the / ’s and q's. Denoting the values of these con­
stants of motion by K lt K 2 . . . K f _ x:

H =  E ,  F 1 = K 1 , F 2 =  K 2 , . . . , F f _ t — K f _ x , (19.31)

we obtain /  relations which relate the / ’s and </s and /  constants of 
motion, E and theiCs. We now regard these relations as a system of /  
equations for the /  unknown p's. We then assume that these simul­
taneous equations are solved and, in addition, that each of the p's 
obtained by solving these equations depends, besides on E and the K's 
only on its corresponding coordinate q (independent of the other q's) ; 
i.e., that the solutions are of the form

Pi — P ι(<?ι» -£> K u K 2 , . . . K f_  !) 

p 2 = p 2{q2, E , K i>K 2 , . . . K f _ 1) (19.32)

P f  = P f  (?/» K i ,  > · · · K f - 1) ·
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Then we can use the same definition of J  as in the one-dimensional 
case:

J , =  §P. d ?.. (19.33)

The cases treated in the following sub-section and in the next section, 
§ 2 0 , will serve as examples of the situation explained above.

(vi) EXAM PLE

As one of the simplest examples, we consider Planck’s oscillator, the 
Hamiltonian of which is

H = € l + i K q 2 · ( i9 -34>

In the state of energy E, the equation

έ  +  Ρ ? 2 =  Έ (19.35)

holds, and, as has been stated previously, this determines an elliptic 
trajectory in the q-p plane. The area, enclosed by this trajectory, J , is 
given by

I* q 2 ____________________________________

J =  j>p dq =  2 V 2m {E — \Kq2)d q ,  (19.36)
J qi

where qx and q2 are the two solutions of

namely,
E - \ k q2 =  0 , (19.37)

h  Λ
I T e

1 K

and

?2  =  +  Λ
I T e

1 K

(19.38)

The result of the integration is

C
MII m „  — E .

K
(19.39)



The same result can also be obtained directly from the consideration 

(area of ellipse) =  π X  (major radius) X  (minor radius)

=  J t X  J  2 mX
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In any case, the application of the quantum condition 

J — nh , n — 0, 1, 2, . . .  ,
gives

E =  J  — hn , n =  0, 1, 2, . . .  .2n V m

Since the frequency of this oscillator is given by

V = -  / a ,2ti V m ’

Eq. (19.41) can be reduced to the well known formula

E — hv-n , η =  0, 1, 2, . . . .

(19.40)

(19.41)

(19.42)

(19.41')

We can also determine the motion of the oscillator in these stationary 
states. The system naturally makes a sinusoidal motion

q — a cos (2πνΙ +  δ) , (19.43)

and the momentum is

p  =  mq =  — 2nmva sin (2nvt +  δ) . (19.44)

In order to determine the amplitude a in Eq. (19.43) and in Eq. 
(19.44), we substitute these two expressions for q and p  in Eq. (19.35) 
to obtain

E =  a2 +  ΐ(2π ) 2 mv2 a2 . (19.45)

Comparing this with Eq. (19.41') we get

a2
— I—  >2 n2mv

η =  0 , 1 , 2 , . . . . (19.46)
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The oscillator, therefore, can assume only a set of discrete values for 
the amplitude of its motion.

If we use, instead of Eq. (19.43), the expression

q =  X  e2*ivt +  X* e~ 2nivt, (19.43')

Eq. (19.46) is then to be replaced, since X  — \ a e"5, by

\ X  \2 =--—,--------  nh , «  =  0 , 1 , 2 ............  (19.46')
2(2 n)2mv V

Eq. (19.46) or Eq. (19.46') is the condition imposed by the quantum 
theory on the amplitude of the oscillatory motion.

§ 20. The Stationary States of the Hydrogen Atom

In the last section, we derived the quantum condition which the 
motion of dynamical system has to satisfy in the stationary states. 
The quantum condition states that the quantity J  of the dynamical 
system under consideration is to be an integral multiple of Planck’s 
constant. We now show in this section that the determination of the 
stationary states of the hydrogen atom by means of this quantum 
condition does actually reproduce Bohr’s relation

2n2me4r 1
Wn = ------- —-------- , n =  1,2,3, (20.1)

Furthermore, the motion of the electron in these stationary states will 
be analyzed and we shall find allowed motions other than the cir­
cular ones considered previously.

Before we enter these main topics, however, we first show that the 
relation (18.14), obtained previously for the angular momentum M  of 
circular motion,

M  =  L · ” · « = 1 . 2 . 3 , . . . ,  (2 0 .2 )

can be derived from the general quantum condition.
In the case of circular motion, we take as the coordinate of the
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electron its angle of rotation 99 and for this choice of the coordinate the 
conjugate momentum ρ φ is the angular momentum M  itself. Since the

angular momentum is conserved in this 
case, the trajectory in the 9o-p plane 
becomes a straight line parallel to the 
99-axis as shown in Fig. 32. The defini­
tion of J  in the case of circular motion 
implies that it is the area enclosed by 
the trajectory, the 99-axis, and the lines 
φ =  0  and ψ — 2 π; i.e., the shaded area 
in Fig. 32. We, hence, have

Fig. 32. Trajectory of a cir­
cular motion in the plane 
defined by the angle and the 

angular momentum.

J

Γ2π
Μάφ 

J 0
=  2 πΜ

The application of the quantum condition, J =  nh, to this result 
readily gives Eq. (20.2).

As is clear from this verification, Eq. (20.2) holds not only for the 
hydrogen atom but also for the general dynamical system which performs 
a circular motion under the influence of an arbitrary central force and 
it will soon be shown that its domain of validity can be extended still 
further to periodic motion in general in the field of an arbitrary 
central force.

We are now ready to discuss the general motion of the hydrogen 
atom. We can consider the nucleus to be at rest at the center since it 
is much heavier than the electron. The hydrogen atom then is nothing 
but the dynamical system in which a point mass moves around under 
the influence of a central force inversely proportional to the square of 
its distance from the center, a system quite familiar to us since the 
time of Kepler. Confining ourselves to consideration of the motion in 
two dimensions, we use the polar coordinates r and 99 to describe the 
position of the point mass, the electron. The Hamiltonian of this 
dynamical system is then

H _ 1_
2 m Pi + Pl\

r2)
(20.3)

One of the equations of motion with this Hamiltonian, '

Ψ P «

mr
or ρ φ - mr2(p
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shows that the momentum conjugate to φ has the physical meaning 
of the angular momentum. Furthermore, another one of the equations 
of motion,

K  =  0 >

indicates that this angular momentum is conserved, namely that

ρ φ =  const. =  M  . (20.4)

Obviously, the total energy of this dynamical system is conserved to
give

2 m (20.5)

Since we have, besides the total energy, another constant of motion, 
the method of the next simplest case in the last section can be applied. 
In fact, the solutions ρ φ and pr of Eq. (20.4) and Eq. (20.5) are

and
Ρφ — M

P r  =  ±  V 2mE +
2 me"

(20.6)

(20.7)

which indeed have the form of Eq. (19.32) and give two separate 
trajectories. When, however, E > 0 the trajectory in the r-pr plane does

not close upon itself. This corresponds to a 
hyperbolic orbit. On the other hand, when 
E < 0, the trajectory given by Eq. (20.7) 
becomes a closed curve as shown in Fig. 33. 

From Eq. (20.6) and Eq. (20.7), we obtain

/  =  2 πΜJ  φ

Fig. 33. r-pr trajectory for 
Kepler motion.

and

' = 2 fJ r l
r2 1 2me22 mE + ------ άν

where r1 and r2, rx < r2, are the solutions of pr =  0 , i.e.

(20.8)

2 mE +
2 me' M :

=  0 . (20 .9 )
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Physically, r1 and r2 are the distances of the electron from the center 
when it is at each end of the major axis of the elliptic orbit. In the 
terminology of the solar system, r 1 and r2 are the lengths of the radius 
vector at perihelion and at aphelion, respectively. The integration in 
Eq. (20.8) is elementary and gives

J r  =  — 2 π Μ M me
y /  — 2 mE

Introducing now the quantum condition that

J 9 = k h ,  k =  0, 1,2, . . .  

J r =  n 'h , n' =  0, 1, 2, . . .  ,

and

we obtain

M \ =  2
and, by the use of this.

n'h =  — kh + 2 nmex

which is solved for E to give
y /  — 2 mE ’

1£  _  2n2me^
h2 (n' +  k)2

(20.10)

(20 . 11)

(20 . 12)

(20.13)

Since both n' and k are integers, so is

n =  n' +  k , (20.14)

and with this definition of n, Eq. (20.13) is identical to Eq. (20.1). The 
case n — 0  however has to be avoided since it does not give a finite 
energy value. Eq. (20.12) is identical to Eq. (20.2). The case k — 0 is 
also to be excluded since it gives linear orbits through the origin which 
will be hindered by the presence of the nucleus at the origin. Further­
more, since the angular momentum M  can in principle assume negative 
values, we should allow also negative values of k. However, since these 
values give just an inversion of the direction of the electron rotation, 
we may restrict ourselves to positive values of k without loss of gener­
ality.



128 THE OLD QUANTUM MECHANICS [CH. 3 , § 20

We have seen that the quantum theoretically allowed states can be 
labelled by the two quantum numbers, n' and k, but it will be more 
convenient to use n and k instead of n' and k to label the stationary states 
since different values of n' or k gives the same energy value as long as 
in' +  k) is the same. For a given value of n, then, k assumes values 
from 1 to n. We call n and k the principal and the subsidiary quantum 
number, respectively.

We now investigate the shapes of the orbits. Readily obtained is 
the major axis of the elliptic orbit since it is equal to (rl -f r2), which 
in turn, from Eq. (20.9), is given by

The minor axis is equal to

r i +  r:
2

=  2

Hence, we get

e2 h2
E 2n2me2

■■ A , - W ]*V 2 )  I ~

M 2 h2
2 mE 2n2me2

major axis n
minor axis ~  k ‘

n2 . (20.15)

2

nk

(20.16)

(20.17)

This result shows that the case k =  0 gives straight line orbits while 
the case n =  k corresponds to circular orbits, the radius of which is 
given by

h2 2r  =  — -— -  n  .
4 π2 me2

This radius is nothing but Eq. (18.12), and in terms of the Bohr 
radius a of Eq. (18.13), we can write

major axis — 2 an
and (20.18)

minor axis =  2ank .

Since the major axis depends only on n, the orbits with the same major 
axis correspond to the same energy. Several possible orbits are sche­
matically shown in Fig. 34.
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The result that the energy depends only on the principal quantum 
number n and not on the subsidiary quantum number is characteristic 
of the dynamical system where the force is inversely proportional to 
the square of the relative distance. The method of calculation explained 
above can be extended without appreciable alteration to the case

Fig. 34. Electron orbits of the hydrogen atom.

where the force has a different dependence on the distance. It may be 
shown that, in such cases also, the motion is characterized by giving 
two quantum numbers n and k but the energy now depends on both 
n and k. In fact, atoms other than hydrogen, the alkali atoms for 
example, give spectra quite similar to that of hydrogen and the only 
difference is that the spectral terms of these atoms are now labelled 
by giving both n and k ; see § 24. The reason for this similarity is that, 
though these atoms are very complex dynamical systems of many 
electrons, the agent of light emission or absorption is the outermost 
electron, and hence the}/ can be considered as hydrogen-like in the 
first approximation. However, in these atoms the force acting on this 
outermost electron is not only due to the nuclear charge but is modified 
by the screening effect of the inner electrons. The force therefore does 
not have the inverse square dependence on the distance and hence 
results the dependence of the spectral terms on k as well as on n. This is 
the reason why the spectral terms of atoms other than hydrogen have 
additional complexities.

Thus the electron orbits, or the corresponding spectral terms, are 
determined in general by two quantum numbers n and k. We use, 
therefore, the notation nk for classifying or arranging these terms.

In spectroscopy, the terms k — 1, 2, 3 , . . . are called s-, p-, d-, . . . 
terms, respectively, and the corresponding orbits are similarly called 
s-, p-, d-, ... orbits. The terminology Is-, 2p-, electron implies that the 
electron is in the s- orbit of η — 1 , or the p- orbit of n ----- 2 , respectively.
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§ 21. The Azimuthal Quantization

In the case of the hydrogen atom, orbits with the same n, but with 
different k, have the same energy. When, in this fashion, a number of 
different motions are possible for one energy, or, in other words, when 
a number of different motions belong to one and the same energy level, 
we say this energy level is degenerate. For example, to the «-level of 
the hydrogen atom belong n different motions with k =  1 , 2 , . . . , »  
and the level is considered as «-fold degenerate. A three-dimensional 
treatment or the consideration of electron spin, however, increases this 
multiplicity as will be explained in the next section and in the next 
chapter, respectively.

The treatment in the last section is more general than the one in 
§ 18 in that it took into account elliptic orbits, but cannot be con­
sidered as completely general since it assumed from the beginning 
that the motion would occur in one plane. Though this assumption is 
verified by the resulting solution of the equation of motion, the 
problem should in principle be treated in three-dimensional space.

We use the polar coordinates of an elec­
tron r, Θ, and φ with the nucleus as the 
origin; see Fig. 35. The Hamiltonian of the 
hydrogen atom in this coordinate system is 
then given by

H =
2μ f r  +

Pi P i
2 . r2 sin 2Θ ~7> (2 1 .1)

Fig. 35. Polar coordi­
nates of the electron.

where the mass of electron is denoted by μ 
for later convenience. One of the immediate 
consequences of this Hamiltonian is

p 9 =  const =  M z . (21.2)

The physical meaning of p (p is apparent from another one of the 
equations of motion

P o
<P =

which can be rewritten as
μγ2 sin 2Θ

ρ φ =  μγ2 sin 2Θ · ψ =  μγ sin θ · r sin θ · φ .
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Namely, noting that r sin Θ is the projection of the radius vector on 
the equatorial plane and that r sin θ · φ is the rotational velocity of 
the end point of this projected radius vector, we find that Ρφ is just 
the ^-component of the angular momentum.

The next result derived by inspection of the equation of motion is

which, with the aid of the equation of motion, is transformed to

and this is simply the square of the angular momentum. As the third 
constant of motion we obviously have the energy E given by

Solving Eqs. (21.2), (21.3) and (21.4) for Ρφ, ρ θ and pr, we have

all of which arc of the form of Eq. (19.32). We now proceed to the 
calculation of the / ’s. First, we immediately obtain

sin ΖΘ
=  const =  M 2 , (21.3)

sin2 Θ

— μ 2γ2 { (rd)2 +  (r sin Θ·φ)2 } 

=  μ2 [ Γ Λ  r ] \

(21.4)

(21.5)

(21.6)

Je i s  £ i v e n  b y
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where dt and 02 satisfy

M 2 sin 2Θ — M l =  0 , (21.7)

or sin Θ — | M z \ / M, which has two roots between 0 and τι. In order 
for these angles to be real, we require

— Μ  ^ M z ^ M  . (21.8)

Since M 2 has the meaning of the square of the total angular momentum, 
we take here M  to be its magnitude and assume M  ^ 0.

The calculation of Je is carried out by elementary techniques and 
the result is

Je =  2 n ( M - \ M z \). (21.9)

The calculation of Jr is exactly the same as in the last section and

/ ,  =  — 2 π ( m  — ~ ^ =  )  . (2 1 .1 0 )

All the / ’s being explicitly given, we can impose the quantum con­
ditions on them:

J(p =  mh , — [k' +  | m \ ) < m < k' +  | m [

Je =  k'h, =  0 , 1 , 2 , . . .  (21.11)

Jr =  n'h , η' =  0, 1, 2, . . .

Negative values of m, as well as positive ones, are to be allowed since 
m has the physical meaning of the ^-component of the angular mo­
mentum which can naturally be negative as well as positive. The 
integer m is called the magnetic quantum number. The inequalities 
—  (k' -(- | m i )  g  m k' +  | m | should hold to obtain Eq. (21.8) from 
Eq. (21.9). The cases of k' or n' zero, however, require special consid­
erations. From the quantum conditions above, it is easily obtained that

2 τιμβ2 1

h2 (n' +  k' - j-  j m | ) 2  ’

E = (21.12)
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which, by the introduction of k and n defined by k' \ m \ — k and 
n' 4 - k =  n, respectively, becomes

while

_  2t* V 4 1
h2 n2 '

(21.13)

and
M - i

(21.14)

where
M ' =  Tnm · (21.15)

— k ^ m 5Ξ k . (21.16)

Eqs. (21.13) and (21.14) were already obtained in the last section and, 
by the same argument as was given then, the cases n =  0 and k =  0 
are to be excluded. As is shown by Eq. (21.13) the energy depends, as 
before, only on n but on neither k nor m.

We have determined the energy, the magnitude of the angular 
momentum, and its 2-component in a given stationary state. We can 
further determine the orbit of the electron in this state but, since we 
already know that the electron will move along an ellipse in a plane, 
the actual determination will not be given here. The following result 
of the three-dimensional approach, however, is to be noticed. That is 
that the angular momentum vector cannot have an arbitrary direction 
in space because of the restrictions given by Eqs. (21.14) and (21.15).

Denoting the angle between the 2-axis and the angular momentum 
by Θ, this angle has to satisfy the relation

cos Θ =  mfk , — k < m <  k (21.16')

where k is a positive integer and m a positive or negative integer 
(including zero).

If we take the case k =  1, for instance, the allowed values of the 
angle Θ are given by

cos 0 — 1,0, and — 1 (21.16')

and, hence,
Θ — 0 °, 90°, a n d  1 8 0 ° . (21 .16 ")
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This is referred to as the azimuthal quantization. To help visualize 
the situation, the allowed directions of the angular momentum vector 
in the cases of k — 1, 2, and 3 are shown in Fig. 36.

Fig. 36. Azimuthal quantization of the angular-momentum vector.

When however we recall the fact that space is isotropic and hence 
that the direction of the 2-axis can be chosen arbitrarily we must ask 
what physical meaning at all can we associate with the azimuthal 
quantization? Suppose we take the case of the allowed motion of Θ = 0° 
with respect to the chosen 2-axis. We can now choose a new axis, z', 
which makes an angle a with the original 2-axis. The above allowed 
motion then is inclined by the angle a with respect to this new 2 '-axis 
and, since a can have any value, this motion can be in any direction 
with respect to the 2 '-axis. How can we get around this paradoxical 
situation?

Despite this paradox, we cannot regard azimuthal quantization 
as entirely outside reality. For example, consider the motion of an 
electron in an uniform magnetic field H in the direction of the 2-axis. 
The interaction energy between the magnetic field and the magnetic 
moment of the atom, Eq. (18.15), is then given by

A E =  βΗ cos Θ ,

which, for the Θ values of 0°, 90° and 180° of k =  1 state, becomes

AE =  ^ — H ,  0 , and — H , (21.17)4πμθ 4πμο v ’

respectively. If, on the contrary, the direction is not quantized, E can 
assume any value between — εΙιΗ/4πμο and -f ehH/4jτμο continuously.
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Since the energy values are changed by the amounts given by Eq. (21.17), 
the frequency of the emitted light is by Bohr’s condition also shifted by 
±  (6/4:χμο)Η, and this is exactly the situation observed in the Zeeman 
effect (the reason why the frequency shift of ±  2(βΙ4:πμο)Η is not 
observed will be explained later). If, therefore, it were not for the 
azimuthal quantization, we should have observed a continuous 
broadening, instead of the actually observed splitting into three parts, 
of the emission line for an atom in a magnetic field. We hence have to 
conclude that, at least in the presence of a magnetic held, the azimuthal 
quantization is actually realized and that the direction of the magnetic 
field is to be taken as the direction of the 2-axis.

In view of this, we can make the following statement concerning the 
azimuthal quantization. We first apply a magnetic field in a certain 
direction and take the 2-axis in the same direction. When the strength 
of the field is gradually reduced, an atom in this decreasing magnetic 
field will be subject to azimuthal quantization as given by Eq. (21.16'), 
in the limit of zero field strength. If the magnetic field makes an angle 
a from the 2-axis, the atom is now quantized according to Eq. (21.16') 
with respect to the direction of this magnetic field.

A question now arises. When the magnetic field is originally in the 
direction of the 2-axis, what should happen if we decrease this field 
gradually to zero and then switch it on, with slowly increasing 
intensity, in some other direction say the 2 '-axis? A sudden and dis­
continuous reorientation of the atom has to occur at the instant of this 
switching on of the magnetic field in the 2 '-direction. Namely, the 
exceptional situation explained at the end of (III), § 19, arises and 
hence the method of Ehrenfest’s adiabatic invariant can no longer be 
applied. In fact, when the magnetic field is reduced to zero, one of the 
frequencies of our triply-periodic system, the Larmor frequency 
eHj4πμο in Eq. (16.4), becomes zero and the corresponding period 
becomes infinitely large, thus hindering the application of Ehrenfest’s 
argument. This discontinuous change, therefore, cannot be discussed 
in terms of classical mechanics and, though no light is emitted, this is 
also a kind of quantum transition.

§ 22. Experimental Verifications of the Stationary States

Bohr’s idea was thus gradually put into a more mathematically 
refined form and proved extremely useful in explaining the regulari­
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ties in the emission spectra, from infra-red to X-ray, of various atoms 
and molecules. But the explanation of spectral regularities alone does 
not by itself provide a direct proof of the fact that atoms or molecules 
exist only in certain allowed and discrete states.

Direct experimental verifications in some way are needed of the fact 
that the atom can indeed not be allowed to take any energy values 
continuously. As typical cases of such experiments, we now explain 
the following two.

(i) THE FRANCK-HERTZ EXPERIM ENT

Immediately after the publication in 1913 of Bohr’s original idea, 
Franck and Hertz attempted to verify the existence of the discrete sta­
tionary states in Bohr’s theory. Their line of argument went as follows. 
Consider an electron with a certain energy moving in a gas. According to 
Bohr’s idea, these gas atoms can assume only certain discrete values 
of energy, W x, W2 , . · · .A t  room temperatures, they presumably 
all have the lowest energy W 1. If the traversing electron has a sufficient 
amount of energy, it is in principle possible for the electron, in its 
collisions with a gas atom, to impart a part of its energy to the target 
atom, which accordingly is excited to one of its higher energy levels, 
W 2, W 3 , . . . . In fact, the very reason why Geisler tubes radiate is 
that these excited atoms subsequently make transitions W 2 -> W lt 

+  thereby emitting light. If, however, the electron
energy is smaller than the difference W 2— W lt it is energetically 
impossible for the atom to be excited to the W 2 state by the collisions 
of this electron; in this case all the collisions are elastic scatterings in 
which the electron loses no energy.

When we gradually increase the electron energy the electrons injected 
into the gas do not suffer appreciable energy losses by collisions with 
gas atoms, until the electron energy reaches W 2— W 1. When, how­
ever, the electron energy surpasses this value W 2— W x, we should 
expect that some electrons will appear at the other end of the container 
of gas with a smaller amount of energy, the difference having been 
spent to excite a target atoms with which they collided.

Franck and Hertz showed by the following experiment that this 
phenomenon actually occurs. Their experimental set-up is schemati­
cally shown in Fig. 37. In the figure, D is a heated filament used as the 
electron source and the space R is filled by a gas. A is the electron 
collector connected to a galvanometer G both of which are earthed,
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while the electron source D is kept at an electric potential of - a. In 
front of A is placed a metal grid, n in the figure, and this is kept at

a potential about +0.5 volt. Electrons from 
D are then accelerated by the electric field 
between D and A as they pass through the 
gas, till they finally arive at A. The galva­
nometer G indicates how many electrons have 
arrived. When we increase the potential dif­
ference -v, we receive more and more elec­
trons at A, until x is sufficiently large and it 
becomes eventually possible for some elec­

trons to have energies larger than W 2 — W
The situation explained above then occurs and some of the electrons 

arriving at A will have much smaller energies due to inelastic col­
lisions. These electrons with energy below the value corresponding 
to the 0 .5  volt potential difference are prevented by the grid n from 
arriving at A. When we increase x above this critical value W 2— W lf 
therefore, we observe a decrease in the electric current through G. 
A further increase of x will increase the current again, since then the 
energy of the collided electrons becomes large enough to overcome the 
grid potential of +0.5 volt. A still further increase of x above 
2(W2— W t) gives rise to another decrease of the current, since in this 
case electrons lose their energy in two successive collisions and are not 
allowed to arrive at A. It is further anticipated 
that the same thing will happen whenever the 
energy of the accelerated electron goes through 
integral multiples of W 2— W x. In Fig. 38 are 
shown the experimental results for the G-cur- 
rent versus x obtained by Franck and Hertz 
for mercury vapor. The figure clearly indicates 
that the above phenomenon does actually occur.
The A-values at which the current undergoes 
abrupt decreases are seen to be 4.9, 9, 14 , . . . 
volts, which according to the above consider­
ation should correspond to electron energies 
f+ 2 ' IFj, 2{W2— W x), 3 (1 + 2  I+i ) , . . . ,  respectively. In the mean­
time, the spectroscopic study of mercury can give an independent 
estimate of I+2— f+χ. The comparison of these two estimates will give 
a confirmation of our point of view. The results from the spectroscopic

0 5 10 15volt
Fig. 38. The Franck- 

Hertz experiment.

Fig. 37. The
Franck-Hcrtz experiment.



study, in fact, give a value of 4.9 volt for W 2— W t, in good agreement 
with the one found by Franck and Hertz. Our interpretation of the 
phenomenon is thus justified and Bohr’s hypothesis of stationary states 
is now shown to be really true.

(ii) THE STERN-GERLACH EXPERIM ENT

In 1922 Stern in collaboration with Gerlach carried out an extremely 
important experiment which showed that azimuthal quantization 
actually occurs for atoms in a magnetic field.

Their experiment can be summarized as follows. A piece of silver is 
heated in vacuum in a small electric furnace. Silver atoms evaporated 
from this heated piece of silver will form a so-called atomic beam of 

silver when they emerge through a small opening in the 
furnace. The atomic beam thus obtained is led through a 
small slit into the magnetic field produced by an electro­
magnet with pole-pieces shaped as showm in Fig. 39. The 
small slit is indicated by B in Fig. 39. Beyond the 
magnetic field is placed a glass plate on which the atomic 
beam of silver will be plated producing an image of 
the slit B.

When there is no current in the magnet coil, i.e. no magnetic field 
along the path of the beam, the atomic beam will naturally travel 
along a straight line and hence the image of the slit B will be a single 
line as shown in (a) of Phot. VII. When however the current is switched 
on in the magnet coil to produce a strong magnetic field along the path 
of the atomic beam, the image of the slit is observed to split into two 
lines as shown in (b) of Phot. VII. On the basis of the argument which 
follows, we can conclude that the azimuthal quantization of atoms in a 
magnetic field is verified by this result.

The magnetic field acting on the atomic beam is purposely made 
extremely non-uniform by the peculiar shape of the pole pieces S and N 
in Fig. 39. In other words, the gradient dHlcz is very large, where  ̂is 
taken along the direction connecting the two poles of the magnet. The 
silver atom probably has a magnetic moment and, when a magnetic 
moment passes through a non-uniform magnetic field, it experiences a 
deflecting force parallel to the field. This deflecting force depends on 
the direction of the magnetic moment and is given by

dH
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Fig. 39. The 
Stern-Gerlach 
experiment.
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where β, is the ^-component of the magnetic moment. If now the atom 
is azimuthally quantized, βζ can have only certain discrete values, 
since the magnetic moment of an atom will be in the direction of its 
angular momentum. The above deflecting force then can have only 
certain discrete magnitudes and, accordingly, the atomic beam will be 
deflected in certain definite directions, producing a number of distinct 
images of the slit on the glass plate. If, on the contrarjq there is no 
such effect as azimuthal quantization, the slit image will just be 
blurred to some extent. Therefore, their experimental result that the 
image is split into two lines can be considered as a proof of azimuthal 
quantization.

Though we have stated that the Stern-Gerlach experiment clearly 
shows the reality of azimuthal quantization, the theoretical predic­
tion is not in complete agreement with their result. For according to 
the theory, the azimuthal quantization will result in three directions, 
0°, 90° and 180°, in the case of k — 1 and in 5 directions in the case of 
k =  2 and so forth. If so, we should observe the slit image splitting 
into three or five or still more lines as long as the silver atom has a 
non-zero magnetic moment. The experimental fact that the slit image 
splits into two lines cannot then be accounted for theoretically.

This unsatisfactory situation is due to the incompleteness of our 
quantum theory and it can be remedied by amending the theory 
together with the introduction of the spin of the electron. This will be 
done in § 29. It is, however, the remarkable merit of the Stern- 
Gerlach experiment that the apparently queer phenomenon of azi­
muthal quantization is shown to occur actually in nature.

§  23. Bohr’s Correspondence Principle

Bohr’s theory is thus supported by the experimental results but it 
cannot be considered as a completed theory. It does explain how the 
discontinuous elements of nature discovered by Planck can be in­
corporated into the laws governing the atomic world, but the essential 
point of the problem is left still untouched; for in this theory we do not 
yet know about the fundamental quantum phenomenon of “ transi­
tions” . Without knowledge of the mechanism by which these transi­
tions occur, Bohr’s theory can determine only the frequencies but 
neither the intensity nor the polarization of light emitted by the atom. 
The same is true for the absorption of light by the atom.
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The classical theory was complete in this sense, if we put aside the 
problem of agreement with experimental results. For Newtonian 
mechanics together with Maxwell’s electrodynamics allows us to 
calculate not only the frequency but also the intensity and the polari­
zation of light emitted by an electron in motion. The interaction being 
small between the electron and the electromagnetic field of the light, 
the calculation can simply be carried out in the following manner. The 
motion of the electron is primarily governed by Newtonian mechanics 
and the weak interaction with the field of the light can be neglected 
without seriously affecting the motion. The electron then describes a 
multiply-periodic motion and the dipole moment of the electron system 
accordingly undergoes a multiply-periodic variation.

The dipole moment, denoted by P, is then as a function of time to be 
expressed as a multiple Fourier series such as

+ 00

P(0 =  i Σ c n, x2....,Tk exP { 2τά(τ1ν1 + . . .  + T kvk) t j ,  (23.1)
T i , t 2 , . . . , r f c = - c c

where in order to make P real the coefficients CT), I2, , Tk have to 
satisfy the relationship

T̂i ,T2 ,...,rk ■tl , - T 2, . . . , -T | c

At this stage Maxwell’s electrodynamics is introduced and it tells us 
that electromagnetic waves are emitted from this oscillating dipole 
moment. This electromagnetic wave then consists of waves of various 
frequencies corresponding to each term of Eq. (23.1); i.e. of frequencies 
given by

ντιτ2...τΐ[ =  I *1*1 +  τ 2τ2 +  . . . +  Tkvk I , (23.2)

where τ χ, r 2 , . . . , and rk can be zero, or positive or negative integers. 
When one of the t ’s  is equal to unity while all the others are zero, the 
wave corresponding to the fundamental mode appears, and when the 
t ’s  have any other set of values waves of higher harmonics are obtained. 
Each of these waves, according to Maxwell’s theory, can be considered 
as being emitted independently by the appropriate terms of the dipole 
moment of (23.1). The wave with frequency vxi T2 TfcofEq. (23.2), forex- 
ample, emitted by the dipole moment of Eq. (23.1) is equal to the wave 
emitted by the dipole moment of the corresponding harmonic oscillator

Pr.,T2,...,rk( 0  =  i exp { 2 jri (τ1ν ι +  . . . +  τkvk) t }
+  C - r 1(-T2....,-rfc e x P {  — 2π\ (τιν1 +  . . . +  r kvk) t } . (2 3 .3 )
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Therefore, when one wants to obtain the intensity of this wave, one 
simply substitutes Eq. (23.3) into

§  =  ^ < p'2 > ’ <23-4>

which gives the energy radiated per unit time in the form of waves. 
In Eq. (23.4), the symbol < )  means that the time average over one 
period of the enclosed quantity is to be taken. We hence obtain for 
the intensity of the wave with τ ι, τ 2 , . . . , Tk the expression

__ (2 ττ·νΐ 1ΐ2 τ>[) _ 2 mo c\
d t 3 C2 " 1 ^UT2...rk I

with vZl t2...Tfc given by Eq. (23.2).
The polarization of the emitted light depends on the polarization of 

the oscillating vector Pzi T2 Zk . The oscillation of PZt Z2 Zk in general 
is elliptic, that is, the successive positions of the end point of the 
vector Pzi T2 Zk describe an ellipse. The shape of this ellipse is de­
termined by Ct] t2_ _Tfc. More specifically, denoting the x-, y~, and £- 
components of Cr by Czx, Czy and Czz, respectively, the shape is de­
termined by the ratio Czx: Czy: Czz. For instance,

CTJC =  Cry =  0 , C „ + 0  (23.7)

gives an ellij)se which actually is squeezed into a line in the direction 
of the z-axis as shown in Fig. 40(a). The vector PZi Zk is then said to be 
linearly polarized in the ^-direction. The case

Czy =  iCzx , and CZ2 =  0 for positive vz (23.8)

is characterized by a clockwise circular motion of the vector end-point 
in the x-y plane as in Fig. 40(c), while the case

Czy =  — iCtx , and Czz =  0 for positive vz (23.9)
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corresponds to an anti-clockwise circular motion as in Fig. 40(b). In the 
case of Eq. (23.8), or of Eq. (23.9), the vector Pti X2 Tk is said to have a 
left-handed, or right-handed, circular polarization, respectively.

Maxwell’s theory, therefore, can determine completely the nature of 
light emitted by a dipole when its time variation is known.

In this fashion the old theory can in principle determine the fre­
quency, the intensity and the polarization of light emitted by the atom 
and hence it can be considered as a complete theory of atomic spectra.

According to Bohr’s concept, however, the atom emits light by a 
mechanism entirely different from the classical one. Since the light is 
emitted from the atom not by the orbital motion of an electron but 
by the transition, the frequency of emitted light has nothing to do 
with the frequency of the orbital motion as has been clearly shown in 
Fig. 28. The same would probably be true with the intensity or with 
the polarization.

In this sad state of affairs, a slight hope is given by the fact ex­
plained previously in (ii), § 18. Namely, although the classical theory 
failed in explaining correctly the behavior of an atomic electron, 
it describes with sufficient accuracy the emission of light by an 
electron outside the atomic region. Thus we might expect that the 
nature of the light emitted by an atom, which is eventually to be 
correctly described by the quantum theory, could, in the limit of very 
large n, be described asymptotically by the classical theory. Starting 
from this limiting case one can to some extent proceed to make con­
jectures concerning the light emission with not so large quantum 
numbers. This concept not only served as a temporary means of in­
vestigation before the discovery of the complete quantum theory, but 
it also gave important clues for anticipating the form of the complete 
theory. This concept is called Bohr’s correspondence principle and was 
in fact the guiding principle which led Heisenberg to find the correct 
form of quantum mechanics. We will spend several of the following 
sections in explaining this principle.

(i) THE MATHEMATICAL FOUNDATIONS OF TH E CORRESPONDENCE 
PRINCIPLE

When we treated the case of the hydrogen atom in (ii) § 18, the above 
requirement, that the nature of light calculated by the quantum 
theory should, in the limit of large n, agree with the one calculated 
by the classical theory, was actually satisfied by taking the Rydberg
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constant as given by Eq. (18.9). Can this be achieved, in some way or 
other, for more general dynamical systems than the hydrogen atom? 
If this is not generally the case, i.e. if the above requirement which is 
the basis of the correspondence principle is not always satisfied, we 
have to conclude either that the theory we have developed so far is 
erroneous or that the correspondence principle itself is not generally 
founded. It is however possible, as will be shown in the following, to 
prove mathematically that this requirement can be satisfied for general 
dynamical systems. In order to avoid excessive mathematical com­
plexities, we restrict ourselves to the simplest case of the one-di­
mensional periodic system as was treated in (iii), § 19. The essential 
feature of the problem can nevertheless be observed in this simplified 
case.

Denoting the energy of this dynamical system in its n-th stationary 
state by W„, the frequencies of light emitted by the system in this 
stationary state are given by Bohr’s frequency condition,

vn η τ
W — Wr v n___ r v i

h (23.10)

The fTn’s, in turn, are determined by imposing the quantum con­
dition

J — nh , n =  integers (23.11)

on the allowed motions of the system. More specifically, when the 
energy W  is obtained as a function of J , the substitution of nh for J 
in this expression gives Wn> i.e.

W„ =  W(nh) . (23.12)

We consider a system having a Hamiltonian function of the form

m ,  * ) = £ i +  y ®  ■ (23.13)

We note that, when the system is a periodic one, the coordinate as 
well as the momentum of the system can be expressed as Fourier 
series with respect to time,

ί Κ 1 ! £ 1 ε2"'” ' · (23J4)
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Our problem is to obtain the energy W  of the system as a function of J, 
but we first calculate the inverse function J(W).

Since the Hamiltonian function has the physical meaning of the 
energy, ft and q have to satisfy, in the motion with energy W,

H{ft,q) =  W .  (23.15)

Eq. (23.15) describes a curve on the q-ft plane which is the trajectory 
of the motion with energy W. The system being a periodic one, the 
trajectory is a closed curve. The area enclosed by this closed curve is 
equal to J.

In this fashion, we arrive, just as we did in (iii), § 19, at

f «2
/  — 2 ft(W,q)dq  (23.16) .

J q 1
where ft(W, q) is the momentum as a function of W and q obtained 
as the solutions of Eq. (23.15), while q1 and q2 are the solutions of 
ft(W, q) =  0. The integration of Eq. (23.16) gives J  as a function of W.

J(W ) being thus obtained, we calculate, for later use, dJ(W){dW 
from Eq. (23.16) as

dJ(W)
dW P(W, q2) ^ - f t ( W ,  qy) d?i

dW
dft{W,q) ,

d W

The first term of this expression vanishes according to the definition 
of q1 and q2, while the second term can be transformed to a simpler 
form. By the use of the relation,

dp(W, q) _  1

dW ~  dH{ft, g) 
dp

wrhich is a consequence of the fact that p(W , q) is the solution of 
H{'P> q) =  IIT. together with the equation of motion

dq _  OH 
di dp

we finally arrive at

dJ(W)
dW dt =  T .
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In this result, T is the time it takes for the system to make one revolu­
tion of the trajectory; that is, it is the period of the motion. But T 
is the reciprocal of the frequency v appearing in the Fourier series of 
Eq. (23.14). Hence, we obtain the quite important relation

1  _  d W{J)
dJ(W) -  d j  

d W

(23.18)

The above derivation of this relation is not very complicated mathe­
matically but, in order to help our insight, the same problem is treated 
in Appendix VIII by a method which is more physical and more 
easily visualized.

Returning to Eq. (23.10), we can approximate the numerator in 
the limit of very large n and of negligibly small r compared with n, by

W„ — ΐΕη_τ =  W{nh) — W{{n — r )h)

and accordingly

' - - - ' ( f L  121,81
= τν ,

where v is the fundamental frequency, in the sense of classical theory, 
in the state of motion of /  =  nh. We, thus, have arrived at the con­
clusion that, in the limit of large n, the frequencies vn̂ n_ 1> 
v„_„_ 3 , . . .  of the light emitted in the transitions, n ->n — 1 ,n ->n —2 , 
n -» n — 3  . . . , respectively, agree with the fundamental frequency v, 
the second harmonic 2v, the third harmonic 3v , . . .  , of the light 
emitted by the system according to the classical theory in this state of 
motion. In other words, the quantum theoretical frequencies belonging 
to the transitions, n -> n — 1, η -> n — 2, η -> n —- 3 , . . .  can be said 
to agree, respectively, with the frequencies of the terms, r =  1 , τ =  2 , 
τ  =  3 , . . . of the Fourier series, Eq. (23.14). We have thus succeeded 
in generalizing the result previously proved only for the hydrogen 
atom in (ili) of § 19 and now have a result of general validity.

The conclusion obtained above for a simple dynamical system of one 
dimension can be generalized also for the case of multiply-periodic
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systems. Namely, in the case of a multiply-periodic system of /  degrees 
of freedom, it was previously stated that the coordinates qs and the 
momenta p s of the dynamical system generally have /e-fold periods, 
k ^ f ,  and they can be expressed as Fourier series with respect to time 
of the form

+ 00

P s  = Σ p τι,τ2,...,Tk C X P  {  2 ^1(7414 +  τ 2ν2 +  . .■ · +  ^ kvk)i }

iIs =

+  00Σ
—  00

Qti  ,T 2 , . . .,τ *  e x P  {  2πι(τ1ν ι +  τ 2ν2 +  . .

(23.20) 

• · +  *k»k)t )
τ ι  , τ 2 , . . . , τ k =  — co

where the frequencies vi,v 2 , · · · , and vk can be shown to be determined 
by the relation

d js
(23.21) '

which corresponds to Eq. (23.19) of the one-dimensional case. On the 
other hand, J 1, J 2 , . . . and J k are to be quantized according to the 
quantum conditions

J 1 — > J 2 — > · · · > Jk — nkP (23.22)

with nx, n2 , . . . , nk integers.
The frequency of the light emitted in the transition from the 

stationary state of quantum numbers, (n1, n2 , . . . , nk), to that of 
quantum numbers {nx— r t, n2— τ2 , . . .  , nk— rk) is given by

Vnt,n2...η2~τ2.................. nh-Th
_  W{nxh, n2h , . . . ,  nkh) — W((nx — r x)h, {n2 — T2)h, . . . , ( %  — rk)h)

h

which, for sufficiently large w’s and for sufficiently small t ’s , reduces 
approximately to

__ V t dW{Jl t J 2 
t  s dj,

=  Σ  T svs ·

(23.23)

This is exactly the same as the frequency of the term in the Fourier 
series of Eq. (23.20) which corresponds to the higher harmonics with 
7 4 , r2 , . . . and rk.
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The agreement thus observed of the quantum theoretical frequency 
with the classical one suggests a method of calculating the intensity 
of the light emitted by quantum transitions. Namely, we assume with 
Bohr that, in the case of very large n, the light emitted by transitions 
can be correctly described by the classical theory with respect, not 
only to its frequency, but also to its strength and polarization. In 
other words, we assume that the frequency, intensity and polarization 
of the light emitted in certain quantum transitions agree, for large n, 
with the frequency, intensity and polarization of the corresponding 
light in the classical theory. The meaning of “ the corresponding light 
in the classical theory” is apparent from the consideration given 
above; i.e., to the transition from n1, n 2 ) . . . , n k to nx— τ 1, 
n2— τ 2 , , nk— rfe correspond the higher harmonics of τ χ, r 2 , . . . ,
rk of the light classically emitted in the state of motion J l =  n xh, 
J 2 =  n2h , · . · , J k =  nkh. Some of the r’s can take negative values 
provided that the resulting frequency vu Xk remains positive.

We may also state this correspondence as follows; to each of the 
quantum mechanical transitions corresponds a certain Fourier com­
ponent of the classical motion and, in the case of large n, the nature of 
the light emitted in a quantum transition agrees with that of the light 
emitted classically by the corresponding Fourier component.

When we want to calculate the intensity of the light emitted in a 
certain quantum transition, we make use of this correspondence 
relation. That is, we first find the Fourier component of the motion in 
the classical theory which in the above sense corresponds to the 
quantum transition under consideration. Using the dipole moment, 
given by Eq. (23.3), corresponding to this Fourier component, we 
calculate the intensity of the emitted light by the formula of Eq.
(23.5). When n is large, the intensity thus calculated will agree with 
that of the actually emitted light. When n is not so large, we naturally 
cannot expect a complete agreement but even in this case the calculated 
value will give an approximate measure of the actual intensity. This 
is the correspondence principle.

(ii) THE TRANSITION PROBABILITY

In the last section it was stated that, in the limit of large quantum 
number, the frequency, intensity, and polarization of the quantum 
theoretically emitted light agree with the corresponding quantities 
for the light emitted according to the classical theory.
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As has been repeatedly remarked, this does not at all imply that the 
emission mechanisms in the two theories are the same. In the clas­
sical theory, the atomic electrons emit the light in their process of 
orbital motion and they emit both the fundamental mode and the 
higher harmonics simultaneously. In the quantum theory, on the 
contrary, the light is emitted at the instant of the transition and the 
emitted light is a monochromatic one with the frequency given by 
Eq. (18.3). Therefore, when only a single transition of an atom is 
involved, one obtains, in a vague sense, only an instant flash of one of 
the spectral lines of the atom and the energy emitted thereby is 
exactly equal to hv. Under these circumstances, we cannot define the 
intensity of a spectral line. Since the intensity means the amount of 
energy emitted per unit time, knowledge of the rate of occurrence of 
such a transition is essential for the definition of intensity.

It is, then, necessarily concluded that we should be referring to 
the overall effect of a large number of atoms and not to a single 
transition of an atom when we say that the correspondence principle 
relates the quantum theoretical frequency or intensity to the re­
spective counterpart in the classical theory. Physically the context 
of the correspondence principle primarily claims that when the 
intensity of a spectral line of an atom calculated in the classical theory 
is strong, or weak, the corresponding quantum transition should occur 
frequently, or rarely, in the aggregate of a large number of atoms of 
the kind under consideration. Namely, the correspondence can be 
realized only through the introduction of statistical considerations.

What mechanism then makes the transition occur? And what 
determines the rate of occurrence when some of the transitions occur 
more frequently and some others less frequently? Or, tracing the 
problem still further back, what is the reason why an atom cannot 
indefinitely stay in one of its stationary states but instead makes a 
transition to some other state? What factors then influence the atom 
in choosing a particular one of the many possible final states? Suppose 
that a number of atoms of the same kind are initially in the same 
stationary state; some of them will make transitions at time tA to a 
state A while some others at time tB to a state B. What difference in 
the two atoms of the same kind make them behave differently? We 
have, for the time being, no answer at all to these questions.

Under these circumstances, it seems advisable that with Einstein, 
we give up any inquiry into the causal structure of the transition and
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proceed with the assumption that they are governed by a certain 
probability law. That is, we assume that an atom in a stationary state 
has a probability of falling spontaneously in a given time interval to 
another state of lower energy. This probability may and will be de­
termined by yet unknown laws of interaction between the atom and 
radiation, but here we just assume that this probability, like the one 
governing the decay of radioactive elements, is proportional to the 
time interval and that the proportionality constant, or the probability 
of occurence per unit time of the transition, is characteristic of the 
transition process under consideration. This constant is called the 
transition probability.

By A „_„_r we denote the transition probability for an atom to 
make the transition from a state n to a state n — τ. The frequency of 
the light emitted in this transition is given by Eq. (18.3) and hence 

, the amount of energy released by the atom is

Accordingly, when an ensemble of a large number of atoms is con­
sidered, the intensity of the light emitted from this ensemble per one 
atom is given by

Although the laws of interaction between the atom and radiation 
are not known, Bohr’s correspondence principle furnishes a method 
of calculating the transition probability. Namely, the principle re­
quires that the quantum theoretical intensity given by Eq. (23.24) 
should agree with the one obtained from classical theory, Eq. (23.5). 
By comparing these two equations we find that the transition pro­
bability is to be given by

As has been repeatedly stated, this result is correct only for very large n 
but would give an approximate value also for smaller n.

This relationship, Eq. (23.25), was applied to a number of related 
problems and its validity was verified by comparing with experimental 
results. It is true that the agreement with experiments was not very

hv =  Wn - W n_T.

(23.24)

A (23.25)
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good in the case of not large n, but even there the relationship proved 
to be useful in giving the over-all feature of the phenomena. In parti­
cular, the usefulness of this relationship becomes quite apparent if one 
observes that, even in some cases of small quantum numbers, Eq.
(23.25) holds correctly. These are the cases where, according to the 
classical approach, the amplitude Cx of the corresponding Fourier com­
ponent becomes zero and, hence, the corresponding transition pro­
bability Α η_>η_ τ of Eq. (23.25) becomes zero implying that the transi­
tion η n — t does not actually occur; i.e., this transition is “ for­
bidden” . It was verified experimentally that an otherwise possible 
transition does not actually occur when it is forbidden by the corre­
spondence principle and that this holds irrespective of the magnitude 
of the quantum number n.

(iii) THE CASE OF THE HARMONIC OSCILLATOR

As a simple illustration of the correspondence principle, we take, 
in this section, the case of Planck’s oscillator.

The motion of the mass point in the case of the harmonic oscillator 
is quite simple and the Fourier series consists only of two terms, 
namely,

x =  X 1 e2nivt +  x c~ 2n,vt t (23.26)

where the A-axis is taken in the direction of the oscillation. When the 
point mass has an electric charge e, the dipole moment of this harmonic 
oscillator is given by

P =  i ( C 1 e2"ivf + C _ 1e~2nivt)

=  — e {X t e2rtivt +  e~2nivt) . 2̂3'27)

Since the Fourier series of the dipole moment has only terms with 
τ =  +  1 , all but the transitions η — η ±  1 are forbidden and, in the 
emission of light, only the transition n -+n— 1 is allowed (since we 
have W„ > Wn_ l). If the transition n -+ n — x were possible, the fre­
quency of the light emitted by the oscillator would be given by

W  — W_  n η—τ
h

=  ^ { hvn — hv{n — τ) } =  τν , r =  1, 2, 3, ... .



CH. 3 . § 2 3 ] b o h r ’ s c o r r e s p o n d e n c e  p r in c ip l e 151

But since, as shown above, all except the transition with r =  1 are 
forbidden, only light of frequency corresponding to r — 1 , i.e.

Vi =  v (23.28)

is actually emitted. In the case of the harmonic oscillator, therefore, 
the quantum theory and the classical theory give identical results 
for the frequency of the emitted light.

The transition probability in this case is according to the formula 
of Eq. (23.25)

A, (2?r)V
3 c3h Ci

4 ( 2 * ) W  Ar 2

or, it can also be written as

A 2 π 2
-— —-----a

3 c3h
(23.29)

where a stands for the amplitude of the oscillation as given in Eq.
(23.26); for if we write

x =  a cos (2 nvt +  b) ,

a — 2 I Χ ί  I . Besides this the amplitude of oscillation in the state of 
quantum number n is given by Eq. (19.46), i.e.,

Ti(2nv)m h (23.30)

and the transition probability is written as

8 tt2 e2v:
me'

n . (23.31)

(iv) THE SELECTION RULE

As we have seen above in the example of the harmonic oscillator, 
among a great number of transitions that are a priori permissible, 
very few can actually happen, most being forbidden. Therefore, in
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atomic spectra, not all the possible combinations of two spectral terms 
give rise to frequencies of the actually observed light. We must then 
inquire between which terms is the transition actually allowed and 
between which is it forbidden, or, in other words, which terms com­
bine with each other and which do not. It is possible to derive a formula 
of rather general applicability which we call a selection rule. In this 
section, we derive the selection rule for one of the simplest cases of an 
electron moving in the field of a central force. The result however can 
be extended to cover more general cases. For the sake of simplicity, 
we give up the three-dimensional approach and satisfy ourselves with 
the two-dimensional case.

Treating, in polar coordinates in two dimensions, the problem of a 
point mass in the field of a central force, we have the Hamiltonian 
function given by

H = ^ L { t ' + f )+v(r)·(23-32)
where the potential V(r) of the central force can be of any functional 
form as long as the point mass can perform some doubly-periodic 
motion.

Readily derived is the conservation of angular momentum,

Ρφ =  const. =  M  , (23.33)

which, by the introduction of J v as usual, can be written as

M =  i .  (23.34)
2,71

Substituting Eqs. (23.33) and (23.34) into Eq. (23.32), we obtain

H = - k [ ^  +  { W  · ? )  +  ν ^ ·  <23·32')
For the given value, (23.34), of the angular momentum, the motion 
of the system with respect to r is easily seen to be the same as the 
motion of a one dimensional system with the Hamiltonian function of 
Eq. (23.32'). Hence, the determination of the period of this motion 
can be carried out in the same way as in Eq. (23.13) through Eq.
(23.18). Namely, putting

U t '  +  i W  -h\ +  v{r) =  w ·
(23.35)



which is solved to give
Pr =  P r (r ,W ,J <p) , (23.36)

we calculate

Jr =  2 [ ' P r {r ,W ,J 9) to  (23.37)J n

and obtain Jr as a function of W  and J v> i.e.

Jr =  J r (W ,J 9) .  (23.38)

W  is then obtained as a function of Jr and J φ, i.e.,

W = W ( J „ J 9) ,  (23.39)
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which by differentiating with respect to Jr gives the fundamental 
frequency vr of the motion in the r coordinate, namely,

_  9W Ur. J<p)
9Jr '

(23.40)

In terms of this frequency the radius r is expressed in the form of 
Fourier series as + 00

r =  £  RTre 2nUrVrt. (23.41)
Tr = — co

The reason why we have here an ordinary Fourier series with a 
single fundamental frequency vr instead of a doubly periodic one is 
that the motion in the r direction can be regarded as the motion of a 
one-dimensional system as mentioned above. The actual determination 
of the coefficients RXr needs a more detailed solution of the equation 
of motions and, hence, the specification of V{r) to start with. For our 
present purpose we do not have to go into such details.

We instead calculate the quantity dW(Jr, Jφ) /d J v which is, ac­
cording to the general theory, to be identified as the fundamental 
frequency νφ of motion in the φ coordinate, i.e.,

__dW {Jr. J 9)
dJv '

(23.42)

A remark may be needed as to the meaning of the frequency νφ in the 
95-direction, since φ is an angular variable increasing indefinitely with
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time and, hence, does not show a periodic behavior. What νφ means 
will be seen in the following manner.

Let us investigate the nature of the motion in the 99-direction. From 
the Hamiltonian function of Eq. (23.32), we readily obtain

v = i ~ .mr

which, by the use of Eqs. (23.33) and (23.34), becomes

Ψ
1 J o

mr2
(23.43)

We have already seen that the coordinate r is a periodic function of 
time as given by Eq. (23.41). The factor l/mr2 in Eq. (23.43) should 
then be expressed as a Fourier series similar to Eq. (23.41), the con­
stant term of which, i.e., the term rr =  0 , is obviously < l/mr2}  , 
the average of l/mr2 over one period of r. Hence, Eq. (23.43) can be 
rewritten as

i  =  /  J L \ L ·
\  mr2 / 2 π

+  F , (23.44)

where F  stands for a periodic function of time which has the funda­
mental frequency vr but lacks the constant term in the Fourier ex­
pansion. Integrating Eq. (23.44) with respect to t, we get

Ψ = /  J _ \ £
\ mr2 /

t +  G, (23.45)

where G is also a periodic function of time with vr as the fundamental 
frequency since it is an integral of F  which has these characteristics. 
Thus we see that the motion in the 9?-direction consists of a uniform 
rotation with a periodic oscillation superposed on it. The angular frequ­
ency of the former is < 1 /mr2> / ν,/(2 π) 2 while the fundamental frequency 
of the latter is vr. We shall now prove that the frequency νφ defined by 
(23.42) is simply this angular frequency of the uniform rotation.

The calculation of νφ can be carried out first, noting that

m w , j 9)
d w y rj 9) _  dj9

*J9 W i l  ’ 
dw
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which results from Eq. (23.38). By the use of Eq. (23.37), it is further 
transformed to

O

o

dpr{r, W , Jv)
____ φ_______

8W

dr

dr

Furthermore by the use of the relations

tyr(r,W,J9) 1 . 1
cW BW(r, pr, Jv) dr

dpr d7

and

d W (r ,p „J ,)  _ L  J f -  
Sp,{r, W ,J r) _  d jr =  _  mr* (2π)

d j ,  dW(r, p „ J r) &
dpr d t

which are obtained from the equation of motion together with the 
fact that pr is the solution of Eq. (23.35), we finally obtain

vψ
dW(Jr,J v)

dj<p

J<p r r- j _  
(2 π) 2 J o mr2di

/ J _  \  _Λ_
\  mr2 /  (2 π) 2

(23.46)

where Tr is the period of motion in the r-direction so that the multi­
plying factor of J J (2π)2 is the average of 1 hnr2. Eq. (23.46) is the first 
required result. By the use of Eq. (23.43), Eq. (23.45) can be written as

φ =  2πνφί +  G

dW(Jr,J <p)
dJv

(23.47)

The nature of the variations of both r and φ being thus known, the 
time variation of the x and y  coordinates and hence the dipole moment



156 THE OLD QUANTUM MECHANICS [CH. 3 , § 2 3

of the system can also be inferred. If the point mass has an electric 
charge — e, its dipole moment is given by

P x =  — ex =  — er cos φ 

P y =  — ey =  — er sin φ .
(23.48)

From Eq. (23.47) we have

cos φ — \ (eifl> +  e~ i(p)

=  i  (eiG e2niv<pt +  e-iG β~2π'ινφί) ,

which together with Eq. (23.41) in Eq. (23.48) leads to

+ 00 / \
P x =  }  £  I CTr e27ti(TrVr+v<ii>)f y. c _ Tr e 27n(TrVr~v<p)t |

Tf= 00 ' /

P y =  2 Σ  { ~ iCrr e2,ti(TrVr+v<p)t+  ic l tr }
tr = - c o  ' /

(23.49)

where use was made of the fact that both G and r are periodic functions 
with fundamental frequency vr and so also are re-iG and r&~iG. In the 
above expressions for Px and Py as double Fourier series with funda­
mental frequencies vr and νφ, it should be noticed that terms of higher 
harmonics with respect to νφ are not involved; the only terms which 
enter are those with τφ =  ±  1 .

In quantum theory, the quantum numbers n' and k are defined 
through the J ’s as

J r =  n'h and J φ —  k h . (23.50)

According to the general rules of the correspondence principle, we can 
conclude the following from the result of Eq. (23.49). That is, in quantum 
transitions, the quantum number k either increases by one unit or 
decreases by one unit and other variations of k are forbidden. Recalling 
the rules for polarization given previously, Eq. (23.8) and Eq. (23.9), 
we can state that the light emitted by the transition k -> k — 1 

(or k - » k -f- 1 ) has the same polarization as light from a dipole 
moment which is rotating in an anti-clockwise (or clockwise) direction 
in the xy plane.
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We thus have derived the rule that the subsidiary quantum number 
k can change only by an amount ±  1. This is the selection rule for the 
subsidiary quantum number. On the other hand, there is no such 
selection rule for the quantum number n', since Eq. (23.49) contains 
all Tr values. Therefore, n ' , and hence n, can vary by any amount. In 
fact, we can take any combination of values for the two principal 
quantum numbers in the Balmer formula.

The treatment of the problem in three dimensions yields the selec­
tion rule for the magnetic quantum number m, which says that in 
quantum transitions the magnetic quantum number changes by ±  1 

or remains unchanged. Furthermore, it is seen that in the transition 
m m the dipole moment is oscillating in the direction of the magnetic 
field, while in the transition m ->m — 1 , or m -> m +  1 , it has, when 
viewed in the direction of the magnetic field, a clockwise, or anti­
clockwise, rotation in a plane normal to the field. The selection rule 
for k is the same as in the two dimensional case and allows only the 
transitions k -> k — 1, and k -> k -j- 1. A definite polarization in each 
transition of k cannot be assigned, in the three-dimensional case since 
here the plane of the orbit is not fixed.

In short, possible transitions for such an atom are

(n, k, m)

(n', k — 1 , m — 1) 
in' , k — 1 , m)

(n', k — 1 , m -f 1 ) 
(n', k +  1 , m— 1 ) 
(«', k +  1 ,m)

(n', k +  1 , m 4- 1) .

(23.51)

The selection rule for the magnetic quantum number explains why 
we observe the splitting of a spectral line into only three lines in the 
Zeeman effect. The explanation goes as follows. The magnetic quantum 
number m of an atom can assume (2k -f 1 ) values from — k to k. 
Therefore, when the atom makes a transition from the initial state of 
subsidiary quantum number k to the final one of k' , the number of all 
the combinations of initial and final terms of various m values is 
equal to (2k +  1) (2k' +  1). This, however, is not the number of spectral 
lines to be observed, since, these terms in the presence of a magnetic 
field H being spaced equidistantly with the separation of ΔΕ =
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(βΙι^πμήΗ, most of the above combinations give the same frequency. 
Nevertheless, if the above combinations are all allowed, we should 
observe (2k +  2k' +  1) spectral lines. It is the selection rule for m, 
i.e. m -> m or m m ±  1 , that gives the further reduction of this 
number to three in conformity with the experimental result. In Fig. 41, 
the case of k — 3 and k' =  2 is schematically illustrated. The arrows 
in the figure show the allowed transitions and the symbols - f , 0 , and — 
signif}/ that the transition is from « t o r n  +  1 , m, and m — 1 , respec­
tively. Due to the fact that these energy levels are spaced at equal 
intervals and that the level with m =  0  is not shifted by the effect of 
the magnetic field, we see that the frequency of the emitted light in the 
presence of the magnetic field H is increased, or decreased, as com­
pared to the frequency without the magnetic field, by the same 
amount (εΙιΙ^πμ^Η in all the transitions m -> m — 1 , or m -> m — 1 

and unchanged in all the transitions m -> m. We, therefore, observe 
only three lines. Furthermore, the rules for polarization show that the 
m light of unchanged frequency has the same polariza­

tion as the one emitted from a dipole oscillation in 
the direction of the magnetic field while the light of 
increased, or decreased, frequency has the same pol­
arization as the one from a dextrogyrating, or levo- 
gyrating, dipole, respectively, in the plane normal to 
the field direction. In other words, when viewed 
from the direction of the magnetic field the light of 
increased, or decreased, frequency shows right-handed, 
or left-handed, circular polarization while the one of 
unchanged frequency is missing. Observation from the 
direction normal to the magnetic field gives us light 
of unchanged frequency having linear polarization in 
the direction of the field together with the ones of 
shifted frequencies, both linearly polarized in the 
direction normal to the field. The situation is shown 
schematically in Fig. 42. These results are all veri­

fied experimentally.
We have in the above explained the selection rule for the cases 

where one electron is moving in the field of a certain central force. 
Also for more general atoms, we can derive the selection rules for the 
changes of the angular momentum or of its ^-component but we do 
not go into the details of this derivation here.

Fig. 41. 
Transitions 

in the normal 
Zeeman effect.

I
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(v) THE CORRESPONDENCE PRINCIPLE AS A GUIDING PRINCIPLE

The correspondence principle cannot only be applied, as in the 
preceding section, to the case of spontaneous light emission by an atom 
but also to cases where an atom absorbs the incoming light, or makes 
a forced emission of light (caused by the influence 
of the incident light), or where an atom scatters 
the incident light. The applications of the prin­
ciple to these cases can be made in almost the 
same way as has been done for the spontaneous 
emission. Summarizing the procedure, we first 
solve the given problem by the classical ap­
proach and then reinterpret the results by re­
placing the concept of the frequency of orbital 
motion (or of the Fourier component) with the 
corresponding concept of the quantum frequency 
(or the probability) of the transition; i.e., the 
classical frequency vTJt2...Tk is replaced by the 
quantum theoretical one of the transition n1 

— n2 ->n2 — τ 2 , . . . , nk^ n k — rk and 
the square of the Fourier component, | CTlT2 TJ 2, 
of the dipole moment by the corresponding tran­
sition probability A ni„2 „k_>ni_ Ti, „2_ T2,..., „k_ tfc .

In this way Bohr’s theory is supplemented and a useful method for 
calculating various processes is obtained. Nevertheless, this procedure 
is to be considered as merely a convenient recipe for calculating 
quantum theoretical quantities such as transition probabilities, since 
we still do not know the cause of a quantum transition. When we arrive 
at the true theory, the first thing to be clarified is the mechanism 
through which only a certain discrete set of states can occur in nature 
and then to understand what determines why some atoms jump from 
A to B at time tB while some others jump from A to B' at tB, and so on. 
We would then be able to calculate the frequency of occurences of such 
transitions and presumably would find that it actually is in harmony 
with the correspondence principle result in the limit of large n.

It is very natural to anticipate such a future for the quantum 
theory. However, in applying the correspondence principle to various 
problems, a group of physicists, with Bohr as leader, began to think dif­
ferently. Namely, they began to realize that the nature of the disconti­
nuities or of the transitions should be sought in the correspondence prin­

/·“* y—s
I j I»

I I lu
V

Eig. 42. Polarizations 
of the triplet lines in 
the normal Zeeman 
effect. The upper figu­
res are for the direc­
tion parallel to the 
magnetic held, the 
lower for the perpen­
dicular direction. Ar­
rows above the spec­
tral lines show the 

polarization.



ciple itself and that there are no ad hoc fundamental laws which have 
no correspondence to the classical theory. According to the viewpoint 
of common sense, a hidden mechanism is to exist to make the states 
discontinuous, and there should be laws of a more fundamental nature 
which describe the course of a transition, but this viewpoint should be 
abandoned. The correspondence principle so far described is still too 
vague in its formulation, but, following Bohr, it is anticipated that 
the correct laws of the quantum world should be obtained not by 
introducing certain additional laws for the transition mechanism but 
instead by a revised form, expressed mathematically in a clear-cut 
way, of the correspondence principle itself.

That the correspondence principle described so far in this section is 
still incomplete is clear from the way it is applied in solving a problem. 
In fact, we first treat the problem in terms of classical ideas. The ob­
tained results are then reinterpreted from the quantum mechanical 
viewpoint by replacing certain quantities with the corresponding 
quantum mechanical ones. This has been the procedure of applying 
the correspondence principle. The true theory cannot have such an 
unsatisfactory form but must be expressed, from the very beginning, 
in terms of only quantum mechanical quantities obeying certain laws. 
These laws will be similar in form to those of classical mechanics, or 
electrodynamics, governing the corresponding classical quantities and 
in the limit of very large quantum numbers the conclusions of the two 
will coincide with each other.

Thus, if one is to proceed without expecting lav7s winch have no 
correspondence to the classical theory, the question, for instance, of 
why the states of a periodic dynamical system become discrete should be 
answered as follows. Namely, the motion of a periodic system is des­
cribed in the classical theory in terms of a Fourier series, i.e., the motion 
contains, besides the fundamental mode, discrete modes of higher 
harmonics corresponding to τ =  1, 2, 3 , . . . . The correspondence 
principle, translating this result into quantum theoretical language, 
concludes that the energy of the system in those states to which it 
makes the transitions has discrete values. This is the answer and one 
should not look for any unknowm mechanism behind this discontinuity. 
Furthermore, the causal description of the transition processes, parti­
cularly the factor which determines why some atoms jump from A 
to 5  at while some others jump from A to B' at tB, is also to be 
given up, since the correspondence principle does not say anything

ΐ 6 θ  THE OLD QUANTUM MECHANICS [CH. 3 , § 23



about it. What the correspondence principle tells us is that the jump 
is due to the interaction between the atom and radiation, corresponding 
to the classical fact that the orbit of the electron shrinks more and 
more by emitting light due to this interaction, and that each transition 
corresponds to a Fourier component of the classical orbital motion, the 
probability of the transition being given by something which corre­
sponds to the square of the Fourier amplitude. There is no mechanism 
for the transition process, independent of the shrinking of orbital 
motion presupposed in the structure of the correspondence principle. 
Accordingly, an important role would be played in the true theory by 
a certain quantity which, when squared, determines the probability 
of the transition and would take over the concept of the orbital motion 
in conventional mechanics. Furthermore, this quantity in the true 
theory would oscillate with the quantum theoretically correct frequency 
instead of the classical one ντ. Thus this “ certain quantity” , describing 
the statistical properties of the atom, would play in the true theory a 
fundamental role similar to that of the orbital motion in the classical 
theory. What we have called the “ motion” in the classical sense would 
fade away in the new theory and the time variation of this “ certain 
quantity” which gives rise to the statistical nature of various transitions 
would constitute the main subject of the theory. Corresponding to the 
circumstance in the classical theory that the emission of light is due 
to the interaction between the orbital motion of the electrons and the 
electromagnetic field, the transition would then be caused by the 
interaction between the “ certain quantity” and the electromagnetic 
field. The temporal variation of this “ certain quantity” would be 
determined in the same way as the Fourier component of the orbital 
motion in the classical theory, although the causal description of 
the transition itself would have to be given up. Thus the transition 
law in the new theory would not be obtained by introducing an 
additional mechanical entity into the classical theory and giving 
a new law to govern it, but instead, would be achieved without 
increasing the number of basic elements of the theory. In other 
words, all the elements of the new theory should have corresponding 
elements in the classical theory and vice versa. The correspondence 
principle in this interpretation then becomes the guiding principle 
for suggesting what form the future theory should take, and is not 
merely a convenient procedure for remedying the defects of Bohr’s 
theory.
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According to this point of view, the previously introduced Hypo­
theses III and IV are to be regarded as incomplete and tentative 
in nature and are to be reformulated in accordance with the correspon­
dence principle. We have assumed that the motion of a system in a 
stationary state, or in an adiabatic process, obeys classical mechanics. 
In the new theory, however, the concept of orbital motion, for instance, 
is not permissible. Even Bohr’s quantum condition J =  nh is also to be 
reformulated in accordance with the new interpretation of the corre­
spondence principle, for it is still expressed as an ad hoc condition 
on the orbital motion; that is, as mentioned before, the discrete nature 
of the stationary states should appear as something which corresponds 
to the discreteness of τ instead of to such an ad hoc condition as Bohr’s. 
In fact, the straight-forward application to complex dynamical systems, 
of Hypotheses III and IV is known to sometimes lead to inconsistent 
results. Take, for instance, a dynamical system containing two electrons 
such as a hydrogen molecule. According to Hypothesis III, two electrons 
in stationary states of the system will interact with each other in 
accordance with classical mechanics and hence the effect of one electron 
on the other is to be considered as due to some periodic force with a 
period obtained by combining those of orbital motions of the two elec­
trons. On the other hand, when the two atoms of the hydrogen molecule 
are separated so far that the two electrons belong to different atoms, 
the interaction between the electrons is affected by the absorption, 
by one atom, of light emitted by the other atom. The period of the 
force acting on one of the electrons has then nothing to do with that 
of its orbital motion. As a matter of fact, not only the hydrogen 
molecule but even the helium atom could not be handled successfully 
by the old quantum theory. As is shown here in a simple example, 
the old quantum theory contained many difficulties and their final 
solution had to wait till a young German physicist, Heisenberg, made 
a giant step forward in 1925.

§ 24. The Quantization of Rotational and Translational Motion

The main topics of the present chapter have been concluded in the 
preceding section and this section is meant to give some supplementary 
notes on the quantization of rotational and translational motion. The 
former is related to the problem of the specific heat of diatomic
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molecules while the latter is needed in the later development of the 
theory.

(i) THE QUANTIZATION OF ROTATIONAL MOTION

It was stated previously in § 2(ii) that the specific heat of a diatomic 
gas behaves at low temperatures like that of a monoatomic gas and we 
conjectured there that this was due to the dying out of rotational 
motion at low temperatures. In order to see if this conjecture is correct, 
we have to estimate the magnitude of the energy quantum for rotational 
motion and compare it with kT to find the temperature at which kT 
becomes smaller than the quantum of energy or, in other words, at 
which the dying out of rotational motion begins. Comparison of the 
temperature thus found with the experimental one will show the validity 
of our interpretation. Let the moment of inertia of the diatomic molecule 
under consideration and its angular momentum vector be /  and M, 
respectively. Its energy E is then given by

But as we have seen in § 20, the angular momentum is quantized and 
its magnitude M  is given by

Eq. (24.3) gives as the energy difference between the lowest energy 
state and the next higher one

M  =  £ -n  , n =  0 , 1 , 2 , . . .  . (24.2)

Consequently, the energy E is also quantized and

8  π2Ι
(24.3)

(24.4)

It is then conjectured that, at temperatures at which kT becomes 
smaller than ΔΕ of Eq. (24.4), the rotational motion dies out; thus
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the specific heat of a diatomic gas behaves like that of a monatomic 
gas at low temperatures T satisfying

T < h2
8 n2k l ’

(24.5)

This relationship can be compared with experiment by taking the case 
of hydrogen gas as an example. A hydrogen molecule consists of two 
protons separated by a distance of about 10~ 8 cm. The mass of a proton 
being 1.66 X  10-24 gram, the moment of inertia I  becomes

/  =  2 X  1.66 x  1CT24 x  (± x  Κ Γ 8) 2 

^ 0.83 x  10- 4 0  g-cm 2 .

Introducing this value into Eq. (24.5), we obtain

T < 50° K .

In the meantime, inspection of Fig. 2 of § 2 tells us that the experi­
mentally measured specific heat of the hydrogen gas begins to ap­
proach that of a monatomic gas at around this temperature. The 
agreement with experiment is thus satisfactory and our conjecture is 
thereby confirmed. A later modification of Bohr’s theory leads to

Ε = ' τ Γ Γ τ  «(« + ')· (24·3')O 7Z  1

instead of Eq. (24.3), and the use of Eq. (24.3') together with statistical 
mechanics reproduces the experimental specific heat versus temperature 
curve of Fig. 2.

(ii) THE QUANTIZATION OF TRANSLATIONAL MOTION

We consider a number of electrons contained in a box the walls of 
which totally reflect the electrons. Furthermore, for simplicity, the 
electrons are assumed to move independently of each other as point 
masses and the box is assumed to be a cube of side L. Obviously 
such a dynamical system does not exist in nature but under a crude 
approximation the electrons in metals can be described by this simple 
model. For inside a metal there exists a number of “ conduction 
electrons”  and they move almost freely in the metal so that this model
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of the “ electron gas”  can in fact be used in discussing the electrical 
conductivity or other characteristics of a metal.

Now, since in our dynamical system each electron moves freely as a 
point mass, the Hamiltonian of the system is

N

H  =  Hl
V  (24.6)

n ,  =  i - { P l  +  K + P l }

where N  denotes the total number of electrons.
This Hamiltonian is expressed as a sum of the Hamiltonian functions 

for each degree of freedom just as in Eq. (19.26) of § 19 and conse­
quently the quantum condition can be applied separately for each 
degree of freedom. They are

Ο  p lxdx =  nlxh ,
%*

o  Piy &y =  Kiy h, nlx, nly, nlz =  0 , 1 , 2 , . . . ,  / =  1 , 2 , . . . ,  N .

O  p lzdz =  nlzh ,  (24.7)

Under our simplifying assumption of totally reflecting walls, the x, y  
and z coordinates of each electron oscillate in a periodic manner 
between 0 and L and hence the above integrals can be taken as twice 
the integral from zero to L. Since \pix\, \ pi\ and \piz\remain constant, the 
quantum conditions for our dynamical system give

1 / 1 h , , ,  h . . .  h
'Pix — 2L Hlx ’ \Phl ~ ~ 2 L nh ’ \P‘z \ ~ 2 L niz’

nix > niy > nlz =  0 , 1 , 2 , . . . ,  I =  1 , 2 , . . . ,  N . (24.8)

Thus we can say that the translational motions of the electrons of 
our dynamical system are quantized and the x, y  and 2 components of 
their momenta can only be integral multiples, positive as well as nega­
tive, of h/2L.

Since the values of the moment of the electrons are given by Eq.
(24.8), the total energy of the system can assume only the values 
given by

Σ  (nl  +  nl  +  nD

0 , 1 , 2 , . . . .
(24.9)
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This shows that the energy of the translational motion is also quantized.
In Eq. (24.9), the total energy of the system is obtained by first 

finding the value which the momentum of each individual electron 
takes of the values allowed by Eq. (24.8), and thereby the nix, niy and 
niz values with l =  0, 1,2, ... N. However, the energy can be obtained 
also in the following manner. Namely, since the momentum of each 
electron is given, according to Eq. (24.8), by

Ρχ I ·̂* P y \ 2 L n’ A ' =  2τ η>

nx , nv , n =  0 ,1 ,2 , . . . .
(24.10)

we can count the number of the electrons with momenta given by a 
particular set of these values. Denoting this number by ΑΤΠχι „y „z 
corresponding to the values nx, ny, andwz, we have as the total energy 
of the system

H = h2
8mL2 Σ  N nx.ny,nz (nl +  K  +  « : )  · (24.11)

Mathematically, Eq. (24.11) is obtained by a mere rearrangement 
of the summands of Eq. (24.9). That is, among the summands on the 
right hand side of Eq. (24.9), we first pick up those Γs for which 
mx =  nx, ni —■ ny and niz — nz. The number of such Vs being denoted 
by Νηχ> ny nz> the partial sum of H becomes

h2
2 mL N,nx,ny,nz {n2x +  n2 +  n\)

and the total H is given by summing this up for all combinations of 
nx, ny and nz. Obviously the condition

Σ  =  N.  (24.12)

must be satisfied.



CHAPTER 4

THE SHELL STRUCTURE OF THE ATOM

§ 25. The Theory of Optical Spectra

As was stated at the end of §23, the old quantum theory had trouble 
even with the helium problem and we cannot expect the theory to 
give detailed conclusions concerning the structure of atoms more 
complex than hydrogen. Nevertheless, it is clear from its success in the 
case of the hydrogen atom that the gross features of the theory must 
be correct. In fact, by the aid of this theory, one can discuss, though 
semi-empirically, various problems connected with the structure of 
atoms and a number of important discoveries were thus made. The 
most important of all is that concerning the shell structure of the atom, 
which will be described in the present chapter. The periodicity of the 
elements discovered by Mendelejeff is closely related to this shell 
structure of the atom and, accordingly, the discussion of this structure 
is extremely important since its implications are not restricted to 
physics, but extend also to the field of chemistry. Moreover, through 
these discussions, important discoveries such as the electron spin and 
Pauli’s principle were made.

The discussion of the shell structure has very much to do with the 
spectroscopy of atomic emission lines. For it is by analysing the complex 
terms of the experimentally observed atomic spectra and by com­
paring them with the theory that the structure of the atom is 
inferred.

The method of analysing the experimentally observed complex spec­
tra is called spectroscopy and constitutes by itself a vast branch of 
physics; hence we are obliged to restrict ourselves only to its general 
outlines without going into details.

As Rydberg observed, the frequencies of the atomic emission spectra 
of various elements can be expressed by the formula

___ R___________ R
(n' -f- a')2 (n +  a)2 ’

167

v

c η ', n =  integers . (25.1)



ι68 THE SHELL STRUCTURE OF THE ATOM [CH. 4 , § 25

For instance, Rydberg found for the spectra of alkali metals, or more 
specifically for Na, three series corresponding to the formulae;

the principal series,

the 1st subordinate series, -  =c

Vthe 2 nd subordinate series, -  =

V R R
c (3 +  s)2 (n +  p )2

V R R
' c (3 + P ) 2 (n +  d)2

V R R
J>C (3 + P ) 2 (n +  s) 2

n =  3, 4, . . .

n =  3, 4, . . .

n — 3 , 4 , . . .

(25.2)

In addition to these, there is another one found by Bergman; for 
Na, for example, we have

v R Rthe Bergman series, -  = ---------- -------------------, n — 4, 5, . . . (25.2')
c (3 d)2 ( n + f ) 2

In these expression, s, p, d, or /stand for particular values of a or a' in 
Eq. (28.1) and they give the deviation of each series from the cor­
responding one of the hydrogen spectra. They are called Rydberg’s 
corrections and are known to depend on neither n nor n'. Among these 
corrections, /  is especially small and is almost zero.

Eq. (25.2) and Eq. (25.2') imply, according to Bohr’s interpretation, 
that these atoms have energy levels of the form

Rhc
(n +  a)2

(25.3)

and that the spectral line of frequency given by Eq. (25.1) is emitted by 
the transition of the atom from the initial state of energy En — 
— Rhc/(n +  a)2 to the final one of energy En, =  — Rhc/(n' +  a')2.

The relationship (25.3), is somewhat more complicated than the 
corresponding one of the hydrogen atom,

En (25.3')

but it is still simple enough. Especially in the Bergman series of alkali 
metals Rydberg’s correction /  is almost zero, and this shows that the
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approximate energies of the initial states of this series are given by the 
values for the hydrogen atom, Eq. (25.3').

This circumstance is seemingly suggestive of the idea that although 
the actual atom of many electrons may be enormously complicated, 
the emission of the optical spectrum is due to a mechanism not much 
different from that in the hydrogen atom. Namely, only one of many 
electrons in the atom, the outermost electron, is considered to be 
responsible for emitting light. Following this idea, Bohr singled out this 
active electron among many others and reduced the complicated problem 
of the many electron system to a simple one body problem of this 
“ optical electron” . This particular electron is influenced not only by the 
Coulomb field of the nucleus but also by the electric field of the other 
electrons, the “ core electrons” ; in other words, it moves in the field of a 
central force different from the simple Coulomb force. When the orbit 
of this electron is extended far out from the nucleus, i.e., when the 
electron does not come near to the core of the atom, the motion of this 
electron will be quite the same as that in the case of the hydrogen atom 
and Eq. (25.3') can be applied. On the other hand, when the electron 
penetrates through the core part of the atom, the motion will be 
substantially different from the simple hydrogen case and, hence, 
Rydberg’s correction in this case will become appreciable.

In the case of an arbitrary central force, the motion is still classified 
according to the values of the two quantum numbers n and k just 
as in § 20. The only difference is in the fact that here the energies of 
stationary states depend not only on n but on both n and k. The 
spectral terms are then represented by specifying two integers n and 
k as

1 1» 2 1; 3f, 4j, 5j, . . .

%2> $2> 2̂> 2̂> · ■ ■

$ 3 > ^3 > '-*3 > · · ·

44, 54, . . .

5*  · · ·

where the large numbers and the small subscripts stand for n and k, 
respectively, and we also note that n ^  k. If we use the convention
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of denoting k =  1, 2, 3, 4, . . .  by the symbols s, p, d, f , . . respectively, 
we have

Is, 2s, 3s, 4s, 5s, . . .

2p, 3p, 4p, 5p, . . .

3d, 4d, 5d, . . .

4f, 5f, . . .

and we accordingly call the k =  1, 2, 3, 4, . . .  terms the s-, p-, d-, f-, 
. . .  terms, respectively. By a similar argument as in § 20 together with 
the assumption of a certain appropriate non-Coulombic central force, 
it can be shown that the terms can in fact be put approximately into 
the form of Eq. (25.3) and that Rydberg’s correction a depends on k but 
only slightly on n. We designate these corrections for k — 1, 2, 3, 4, . . .  
terms by s, p, d, f , . . . ,  respectively.

The application of the selection rules resulting from the correspon­
dence principle reveals that the transitions are forbidden for changes 
of k other than by ±  1 and, hence, that the s-term can be combined only 
with p-terms; and the p-terms, or the d-terms, only with s- and 
d-terms, or p- and f-terms, respectively. We thus obtain the series of 
spectral lines as given by Eq. (25.2) and Eq. (25.2').

It has been stated before that the Rydberg correction for the f-term 
is almost zero. This implies that in the motion corresponding to the 
f-term the electron hardly approaches the core part of the atom. The 
distance from the center of the lower apsis of the elliptic orbit in the 
case of the hydrogen atom is in fact given by

h
4 n2me“

(n — V "

which, though small for small ^-values, becomes appreciably large for 
large ^-values of, say, 4 or more and the electron is then kept away from 
the core part.

In order to have a more realistic discussion, there is shown as an 
example in Fig. 43(a) the diagram indicating the s-, p-, d-, and f-terms 
of Na. On the vertical axis are plotted the values of the terms in units 
of vjc and for the sake of comparison the terms of hydrogen are also 
given in the figure. One can easily see the parallelism between Na and H
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in the case of the d- and f-terms.The well-known D-line of Na, by the 
way, is emitted in the transition from the lowest p-term to the lowest 
s-term.

In assigning w-values to the experimentally observed spectral 
terms, certain precautions are necessary. Namely, the comparison of 
the experimental values with Eq. (25.2) allows the estimate of only the 
sum n -f- a and neither n nor a separately. If the Rydberg correction a 
can be calculated exactly by the theory, we can naturally subtract this 
from the (n -f a) value to obtain the w-value. However, the theory 
itself is not of such an accurate nature and cannot be quantitatively 
trusted.

It is nevertheless certain from a rather general argument of the 
theory that Rydberg’s corrections are always positive and that for 
large n they can be neglected. With these qualitative results in mind,
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9 0  0 0 0
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Fig. 43. (a) Energy levels of H 
and Na atoms. Numbers at­
tached to each energy level 
are the values of the principal 

quantum number n.
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Fig. 43. (b) Energy levels of alkali elements. 
Circles represent levels, numbers attached to 

them the principal quantum numbers n.

one compares, in the large n region, the spectral terms under considera­
tion with that of hydrogen, determines the n value of a certain term, 
and then extends the assignment to smaller w-values. Or, in some 
cases, one estimates the magnitude of Rydberg’s correction from the
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size of the core, as already known from some other experiments. The 
comparison of the terms with those of the neighboring atom in the 
periodic table is also used advantageously to determine the n-value. 
The w-values thus estimated have been included in Fig. 43(a). Similar 
diagrams are shown for Li, K, Lb, Cs in Fig. 43(b), for Mg, Ca, Ba in

T a b le  3

Quantum numbers of the optical electron in the normal state of various atoms

Atomic number 1 2 3 4 5 -1 0  11 12 12-18  19 2 0 -2 9  30 2 1 -3 6  37 3 8 -

Atom H He Li Be B -N e  Na Mg A l -A  K Ca-Cu Zn G a -K r  Rb S r -

k of the optical 
electron in the 
normal state

1 1 1 1  2 - 2  1 1 2 - 2  1 1 - 1  1 2 - 1  1 1 -

n of the optical 
electron in the 
normal state

1 1 2 2 2 -2  3 3 3 -3  4 4 - 4  4 4 - 5  5 5 -

Fig. 44, and for Al, Ga, In, Ti in Fig. 45. We now have determined the 
n- and k- values for the “ optical electron’ ’ of various atoms. Of special 
importance for our later discussions are the n- and k- values of the

lowest energy state. These values of n and k determine the orbit of the 
“ optical electron” , which is the outermost electron. In Table 3 are 
shown the values of n and k for the ground states of various atoms.
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There is one more important fact. Namely, as is clear from Figs. 43, 
44, and 45, together with Table 3, there is a close relation between the 
periodicity of the elements and their atomic spectra. For instance, the 
alkali elements whose spectral terms are shown in Fig. 43(b) have some 
characteristics in common among themselves; the lowest term is the 
s-term and the next is the p- term, etc. The same is true also for the

elements of the second group (the 
alkali earths), and for those of the 
third group, in Fig. 44, and in Fig. 45, 
respectively. In fact, we notice that 
in the former group they all have two 
series of s, p, d, f , .. . terms and that 
in the latter group the lowest term is 
the p-term and the next one is the 
s-term. On the other hand, the struc­
ture of the term arrangement is quite 
different in the two groups. In con­
clusion, we can state that the chemi­
cal properties of an atom and its 
optical properties have their origin 
in common since the elements of the 
same group in the periodic table have 

similar chemical properties as well as similar atomic spectra, while the 
elements of different groups do not have such similarities. Or, in other 
words, the atomic spectra of the elements follow the same periodic 
regularity as the chemical properties.

§ 26. The X -R ay Spectrum

In generating X-rays, we let cathode rays hit the anticathode in a 
X-ray tube. The anti-cathode then emits two kinds of X-rays, one 
which increases its penetrability with increasing cathode ray energy 
and the other which has the same wave length, characteristic of the 
anti-cathode material, and hence has the same penetrability irrespec­
tive of the cathode ray energy. The X-rays of the first kind have a 
continuous spectrum in a certain range of wave lengths and its enhanced 
penetrability with increased large cathode ray energy is due to the 
shortening of its average wave length. The latter kind, on the other 
hand, has a line spectrum and these are called the characteristic X-rays

s p d f  s p d  s p o t  spei  f

elements of the third group.
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of the material used as the anti-cathode. The X-rays which interest us 
in this section are of the latter kind, the characteristic X-rays.

When one studies the characteristic X-rays of various elements, one 
readily finds that the patterns of the spectral line configurations are the 
same while the wave lengths of the spectral lines becomes shorter with 
increasing atomic number of the elements. Thus the characteristic 
X-rays generally consist of a number of groups of line spectra, a 
K-group of the shortest wave length, an L-group of longer wave length, 
an M-group of still longer wave length, and so forth. For the elements 
of smaller atomic numbers, however, these spectra are of longer wave 
length and are not observed in the X-ray region. In fact, in elements 
lighter than Na the characteristic X-rays are not observable at all and 
it is first at Na that the K-group comes into the X-ray wave length 
region and is actually observed. With increasing atomic numbers, from 
Na on, the K-group shifts to a shorter wave length region and, at an 
atomic number of about 30, the L group comes into the X-ray region. 
The M- and N-groups come into play at still larger atomic numbers. In 
Phot. VIII is shown the gradual 
shifting toward shorter wave 
lengths of the K-lines for elements 
from Z =  33 (As) toZ  =  45 (Rh), 
while in Fig. 46 is given a graph 
showing the relationship between 
the frequency, v, of the K-group 
and the atomic number, Z, of 
various elements. It is to be noted 
that in Fig. 46 the square root of 
v, instead of v itself, is plotted on 
the ordinate and that the square
root of the frequency of the KX-ray is exactly proportional to the 
atomic number of the element. This relationship was obtained 
experimentally by Moseley.

This relationship between v and Z  compels us to recognize the large 
difference between the X-ray spectrum of an element and its optical 
spectrum. Namely, the X-ray spectrum does not show any periodic 
variation but instead varies monotonically with the atomic number Z. 
The more important experimental fact to be noted is that the charac­
teristic X-ray of an element is always the same irrespective of the 
chemical state of the element, i.e., in what compound the element is to

Fig. 46. Frequenc}' of the KX-ray  
and the atomic numbers.
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be found. These experimental facts seem to suggest that the electron 
responsible for the emission of the characteristic X-rays is not the one 
which plays a role in the optical emission and that it must reside in 
the inner-core part of the atom which is scarcely affected by a change of 
chemical state. In fact, as we have seen just above, the quantum 
number n of the optical electron does not start with 1 except in the 
cases of hydrogen and helium. This can be explained by considering 
that the electrons in the core have already occupied these orbits, 
n =  1 , 2 , . . . ,  near the center of the atom and that the “ optical 
electron” cannot go into these orbits of smaller n’s. If this is the case, 
the electrons in these inner orbits of the atom can hardly be affected by 
the other atom with which it combines chemically; their behavior 
would not change with the chemical state of the element. Furthermore, 
the electron in an inner orbit will feel the full strength of the nuclear 
charge Z and is hydrogen-like, however large Z may be, while the 
optical electron in the outermost orbit will feel the nuclear Coulomb 
field which is shielded by the presence of the core electrons. The 
frequency of the orbital motion of such an inner electron would then 
become quite large for large Z. Therefore, if we take the point of view 
that the characteristic X-rays are emitted by such inner electrons, the 
experimental facts that these X-rays have frequencies about 1000 times 
as large as those of optical emission lines and that the frequency of the 
X-ray increases with increasing Z  can be understood quite naturally.

Before going into a quantitative discussion of this viewpoint, we need 
further qualitative considerations. According to Bohr’s theory, the 
emission of a characteristic X-ray is also to be considered as due to a 
transition between two states. Denoting the energies of the initial and 
final states by W x and W 2> respectively, the frequency of the emitted 
X-ray is given by

hv =  W 1 — W 2

so that the concept of “ terms”  needs to be introduced here also.
Due to the fact that the atom is an extremely complicated dynamical 

system of many electrons, it is impossible to calculate these terms ac­
curately. The simplicity, however, of the law observed in experiment 
seems to suggest that, as in the case of optical emission, the number of 
electrons responsible for the X-ray emission is only one.

In investigating the nature of the transitions corresponding to 
X-ray emission, the strange fact is to be noticed that these characte­
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ristic X-ray lines manifest themselves only in the emission spectra but 
never in the absorption spectra. The lines in the ordinary optical 
emission spectra generally appear also in the absorption spectra. For 
instance, when one observes spectroscopically the light of an arc 
through Na vapour, dark lines appear with frequencies corresponding 
to the D-lines of Na. This is simply because the light of the same fre­
quencies as those of the D-lines have been absorbed by the Na atom 
from the continuous emission spectrum of the arc.

If a spectral line is to be due to a transition from some level of higher 
energy to the ground state, this line has to be observed as an absorption 
line in the continuous spectrum of light which passes through an ag­
gregate of atoms in the ground state, since, if the emission line is due to 
the transition Wn -+ W lt the light of the same frequency in the con­
tinuous spectrum can obviously be absorbed leading to the inverse 
transition W t -> Wn in one of the atoms. While the optical lines, like the 
D-lines of Na, do have this property, the characteristic X-rays do not.

In order to understand this peculiar property of the characteristic 
X-rays, Kossel considered the following mechanism for the emission 
of these lines. That is, when the cathode ray hits the anti-cathode it will 
eventually knock off an electron from an atom in the anti-cathode, 
sometimes an electron in an outer orbit and sometimes one in an inner 
orbit in the core of the atom. This would give rise to an empty orbit in 
the atom and if this vacancy is produced in the core it is possible that 
an electron in some outer orbit makes a transition to this vacancy. 
This was the mechanism proposed by Kossel for the emission of charac­
teristic X-rays. We here note that in this idea of Kossel the following 
assumption is tacitly made. Namely, there cannot exist an arbitrary 
number of electrons in an orbit and indeed there is an upper limit to 
this number for each orbit. The previously mentioned fact that the 
principal quantum number n of the optical electron generally does not 
start from one can be considered as supporting this assumption. For 
example, the fact, as revealed in Fig. 43, that the w-value of Na starts 
from 3 can be understood on the basis that the orbits of n — 1 and 2 are 
completely occupied up to the maximum possible numbers of electrons, 
thereby forcing the optical electron to be out in the orbit n — 3. We 
will come back to this point again in later sections.

In the normal state of an atom, all the orbits in the core are filled 
to their maximum capacity. When a vacancy is produced by the 
above mechanism in one of these orbits, it is then possible for an
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electron to make a transition from one of the outer orbits to this 
vacancy thereby emitting a characteristic X-ray line. We denote the 
inner orbit, where the vacancy was originally produced, and the outer 
orbit, from which the electron makes the transition, by 1 and 2 , and 
their energies by W x and W 2, respectively; the frequency of the 
emitted X-ray line is then given by

W 2 — W,
V ~  h

With this mechanism, it is quite naturally understood why a line of 
the same frequency does not appear in the absorption spectrum. In 
order for such a line to appear in the absorption spectrum, the transi­
tion W x -» W 2, i.e. the inverse of the above W 2 -> W x, has to occur in 
the atom. This, however, is impossible since the orbit 2, unless it is a 
far outer one, is in the normal state of the atom already occupied by the 
maximum allowed number of electrons and leaves no space for an 
extra electron, thereby preventing the occurence of the transition.

If we accept the assumption that each orbit of an atom has an upper 
limit for the number of electrons it can accomodate, the structure of an 
atom will be pictured as follows. Out of Z electrons associated with an 
atom a certain number will fill the innermost orbit, η =  1 and k =  1 . 
When this orbit is filled to its maximum capacity, which happens to be 
two, the next electrons will have to be assigned to the orbit of next 
higher energy, i.e. the one of n =  2 and k — \. When this second orbit 
also is filled up, the maximum number here being also two, the electrons 
have to go into the orbit of the third lowest energy, n =  2 and k — 2 . 
The orbits are thus one after another filled in the order of increasing 
energy. The lower the energy, the nearer is the orbit to the center, and 
the higher, the further away from the center. Hence the electrons in the 
core part of an atom will form a number of shells each consisting of 
orbits filled to their maximum capacity. Such shells, totally filled with 
electrons and unable to accomodate any more, arc called closed shells. 
A number of optical electrons will move outside these closed shells. 
This outermost orbit does not have to be filled to its maximum capa­
city. We shall come back later to this shell structure of the atom for 
more detailed discussions.

Coming back to the quantitative considerations we had meant to 
make in this section, we consider the problem of the characteristic X-ray
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emission simplified to a one electron problem just as we did in dealing 
with the emission of the optical spectrum. The electron under con­
sideration, being in an orbit well inside the core, will suffer the full 
strength of the nuclear charge, as we remarked earlier. The energy 
corresponding to this orbit is then given by changing the nuclear charge 
e to Ze in the calculation of § 20 and § 21. That is,

RhcZ2

and, in particular, corresponding to the innermost orbit

and to the next orbit

W x = RhcZ2 
l 2

W 2 RhcZ2
2 2

(26.1)

(26.2)

Since these energies are so normalized that the electron will have 
zero energy at infinity, their absolute values represent physically the 
amount of work necessary to remove from the atom the electron in the 
orbit.

If, following Kossel’s picture, one of the core electrons, say one in the 
innermost orbit, is removed from an atom in the anti-cathode by the 
impact of the cathode rays, the atom will be left with an energy higher 
by an amount given by the absolute value of Eq. (26.1). If an electron 
in the next orbit makes a transition to this vacancy in the innermost 
orbit leaving thus a vacancy in the second orbit, the energy of the atom 
is now lowered by the difference of Eq. (26.1) and Eq. (26.2). The fre­
quency of the X-ray emitted by this transition will, then, be given by

Should this formula be correct, the square root of the frequency, -y/T, 
would be proportional to the atomic number Z. This, in fact, is the 
relation discovered experimentally by Moseley and clearly seen in 
Fig. 46. The explanation of the two lines seen there, or in Fig. 45, will 
be given shortly. Eq. (26.3) is numerically correct for the X-rays of the 
K-group.
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Similar arguments can be made also for the L-, M-, or N-groups; the 
results for the L-group are

(26.4)

and for the M-, and the N-group

and

(26.5)

respectively.
Just as in the case of optical spectra, the discussion can be made 

much easier if we talk about the terms rather than about the spectral 
lines themselves. We hence call RZ2j l 2, RZ2j22, RZ2j3z, and RZ2{42, 
the K-, L-, M- and N-term respectively. The K-term is then the energy 
of the atom when there is a vacancy in the orbit n =  1 and k =  1 and the 
L-term is the energy when it has a vacancy in the orbit n — 2 and 
k =  1, or n — 2 and k =  2. Consequently, there are two L-terms but 
only a single K-term. If the force acting on the electron is perfectly 
Coulombic, the double L-term will remain unresolved. Since, however, 
this is not actually the case, the term appears as a doublet. On the 
same basis, we can conclude that the M-term (n =  3, k — 3; n — 3, 
k — 2) n — 3, k =  1) and the N-term (n =  4, k =  4; n =  4, k — 3; 
n =  4, k =  2; n =  4, k =  1) are to appear as a triplet and a quartet, 
respectively.

When the terms are determined experimentally from the analysis of 
the X-ray spectra, serious deviations are noticed contrary to our ex­
pectation. Namely, while the K-term is a singlet as expected, the 
L-, M-, and N-terms appear as triplet, quintet, and septet, respectively. 
This is a very important fact suggesting that the quantum numbers n 
and k by themselves are not sufficient to specify the orbit of an elec­
tron. As will be discussed in a later section, the same situation arises 
also for the optical terms of the atom and with this fact as a clue one 
can arrive at the conclusion that an electron is not merely a simple 
point mass with three degrees of freedom.

Except for the necessity of introducing additional degrees of free­
dom, the regularity in the characteristic X-ray spectra can be well
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explained, quantitatively as well as qualitatively, by Kossel’s idea. 
This in turn implies that the concept of the shell structure of the atom 
is reflecting the truth. In the next section, we will show that this shell 
structure of the atom is closely related to the periodicity of the 
elements. For convenience in such discussions, the shells are called 
K-, L-, M-, N-shells and so on in order, starting with the innermost 
shell, i.e. in the order n =  1, 2, 3, 4, and so on.

§ 27. The Shell Structure of the Atom and Periodicity

It was Kossel who first found and discussed in detail, in 1916, the 
relationship between the electronic shell structure of the atom, and its 
periodicity discovered earlier by Mendelejeff. He presupposes, in a 
vague sense, a shell-like structure of atomic electrons and assumes that 
each shell becomes particularly stable when it is occupied by a certain 
number of electrons making the shell closed. He further considers that 
electrons in the outermost unclosed shell are responsible for chemical 
binding. Then the periodicity of chemical properties suggest that 
similar configuration of the outermost shell appears repeatedly when 
we go from an element to another. He then used the following lines 
of argument. Namely, he first started with a group of inert gases, 
He, Ne, A, Kr, and X  which lie at the extreme right of the periodic 
table as shown in Table 4. It is well known that these gases do not make 
any compounds and are hard to ionize. These facts suggest that the 
atoms of these gases have no electrons outside the stable closed shell. 
We next consider the halogens, F, Cl, Br, and I, which come, in the 
periodic table, just before the inert gases. These elements are known to 
easily form negative ions. Kossel considered this tendency as due to the 
following. The atoms of these elements which have electrons less in 
number by one than the following inert gas atoms, lack one electron to 
complete the last shell and they are consequently apt to pick up an 
additional electron in order to form stable shell configurations, similar 
to those of the corresponding inert gas, thereby becoming negative ions. 
On the contrary, the elements Li, Na, K, Rb, and Cs, coming next after 
the inert gases, easily form positive ions; i.e., they have an excess 
electron as compared with the neighbouring inert gases and this 
electron outside the inert cores can easily be taken away leaving the 
atom as a positive ion.

Quite analogous arguments can be given for the valences of the other
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groups. The Be, Mg, Ca, St, and Ba, coming in the second column of the 
periodic table, for instance, have a tendency to become positive ions of 
valence two and this is because they each have two excess electrons 
outside the inert cores which are similar to those of the neighbouring 
inert gases.

One can readily notice that these lines of argument are quite the 
same as those given previously about the shell structure of the atom. 
In the terminology of shell structure, we can state the above results 
as follows. The atom of an inert gas has all its electrons in the form of 
closed shells. The alkali atom has an excess electron which has to be 
placed in a new orbit outside the closed shells. An atom of the next 
group of elements, the alkali earths, have one more excess electron and 
altogether two electrons move in this new orbit.

With increasing atomic number, the number of excess electrons in 
the outer orbit also increases and eventually this orbit, filled with 
electrons to its maximum capacity, becomes a closed shell and we here 
have another inert gas atom.

Investigating the periodic table from this point of view, we can 
determine the capacities of each shell. The first is hydrogen which has 
one electron. Hydrogen is apt to become a positive ion of unit valence 
and this is so because its electron does not complete a closed shell and 
can easily be taken away. The next element is helium the atom of which 
has two electrons. These two electrons must complete a closed shell 
since helium is one of the inert gases. In other words, the first shell is 
filled by two electrons. The atom of the next element, lithium, has three 
electrons, two of which fill up the shell just mentioned and the third 
of which goes into the next shell. This third electron can hence be 
easily removed from the atom therely making it a positive ion. The 
next atom beryllium has two excess electrons, apart from the two which 
have completed the first closed shell, and these can be removed rather 
easily. Beryllium has thus a tendency to become a positive ion of 
valence two. From Li, through Be, B, C, N, O, and F, the number of 
excess electrons in the outer shell increases steadily one by one till it 
becomes eight at neon which is the first inert gas since helium. This 
implies that the second shell becomes full with eight electrons. The 
capacity of the second shell being eight, the atom of Na, the element 
next to Ne, has to locate its last electron in the third shell and ac­
cordingly it tends to become a positive ion of unit valence by rejecting 
this excess electron. Furthermore we note that this atom, Na, is similar



to H and to Li in that they all have one electron in their outermost shell. 
The next atom, Mg, has two electrons in the third shell and, hence, is 
similar to Be. The number of electrons in the third shell increases 
through Al, Si, P, S, and Cl, till it becomes eight at A which is again an 
inert gas. The maximum capacity of the third shell is therefore eight.

The next period from A through K, Ca, Sc, T i,. . .  Fe, Co, Ni, Cu, 
Zn ,..., to Kr is longer than the above two periods, He to Ne and Ne 
to A. The first inert gas after A is Kr and there are seventeen interve­
ning elements between the two. This implies that the fourth shell be­
comes full with eighteen electrons. It should be noticed however, that 
Cu, and Zn, respectively, have properties somewhat similar to that of 
an alkali and alkali earth, suggesting that they have one, and two 
electrons outside a closed-shell-like configuration which is compara­
tively stable. The inert gas coming next is X  and we can conclude that 
the capacity of the fifth shell is also eighteen. Just as in the case of Cu 
above, Ag also has properties similar to those of an alkali and we 
conclude that a relatively stable sub-shell is closed just before Ag.

These are the structures of atoms as pictured by Kossel. Combining 
the theory of optical spectra with these considerations of Kossel, Bohr 
was able further to clarify the shell structure of the atom.

According to Bohr’s theory, the electron responsible for the emission 
of the optical spectrum is one of the rather loosely bound electrons in the 
outer orbit of the atom and the other electrons are considered to form a 
core part comparatively tightly bound around the center of the atom. 
In the meantime, we already know from spectroscopic studies, at least 
for atoms with simple spectra, the quantum numbers of the orbit in 
which this optical electron is bound. Therefore, by analysing those 
experimental data, we can determine the quantum numbers of the 
orbit corresponding to each shell in the atom. We proceed with simple 
examples.

Η (Z =  1): In the case of the hydrogen atom, there is no problem since 
there is only one electron. In the ground state of the atom, this electron 
is in the orbit of the lowest possible energy, i.e. in the Is orbit, η — 1, 
k =  1.

He (Z — 2): The helium atom contains two electrons and from 
spectroscopic studies we know that the term of the lowest energy is Is, 
(see Table 3). This indicates that the optical electron is in the Is orbit. 
The other electron, of energy not exceeding that of the optical electron, 
is believed to be also in this same Is orbit since for hydrogen-like atoms
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the Is orbit is the one of the lowest energy. In view of the fact that 
helium is an inert gas, we conclude that the Is orbit will be closed by 
these two electrons. This means that the K-shell is closed by two Is 
electrons.

Li (Z =  3): In the case of lithium, as can be seen from Fig. 43(b) and 
Table 3, the optical electron in the ground state is in the 2s orbit. This 
fact supports the statement above that the Is orbit is closed by two 
electrons: the first two electrons of the lithium atom being in the Is 
orbit, the third electron cannot enter this orbit and has to go to the 
orbit of the next lowest energy, the 2s orbit. The existence of a single 
electron which is loosely bound outside the tightly bound closed K-shell, 
explains why the optical spectrum of lithium resembles that of 
hydrogen.

Be (Z =  4): From the analysis of its optical spectrum, it is shown 
that this atom has two 2s electrons outside the closed K-shell. That the 
last electron is in the 2s orbit is inferred from the fact that the lowest 
energy term in the spectrum of beryllium is a 2s-term; that the other 
of the last two electrons is believed to be also in the 2s orbit comes from 
the fact that in the spectrum of the positive beryllium ion, beryllium 
atom minus one electron, the lowest energy term is also 2s. The 
spectrum of the positive beryllium ion, by the way, can be obtained from 
a spark between beryllium electrodes since the existing strong electric 
field produces many ions, while in an arc with beryllium electrodes the 
spectrum of the beryllium ion does not show up strongly.

B (Z =  5): At the time of Bohr’s theory, the spectrum of boron had 
not yet been analysed but studies of the spectrum of the carbon ion, 
having the same number of electrons as the neutral atom of boron, had 
yielded the conclusion that the lowest energy term is 2p, i.e. that the 
fifth electron of the boron atom is in the 2p orbit. This fact can be 
understood by considering that outside the innermost K-shell another 
closed shell is formed by the two electrons in the 2s orbit and hence the 
last electron has to go to the 2p orbit. Recalling the fact that the Is 
orbit was closed also by two electrons at helium, one is tempted to 
expect that the s-orbits are closed always by two electrons and it will 
later be shown that this is actually the case. Despite the fact that the 
boron atom has one electron outside the inner closed shells, it does not 
have the properties of the alkalis. The reason is that there is not much 
difference in energy between 2s and 2p orbits, though the angular 
momentum and hence the shape of the orbits differ substantially from
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each other. In fact, for a central force field of precisely Coulomb type 
the two orbits have exactly the same energy. Therefore, there is no 
reason why the fifth electron in the 2p orbit should be more unstable, 
or in other words more easily removable from the atom, than the 
fourth, or the third electron in the 2s orbit. Boron is, in fact, known to 
have the property of easily becoming an ion of valence three.

The spectral terms of carbon, (Z =  6), nitrogen (Z =  7), oxygen 
(Z =  8), and fluorine (Z =  9), are so complicated that a more ad­
vanced theory is needed for their analysis. We simply remark here that 
the number of electrons in the 2p orbit increases steadily from two for 
carbon to six for neon (Z =  10). In view of the fact that neon is an 
inert gas, we conclude that the 2p orbit is closed by six electrons; thus 
all the orbits of n — 2, 2s and 2p, are closed at neon and the closed 
L-shell is formed by eight electrons, two in 2s and six in 2p.

Na (Z =  11): It is known from spectroscopy that the lowest energy 
term in the spectrum of sodium is 3s, (see Fig. 48 as well as Table 3). 
That is, the sodium atom has one 3s electron outside the closed K- and 
L- shells and hence shows a spectrum similar to that of the hydrogen 
atom.

Mg (Z =  12): Mg has two 3s electrons outside the closed K- and 
L-shells.

A1 (Z =  13): Two of the three electrons outside the closed K- and 
L- shells fill the 3s orbit and the last electron goes to the 3p orbit. The 
argument for this conclusion is similar to that given in the case of 
boron. The 3s orbit is closed also by two electrons as was anticipated.

Through Si (Z =  14), P (Z =  15), S (Z =  16), Cl (Z =  17), the 
number of electrons in the 3p orbit increases and becomes six at 
A (Z =  18).

The fact that argon is an inert gas implies that a shell is completed 
here. Just as the 2p orbit closed with six electrons at neon, the 3p orbit 
also closes with six electrons at argon. We can thus anticipate that the 
p orbit in general is closed by six electrons.

K (Z =  19): From the analysis of its spectrum, it is known that 
the optical electron is in the 4s orbit; i.e. the last electron outside the 
closed 3p orbit goes to the 4s orbit.

This situation calls for a comment. Namely, why is it so that the last 
electron of the potassium atom goes to the 4s instead of the 3d orbit? 
If the force field were exactly of Coulomb type, the energy of the 3d 
orbit would be the same as that of the 3s or 3p orbit and smaller than
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that of the 4s orbit. Hence, the experimental fact that the 4s orbit, 
instead of the 3d orbit, is chosen by the last electron should be inter­
preted as due to the non-Coulombic nature of the force acting on the 
optical electron, this reducing the energy of the 4s orbit below that of 
the 3d orbit.

Ca (Z =  20); The analysis of the spectrum indicates that Ca has two 
4s electrons outside the 2p orbit which was closed at argon.

For elements from Sc (Z =  21), through Ti (Z =  22), V (Z =  23)..., 
to Ni (Z =  28), a more elaborate theory is necessary for the analysis of 
their complicated spectra. These elements do not show the chemical 
properties of the 3rd, 4th,.. .,  groups corresponding to the number of 
electrons outside the closed shells. It is then concluded that the same 
argument given for the elements from carbon to neon, or from alumi­
nium to argon, cannot be applied to these elements. We will not go into 
the details of the structures of these atoms, but merely quote the con­
clusions of Ladenburg, inferred from the fact that these elements have 
characteristic colors as well as magnetism. The essence of his con­
clusions is as follows.

At scandium, the last electron goes, instead of to the 4p orbit, to the 
3d orbit, which has been neglected since potassium and at titanium 
one more electron goes to the 3d orbit. In Table 5 are shown the 
rather complicated behaviors of the last electrons of these elements.

Cu (Z =  29): The spectrum of copper is simple again. The optical 
electron is in the 4s orbit as it was in the case of potassium. Since the 
the number of electrons of the copper atom is larger by ten than that of 
the potassium atom, it is natural to conclude that the 3d orbit has been 
closed by these ten electrons. The atom of copper, then, has one elec­
tron in an s orbit outside the closed M-shell, n — 3, and thus behaves 
like an alkali atom.

Zn (Z =  30): Zn has two electrons in the 4s orbit as one expects in 
going from the first group to the second group of the periodic table.

Ga (Z =  31): The optical electron is in the 4p orbit, the 4s orbit 
being closed at Zn. This is also expected for the third group.

From Ge (Z =  32), through As (Z =  33), Se (Z =  34), Br (Z =  35), 
to Kr (Z — 36), the last electrons behave as in the corresponding cases 
between Si and A; i.e., the number of electrons in the 4p orbit steadily 
increases till the orbit is closed by six electrons at Kr, an inert gas. 
Here again the p orbit is closed by six electrons. We further note that 
the number of electrons in the 3d orbit remained at ten as we proceeded
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T a b le  5

Number of the electrons in various orbits of the atoms
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from copper to krypton and, hence, that the 3d orbit can be considered 
as being closed by ten electrons.

For other elements we do not go into the details of the analysis but 
only give the results in Table 5, in which the number of electrons in a 
specified orbit is given for each atom. One of the conclusions drawn 
from this table which has an important bearing on later discussions is 
the maximum capacity, for electrons, of the various orbits. From the 
table, one can see that the maximum capacities for electrons of s p d 
and f orbits are 2, 6, 10, and 14, respectively. These figures seem to 
suggest the relation.

N — 4k — 2 (27.1)

between the capacity, N, and the quantum number, k, of an orbit. The 
essential meaning of this relation should not at present be clear but will 
become so in later discussions.

The knowledge of the capacities of various orbits tells us in turn the 
capacities of the various shells which enter in the theory of X-rays. The 
K-shell consists of the orbit η — 1 and since k can only be 1 for η =  1 
the capacity of the K-shell is 2. The L shell however, consisting of the 
orbits of n — 2, takes ^-values of both 1 and 2 and, hence, its capacity 
is the sum of the capacities of s and p orbits, and is 2 +  6 =  8. By a 
similar consideration, one finds the capacity of the M-shell, and the 
N-shell, to be equal to 2 +  6 -j- 10 — 18, and 2 +  6 -f- 10 +  14 =  32, 
respectively. The periods of 2, 8, 18, and 32, appearing in the periodic 
table of the elements are closely related to the capacities of the shells 
given above.

§  28. The Multiplet Structure of Spectral Terms and the Inner Quantum 
Number

The use of a high dispersion spectrometer reveals that the apparently 
single yellow line of the Na-spectrum, the well-known D-line, actually 
consists of two close lines. Similar precise investigations of the other 
lines of the Na spectrum further disclose the fact that the other lines 
are also of the same nature. These experimental results indicate that 
the spectral terms themselves are not single levels but that instead each 
of them consists of two closely adjacent levels. The s-terms are an 
exception to this rule and each consists of a single level.The situation is 
schematically shown in Fig. 47. The same is true also for the spectra of
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N aP_d

C D  c b

Fig. 47. The 
doublet structure 
of the Na term.

other alkali elements. Because of this property, all the spectral terms of 
the alkali-atoms are called doublets. Among these doublets however 
the s-terms show the single level structure as stated above. The reason 
why we call s-terms also “ doublets”  despite of the fact that they are in 

reality all single will be seen later. For the sake of 
convenience in later discussions, we call the actually 
observed number of levels the “ level number” and 
denote it by r. In this terminology, the above 
results can be stated as follows. Namely, the terms 
of the alkali atoms form doublets and among them 
the s-term has level number 1 while all the others, 
p-, d-, f - , . . . ,  terms have level number 2.

Turning now to the spectrum of magnesium, we 
find that there are two kinds of lines, one consis­
ting of a single line and the other of three closely 
spaced lines. Analyzing the observed results by 
terms, we see that, while the s-terms are always 

single, the p-, d-, f - ,.. .,  terms each consists of two kinds, one with a 
single level and the other with three close levels. It is further seen 
that single p, d, f .. .  levels and triple p, d, f . . .  levels never com­
bine, and thus we have non-combining 
groups of singlet and triplet terms. As for 
s levels, some of them combine only with 
singlet groups and some others only with 
triplet groups. Thus we have also two 
groups of s levels which may be called 
“ singlet”  and “ triplet”  groups respectively 
although they are all single. Then all the 
spectral terms are classified into two groups, 
singlet and triplet, where the singlet and 
triplet terms combine among themselves 
only and no combination occurs between 
the two groups.

More precisely, the last statement is true 
only in first approximation and a term of 
one kind does, under certain conditions, 
combine with that of the other kind with
the emission of a very faint line, i.e., with a very small transition 
probability.

s p d f
Mg

Fig. 48.
The singlet and triplet 

structures of the Mg term.
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The situation that the level number of each singlet term is unity 
while that of a triplet term is one for the s-terms and three for the rest, 
is schematically shown in Fig. 48. The fact discussed in § 25, that the 
elements of the seond group in the periodic table have each two series 
of s-, p-, d-, f - , . . . ,  terms, corresponds to the existence of these two 
types of terms, the singlet terms and the triplet terms.

As an additional example we take aluminium. The spectral terms are 
here again divided into two groups. The first group consists of the s- 
terms of level number one and the p-, d-, f - ,. . . ,  terms of level number 
two, while the second group consists of the s-terms of level number one, 
the p-terms of three, the d-, f - ,. . .  terms of four. Transitions occur 
between the terms belonging to the same group and seldom between 
those belonging to different groups. We call the first group the doublet 
terms and the second the quartet terms.

From the above three examples, we find that the spectral terms are 
divided into separate groups which do not combine each other, that 
each of these groups has a respective upper limit for the level number, 
and furthermore that in general the highest level number is one for 
s-terms and is three for p-terms. Investigation of further examples tells 
us that the highest level number is five for d-terms, seven for f-terms, 
and so forth. Generalizing these results we conclude that the highest 
level number starts from 1 for s-terms and increases by 2 for each in­
crease of the k-value, i.e., as we proceed in the order of s-, p-, d-, f- ,. . .  
terms. We will then use the following terminology in classifying these 
groups of terms. Namely, we call the group of terms which has a 
highest level number u the w-fold terms and call this number a the 
multiplicity of this group. In Table 6 are shown the level numbers of 
s-, p-, d -,. . . ,  terms belonging to the groups of various multiplicities. 
The multiplicities up to 8 have actually been observed.

The fact that each spectral term is not a single term but instead, as 
shown above, consists of a number of close levels forces us to conclude 
that the principal quantum number n and the subsidiary quantum 
number k, or the classification into s-, p-, d -,.. .,  terms, are not sufficient 
for a complete specification of terms. Therefore, we introduce a fourth 
quantum number j  for the purpose of labelling each of the close-lying 
levels of the same n and k. The third quantum number, by the way, is 
the previously introduced magnetic quantum number m. The levels are 
then denoted, for instance, by 5s3 or 5p4, which means that the level 
has the principal quantum number n =  5, the subsidiary quantum
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number, k =  1, and the fourth quantum number j  =  3, or n =  5, 
k =  2, and j — 4, respectively. The actual convention of assigning 
/-quantum numbers will be explained in the next section. In the

above example of the 
T a b l e  6 sodium spectrum, each

Number of the levels in the term s, p, d, . . . for êrm except the s-
various multiplicities . . , , r ,terms consisted of two

close levels and hence 
the spectral lines resul­
ting from the combina­
tions of these terms are 
expected to consist of 
four closely spaced 
lines. The actually ob­
served spectral lines 

however, consist of at most two close lines. This implies that certain 
transitions are forbidden. It has been verified experimentally that the 
selection rule yielding this observed fact is that the change of the 

quantum number (when its numerical values are properly assigned) 
can only be zero, or ±  1. We call this fourth quantum number /  the 
“ inner quantum number” .

§  29. The Spin of the Electron and the Intrinsic Magnetic Moment

In the last section, we have explained the experimental facts con­
cerning the multiplet structure of spectral terms. We now ask what it is 
which brings about such multiplet structures. This question was finally 
answered by introducing the hypothesis that the electron is not a mere 
mass point having a certain mass value and an electric charge but that 
it also has an intrinsic angular momentum and an intrinsic magnetic 
moment. At the same time some flaws in Bohr’s theory were brought 
to light and had to be remedied. Before arriving at such an ultimate 
conclusion, various explanations had been proposed by a number of 
physicists. One of the principal ones is due to Sommerfeld. He sought 
an explanation of the new experimental facts in the theory of relativity. 
In the theory described so far, the relativistic increase of the electron 
mass with its velocity has not been taken into account and Sommerfeld 
at first conjectured that the introduction of this relativistic effect might 
yield the multiplet structure as explained in the last section. This how-

Multiplicity u  = 1 2 3 4 5 6 7 8

Number οί the levels r =
Term s 1 1 1 1 1 1 1 1

P 1 2 3 3 3 3 3 3
d 1 2 3 4 5 5 5 5
f 1 2 3 4 5 6 7 7
§
:

1 2 3 4 5 6 7 8

............................................
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ever did not turn out to be so and Sommerfeld and Lande proposed the 
following mechanism as a second alternative.

As stated before, an atom consists of an inert core and the so-called 
optical electrons which are responsible for the emission of the optical 
spectrum of the atom. We now assume that this inert core has an 
angular momentum which is denoted by s in units of hf2n. Further­
more, the orbital angular momentum of the optical electron, also in 
units of hj2n, is denoted by /. When the core of the atom has the 
angular momentum s, it will probably have a magnetic moment pa­
rallel to this angular momentum. This magnetic moment would then 
produce an axially symmetric magnetic field with its symmetry axis in 
the direction of the angular momentum. If this is actually the case, the 
optical electron moving in such an axially symmetric magnetic field 
would have its angular momentum / quantized in the direction of this 
symmetry axis; i.e., only a set of discrete angles would be allowed for 
the direction of / with respect to s. The interaction energy between the 
magnetic field due to the magnetic moment of the core on the one hand 
and the magnetic moment due to the orbital motion of the optical 
electron on the other would then assume a different value for each 
different direction. It would then be possible for the orbits of the same 
/ to have slightly different energy values depending on the angles they 
have with respect to the direction of s, thus giving rise to the possibility 
of having a number of close levels for one and the same / value. This is 
simply the multiplet structure. In short, the idea is to make use of a 
kind of internal Zeeman effect in the magnetic field due to the atomic 
core for the explanation of the multiplet structure.

The angular momentum s of the atomic core is in this picture com­
bined vectorially with the angular momentum / of the optical electron 
to give the total angular momentum of the atom as a whole, j ;  j  =  
s +  / in units of h(2n. The manner in which the direction of / is quantized 
with respect to that of s is to be such as to give discrete values to the 
magnitude j  of j  with a separation of unity in accordance with the 
general properties of angular momentum. These values of j can thus 
be used to label each of the close levels of a multiplet term. In fact, 
when, with the help of the correspondence principle, the selection 
rule is derived on the basis of this idea, it can be shown that in the 
allowed transitions the change of the /-value can only be 0, or ±  1. 
Thus j is the fourth quantum number introduced before.

Let us now determine the number of possible /-values for a given s and
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/. The maximum value of j  is naturally the one which it has when / is 
aligned in the same direction as s and the minimum value corresponds 
to the / direction opposite to that of s. That is, the maximum and the 
minimum values of j  are l +  s and \l — s | , respectively, where 
l — I / I and s =  | s | :

11 — s \ ^ j  ^ l +  s . (29.1)

The /-values are spaced with unit spacing between these two limits.
The number of /-values satisfying this condition is simply the 

level number r of the terms with given l and s. Accordingly, r is 
given by

r — 21 +  1 when 15Ξ s , 

r — 2s -f- 1 when l ^ s .
(29.2)

From Eq. (29.2), we see that when l increases, the level number r also 
increases as long as l ^ s. For instance, for Z =  0, 1 ,2 ,. .- ,  r is 1, 3, 
5 ,. . .  respectively, and r reaches the maximum value of (2s +  1) for 
l =  s. When r reaches this maximum value a further increase in l 
does not lead to larger values of r.

We now compare these results with the experimental facts explained 
in the last section. According to the conclusions there, the r-value is 
1, 3, 5 ,. . .  for s-, p-, d -,. . .  terms and "when it reaches the value u it 
does not increase any further. Therefore, in order for both results to 
agree we have to require, in the first place,

1 =  k —  1 (29.3)
and furthermore,

u =  2s +  1 . (29.4)

These two conclusions are remarkable in the following sense. 
Although the experimental facts can apparently be explained on the 
basis of the Lande-Sommerfeld interpretation together with the re­
quirements of Eq. (29.3) and Eq (29.4), this explanation, if true, forces 
us to conclude: (1) that, from Eq. (29.3), the angular momentum of the 
optical electron corresponding to s-, p-, d -,. . .  terms is 0, 1, 2 , . . . ,  in 
units of hj2n, respectively; and (2) that the angular momentum of the 
atomic core assumes a half-odd integral value, i.e, an integer plus for 
an even value of u while it has an integral value for an odd value of u.

According to Bohr’s theory, however, the magnitude of the angular
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momentum of an electron’s orbital motion is, in units of hf2π, the value 
of the subsidiary quantum number k itself and hence should be 
1, 2, 3 ,. . .  for s-, p-, d -,. . . ,  terms, respectively. The above conclusions, 
therefore, disagree by one unit with the results of Bohr’s theory for the 
assignment of the angular momentum of the optical electron. Further­
more, the appearance of half-odd-integral values is, within the frame­
work of Bohr’s theory, entirely beyond comprehension even for the 
angular momentum of the atomic core.

In this connection, we recall the Stem-Gerlach experiment of § 22, 
which showed the azimuthal quantization into two directions of silver 
atoms in a magnetic field. Now, the ground state of a silver atom is 
known from spectroscopy and is an s-term belonging to a doublet 
group, i.e. u — 2. The angular momentum, s, of the atomic core is thus, 
from Eq. (29.4), equal to Since it is an s-term, we have also | / | =  0. 
The total angular momentum, | j | or | / +  s | , of the atom is hence 
Therefore, on introducing this atom in a magnetic field the total 
angular momentum will have a component of either }  or -  \ along the 
direction of the magnetic field; in other words, the silver atom in the 
magnetic field is azimuthally quantized in two directions. The result of 
the Stern-Gerlach experiment is quite naturally anticipated from this 
point of view.

On the contrary, Bohr’s theory assigns a unit value of the angular 
momentum for s-terms and hence the silver atom is to be azimuthally 
quantized into three directions in the magnetic field, even if we assume 
zero angular momentum for the atomic core. This is in contradiction 
with the experimental finding. The assumption of a non-zero angular 
momentum for the atomic core leads to a level number of the ground 
state term larger than unity. This is also in disagreement with the 
known experimental result. By these arguments, we come to the con­
clusion, one which is in serious contradiction with the original version 
of Bohr’s theory, that the appearance of half-odd-integral angular 
momentum and the assignment l, instead of k, to the orbital angular 
momentum of the optical electron are necessary for explaining the 
experimental facts.

Furthermore, once this idea is accepted, proper use of the correspon­
dence principle on this basis can explain successfully the regularities 
of the spectral lines of almost all the atoms, while with the original 
Bohr theory there are disagreements with various experimental facts.

However, there still exist some unsatisfactory aspects of the Lande-



Sommerfeld interpretation; if this interpretation is correct, the singlet 
term and the triplet term of an alkali atom, for instance, correspond to 
different states of the atomic core. Namely, u — 1, and hence s =  0, 
for the former and u =  3, and hence s — 1, for the latter terms. If the 
state of the core is actually different as in this example, the energy of 
the core would also be different for the singlet group and the triplet 
group. The separation energy of the optical electron, or in other words, 
the value of the term in the limit of infinitely large quantum number n 
since this is simply the energy of the core itself, would be different for 
these two groups.

Contrary to this expectation experiment shows that the values, for 
n — oo, are the same for the two groups, as shown in Fig. 48. Whether 
or not the term limits of the singlet and the triplet group are the same 
can be determined by a study of the faint spectral lines emitted by 
combinations between singlet and triplet terms.

This seems to suggest that it is inadequate to interpret the angular 
momentum s as the angular momentum of the atomic core. Uhlenbeck 
and Goudsmit remarked that the difficulty could be avoided by con­
sidering the electron not as a simple mass point, as has so far been 
assumed, but instead as having a certain intrinsic angular momentum. 
According to them, taking the simplest case of an alkali atom for in­
stance, the atomic core does not have any angular momentum and the 
necessary angular momentum s with magnitude \ is to be ascribed, as 
an intrinsic property, to the optical electron moving outside the atomic 
core. Since the fact that the optical electron is moving around the core 
can be interpreted, when observed from the electron, as meaning that 
the core is moving around the electron, the rotation of the electric 
charge of the core exerts on the electron a magnetic field in the direc­
tion of the angular momentum /. The intrinsic angular momentum s of 
the electron is then azimuthally quantized in the direction of this 
magnetic field thus yielding the doublet structure of the term with a 
given /. A similar line of argument can successfully be made in ex­
plaining the multiplet structure of the spectral terms of more complex 
atoms provided that the sum of the intrinsic angular momenta of the 
electrons outside the core is taken to be s.

Goudsmit and Uhlenbeck went further and interpreted this intrinsic 
angular momentum as due to the self-rotation of the electron, that is to 
a rotation about an internal axis. This self-rotation is called the spin of 
the electron.

i g 6  THE SHELL STRUCTURE OF THE ATOM [CH. 4 , § 29
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The self-rotation of an electrically charged object necessarily gives 
rise to a magnetic moment. The magnitude of the intrinsic magnetic 
moment of the electron is one of the factors which determine the 
magnitude of the level spacing within a multiplet group. It furthermore 
plays a decisive role in the Zeeman effect observed when the atom is 
placed in a magnetic field. In the simplest case of an alkali atom in a 
magnetic field, the change of the s-terms will be as follows. Namely, 
since the angular momentum / of the electron’s orbital motion is zero 
for the s-terms and since the atomic core does not carry any angular 
momentum the total angular momentum of the atom is the intrinsic 
angular momentum itself, i.e., the spin, of the electron. Since s in this 
case is \ in magnitude, this angular momentum in the magnetic field is 
azimuthally quantized in two directions; one is the direction of the 
field and the other is the opposite direction. The fact that even an 
angular momentum of a half-odd-integral value has, when azimuthally 
quantized, its ^-components separated from one to the next by one unit 
has already been confirmed by the Stern-Gerlach experiment.

If we denote the intrinsic magnetic moment of the electron by μα the 
energy of the former state is μκΗ and that of the latter state is -  μϋΗ, 
where H is the strength of the applied magnetic field. This result in­
dicates that the experimental determination of these line shifts due to 
the known magnetic field gives the value of //e and, in fact, it was shown 
by this method that

eh
^e 4nmc ' (29.5)

Recalling that the magnitude of the intrinsic magnetic moment of 
electron is \ hj2n, we obtain for the ratio of the magnetic moment to 
the angular momentum

μc
h_ 

2 π

e
me ‘ (29.6)

On the other hand, as was stated in § 18, the magnetic moment 
resulting from the orbital motion of electron is

μ = β \ Ι \
eh

4jimc
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and, hence, its ratio to the angular momentum

h_
2n

μ e
2 me (29.7)

Due to the difference between Eq. (29.6) and Eq. (29.7) the Zeeman 
effect of an alkali metal, or more generally with many of the other 
elements, differs from the prediction of the earlier theory. On the other 
hand, the singlet groups of the alkali earths, do show the Zeeman effect 
expected from the simple theory since in this case one may take s =  0 
so that the magnetic moment is purely of orbital origin. In the former 
case, in which the earlier theory does not hold, we have the “ anomalous 
Zeeman effect”  while in the latter, where the earlier theory is valid, we 
have the “ normal Zeeman effect” . It is to be remembered that the 
source of the anomalous Zeeman effect is the fact that the ratio of the 
magnetic moment to the angular momentum is different, as shown in 
Eq. (29.6) and Eq. (29.7), for the intrinsic spin of electron and its 
orbital motion.

We do not intend to go into the detailed description of the anomalous 
Zeeman effect since it would be beyond the scope of this volume, but we 
satisfy ourselves by simply showing into how many levels each of the 
terms of an alkali atom splits under the influence of a magnetic field.

We begin with the simplest case of an s-term in which the orbital 
angular momentum / is zero. The total angular momentum, j, is then 
entirely due to the intrinsic angular momentum s of the electron, so that

implying that the s-term is split into two levels.
For p-terms | / | =  1, and s is azimuthally quantized with respect to 

this / so that it either orients itself parallel or anti-parallel to / i.e., | j [ =  
| / [ +  | s | or | j  | =  | / [ — | s | . The two previously mentioned closely 
adjacent terms of the doublet group are due to this effect. In the former, 
the parallel case

J

and in the latter, the anti-parallel case

I j 12 ·
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Therefore, in the notation introduced in § 28, the terms of the former 
case should be denoted by

and those of the latter case by
Pi*

So far the effect of the magnetic field has not been considered. When a 
magnetic field in the direction of the 2-axis is introduced, the total 
angular momentum j  is azimuthally quantized with respect to this 
direction. Accordingly, the 2-component of | j | =  f  assumes one of the 
four values of j z — \ \  and — ■§, and the term p  ̂splits into four 
levels in the presence of the magnetic field. In the same way, the term 
p  ̂ splits into two levels. We have in this argument used the fact, 
confirmed by the Stern-Gerlach experiment, that even the angular 
momenta of half-odd-integral values have their 2-components, when 
azimuthally quantized, equally spaced by one unit. In the next case of 
the d-term we have | / | =  2, and, hence, \j\ is either J- or f. The 
doublet, therefore, consists of

and
<**·

The application of a magnetic field leads to the splitting of d  ̂ into 6 
levels and d  ̂into 4 levels.

We summarize the results in Table 7 the content of which, by the 
way, has been thoroughly verified by experi­
ments. The figures in the last column of Table 
7, i.e., 2, 6, 10, and 14, are the number of 
different orbital motions and spin directions 
involved in the s-, p-, d-, and f-terms, res­
pectively, each of which was roughly con­
sidered previously as a single term.

The concept of the spinning electron, though 
in a sense attractive, seems somewhat arbit­
rary and not free from criticism. As a matter 
of fact, it is said that Goudsmit and Uhlen- 
beck sent a telegram to the editor of “ Nature” 
asking to withdraw their paper, because their 

idea had caused a good deal of criticism; if the magnetic moment of the 
electron is due to its self-rotation the radius of the electron should be at

T a b l e  7

Number of the levels of 
alkali in a magnetic field

Term Number of
the levels

S Si 2 2

P ( P1 ^ 1 PI
2
4 6

d 4 10
U f 6
i f-5- 6 14

f u 8
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least as large as hjmc =  10~10 cm in order that the magnetic moment 
efinmc be produced by the rotation of the angular momentum \ hj2n. 
Such a large size for the electron (about the size of the K-shell of 
an atom of intermediate Z) would certainly destroy all the good 
agreements which we have seen between theory and experiment. 
Unfortunately or fortunately, the telegram was delivered too late, after 
the paper had been already printed. One had to wait for some years for 
the true explanation of this peculiar nature of the electron; the 
phenomenon of the electron spin is not something like an ordinary self­
rotation but instead it is deeply rooted in the fundamental structure of 
nature. The discrepancies between theory and experiment observed 
at the end of § 26 in the multiplicities of the L-, M-, and N-terms of the 
X-ray spectra are also found to be remedied by the introduction of the 
electron spin, together with the assignment of l instead of k to the 
angular momentum.

Another remark is appropriate. Namely, the fact that the angular 
momentum of the electron’s orbital motion is not k but instead l =  
k — 1 clearly indicates that we must not take literally the content of 
Bohr’s Hypothesis III. The fact that the s-orbit has an angular mo­
mentum zero is required by the experimental results for the multiplet 
terms and is also supported by the Stern-Gerlach experiment. But, if 
the electron were to obey classical mechanics in its atomic motions, 
as Hypothesis III says it should, the state of zero angular momentum 
would be impossible since in this state the electron would collide with 
the atomic nucleus.

§ 30. Pauli’s Principle

In § 27 we discussed the shell structure of the atom and the periodic 
table. One of the important conclusions there was that the s orbit of the 
atom was completely filled by two electrons and the p, d, f orbits, by 
6, 10, and 14 electrons, respectively. Comparing these results with the 
content of Table 7 we come to a remarkable conclusion. Namely, the 
maximum capacities of s, p, d, f , . . . ,  orbits are exactly the same as 
the numbers of levels, in the presence of a magnetic field, of the s-, p-, 
d-, f- , . . . ,  terms respectively, of an alkali atom. This fact was first 
pointed out by Stoner in 1926. As has been stated in the discussion of 
Table 7, the numbers 2, 6, 10, and 14 in the Table are the respective 
numbers of different orbital motions and spin directions involved in the
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s-, p-, d-, and f-terms of an alkali atom. The observed fact that these 
numbers coincide with the maximum capacities of the s, p, d, and f 
orbits in the atom seems to suggest the following. That is, when we start 
from the rough classification in terms of s, p, d, f , . . . ,  orbits and 
sub-classify them into 2, 6, 10, 14,... different orbits respectively, only 
one electron is allowed for each of these sub-divided orbits. This sub­
division, by the way, is not merely a conceptual one but is actually 
observed experimentally by the application of a magnetic field as was 
explained in the last section. According to the discussion there, each of 
these sub-classified orbits is labelled by giving the four quantum 
numbers: the principal quantum number n, the subsidiary quantum 
number l, the inner quantum number j  and the magnetic quantum 
number j z. The quantity j  here, as in the Sommerfeld-Lande theory, is 
the magnitude of the total angular momentum j  and j z is its z-com- 
ponent.

In general,
y = ±  for / — 0 , (30.1)

j  — l -j- i  or j  =  l — i  for l > 0 , (30.1,)
and

— + ]  ,

from which one can conclude that the number, N, of realizable levels 
for a given l is given by

N =  2(1 +  i) +  1 +  2(1 — 1) +  1

=  4/ +  2 (30.3)

-  \k — 2 .

This is identical to Eq. (27.1)
Therefore, the shell structure of the atom seems to be quite naturally 

explained if we make the hypothesis that “ only one electron is allowed 
for each of the sub-classified orbits” . Furthermore, experiments have 
shown that this hypothesis is indispensable for understanding the 
spectra of more complex atoms. The hypothesis turns out to be ap­
plicable not only to the electrons in the atom but to more general 
systems of electrons in which quantum theoretical orbits can be 
considered. The generalization of Stoner’s finding and its application to 
various problems was carried out by Pauli in 1925 and the name Pauli’s 
principle has been given to it.
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What then prevents the existence of more than one electron in one 
and the same orbit? Could it be the electric repulsion between the 
electrons ? The answer is no. It is not due to such a dynamical effect but 
instead, like the spin of the electron, it is a phenomenon resulting from 
the fundamental structure of nature.

Complete understanding of the implications of this phenomenon, 
however, came much later.



CHAPTER 5

THE BIRTH OF M ATRIX MECHANICS

§ 31. The Clue for Solving the Difficulties

In the preceding chapter we have seen how the quantum theory 
was developed to yield fruitful results despite its inherent incon­
sistencies. The guiding role in this was played by the correspondence 
principle of Bohr. As has been stressed in § 23, this principle not only 
served as a tentative working theory but also played the role of 
indicating to Bohr and to the physicists of his school the correct 
direction of advancement. It was, in fact, by the aid of this principle 
that these people could eventually figure out, from the rather distorted 
picture given by the old quantum theory, the correct form of the 
physical world. It is certainly a remarkable fact that the results con­
jectured by them were so close to the truth that most of the results 
could remain true without any revision even after the correct new 
theory was finally discovered. However, the approach used in obtaining 
sensible conclusions from the available distorted picture was still of 
such an intuitive nature and of such an intricacy that it did not follow 
any certain definite methodology as it should in a precise science. This 
unsatisfactory state of affairs came to an end when a young German 
physicist Heisenberg discovered in 1925 the recipe for converting in a 
systematic way the distorted picture into the correct one. By the aid 
of this recipe, Heisenberg constructed from the old quantum theory 
the new mathematical formalism of the so called matrix mechanics and 
by this theory he obtained a number of important results. For the 
thorough understanding of the physical implications of this mathe­
matical formalism, however, one had to wait for aid given by a different 
method of approach. This came from the so called wave mechanics.

Outside the current in which Bohr and other physicists of his school 
were progressing led by the correspondence principle, a French 
physicist de Broglie was quietly going his own way and carefully 
studying the dual nature, particle and wave, observed in light. Through 
a far-reaching insight he noticed that an inherent inter-relation does

203
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exist between this duality of light and Bohr’s quantum condition, 
and he developed the ambitious idea that this duality must exist not 
only in light but also in matter such as an electron and that, hence, 
an electron which was generally believed to be of a particle nature 
must have also a wave nature. He then proposed that the discontinuity 
appearing in the quantum theory might be due to a kind of interference 
of this wave. This happened in the year 1923.

This idea of de Broglie, though unnoticed for a while, was developed 
mathematically by Schroedinger in Switzerland. He found the funda­
mental wave equation for the electron wave and applied it to various 
real problems, and thus successfully obtained results in very good 
agreement with experiment. Thus he could derive the Balmer formula 
from the theory of the hydrogen atom based on this point of view. 
This was in the year 1925. The wave nature of the electron was also 
verified experimentally by Davison and Germer of the United States.

These two lines of theoretical approach, Heisenberg’s theory based 
on Bohr’s correspondence principle on the one hand and Schroe- 
dinger’s theory of wave mechanics originating from the wave nature 
of electron proposed by de Broglie on the other, were apparently quite 
different in their basic elements. Despite the numerous conflicting 
arguments concerning theoretical interpretation aroused frequently by 
the apparent difference between the two theories, they gave identical 
answers to many real problems. It was later proved that, except for 
the difference in the interpretation, the two theories were in fact 
mathematically equivalent.

Thus we could grasp, at least mathematically, a fragment of the 
correct quantum mechanics and the clue for solving the various 
difficulties mentioned in the last chapter of the old quantum theory, 
although there still existed a number of ambiguities concerning its 
interpretation. Leaving the problem of interpreting the theory for 
later chapters, we shall in this chapter explain the physical ideas and the 
mathematical structure of Heisenberg’s theory.

§ 32. Heisenberg’s Discovery

According to the correspondence principle, there is a close corre­
spondence between the quantum transitions of an atomic system on 
the one hand and the Fourier components of the electron’s orbital 
motion in the sense of classical mechanics on the other. That is, for
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instance, to the transition n -> n — τ of the quantum theory there 
corresponds the τ-th higher harmonic of the motion of the electron in 
the state n. When the quantum number n is very large, the light 
resulting from the transition n -+n  — τ has the same frequency as that 
of this higher harmonic and, furthermore, they have the same intensity 
as well as the same polarization.

Although a number of considerations were successfully guided by 
this principle, the principle itself gives correct answers only in these 
cases of very large values of the quantum number n. Should it be 
possible at all to obtain a theory which can give correct answers also 
in the cases of small ^-values ? In the cases of very large n, this corre­
spondence principle could act as the code-book for translating the 
results obtained from the classical considerations such as the electron’s 
orbital motion and the emission of light waves in accordance with 
Maxwell’s equations, into their quantum theoretical counterparts, the 
transition between the stationary states, the emission of light by the 
transition, and the transition probability. But this code-book is still 
unsatisfactory and often gives wrong, or ambiguous, conclusions in 
the cases of small n. The problem now is to find the code-book which 
can be used also in cases of small n.

Heisenberg proceeded like an expert decoder who reads a crypto­
gram. His approach was as follows. He started with the expectation 
that there must be a “ certain quantity”  of quantum theoretical nature 
which corresponds to the Fourier component of an electron motion in 
the classical theory and the absolute square of which should play a 
fundamental role in obtaining the transition probabilities. Since the 
correspondence between the classical quantities and the quantum 
theoretical ones is given through the appropriate terms of Fourier 
series, the first thing to be done is to express the problems, for instance, 
of handling the equation of motion or of introducing the quantum 
condition, as relationships between Fourier terms. We then have a 
cryptogram written in the language of Fourier terms and this is to be 
translated into the correct quantum language. If in this cryptogram 
appears the Fourier component of the coordinate

X{n, τ) exp { 2πιν{η, x)t } , (32.1)

pertaining to the n-th stationary state and the r-th harmonic, we 
should expect that, corresponding to this Fourier component we shall
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have a certain quantity associated with the transition n->n  — r. 
This quantity may be called the “ transition component” of the 
quantum theoretical coordinate. Assume now the existence of this 
transition component and let it be denoted by

X(n;  n — τ) exp { 2mv(n\ n — x)t } . (32.Γ)

We replace the Fourier component by this hypothetical quantity. This 
is the first fundamental key to decode the cryptogram. We note here 
that, for the classical frequencies,

v(n, x) = — v{n,— x) (32.2)

due to the fact that v(n, x) — xv(n, 1), while for the quantum theoretical 
frequencies, that

v[n\n — τ) — — v(n — τ ; n) (32.2')

because of the relation v(n;n — τ) =  {Wn — Wn_ T )jh. This fact 
implies that the correct translation of Eq. (32.2) into the quantum 
theoretical language is not a simple change of sign of τ, such as 
v(n; n —  r) =  — v(n; η +  τ), but rather the interchange of the initial 
and final states as is apparent in Eq. (32.2')· Furthermore, for the 
coordinate a to be real, it is required in the classical theory that in 
Eq. (32.1)

X(n, x) =  X*(n, — τ) (32.3)

should hold; the correct translation of this relationship is again the 
interchange of the initial and final states:

X (n ;n  — τ) =  X*(n — x; n) . (32.3')

The reason why X*(n — τ; n), instead of the simple change of sign 
of r (i.e. X*(n; η +  τ )) appears in Eq. (32.3'), is naturally due to the fact 
that Eq. (32.2') holds for the quantum theoretical frequencies and, 
hence, exp { 2τάν{η —  τ; n)i } rather than exp { 2πΐν(η; n +  z)t}  is the 
complex conjugate of exp { 2πίν(η; n — x)t }.

We now proceed to the next step of the decoding. We have shown 
previously, in Eq. (23.19), that the classical frequency v(n, τ) in (32.1) 
satisfies

Ηη·τ> ~ h  dn (32 .4 )
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However, we should use

v{n; η — τ) =  \ (W(n) —  W(n —  τ)) (32.4’)fl

for the quantum frequency in (32.Γ). We now set the rule that when­
ever v(n, r) appears in the cryptogram we replace it by v[n\ n — τ). 
This rule of replacing the classical frequency, v(n, τ), by the quantum 
theoretical one, v(n', n — τ), can also be considered as replacing the 
differential

by the difference

dW(n)
% dn

W(n) — W{n — x) .

(32.5)

(32.5')

Or, generalizing this rule to the case of an arbitrary function F(n) 
defined for each stationary state, the differential

dF{n)
dn

is to be replaced by the difference

F(n) — F(n — r)

(32.6)

(32.6')

Further, we often encounter in the classical theory a differential 
of the type

dv(n, τ)
dn

then we interpret this as the second differential

I f  d (  dW(n)\ \
T-d ir )  1

(32.7)

h\ dn

and replace this in turn by the second difference 

1
h [ { W(n +  τ) — W(n) } — { W(n) — W{n —  τ) } ]

v(n -f- τ; n) — v(n; n —  r)
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in conformity with the definition of second differentiation 

d2/  =  Hm / ( a +  Ax) — 2f{x) +  f ( x  — Δχ)
άχ2 A x - + 0  (AA2

lim { / ( *  +  Δχ) — f{x) } —  { /(* )  —  Οχ — Δχ) }
Λχ->0 {ΔΧ)2

This replacement can also be generalized to the case of an arbitrary 
function F(n, x) which, like v(n, x), depends both on the integer n 
specifying the stationary state, and on r indicating the order of the 
harmonic, and which accordingly can be associated with each quantum 
theoretical transition n - > n —  x. Namely, the differential

dF (n, x)
T dn

in the cryptogram is to be replaced by the difference 

F(n -j- x; n) — F(n ;n  — r) .

(32.8)

(32.8'}

An example of F(n, x) would be the Fourier component X{n, x) · 
exp { 2niv{n, x)t } of the coordinate x. A straightforward application of 
the rule by which we replaced (32.5) by (32.5') together with the 
correspondence of F{n ; n — x) to F  (η, τ) may suggest the replacement 
of (32.8) by F(n; n —  τ) — F(n —  r; [n — r) —  x) instead of (32.8'). 
But this possibility is excluded because by this replacement a certain 
symmetry possessed by the original quantity (32.8) with respect to a 
change of sign of x would be lost. For example, in the case where 
F(n, x) is v{n, τ), the quantity xdv(n, x)jdn is invariant under the change 
of sign of r. This symmetry is preserved in v(n +  τ; n) — v(n; n — x) 
but not in v{n\n — r ) — v(n — r ; (n — τ) — τ). We encounter a 
similar situation also viien F(n, x) is, for example, X{n, x).

In the classical theory a quantity like the one in (32.1) was obtained 
by expanding in Fourier series the coordinate x(t), for instance, as 
a function of time. The original quantity x{t), the sum of the terms 
like (32.1), naturally was an important physical quantity in the 
classical theory. How-ever, in its quantum theoretical translation,
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(32. Γ), it is doubtful that the quantity as given by the sum of the terms 
like (32.Γ) would also play an important role. The reason is that, 
since each of the summands, (32.1'), is associated with a different 
transition, the function of time as given by their sum cannot possibly 
be considered as having an important meaning. Viewed from the 
quantum theoretical stand-point the essential significance of the fact 
that in the classical theory the quantity (32.1) is given as the Fourier 
component of the coordinate x(t) is that it allows the calculation 
of the Fourier components of x2, x3, . . .  . For instance, if the coordinate 
v is expressed as

4- 00
x =  Σ  X(n, x) · exp { 2niv(n, x)t } ,

τ = — 00

its square x2 is given as a series of the same structure, that is a series 
with the same frequencies, namely

* 2 =  Σ Σ  X (η , τ') · exp { 2mv(n, x')t }
= — CO

-X(n,x  — τ') · exp { 2mv(n, x — x')t }

+  00 (  +  00 1

=  Σ  \ Σ X{n,x')X[n,x — τ')|·εχρ{2πΐv(n,x)t} .
τ= — oo I τ' = — oo '

Or, in accordance with this, the r-th Fourier component of x2 is given by

(
+ 00

Σ  X in> Ό  · exp { 2πιν(η, x')t }
t '  =  —  00

• X (η, x — τ ') -exp { 2πίν(η, x —  x')t } j

=  I Σ  X{n,x')X(n,x  —  τ') j·exp { 2πΐv[n,x)} . (32.9)

It is an essential point that the Fourier series of x2 contains no other 
frequencies than those already appearing in the Fourier series of x. 
This very essential point obviously comes from the fact that the 
classical frequencies v(n, x) consist of the fundamental frequency



2 1 0 THE BIRTH OF MATRIX MECHANICS [ c h . 5, § 32

v[n, 1) and its integral multiples and that, consequently, the rela­
tionship

v(n, r) +  v(n, τ') — v{n, τ +  τ') , (32.10)

or, the same relationship

v(n, τ') +  v(n, τ  —  τ') =  v(n, τ)

holds. By a similar calculation it is shown that the τ-th term in the 
Fourier series of x3 is given by

I Σ  Σ  Χ{η ,τ ' )Χ{η ,τ")Χ{η ,τ  — τ ' — τ”) /■ exp {  2πιν(η, τ)ί } .
τ ' = - ο ο  τ"=-οο ! (32.11)

The relationships of Eq. (32.10) do not hold for the quantum 
theoretical frequencies and, instead, we have the Rydberg-Ritz 
combination law,

v(n ; n — r) -f- v(n — τ ; n — r — τ ’) =  v(n ; n — τ — τ') ,

or (32.10')
v(n ; n — τ') +  v(n — τ' \n — τ) =  v(n \n — τ) .

Therefore, if we follow the procedure of considering the quantity given 
by (32.1') as one of the terms of a series, derive the quantity %{t) as 
the sum of this series, and calculate x2, x3 , , from the obtained x(t),
then these quantities contain components with frequencies which 
did not exist in the original expression for This is the very reason 
why the function of time as given by the sum of (32.1') can not be 
expected to play an important role. Therefore the replacement of the 
function x(t) appearing in the cryptogram by a certain quantum 
theoretical counterpart as a function of time can hardly be considered 
the correct procedure for decoding. Since, however, what we are looking 
for are quantities like the intensity or the polarization of the light 
emitted in each transitions, we already have sufficient information for 
our purpose when quantities of the form of (32.1') are known separately 
and it is of secondary importance whether they can be summed up 
into the form of a function of time or not. That is, we should be content 
with the result that the quantum theoretical quantity corresponding
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to the coordinate x is simply the aggregate of the quantities of the 
form of (32. Γ). This aggregate is called a “ matrix” for the reason given 
in the next section (§ 33).

In the meantime, however, it should be possible for us to calculate 
the quantum theoretical transition components of x2, x3 , . . . , from 
those of % as given by (32.1') just as (32.9) and (32.11) express the 
Fourier components of x2, x3 , . . . , in terms of X,  (32.1), in the classical 
theory. We require with Heisenberg, that no other frequencies should 
appear in the transition components of x2, x3 , . . . , than those already 
existing in the transition components of x. This requirement fixes the 
method for calculating the transition components of x2, x3 , . . . from 
those of v in the following manner.

We first note that, to the classical Fourier components 
X (n, r) · exp{ 27iiv(n, x)t} and X(n, x — x') · exp {2πΐν(η, x — x')t}, cor­
respond the transition components X{n\n — x) ■ exp {2niv(n; n — x)t} 
and X{n\n —  x +  τ') - exp { 2πΐν(η; n — x +  x')t } , respectively. The 
straightforward introduction of these replacements into Eq. (32.9) i.e. 
the interpretation of

+ CO
Σ  X(n ; n — τ ’) *exp {2τάv(n ; n — x')t }

- τ ' =  — CO

• X(n ; n — x +  τ') · exp { 2mv(n ; n — τ +  τ')/

as the r-th transition components of x2 does not satisfy our requirement 
since the quantum theoretical frequency does not obey Eq. (32.10) 
and, hence, v(n; n — τ') +  v(n; n — r +  τ') is not equal to v[n \ n — τ). 
Recalling the fact that the quantum theoretical frequencies satisfy Eq. 
(32.10') instead of Eq. (32.10), and that

v(n \n — τ') +  v[n — τ ' ; n — τ) =  v(n; n — x) ,

we arrive at the conclusion that the correct assignment as the quantum 
theoretical transition component of x2 must be

+  00

Σ  X( n ; n  — τ') exp { 2πΐν(η; n —  τ ' ) / }
- τ '  =  — co

• X(n  — τ ' ; n — x) · exp { 2niv(n —  x' ;n  — x ) i }

+ «> 1 _ (32.9')
]Γ X (n ; n — τ')A"(n — x' ;n  —  x) I · exp { 2πίν(η; n — x)t } .

τ’ = — oo '
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This expression with the correct frequency is then something which 
replaces Eq. (32.9) in the cryptogram.

By a similar consideration we should take, as the quantum theo­
retical transition component of x3,

+  00 + 0 0

Σ  ]T X { n ; n — τ') · exp { 2niv(n; n — τ ' ) / }
r'=-co τ"= — co (32.11')

■X{n — τ'; n — τ") · exp { 2jdv(n —- τ ' ; η  — x")t }

•X(n — τ"; n — r) · exp { 2ττϊv(n — τ " ; n — τ)ί } ,

which has the correct frequency v(n; n — τ) due to the combination law

v(n; n — τ') +  v(n — τ ' ; n — τ") +  v(n — τ" ; n — τ) =  v(n; n — r) .

We have thus obtained the key for finding the quantity which is to 
replace the square and the cube of the coordinate a appearing in the 
cryptogram. The essential difference of these quantum theoretical 
multiplication rules from those of the classical theory is as follows. 
According to the classical theory, the Fourier component of the product 
corresponding to the n-th state of motion depends naturally only on 
those Fourier components of the factors corresponding to the same n-th 
state of motion. On the contrary, in the quantum theory the transition 
component of the product from the n-th stationary state involves 
also the transition components of the factors from stationary states 
other than the n-th. For instance, in Eq. (32.9) the Fourier component 
of x2 in the n-th state is expressed in terms of X(n, τ —  τ') and X(n, τ'), 
i.e., in terms of the Fourier components in the same n-th state, 
while in Eq. (32.9') the transition component of x2 from the n-th 
state depends not only on those from the same n-th. state, X( n; n  — τ'), 
but also on those from different stationary states, X(n — τ'; n — τ). 
In view of this, it is now clear that the transition component is to be 
replaced by something entirely different from the electron motion in a 
certain state though there is in a sense some correspondence between 
the two. This fact had already been vaguely anticipated in Bohr’s 
correspondence principle but it is the essential contribution of Heisen­
berg’s finding that he could express this fact precisely in the form of 
his multiplication rule. The important key point which led him to this 
finding was the recognition that the Rydberg-Ritz combination law,



CH. 5, § 32] He is e n b e r g ’ s d is c o v e r y 2 13

Eq. (32.10'), was the one to replace the classical frequency relation, 
v(n, τ) =  τν(η, 1), or Eq. (32.10).

This multiplication rule can easily be generalized. For instance, 
when we have in the classical theory two quantities x and y, (which 
need not necessarily mean x and y  coordinates but may be any two 
dynamical quantities) and when we have

the Fourier component of x — X (n, r) · exp { 2n\v{n, x)t } ,
(32.12)

the Fourier component of y  =  Y{n, x) · exp { 2niv(n, x)t } ,

and, as their product,

the Fourier component of xy
+ co \
Σ  X(n,x')Y(n,x  — τ') j · exp { 2mv(n,x)t) , (32.13) 
= -  00 '

we should replace them by

the quantum theoretical transition component of x

=  X(n; n — τ) · exp { 2πιν(η; n — x)i } , 

the quantum theoretical transition component of y  (32.12')

=  Y (η; n — τ) · exp { 2 πΐν(η \n — x)t } 

and, as their product,

the quantum theoretical transition component of xy
+ CO \

Σ  X{n\n — x)Y(n — τ; n — τ') j · exp { 2mv(n; n — x)t } ,
j (32.13')

respectively.
A number of keys for decoding the cryptogram have been obtained 

in this way. A point worthy of special attention in connection with 
Eq. (32.13') is that, according to this quantum theoretical multiplication 
rule, the product xy is generally different from the product yx  since

£  A'{n\n — x')Y(n — τ '; n — τ) =  Y(n; n — τ')X{n  — τ '; n — x)
τ' τ'
holds only in exceptional cases.
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Before we apply Heisenberg’s key to some of the standard simple 
cases to arrive at meaningful results, we shall apply it to Bohr’s 
quantum condition. Since the quantum theoretical quantity in the 
Heisenberg theory is considered as an aggregate of the transition com­
ponents, the correspondence between the quantum theoretical calcula­
tions and those of the old theory becomes possible only when all the 
calculations in the old theory have been performed in the form of 
Fourier series and when all the results have been expressed in the form 
of relationships between the Fourier components. Now the quantum 
condition in the old theory,

jp d x  =  J  =  7th, (32.14)

does not in this form show explicitly a similarity to the corresponding 
quantum mechanical equation. For the decoding of this quantum 
condition it is necessary to rewrite it as a relationship between the 
Fourier components of x and p. We now carry through the actual 
decoding of the quantum condition.

In order to avoid excessive complexities which may hinder the 
reader from understanding the essential reasoning, we consider the 
simple one-dimensional case. The quantum condition can be written as

jpd x  =  jpxdt  — nh .

The substitution, for p  and a in this relation, of their Fourier ex-
pansions,

P  =

+ 00
Σ  P{n, τ) · exp { 2mv(n, r)t } ,

and

X =
+ co
Σ  X(n, τ) - exp { 2mv(n, τ)έ } ,

t = — 00
gives

+ oc + 00
nh =  2πι ]T £  | P(n, τ)Χ(η, τ')ν{η, τ')

τ — co τ' = — oo

•exp { 2πΐ { v(n, τ) -f v(n, τ ' ) }  t )  d t ,

where the integration is over one complete period of motion, i.e., from 
t — 0 to 1 [v(n, 1). Upon performing this integration, the right hand 
side of the above equation becomes

—-2πΐ £  P(n, τ)Χ*{7ΐ, τ) ί ’ . =  — 2πί £  Ρ(η, τ)Χ*(η, τ)τ .
τ = -oo ν\η> U τ= -οο
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This is the quantum condition expressed in terms of Fourier compo­
nents, and this is now to be translated into quantum language.

Before entering into this problem we must first make clear the true 
meaning of the relationship (32.14). In Bohr’s theory this relationship 
was introduced as the quantum condition, i.e., the condition which 
selects the quantum-mechanically allowed states: Bohr’s stationary 
states were determined by the requirement that n on the right-hand 
side should be an integer. But, according to our philosophy described 
in § 23 (v), the discrete nature of the stationary states should appear 
as something which corresponds to the discreteness of τ in the course 
of the correct translation of the cryptogram, instead of resulting from 
such an ad hoc conditions. Thus we should allow any positive values 
for n in the cryptogram, and the relation (32.14) should be merely 
used as the equation by which one fixes the so far undetermined value 
of /  or n when the amplitude of p and x are specified; or conversely, 
one fixes the undetermined amplitudes when the value of /  or n is 
specified. Bearing this in mind we differentiate both sides of the equation 
with respect to n to obtain

This differentiation was performed because in the resultant form we 
can utilize the keys (32.8) and (32.8').

The immediate use of the key, Eqs. (32.8) and (32.8'), in Eq. (32.15) 
gives then

Making use of the relation (32.3') which states that X (n ; n -f- τ) and 
X(n +  τ ; n) are complex conjugates of each other, we can further 
rewrite this relationship in the form

(32.15)

Σ  P (n ; n — r)X*(n ; n — r)
τ =  — 00

A
2πϊ

+ 00

Σ  P(n +  τ; n)X(n; η +  τ)
τ= - co
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Or, changing the sign of τ in the first series which does not affect 
the result, we finally obtain

2̂ · =  { _Σ Ρ{η;η — τ)Χ(η — τ;η)
+ oo \

— ]T X {n \ n — x)P(n—  r; n) J.
τ =  — 00 /

(32.15')

This is then the quantum mechanical relationship which replaces 
Eq. (32.15). We have thus completed the decoding of Eq. (32.15). In 
case the momentum ft is given by mx, Eq. (32.15') can also be written as

+ 00
h =  — 8n2m ]T \X(n;n  — r) 12v(n;n  — τ) . (32.15")

τ =  — oo

We shall next show how the decoding procedure of Heisenberg 
works by taking as an example a practical dynamical system. The 
simplest case is that of Planck’s oscillator. The point mass, the 
coordinate of which is suffers in this case a force proportional to 
The problem therefore would not require the use of Heisenberg’s 
multiplication rule (32.9') and, since our present aim is to show the 
actual application of this rule, we add an additional force proportional 
to x2. The equation of motion then becomes

x +  (2πν)2χ + λ χ 2 =  Ο , (32.16)

where (2πν)2 is written for κ/m.
As mentioned above, the first thing we have to do is to express 

Eq. (32.16) as relationships between Fourier components of x. In 
classical mechanics, the coordinate x is expanded in the Fourier scries 
with respect to time, the general term of which is

X(n, r)-exp { 2πϊν(η, x)t } , (32.17)

where v(n, τ) =  τν(η, 1), v(n, τ) =  — v{n, —  x) and, in addition, 
X(n, x) =  X*(n, — x) in order to make the coordinate x  real.

The Fourier component of x being given by (32.17), that of x be­
comes

—  {  2πν(η, x) } 2 X(n, x) »e x p  { 2πίν(η, x)t }  , (32 .18)
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and that of x2 becomes

Χ(η,τ')Χ{η,τ — τ')·βχρ { 2πΐν(«, τ)*} · (32.19)
τ' = — οο

Introducing these expressions into the left hand side of the equation 
of motion, Eq. (32.16), and putting it equal to zero for each component, 
we obtain

{2π)2 { v2 — v2{n, x) } X{n, x) +  λ +f  X(n, x')X{n, τ — τ') =  0 .
τ'=_0° (32.20)

These are the simultaneous equations for X(n, τ). Then the solution 
of these simultaneous equations gives all the Fourier components of 
the coordinate x, and at the same time the frequency v(n, 1) is deter­
mined from the condition that these equations should have a solution.

These are the procedures of the classical theory. In order to translate 
them into quantum mechanical language, we proceed, in accordance 
with the general patterns described above, as follows. Namely, in 
quantum mechanics we start, instead of (32.17), with the quantum 
mechanical transition component

X (n ;n  — r)-exp { 2mv(n; n — x)t } , (32.17')

where v(n\ n — τ) =  — v(n — τ; n) and X(n; n -— τ) — X*(n — τ; n) 
to make X  a real-number-like quantity.

The transition component of x is obtained by differentiating Eq. 
(32.17') twice with respect to t, and is

— { 2πν(η; n — τ) }2 X(n; n — r)-exp { 2mv(n\ n — x)t } , (32.18')

and that of x2 is given, by the use of our multiplication rule (32.9'), by 

£  X(n; n —  x')X(n — τ '; n — τ)·εχρ { 2mv{n\ n — x)t } . (32.19')
τ'

Upon substitution of these expressions into the left hand side of Eq.
(32.16), we obtain

(2π)2 { v2 — v2(n; n — τ) } X[n\ n — x)

+  1 [ Ι ( » ; » - τ ' ) Ι ( » - τ ' ; « )  =  0 .  (3 2 .2 0 ')
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This is the equation for the X{n\n — τ), the quantum mechanical 
transition components of a.

Since the actual solution either of Eq. (32.20) or of Eq. (32.20') is 
difficult, we treat in what follows onfy the case λ =  0. Eq. (32.20) for 
λ =  0 can readily be solved to give

Although there exist, besides this solution, a number of apparently 
different ones, for instance X(n, τ) — 0 unless r =  ± 2 ,  X{n, ±  2) φ 0 
and v(n, 2) — v, their use would not give rise to different final con­
clusions. Similarly, we obtain fromEq. (32.20') for λ — O the solutions.

The yet midetermined amplitudes X{n, -j- 1) and X(n; n — 1) in 
Eqs. (32.21) and (32.21'), respectively, can then be determined from 
the conditions (32.15) or (32.15'), respectively. Making use of j) =  tnx, 
we obtain from Eq. (32.15)

X(n, τ) =  0 unless r =  ±  1 , 

X{n, +  1) =  X*{n, — 1) Φ 0 , 

v(n, 1) =  v =  — v(n, — 1) , 

for all values of n .

(32.21)

X (n ; n — r) =  0 unless τ =  ±  1 , 

X(n; n — \) =  X \ n — l;n )  Φ 0 , 

v(n; n — 1) =  v =  — v(n — 1; n) , 

for all values of n .

(32.21')

(32.22)

which upon integration gives

X{n, 1) [2 = (n +  const.) h .

Analogously, we have from Eq. (32.15')

h =  8π2ηιν { I X(n +  1, η) |2 — | X{n, n — 1) j2 } , (32.22')
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which upon “ integration” becomes

I X(n; n — 1) [2 =  — \—  (n +  const.)// .
8τι2νηι

The integration constant in each case can be determined as follows. 
The oscillator is to have a certain stable state, the ground state, in 
which it does not make a transition at all. In this ground state, the 
amplitude X(n, +  1) of the oscillation in the classical theory must be 
zero, while, according to quantum mechanics, the transition to a state 
of still smaller quantum number is forbidden i.e., X (n \ n — 1) =  0. 
Since the labelling of the states is arbitrary in the sense that we can 
choose any one of them to specify the ground state, we set n — 0 for 
this state and hence the integration constants in both cases become 
zero. Accordingly, we have

\ x ( n,\)\1 =  —^— nh,(32.23)
8 π vtn 

or

\ X (n ]n — l) |2 =  —  \— nh. (32.23')
8n2vm

Eq. (32.23) is nothing but the relationship (19.46') obtained previously 
in § 19.

By this equation the amplitude is determined when n is specified, but 
as mentioned before, we should in Eq. (32.23) allow n to take any 
positive values, since Eq. (32.23) was obtained by integrating Eq. (32.22) 
from zero to n. One has to notice, on the other hand, that n in Eq. (32.23') 
should be an integer. The relationship (32.23') has no meaning at all 
for non-integral values of n because this relationship was derived by 
“ integrating”  the difference equation (32.22') step by step from 
n — 0 to n =  1, and from η — 1 to n =  2 and so on. One now sees 
precisely how the discrete nature of the quantum theoretical quantities 
appears and how this is related to the discreteness of r. This is a 
remarkable result of Heisenberg’s theory.

The relationship (32.23'), being the correct quantum theoretical 
expression to replace Bohr’s condition J  =  nh, clearly shows the 
irrelevancy of the assumption of the old quantum theory, and that 
it must in some way be re-interpreted. For, according to its literal 
interpretation, the equation, J  =  nh, imposes a certain condition to be
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satisfied by the amplitude of the electron’s orbital motion and Eq.. 
(32.23) is this condition. In the light of the correspondence principle we 
reinterprete /  =  nh as imposing a certain condition on the quantum 
mechanical quantity which is closely related to the transition and 
Eq. (32.23') is nothing but the condition re-interpreted in this way.

We now examine the energies of the stationary states.
To do this, we introduce our solutions (32.21) or (32.21') into the 
energy function

W =  \m x2 +  \m (2πν)2χ2 . (32.24)

We should then obtain the Fourier components and the quantum 
mechanical components, respectively, of the energy and these would 
completely tell us the values of the energy. We begin first with the 
Fourier components of the energy in the classical theory. The Fourier 
component of x2 is

— (2π)2 Σ  vin> τ —  Ό  X(n, τ') X(n, r — τ')
τ '

• exp { 2πιv(n, τ)έ } (32.25)

which, upon substitution of Eq. (32.21), becomes

8πν2 | X(n, 1) |2 forr =  0 ,

— (2 π )ν  | X[n, 1) j2-exp { 2πιν(η, 2)t}  forr =  +  2 , (32.26)

— (2?r)2r2 I X(n, — 1) |2-exp { 2πίν (n, 2)t } for τ — — 2 ,

0 for all other -r’s.

In the meantime, the Fourier component of x2 is, from (32.9),

2 ! X(n, 1) |2

I X(n, 1) j2-exp { 2niv{n, 2)t }

[ X(n, — 1) |2-exp { — 2πΐν(η, 2)t }

for t =  0 ,

for r =  +  2 , (32.27)

for τ =  — 2 ,

0 for all other r’s.

Making use of these results in Eq. (32.24), we readily obtain the Fourier 
component of the energy W ; it is

8n2v2m I X(n, 1) |2 
0

f o r  τ  =  0 (32.28)
f o r  a l l  o t h e r  t ’s .
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Therefore the Fourier expansion of the energy W  has a non-vanishing 
term only for τ =  0, i.e. for the time independent term. In other 
words, the energy IF is a constant with respect to time and its value 
is given by

W =  8n2v2m | X(n, 1)

or, by the use of Eq. (32.23),
W =  nhv (32.29)

These are the familiar energy levels of the harmonic oscillator, provided 
that n is restricted to integers.

We now turn to the translation of this result into quantum 
mechanical language. In order to accomplish this, we start with the 
quantum mechanical transition component of x2 which is

—  (2 π )2 £  v(n; n — τ')ν(η — τ ' ;  η  — τ)

• Χ(η; η — τ')Χ(η — τ ' ;  η — τ ) - exp { 2πιν(η, η — τ)ί }  . (32.25')

Introducing Eq. (32.21') into this expression we obtain the transition 
component of x2 as

(2π)2ν2 { | X{n\n— 1) [2 +  \X(n;n  +  1) |2 } forr =  0 ,

— (2Tt)2v2X(n; n — 1 )X (n — 1; n — 2)-exp {2 niv(n; n — 2)^}
f o r  τ  =  +  2  ,

— (2π)2ν2Χ(η] η +  1 )X(n +  1; η +  2)*exp { 2τάν(η\ η +  2)t}
f o r  τ =  —  2 .

0 for all other r ’s. (32.26')

In the meantime, Eq. (32.9') gives also the transition components of x2 as

( I X(n; n — 1) |2 +  | X (n ; n +  1) |2 } for τ  =  0 ,

X(n; n — 1 )X(n — 1; n —  2)-exp { 2πϊv(n; n — 2)t } for r =  +  2

X (η ; η +  1 )X(n +  1; n +  2) · exp { 2πΐν(η; n +  2)t } for τ =  — 2 .
(32.27')

0  f o r  a ll o t h e r  t ’s .

Upon substitution of these results into Eq. (32.24), we arrive at the result 
that the quantum mechanical transition component of the energy W  is

(2πν)2 { | X ( n ; n — 1) |2 +  | X(n; η +  l )2 } forr =  0 .

f o r  a ll o t h e r  t ’ s .0 (32.28')
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The result is that here also only the τ =  0 component, i.c., the time 
independent component, of W  has a non-vanishing value, all the others 
being zero. This result can be interpreted as implying that the energy 
has a constant value in each stationary state. However, the content 
of this statement is not yet quite clear since the quantum theoretical 
transition component can not be summed up to build a function of 
time. Nevertheless, we assume in correspondence with the classical 
theory that when all the transition components except the ones of τ — 0 
of a physical quantity are zero this physical quantity has a constant value 
in each of the stationary states. We then have as the energy value in the 
n-th stationary state

W n =  (2nv)2m { I X(n; η —  1) |2 +  | X(n; n +  1) |2 } , 

or, using Eq. (32.23'),

Wn =  {n +  \)hv, λ =  0 , 1 , 2 , . . . .  (32.29')

These are the quantum mechanical energy levels of the harmonic 
oscillator. In the above we assumed that these are the energies of the 
oscillator in the stationary states and this is supported by the ob­
servation that the use of Bohr’s frequency condition gives for the 
frequency associated with the transition η -» n —  1

W — W « v{n-,n—  \ ) = v =  n h n~i

which is identical to the frequency previously obtained in Eq. (32.21'). 
Therefore, we see that the transition components do in fact oscillate 
with frequencies statifying Bohr’s frequency condition. The general 
proof of this statement, not only for the harmonic oscillator, will be 
given in the next section.

According to Eq. (32.21'), the transition components of the coordinate, 
X(n; n — τ), are all zero except for x =  ± 1 .  This immediately leads 
to the conclusion that, if the oscillator has an electric charge e, no 
transitions can occur with changes of the quantum number larger than 
unity. This conclusion is the same as that arrived at in § 23 (iii). The 
absolute square of the transition element for the transition η -* n — 1 
is given by Eq. (32.23'). According now* to the basic assumption of the 
correspondence principle, the light thereby emitted is to be identical,
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in the statistical sense, to that which would be emitted by an electric 
dipole moving with a Fourier component which is numerically the 
same as X (n ; n — 1). The statistical mean energy emitted per unit 
time by this transition is then given by

d E.
d t

(2π)4ν4 
3c3

8π2 e2v2h 
3 me3

4?e2 j X  (η; n — 1)

(32.31)

n ,

and the transition probability, obtained by dividing this by hv, is

A — _L1_XI « — 1 ----  ^
8π2 e2v2

MC'
(32.32)

This is identical with the result, Eq. (23.31), obtained by the old 
correspondence principle.

Eq. (32.29') shows that the values of the energy of the oscillator 
are different from the corresponding values in the old theory. The 
difference is \hv and it indicates that the oscillator has a certain 
amount of energy even in the ground state. This is called the zero-point 
energy and its existence had been anticipated also from experiment.

The reader should have in this way understood the basic patterns 
of Heisenberg’s theory. The theory, however, is still a very formal one 
and involves many elements whose basic physical meanings are obscure. 
For instance, it is entirely unclear yet in what way the cartesian 
coordinate x of the electron (which in this theory means only the 
aggregate of the transition elements) is related to the classical concept 
of the location of the electron. Moreover, many phenomena show that 
Heisenberg’s theory applies not only to electrons but also to all 
other particles. If the location of an electron and of other particles were 
to become such an abstract aggregate, or matrix, how can we explain 
in this theory the track of a particle observed commonly in a Wilson 
chamber? It was Lorentz who said: “ Can you imagine me to be 
nothing but a matrix ? It is hardly to be believed that all this is real” . 
Furthermore, this theory is scarcely more complete than the old 
correspondence principle as far as the description of light emission in a 
transition is concerned. As a matter of fact, the new achievement of
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this theory (though a large one) is only that the quantum mechanical 
transition components are used instead of the Fourier components of 
the classical orbital motion. One has then to introduce the hypo­
thetical dipole, oscillating with the same Fourier components, and 
calculate the intensity and the polarization of the light emitted by 
this dipole according to the Maxwell theory. The results thus derived 
are then re-interpreted statistically. This is the way one handles a 
problem in this theory and hence the theory is not complete by itself. 
As far as the behavior of the atom is concerned one does not indeed 
have to rely upon the classical theory coupled with a subsequent 
quantum theoretical re-interpretation, but can instead, by Heisenberg’s 
method of calculation, directly derive conclusions starting from 
relationships between quantum mechanical quantities; but with light, 
the true law of interaction between an atom and radiation is yet 
unknown, and one must still make calculations with the aid of the 
classical theory, and give, ad hoc, a quantum mechanical meaning to 
the results. Since this is true, we realize that the theory of Heisenberg 
is not the ultimate one and is still far from explaining the dual nature 
of light.

However, it is rather surprising that, when we apply the Heisenberg 
theory to various problems, neglecting for the time being this un­
satisfactory feature of the theory, we arrive at the correct results. 
Therefore, this theory must contain at least a part of the correct theory 
to come. What we shall do now is to refine the mathematical form of 
this theory to make it easy to use. This refinement was due to Born, 
Jordan and Heisenberg himself.

§ 33. Matrix Mechanics

As was explained in the last section, the coordinate x, or the mo­
mentum p, of an electron could not, according to the Heisenberg theory, 
be considered as an ordinary function of time as it was in the classical 
theory and should be treated instead as an ensemble of the transition 
elements X {n\n— τ) exp { 2mv(n; n —  τ)ί)  for the coordinate, and 
P(n; n —  r) exp {2 niv(n; n — x)t } for the momentum. Each element 
of these ensembles has been labelled by specifying the two numbers 
n and τ but it is more convenient to use n and η' — n —  τ to label it. 
Each element then corresponds in a one to one manner to the transition 
n n'.
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Any physical quantity in general is, like the coordinate % or the 
momentum^), expressible by an ensemble of its transition components: 
the coordinate x is the ensemble of

X„„, exp {2 mv„n.t}

and the momentum p  is that of

P „n. exp {2 mvnn,t}  .

We arrange these components which have two suffixes in the form of a 
two-dimensional pattern, for instance,

Aru exp(2 nivlxt) X l2 exp (2nivl2t) AT 13 exp (2 nivl3t).. . '  

X 21 exp (2niv2lt) X 22 exp (2niv22t) X 23 exp (2mv23t) . . . (33.1)

The equality sign in the expression

x

implies that the quantity a is the ensemble of the components on 
the right hand side. In mathematics such two-dimensional ensembles 
are called “matrices” provided that they obey certain addition and 
multiplication rules. Each component of a matrix will hereafter be 
called a “ matrix element”  of that matrix.

In our case, as was explained in the last section, the coordinate is 
to be a quantity like a real number and the frequencies have to satisfy 
Bohr’s condition. Then we have, from Eqs. (32.2') and (32.3'),

X n n ’ =  X n ' n  > Vnn’ =  ~  V *  » and V„ n =  0 . (33.2)

Denoting X nn, exp (2nivnn,t) by x„„ , , Eq. (33.1) becomes

Xu Xl2 X13
X 21 X22 X 23
X31 X32 X33
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The χηη·'$ then are generally functions of time and satisfy

(33.4)

The elements with n =  n', xnn> are exceptional in that they are in­
dependent of time and

xnn — real number (33.4')

x„„, is called the (n, n') element of λ; and the elements with n — n' the 
diagonal elements.

Analogously, we write

~ P  11 P  21 P 12 · •
p = P  21 P  22 P 22 · •

P  21 P  22 P  22 · •

where all the p nn, except p nn, are functions of time and satisfy

Pnn’ ^ P l ’ n , (33.6)

while p nn is independent of time and

pnn =  real number . (33.6')

Any dynamical quantity, A, not only a coordinate or momentum 
but also an angular momentum or an energy for instance, is now 
considered to be represented by a matrix of the form

~A n A 12 A 13 · •

A 21 A 22 A 23 · • (33.7)
A 31 A 32 A 22 · • >

where each of the matrix elements A nn, is a function of time and is 
supposed to vary as exp (2nivn„,t). In case the quantity A is a quantity 
like a real number we have

and, hence,
A l ,

A nn — real number

(33.8)

(33.9)
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which is independent of time. That is, the diagonal elements of the 
matrix representing a real physical quantity are all real numbers and 
independent of time.

In general, when the relation (33.8) holds the matrix (33.7) is said 
to be hermitian.

For a given dynamical system, we consider each of the various 
physical quantities of the system as a matrix. The aim of quantum 
mechanics is then to determine the matrix elements, amplitudes and 
frequencies, of these matrices. We have shown in the last section how 
to calculate these quantities, taking a simple example. The recipe for 
this calculation, given by Heisenberg, can be summarized as follows, 
in the newT terminology:

Recipe (I): Consider that each quantity is a matrix and that, when 
the quantity is real-number-like, the matrix is hermitian.

Recipe (II): Assume that the (n, n') element of the matrix of a 
physical quantity oscillates, as a function of time, as exp (2mvnn,t).

Recipe (III): For the frequencies there is the combination law

^nn' "F ' n" ^nn" > (U-Fl)

from which it results further that

Vnn =  0 , and vnn. =  — vn>„ . (ΠΙ.2)

Recipe (IV): The time derivative of a physical quantity should be 
defined by the matrix whose elements are the time derivatives of 
the corresponding elements of the matrix representing the original 
quantity.

For instance, when the coordinate x is expressed as

#1 1 X 12 X13 · •

X = X2i X22 X23 · •

#31 X 32 X33 · •
-

th e  v e l o c i t y  is  g iv e n  b y

#11 #12 #13 ·

v — #21 #22 #23 ·

#31 #32 #22 ·
v (IV. 1)
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Or, by means of (I) and (II),

v - 2πϊ

[c h . 5 . § 3 3

0 V12X12 V13X13
’2 1X2 1 0 V23X23
3 1^3 1 V32X32 0

as

=  (x)nn’ 2 711V  n n -Xnn- ·

(IV.2)

(IV.3)

In general, for any physical quantity of real-number-like nature, a 
relationship similar to (IV.3) holds, i.e.,

U )nn' =  2 τάνηη,Αηη. (IV.4)

Recipe (V): The sum of the two physical quantities A and B, i.e. 
the quantity [A +  B), should be defined by the matrix whose elements 
are the sum of the corresponding elements of the two matrices 
representing A and B.

In our notation, when

A 11 A i2 A 1 3 . . . B n  B 12 By3 . . .

A ■ A 21 A 22 A 23. . . and B = B 21 B 22 B 23 . . .
^31 ^32 ^33 · · · B 21 B 32 B 33 . . .

then

A +  B =

Or, more briefly,
[A +  B)nn, — A nn. +  Bnn. .

A ii +  B lt A 1Z +  B i2 A l3 +  B l3 . . 
A 21 +  B 21 A 22 +  B 22 ^23 +  B 23 · ·

A 31  +  B 31 A 32 +  B 32 A 3 3  - j -  B 33. .

(V .l)

(V.2)

(V.3)

In particular when A =  B, i.e. when the corresponding matrix 
elements of the two matrices are all equal, we write [A -f- A ) as 2 A . 
Then,

(2A)nn, =  2A nn, . (V.3')
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We generalize this and define for any arbitrary number a

=  ocAK„r . (V.4)

The addition of physical quantities being defined as above, it is clear
that the following laws hold;

A +  B =  B +  A (the commutative law) , (V.5) 

a(A +  B) =  ccA +  aB (the distributive law) , (V.6)

A +  (B +  C) =  (A -f B) +  C (the associative law) . (V.7)

Furthermore, for any two arbitrary numbers a and β, both

(α +  β)Α =  ocA +  βΒ (V.8)

<χ(βΑ) =  {αβ)Α (V.9)
are obviously true.

Recipe (VI): The product of two physical quantities A and B, i.e., 
the quantity AB, should be defined, in conformity with Eqs. (32.12')
and (32.13') of the last section, by

Σ  ^ 1 >βη 1
n

Σ Λ , Α ,
η Σ  Α 1 η̂ η 3 *η

—

AB = Σ Α 2 ιβ  η 1
n

Σ α 2»β π2
η Σ Α 2,Β*1·η (VI.1)

Σ Α ? > f i n  1 Σ  Α 3 tfi η 2
η : η

Or, more briefly,
(ΛΒ)ηΛ. =  Σ 'π' · (VI. 2)

n'

This multiplication rule, and the addition rule given in (V.2) are 
familiar ones in mathematics as the rules for matrix multiplication 
and addition.

Thanks to this definition of (VI), the (n, n’) element of the product 
AB  has a time dependence with the same frequency vnn, as the 
corresponding element of A or B. Thus in the matrix elements of the 
product AB  there never appear any frequencies beyond those which 
appear in the separate factors. Or, more generally speaking, when a



2 3 0 THE BIRTH OF MATRIX MECHANICS [CH. 5 , § 33

new physical quantity is derived as a function of the various physical 
quantities belonging to the same dynamical system by adding or 
multiplying them as defined above, the (n , n') element of the new 
physical quantity has the same frequency vnn. as the corresponding 
elements of the original quantities.

As a result of the above definition of multiplication, we have to 
face the fact that

AB =  BA (the commutative law) (VI.3)

does not generally hold. When, in the exceptional cases, Eq. (VI.3) 
holds, the two matrices A and B are said to commute. Though the 
commutative law does not hold, it can easily be shown that the other 
laws of multiplication are still valid, i.e.,

(A +  B)C — AC +  BC (the distributive law) , (VI.4)

(AB)C — A(BC) (the associative law) , (VI.5)

for arbitrary physical quantities, or matrices, A, B, and C, and in 
addition,

{ocA)B =  A(ocB) (VI. 6)

for an arbitrary number a.
Recipe (VII): Using the definition of time derivative, sum, and 

product as given above, insert the coordinates and their time derivatives 
into the equation of motion characteristic of the given dynamical 
system.

The equation of motion here is given in the form of a differential 
equation for the coordinate which results from equating to zero a 
function of the coordinate and its time derivatives, velocity or accelera­
tion. The construction of this function, the functional form of which is 
determined by the structure of the given dynamical system, is carried 
out in accordance with the above defined time differentiation and the 
algebraical operations. The statement that a matrix is equal to zero 
is to be understood to mean that all its matrix elements are zero. 
Since our definition of the equality of two matrices was naturally the 
simultaneous equality of all of their corresponding matrix elements, 
the meaning of the above statement becomes more apparent, if we 
understand zero as a matrix the elements of which are all zero. In 
what follows the notation 0 will be frequently used as a matrix in 
this sense and we shall call it the “ zero matrix” .
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Definition: The zero matrix is the one, all of whose elements are zero.
It seems appropriate to define two special matrices before we 

proceed to the next hypothesis. These are the unit matrix and a 
diagonal matrix.

Definition: The unit matrix is one whose diagonal elements are all 
unity and of which all the others, the off-diagonal elements, are zero. 
We denote this matrix by 1, i.e.,

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Or, by introducing the notation

_  f 1 for n =  n' ,
dnn' =  1 0  for η Φ n' ,

(33.9)

(33.10)

where, by the way, 1 on the right hand side has the usual meaning of 
unity, Eq. (33.9) can also be written briefly as

(1),

The following equation involving the unit matrix,

(33.11)

1A =  A l =  A

holds for any matrix A. This can easily be shown by making use of 
Eq. (33.11) in (VI.2).

Definition: A diagonal matrix is one which has all its off-diagonal 
elements equal to zero. Thus, a diagonal matrix D has the form

D 1 0 0 0
0 D2 0 0
0 0 D3 0
0 0 0 £ 4

(33.13)

or, in terms of the (3-symbol of Eq. (33.10),

Dnn' - * (33.14)
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With these preliminary remarks in mind, we proceed to the next 
recipe, which is

Recipe (VIII): Assume that the momentum p, conjugate to the 
coordinate x, satisfies the relationship,

px  — xp (VIII. 1)

where 1 on the right hand side is the unit matrix defined above.
This relationship is called the canonical commutation relation. In 

general, when two quantities A and B are given, the relationship 
specifying {AB-BA) is called the commutation relationship for A and B.

A little more explanation may be necessary concerning recipe 
(VIII). We derived Eq. (32.15') in the last section from the decoding 
of the quantum condition §p&x =  nh. In our new notation, it is,

Σ Pnn'Xn' n Σ Xnn’Pn' n · (VIII.2)

According to our definition of matrix multiplication (VI. 1), 
Pnnr Xn'n is the (η, n) element of the product px  while xnn-p„>n 

is that of the product xp, so that (VIII.2) can be written as

^  =  - ( * « . . ·  (VIII.3)

We now add to this relationship derived from the quantum condition 
§p<\x — nh, a new hypothesis

0 =  (P*)nn’ —  (# )» » ' for η φη . (VIII.4)

Combining (VIII.3) and (VIII.4), we obtain

{Ρ Χ) η η '— {ΧΡ)ηη> =  

which is nothing but (VIII.1).
In the case of the harmonic oscillator treated in the last section, 

only Recipes (I) through (VII) together with (VIII.3) were necessary
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for obtaining all the required quantities, except for the undetermined 
phase factor which multiplies the non-vanishing matrix element 
X {n \ n — 1). But this is an exceptional case and in more general 
cases Eq. (VIII.4), in addition to these recipes, is necessary for de­
termining the matrix elements of physical quantities. This is because 
we obtain the same number of equations as that of the unknowns 
only after we include the relationships (VIII.4).

The justification for this additional recipe is then to be obtained by 
observing the correctness of the conclusions derived from it.

When the dynamical system under consideration has more degrees 
of freedom and, hence, a number of coordinates, x lt x 2> x 3 , . . . , A/are 
involved, we need the following assumption. Namely,

Recipe (I X ) : The momenta p x, p 2, p 3 , . . . , and pj  conjugate to the 
coordinates x 1, x 2, x 3 , . . . , and xf , respectively, should satisfy the 
relations

In other words, any two coordinates, any two momenta, and a 
coordinate with one of the momenta conjugate to other coordinates, 
all commute, while a coordinate and its conjugate momentum do not 
commute but satisfy the canonical commutation relation.

The simplest example of an actual calculation on the basis of these 
recipes is the case of the oscillator explained in the last section. 
A summary of the procedures used there is as follows.

From the matrix of the coordinate a we calculate that of the 
acceleration by the aid of (IV), i.e.,

=  0
Psps'~Ps'Ps =  0
xspS' — pS'xs =  0 for s Φ s ' , and (IX. 1)

P sXs Xsps 2πΐ  ̂ "

(33.15)

We next derive the matrix of the force

fnn' =  - m {  (2 nv)2x  +  λχ2

=  - m {  {2πν)2χηη. +  λ ξ  } ,
n‘

(33.16)
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where (V) and (VI) have been used in producing the last expression. 
These expressions are then introduced into the equation of motion

d2x
m =  f  (33.17)

d t2 J K

to obtain the relations between the matrix elements

(2?π) Vnn'-̂ nn' (2jiv) Xnn> λ £  %nn"̂ n"n' (33.17')

The number of these relations is equal to the number of all possible 
combinations of n and n ' .

In addition, we have the relations due to the quantum condition 
(VIII), i.e.,

2n im  £  { ν ηη*χηΛ*χη» Λ. — vn«n.xnn»xn.,n' } = 2π\ (33.18)

The number of these relations is also equal to the number of all possible 
combinations of n and n'.

Therefore, the number of available equations is twice the number 
of all possible combinations of n and n' and is equal to the number of 
the unknowns vnn. and xnn., which is also twice that number, so that 
we can determine these unknowns uniquely except for the undeter­
mined phase factors which, however, have no effect on the physical 
results as will be explained towards the end of this chapter. In the 
actual calculation in the last section, by the way, we put λ =  0. Next, 
in the example there, we introduced the solutions thus obtained into 
the expression for the energy

W  =  \mx2 +  \m{2nv)2x  +  , (33.19)

also with λ — 0, to obtain the matrix of the energy W. We then found 
all of its matrix elements equal to zero except for the non-vanishing 
elements, n =  n', i.e., the transition components of τ =  0 in the 
terminology used there. That is, in our new notation

=  W J nn. . (33.20)

In other words, the energy matrix had become a diagonal matrix. The 
W„’s in Eq. (33.20) are all real numbers and independent of the time.
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The fact that only time-independent matrix elements of the energy had 
non-vanishing magnitudes was interpreted as meaning that the energy 
had a certain constant value in a stationary state. This interpretation 
corresponds to the fact that, in the classical theory, the energy as a 
function of time has only Fourier components which are independent 
of time. Thus the Wn on the right hand side of Eq. (33.20) has been given 
the meaning of the energy value of the dynamical system in the n-th 
stationary state.

Furthermore, the fF„’s calculated in the last section, together with 
the v„„, already obtained have been shown to satisfy Bohr’s relation

W  — w  .r f n___ f r n
h (33.21)

This then is a summary of the calculations of the last section. In 
more general cases, however, calculations of this kind become quite 
involved. This is because solutions of the simultaneous equations, 
corresponding to Eqs. (33.17') and (33.18), for more general cases 
become extremely difficult to obtain. Under such circumstances it is 
difficult to see by direct calculation whether Bohr’s relationship (33.21) 
actually holds or not.

However, without a proof that this relationship is in fact fulfilled 
generally with the assumptions introduced in Recipes (I) to (IX), we 
can not claim with certainty that the theory is valid. In order to 
obtain this proof we have to make an additional proposition that, 
in matrix mechanics also, the equations of motion can be put in the 
form of the canonical equations of Hamilton. When the equations of 
motion are put in this form, a new approach becomes possible for 
obtaining the solutions by integrating them.

§  34. The Canonical Equations of Motion and Bohr’s Frequency relation

In the last section we enumerated Recipes (I) to (IX) as the basis 
of calculations in Heisenberg’s theory. According to these recipes we 
obtain relationships between matrix elements from the given equation 
of motion (33.17). Furthermore, in calculating the energy of the 
system, the matrix representing the energy, as a function of coordinates 
and velocities, was assumed to have the same functional form as in the 
classical theory. Namely, it was assumed that the energ}  ̂of the system
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and the force appearing in the equation of motion were matrices 
related to each other in the same manner as in classical mechanics. 
Generalizing this assumption, we introduce

Recipe (X ) : When the energy of a system as a function of the 
coordinate a and the momentum p  is given by

H(x,p) ,  (X.l)

which is a real-number-like matrix, and hence hermitian, we assume 
that the equations of motion of the system are given by the canonical 
equations due to Hamilton, i.e. by

and

dx_dH_  
d̂  dp

d p _  _dH _  
d t 8x

(X.2>

We call this H the Hamiltonian of the system as we did in classical 
mechanics. The Hamiltonian H may sometimes involve the time 
explicitly but in this section we deal with only those dynamical systems 
which have Hamiltonians which do not involve the time explicitly, i.e., 
only conservative systems.

When Recipe (X) is introduced, we can give a general proof of the 
facts explained at the end of the last section, that the energy matrix 
becomes a time independent diagonal matrix and that Bohr’s relation­
ship (33.21) actually holds. The reason why these are true for the 
example of § 32 is that the equation of motion and the energy used in 
that example happened to satisfy assumption (X).

In what follows we give a general proof but, for the sake of simplicity, 
shall restrict ourselves to the case of a one-dimensional dynamical 
system.

Before we start the actual proof, we must define the partial derivative 
appearing in (X.2) and give a few other mathematical preliminaries.

(i) MATHEMATICAL PRELIMINARIES

The definition of partial differentiation is as follows.
Definition: When f (x ,y ,  z, . . .), a matrix, is given as a function of 

the variables, x,y, z, . . . which are also matrices but not necessarily
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cartesian coordinates, the partial derivative with respect to a of this 
function /, i.e. dfjdx, is defined by

where a is an ordinary number and 1 is the unit matrix. Here by a 
function f (x ,y ,  z, . . .) is meant, for the sake of definiteness, the matrix 
defined by an equation involving summations and multiplications of 
variable matrices x, y, z, . . . with each other or with ordinary numbers, 
such as /  =  c0 +  ctx +  c2y  +  . . . +  cl2xy cl3xz +  . . . , c0, cx, 
c2, etc. being ordinary numbers. The number of terms may also be 
infinite provided that certain convergence conditions are satisfied. 
Sometimes this definition is too narrow; it is so, for example, in the 
case where we have to deal with the Coulomb potential 1 fr, but we 
shall be content with this simple definition in the discussions to 
follow. A more general definition will be given in the later volume.

It is obvious from the definition (34.1) that

where the notation d/dx is used instead of djdx since there is only one 
variable here. Furthermore, dx2jdx is given by

(34.1)

(34.2)

=  .

which proves the relation
(34.3)

In the same way, we can also prove that

dv" .n-l (34.4)~— =  nx dx
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When two matrix functions/andgare given, the following theorem 
holds concerning the derivatives of their sum and their product, just 
as for ordinary functions.

Theorem·. When two matrix functions / a n d  g are given as functions 
of the matrix variables x, y, z, . . . , we have

and

±,f+g)= d-l + dAd x \j -t-si gx ^ d x ’

dx ug) J dx ^  dx

(34.5)

(34.6)

An important precaution is necessary concerning the order of the 
multiplying factors in Eq. (34.6), i.e., we have to preserve the same 
order on the right hand side as on the left. For instance, it is not 
allowed to change the equation into

f x ( / - g ) = f - a£ + g · dl
dx

The proof of this theorem is quite easy and is reserved for the reader.
The partial derivative of a matrix function being defined as above, 

we have the following important theorem. That is,
Theorem: When a m atrix/(a, p) is given as a function of the coordi­

nate and the momentum p  which satisfy px — xp =  (hj2ni) 1, we have

and

dp
dx

2 ni 
~h (.P f - f P )

dl
dp ■ χ  ( * / - / * )

(34.7)

Proof·. If we first take p itself as /, we can easily verify Eq. (34.7) for 
this choice of / .  Namely, the first equation of (34.7) gives dpjdx =  0 
while the second becomes dp/dp =  1 due to Recipe (VIII. 1) and these 
are what we should have for the derivatives. The validity of the 
theorem for the case of a as /  can be verified in an analogous manner. 
The next step is to show that when the theorem holds for two functions 
f i  and. f 2 separately it holds also for their sum ( f i -f f 2). This can
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readily be done by making use of the fact that the distribution law 
holds also for the multiplication of matrices, i.e.,

so that 

2πΐ
Ί Γ {P(A +Λ)

P i f i  +  A )  — P A  +  P A , 

( A  +  A ) P  —  A P  +  A P ,

0 « r 1  Ο λ »1

(A + A)P} = ψ  (PA -AP) + ^  (PA -AP)

dA , ¥ 2
dx dx dx (A + A )  ·

By a similar argument we can also prove

- χ  { * (/ ι + Λ )  -  (/. + Λ ) * } =  ^  (/, + Λ )  ·

We can further prove that, when Eq. (34.7) holds for f 1 and f 2 separ­
ately, it holds also for their product ( f if 2)· Namely from Eq. (34.6) we 
obtain

d ( A A )  d A  f  f  ¥ 2

dx dx Jl ^  Jl dx ’

which, by the use of the assumption that Eq. (34.7) holds for /j and f 2 
separately, becomes

= x  {(PA-AP)A +A(PA -A P ) }.

and with the help of the distribution law, this expression reduces 
further to

^ {PA A -A PA  +ΑΡΑ-Α ΑΡ} = ψ{Ρ(Α■

We have thus verified that the first equation of (34.7) holds for the 
product (/j f 2). The second equation of (34.7) can also be proved in the 
present case. Summarizing the results obtained so far, the theorem
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holds for the choice of x or p  as / ,  and also for the sum (/j +  f 2) and 
the product ( f t f 2) provided that it is valid both for f l and f 2 
separately. This implies that the theorem holds for any polynomials 
of x and p  or more generally that it holds for any power series of x 
and p provided that uniform convergence is guaranteed. We have 
hence arrived at the result that the theorem (34.7) holds for any 
function /  of x and p .

Turning now to the time derivatives, we have the following theorem.
Theorem: For two given physical quantities /  and g, which are 

matrix functions, we have

The first of these equations can readily be proved and we shall not 
reproduce the proof here. The second equation can be verified in the 
following way. The (n, ri) element of the left hand side of the equation 
is, due to (IV.4), given by

On the other hand, the (n, ri) element of the right hand side is given

(34.8)

and

(34.9)

ri

by

ri

which, by the use of the combination law

becomes
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This is identical with the expression given above for tin- (n,n') 
element of the left hand side and the theorem is proved.

We have now completed the necessary mathematical preliminaries 
and can proceed with the physical discussion.

(ii) THE LA W  OF ENERGY CONSERVATION, AND BOHR’S 
RELATIONSHIP

We shall now return to our main subject with the mathematical 
theorems derived in the last sub-section. Our problem is to prove that 
when we substitute for a and p any solution of the equation of motion, 
the Hamiltonian function H can be brought into the form of a diagonal 
matrix and that Bohr’s relationship holds between the diagonal 
elements of this matrix and the frequency.

To begin with, we first note the fact that the canonical equation of 
motion (X.2) can be written as

where the theorem (34.7) has been used.
We next prove that for any arbitrary function g of a and p, it is 

true that .
=  (34.11)

provided that g does not depend on t explicitly. The proof of the 
theorem is quite similar to that of Eq. (34.7). That is, when g is a , or p, 
Eq. (34.11) is nothing but the canonical equation of motion which is 
already verified. We then prove that, when it holds for both gq and g2 
separately, it holds also for the sum (gq +  g2) and the product (gq g2). 
The proof of this fact is analogous to that of Eq. (34.7). That is, the

guarantees that Eq. (34.11) holds for the sum (gi +  g2). To show the 
validity of the theorem for the product {g1g2) we start with the use of

(34.10)

distribution law,
{gi +  gi)H =  giH  +  SiH > 

H{gi +  gi) =  Hgx +  Hg2 ,
and

Eq. (34.9), i.e.,
d(gqg2)

d t
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which, on using the hypothesis that the theorem holds for both gq 
and g2 separately, can be transformed to

=  -  X  { gligiH ~  Hg2+  ( -  }

=  - ~ { ( g tg2) H - H ( g

This implies that it holds also for the product (gx g2). Since we 
have proved that the theorem holds for a and ft, and that it holds for 
the sum (gi +  g2), and for the product (gqgq), provided that both 
gt and g2 satisfy Eq. (34.11), we arrive at the conclusion that the 
theorem Eq. (34.11) holds for any function g of a and ft.

As a special case of the theorem, we take H  itself for g in Eq. (34.11). 
We then immediately arrive at the result that

¥ L  =  - * ? H H H - H H ) =  0 ,  (34.12) 

or, in terms of the matrix element, that

2πΐνηη,Η ηη. =  0 .  (34.12')

Since generally vnn, φ 0 for η Φ n’, Eq. (34.12') requires that

Hnn. =  0 for η Φ n ' ,

while for n — n', vnn — 0 and hence, the H nn,s  do not have to vanish. 
Therefore, we arrive at the conclusion that the matrix H must be a 
diagonal matrix; i.e,,

v /  Hnn. =  Wndn„ ' , (34.13)

where the diagonal elements lE„’s do not depend on time. In certain 
cases, however, there can also be some v„„,’s of η Φ ri which happen 
to vanish and the matrix elements Hnn,, corresponding to these do 
not have to vanish. The matrix H  in such cases is not necessarily 
reduced to a diagonal matrix but it is still independent of time. The 
interpretation of such cases will be postponed to a later section and we 
shall in this section restrict ourselves to the simplest case where the
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matrix H does become a diagonal matrix. The Hamiltonian function H 
of the system is now a diagonal matrix, i.e., only its diagonal elements 
have non-vanishing, and at the same time time-independent, values. 
Denoting the (n, n) element by Wn, we interpret this as the energy 
value of the system in the n-th stationary state. This is the law of the 
conservation of energy which was to be proved.

We shall now derive Bohr’s relation Eq. (33.21) in a general way. 
For this purpose, we start with Eq. (34.11), which in terms of the 
matrix element is written as

where Eq. (34.13) has been used. Since this holds for any arbitrary 
function g, the relationship

has to hold in general and we have proved Bohr’s relation.
For our later convenience, we shall give the previously obtained 

solution x of the harmonic oscillator expressed in our new notation. 
From Eq. (32.21') together with Eq. (32.23'), we have

n" n‘
This in turn becomes

8 n2vm

V i » =  J —~ -  V n exP (— 2πΐ^ — id„) 
8π vm for η =  0, 1 ,2 , . . . ,

(34.14)

and

for η' φ η ±  1 .

In the meantime, Eq. (32.29') becomes, in the new notation,

Wnn' =  hv(n +  i)<5„ (34 .15)
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Furthermore, the use of the relation p =  nix gives for the momentum 
matrix

P n n - i  —  — \v V n exP (2 nwt + ffi„) ,

p n- i „ — -I y / %hmv y/n exp (— 2mvt — i<5„) (34.16)

and
for η =  0, 1, 2, 3, ,

p nn. =  0 for η' Φ η ±  1 .

The validity of the relationship

px xp = '

can in fact be confirmed for the above derived expressions (34.14) and
(34.16) . The undetermined; phase angle δη appearing in Eqs. (34.14) and
(34.16) will be shown in the next section to remain undetermined in 
principle. Since however the physically meaningful quantities, the 
transition probability for instance, are given in terms only of the 
absolute squares of the matrix elements, this indeterminacy of the 
matrix elements does not give rise to any difficulty.

§ 35. The Eigenvalue Problem

When the theory is given in the Hamiltonian formalism rather than 
that of Eqs. (33.17) and (33.18), we can solve the problem by utilizing 
more familiar types of mathematical equations. Both Eqs. (33.17) and
(33.18) are not linear in the unknown variables xnn,, i.e., Eq. (33.18) is 
always of second order while Eq. (33.17) is so since the force acting on 
the system contained x2 as the highest order term. If the force happens 
to involve still higher order terms in a, the equation we have to solve 
will become of still higher order. The solutions of such higher order 
equations are obviously quite complicated. In this section, we shall 
show that the use of the Hamiltonian formalism can reduce the problem 
to solving simpler equations which are generally linear in the unknown 
quantities. The discussion may become somewhat mathematical but 
it will be of advantage for the reader to become familiar with the con­
cepts in this section, since these will be necessary for the later develop-
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merits of quantum mechanics. The whole argument will be given in 
several steps.

(i) THE INVERSE OF THE LAW  OF ENERGY CONSERVATION

Our problem is to find the Hermitian matrices x and p which, 
assuming that their (n, n') elements oscillate in the manner of 
exp (2nivnn.t), satisfy

% — ¥ < * » - * » '
(35.1)

together with the commutation relationship

l = ^ ( p x - xp),(35.2)

for a given, real-number-like, Hamiltonian function H(x, p) of coordi­
nate v and momentum p.

According to the theorem proved in the last section, the solutions 
x and p of Eqs. (35.1) and (35.2), if they can be obtained, will reduce the 
matrix H(x, p) to a diagonal matrix of the form

Hnn. =  Wndnn. (35.3)

and, furthermore, the frequencies vnn, involved in x and p  will satisfy 
Bohr’s relation

=  (35.4)

We shall now show that in a certain sense the inverse of this theorem 
also holds. Namely:

Theorem: If, by some way or other, two Hermitian matrices X  and P  
whose matrix elements are all time-independent can be found such 
that they satisfy

1 = ~ ± ( P X  — XP) (35.2')

and that, when substituted for X  and P  in H(X, P), they make the 
Hamiltonian diagonal, i.e.,

H(X, P ) „ .  =  W, (3 5 .3 ')
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then the matrices a and p satisfying both the 
(35.1) and the commutation relation (35.2) can 
prescription

Xnn· =  X n n ’ eXP (2mvnn. 0 >

Pnn’ =  P u n ' eXp (2m v n„. t) , 
where vnn. is defined by

Kn' =  \ (W n- W n.)

The statement in the theorem that X  and P  are independent of time 
is not quite the same as the similar statement in the last section that 
the energy W  is independent of time. For P  and X  have to satisfy 
neither the assumption II nor the equation of motion and hence they 
do not necessarily become diagonal matrices as the energy does. The 
statement here that P  and X  are independent of time merely implies 
that their matrix elements are all constants.

For the proof of this theorem we need the following preliminary 
theorem. That is, for any function f(x, p) of a and p we have

f {x > f i )n n ' = f { X ,  P )n n ’ exp (2 m v nn, t) , (35.7)

provided that the quantities in the expression satisfy the relations
(35.5) and (35.6). The proof of this preliminary theorem is not difficult. 
First, for the case of /  =  a or p it reduces to Eq. (35.5) which obviously 
holds by definition. We then prove that it holds for the sum ( /  +  g) 
and the product (fg) provided / and g themselves satisfy Eq. (35.7) 
separately. What we prove is

{ /R  P ) + g ( x > P )  }ηη· =  { / { X ,  P )  +  g { X ,  P )  }nn' exp (2πΐν„„, t) (35.8) 
and

{ / (* ,  p)g(x, P ) } . .·  =  {AX, P)g(X,P) }„„· exp (2* iv „ . . (35.9)

The first of these equations is almost self-obvious and the left hand 
side of the second is transformed to

Σ f ( X >P)nn"g{X> P)n” n' =  Σ Λ Χ > P )nn" βΧΡ { ^ l V nn„ t)
n" n"

■g{X, P)n*n' exp (2 π ίν » Ό  »

equation of motion 
be obtained by the

(35.5)

(35.6)
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which upon the use of (35.6) for vnn„ and vn..n., and hence v„n, +  
v„,„" =  vnn„, becomes

=  { ΣΛΧ. P)„-g(X, PL·*· }  exp (2π ΐ»„. t)n"

— {R x > PM X > p ) L '  exp (2πινηη. t) .

The preliminary theorem (35.7) is now proved for the product fg. Thus 
it holds for x and fi, and for the sum ( /  +  g) and the product fg when 
/  and g satisfy it separately. By a frequently used line of argument we 
can conclude that Eq. (35.7) holds for any function of a and p.

It can easily be shown by the aid of this preliminary theorem that 
x and p of Eq. (35.5) satisfy Eq. (35.2). For, by the preliminary theorem,

{xp — px)nn. =  (X P  — p X )nn- exp (2πίνηη, t) .

The right hand side reduces, by the assumption on X  and P, to

h
2r i dnn- exp (2mv„n.t) ,

which, since <5n„. =  0 for η φ n', in turn can also be written as

h
n̂n' exP (2πΐν„πί) .

The frequency vnn =  0 in view of its definition (35.5) and hence 

{xp— px)nn. =  7̂ ·  <5n„' ·

We shall now show that x and p satisfy the equation of motion (35.1). 
Substituting Eq. (35.5) into the left hand side of Eq. (35.1) we have

(35.10)

dv\ =  2πϊνηη, X nn. exp (2πΐνηη, t)

=  2mv„„, xnn, ,

while the right hand side becomes, after using the preliminary theorem, 

{xHlx, p) — H(x,p)x

=  { XH(X, P ) -  H(X, P )X  exp (2mvnn, t)

=  Σ  { H(X, P)n, n. -  H(X, P)n„. X„,,n. } exp (2mv... t) .
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The matrix H(X, p) however is by assumption a diagonal matrix, i.e., 

H(X, P)nn' =  Wndnn..

Introducing this expression for H into the above, we obtain

{ xH{x, p) — H{x, p)x }„„<

=  Σ ( W„. < W  W„ X n. n. } exp (2mvKK. t)
n"

=  {W.—  Wn)X nn.exp (2?rir„„. t)(35'U)

=  - t o n n ’ Xnn- ■

Comparing Eq. (35.11) with Eq. (35.10), we arrive at the conclusion that

( S ) „ „ .  = - ^ { x H ( x , f ) - H ( x

We have thus proved that the x of Eq. (35.5) satisfies the equation of 
motion (35.1) and the proof for p  can be obtained in an analogous way.

As a result of this inverse theorem, our problem of solving the 
equation of motion is reduced to finding the time independent Her- 
mitian matrices X  and P  which satisfy the canonical commutation 
relation (35.2) and which, in addition, make the Hamiltonian a 
diagonal matrix. Obviously this does not mean very much if the 
problem of finding these matrices X  and P  is not easier than the 
original problem itself. But the problem in this reduced form is con­
siderably more familier in mathematics than it is in the original form.

(ii) THE U NITARY TRANSFORMATION  

We start with the definition of unitarity.
Definition: A matrix U is unitary when its matrix elements satisfy

and
Σ U-n" U*'„» = 6nn. ,
n "

y uln un„n. = δηη,
(35.12)

Definition: The Hermitian conjugate matrix of a matrix A is the
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one whose (n, n') element is the complex conjugate of the (n', n) 
element of A and is denoted by At, i.e.,

( A \ n, =  A\.n.(35.13)

In other words, in order to obtain the Hermitian conjugate At of a 
matrix A we change the roles of row and column in A and then take 
the complex conjugate of each element.

In terms of this definition, the previously mentioned Hermitian 
matrix is one which satisfies

A f =  A , (35.14)

and the unitarity of a matrix U can also be expressed by

W U  =  U W  =  1 . (35.15)

We introduce another definition.
Definition: When a matrix B exists for a given A which satisfies 

AB =  BA — 1, we call B the inverse matrix of A and denote it by 
A _1. A unitary matrix U can now be defined also by

W  =  U~l .

Definition: The procedure of obtaining, from a given matrix X  and a 
unitary matrix U, the matrix X '  defined by

X ' = U ' X U  (35.16)

is called the “ unitary transformation of X  by U” .
The following theorem holds concerning unitary transformations. 
Theorem: When X  is Hermitian, X' is also Hermitian.
Proof: By definition,

Χ'..·= Σ„ u'.nxn.n...

Taking the complex conjugate of the equation and changing the dummy 
indices n" to n'" and n'" to n", we have

*.'„*■= Σ  υη
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which further becomes, since X  is Hcrmitian by assumption,

y  rj v  tj*
η " '  n ^ η" n ^  n" n'

n" n '"

= Σ
n" n '"

This last expression is the one which results from the interchange of n 
and n' in the expression of X'„„'. Therefore, we arrive at the conclusion

that X '  * — X '

and hence the matrix X' is proved to be Hermitian.
Theorem: When a matrix f {X ,  Y, Z , . . .) is given as a function of a 

number of matrices X, Y, Z , . . . , then the transformed function / '  — 
W fU is  equal ίο/(Χ',Υ',Ζ',...)οτ more specifically,

U'f{X, Y , Z , . . . ) U  =  f (W X U , W Y U , U'ZU , . . . )  . (35.17)

Proof: It is clear that the theorem holds for the sum F =  f  +  g 
when both /a n d  g satisfy (35.17). Namely,

W F U  = U \ f  +  g)U

becomes, due to the distribution law,

=  u h /u

which in turn, again by the distribution law, becomes

That is, =  U,f U +  U^ U ■

U' {/(X, Y , Z , . . .) +  g(X, Y, Z , . . . ) } U

=  U'f(X, Y , Z , . . . ) U  +  U*g(X, Y , Z , . .  ,)U .

The last expression is by assumption equal to

f {W X U , U'YU, WZU, . . .) +  g(W XU , W Y U , W ZU,  . . .)

and, hence, =  F X X U · W Y U · V 'ZU’ ■ · ·>

U ' F ( X ,  Y , Z , . .  , ) U  =  F ( U ' X U ,  U ' Y T J ,  . )  .
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The theorem is proved also for the product F  
assumption. Namely,

U'FU =  U'fgU

fg  on the same

since U W  =  1, is equal to
U'fUU'gU

which by assumption is

=  f{U 'XU, U'YU, UfZU, . . .)-g{WXU, Uf YU, U'ZU, . . .)

=  F {W X U , U'YU, W Z U , . . . )  .

We have thus proved that

U'FU  =  F (W X U , W Y U , WZU, . . .)

for F  =  fg. It is obvious that the theorem holds for f  or g which is 
equal to X, Y, Z , , respectively. Therefore, by a line of argument
often used above the theorem holds for any function of X, Y, Z , . . . 

Corollary: When the two matrices X  and P  satisfy

P X - X P ^ f - A ,  (35.2')

the matrices X' and P' defined respectively by

X' =  W X U  and P' =  W P U  

also satisfy the relationship

P'X' — X'P' = ~ l  , (35.2")
2.711

and when P  and X  are Hermitian, so are P' and X'. The proof is very 
easy and is left for the reader. The fact that, when Eq. (35.2') is 
satisfied by the un-primed quantities, Eq. (35.2") is also satisfied by the 
primed quantities can sometimes be expressed by the statement that 
the canonical commutation relation is invariant with respect to a 
unitary transformation.

This completes our mathematical preparation.
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(iii) THE EIGENVALUE PROBLEM

As explained before, our problem is to find two matrices X  and P  
which satisfy the commutation relation

P X  — X P  =  ^  1 (35.2')2πι
and which, in addition, lead to

H(X, P) — diagonal matrix , (35.3')

where, however, P  and X  are supposed to be time independent in the 
sense explained in (i). This problem can be solved in the following way. 
We start with two otherwise arbitrary matrices P  and X  which satisfy 
the canonical commutation relation. For instance, we may take for 
such matrices P  and X, the values of p  and x, respectively, at t =  0 
of the harmonic oscillator case. That is, by Eqs. (34.14) and (34.16),

and

1 ° 2π

Γ 0 V i 0 0 0 . . .
Λ/Γ 0 λ/2 0 0 . ..

0 V 2 0 λ/3 0 . . .
0 0 V 3 0 λ/4 · · ·
0

L ;
0 0 y/4 0 . . .

(35.18}

0 V 1 0 0 0 ...
λ/Γ 0 λ/2 0 0 . . .

0 V2 0 Λ/3 0 . . .
0 0 V3 0 λ/4· · ■0 0 0 λ/4 0 . . .

(35.19)

The actual values of v and m in Eqs. (34.14) and (34.16) are irrelevant 
for our present discussion and have both been set equal to unity.

By H° we denote the matrix H with p  and x  replaced respectively 
by P° and X°, i.e.,

H° =  H{X°, P°) . (35.20)

Naturally, the matrix H° need not yet be a diagonal matrix. We then 
look for the solution of the problem in the form

X  =  U'X°U  a n d  P  =  U'P°U , (35 .21 )
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that is, we are to determine the unitary matrix U which makes

H{U'X°U, W P °U )

a diagonal matrix. The determination of this U implies the solution of 
our problem since, by the corollary of (ii), X  and P  of Eq. (35.21) also 
satisfy the canonical commutation relation and since they bring the 
matrix H into diagonal form. The problem is further reduced, by the 
theorem (35.17) of (ii), to finding the unitary matrix U which leads to

U^H°U =  diagonal matrix .

Denoting this diagonal matrix by W, our problem is to find the 
unitary matrix U which satisfies

U'H°U  =  W  ,

Wnn- =  Wndnn,.  (35.22)

Or, by multiplying the first equation of (35.22) from the left by U and 
using UW  =  1,

H°U  =  UW (35.23)

The reader should recall that the order of multiplication can not be 
arbitrarily changed in matrix algebra.

In terms of the matrix elements, Eq. (35.23) becomes

Σ  U,.n. =  Σ  U ... W„. 0„.„. =  W , . . (35.23')
n "  n "

The quantities in this equation are the matrix elements of H
with x and p replaced by X 0 and· P° respectively, and, hence, are all 
known. Therefore, the set of equations (35.23') are simultaneous 
equations for the unknown quantities Unn, and W„. The equations 
are linear and homogeneous with respect to the unknowns Unn,. 
Among the equations, which are equal in number to all the possible 
combinations of n and n', those belonging to different values of n' are 
independent of each other. Or more specifically, only those Un.,„. and 
W„, having the same value of n' are related among themselves. We are 
then to solve the equations

-------W$„ =  0 , 1 , 2 , 3 , (35 .24 )
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Equations of this type appear frequently in the theory of linear 
equations. Written explicitly, they are

{H\ x -  W)£x +  Η°12ξ2 +  H\3f 3 +  . . . =  0 

H°2 +  (H°22 — W)s2 +  H°2 3|3 4- ■ - . =  0 (35.24')

3 ill  +  Η°32ξ 2 +  (Hi 3 -  W)$3 +  . . . =  0 .

Such equations can be handled much more easily than Eqs. (33.17) 
and (33.18) given previously, since they are linear in the unknowns £’s.

As a simple illustration we consider the case where the number of 
possible values of n, or of n', is finite and is equal to N. The theory of 
linear equations then tells us that, in order for the equations to have a
solution other 
equation

• than the trivial one l l  — I 2 ;

- -  W Η Ϊ 2 Η Ϊ 3

H°2i h °22 — w H ° 2 3

^3 1 H °3  2 t i l  3 -

l 3 - =  0, the

0 (35.25)

has to hold. This equation is of iV-th order in the unknown quantity W 
and by solving this AT-th order equation we obtain AT roots for W. 
If the matrix H° is real-number-like, i.e., if H° , =  H°* , all these 
roots are shown to be real. To prove this, we consider the equations 
which are complex conjugate to Eq. (35.24)

Σ Β ΐ - ^ - v r e .  =  0 . (35.24)·
n"

Multiplying Eq. (35.24) by ξ* and taking the sum over n, we obtain

Σ  S 'n K A n --  WΣ f.’f. =  0 . (35.26)η η" n

By a similar procedure, (35.24)* gives

Σ Σ&. = 0,
η η" n

or, by interchanging the roles of n and n" in the first summation,

Σ fXVt r -w  Σ&  = ο.nn" n
(35.26) *
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Subtracting Eq. (35.26)* from Eq. (35.26), wc obtain

(w — W) ΣI iJ2 = 0,
n

which immediately leads to the required result

Σ I £. i2 *  0 .

We shall now denote the N  roots of the equation (35.25) by 
W 1, W 2, W 3, . . . , and Wn. To avoid excessive complexity we assume 
for the time being that they are all different from each other. When 
these N  values of W are obtained, we use one of them, W„, for instance, 
in Eq. (35.24') to solve it for the unknown quantities (|1; ξ2, ■ . . , ξΝ). 
To specify that the solution corresponds to W we attach the suffix n' 
to it as (£1λ-, ξ2 · · · . £;vn')· These £’s are determined to within a 
common multiplying factor. By chosings this factor suitably, we can 
satisfy

Σ  I f.-.· I2 =  1 · (35.27)n"

When the solution is adjusted to satisfy Eq. (35.27), it is said to be nor­
malized. We shall derive a few properties of this solution ξ. First of all,

Σ  = 0  lor » ' # » " .  (35.28)

Generally, when this relation holds, we say that the solution 
(£ΐπ\ 12 n’ , · · · . £jvn') corresponding to Wn. is orthogonal to the solution 
(ξί » £zn" > · · · » £xn") corresponding to W n» different from n'. The proof 
of this fact is not difficult. Since (|ln, , ξ2„ >, . . .  , £χ«') is the solution 
of (35.24) corresponding to W„>, we have

Σ #.°.···ί „···„·-wVf„.- = 0

Multiplying this equation by ξ*η„ and summing over n, we obtain

V ξ* „ H°  , — W , Y £* » £ . =  0Lu ± n n  * Μηη  n vr n ^ n n  ± n n  w (35 .29 )
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On the other hand, (£* , ξ*2η„, . . . , ξ^η„) satisfies

y h °*„ ξ*„ „ — w*, ξ*„ = oL-i nn η n ^nn >ri"

which, upon using the relations H°n*n... =  H°n.„n and W =  W *„, becomes

y  H°... ξ*.„ * — W» £ * ~  =  0Z_j η η *n n rr n **nn" ^  ·

Multiplying this by ξηη. and summing over n, we have

Σ f I'·.· Hi" nLn· ~  W.· Σ f.V f».- = 0 (35.30)

After interchanging the dummy suffixes n and n”' in the first summa­
tion of Eq. (35.30) we subtract it from Eq. (35.29) to obtain

(w.* — w . , )  Σ £„*„* f..· =  o .n

Since we have assumed at the beginning that Wn, Φ Wn„ for η' Φ n", 
this relationship immediately leads to the required result (25.28).

Combining the normalization condition (35.27) with the ortho­
gonality relation (35.28), we can write

Σ Inn" . (35.31)
n

Next we must prove that for the determinant Δ constructed from 
thesis £’s by

I n l l  2 l l  3 · • l l  N 111 I 2 1 I 3 1 · • In 1

I 2 1 I 2 2 I 2 3  · • I 2 N l l  2 I 2 2 I 3 2 · • I n 2
Λ —z_l --

In 1 liv 2 IjV 3 I n n 11 N I 2 N I 3 N Inn

we have
Δ Φ 0 , (35.32)

or, more specifically,
ΔΔ* =  1 . (35.32')
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The proof is quite easy. From the multiplication rules for determinants, 
we have

Σ  1n Σ ί . ιn %nl · · • Σ ί . ιn £ η N

II*3̂ n Σ^ηΐn 2 · ■■ Σ ί .2n C n

Σ ̂nNn Σ*ηΝn • Σ^ηΝn fnN

which, upon using relationship (35.31), reduces to

1 0 0 . . 0
0 1 0 . . 0
0 0 1 . . 0 =  1

0 0 0 . . 1

We have now derived all the necessary properties of the solutions of 
Eq. (35.24').

If the normalized solutions ξ 1η,, ξ 2η. , . . . , ξΝ„, of equation (35.24') 
are obtained for all the w'-values, the matrix we have been after is 
given by

UHn- =  San"  (35.33)

and we thus have found all the s and Wn,'s which satisfy Eq. 
(35.23').

In order to show that the matrix Unn. is in fact the desired solution, 
we have to prove that it satisfies both equation (35.23') and the 
unitarity condition (35.12). That Unn. satisfies Eq. (35.23') is evident 
from the fact that the|’s satisfy Eq. (35.24). We can prove the unitarity of 
Unn, in the following way.

First of all, the second condition of Eq. (35.12) follows directly from 
Eq. (35.31) and what we must show is that the first condition is also 
satisfied. Starting with the second condition

Σ Un-n Un-n' =  δηη’ >n"

we multiply it by U*,„n, and take the sum over n' to obtain

y y u*... . u*„ u », = u*../  y /  , w  η η ^  η η ^  η η ^  η n
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which can be rewritten to become

Σ {Σ v u n.n. — = o.
n" n'

Taking the complex conjugate of this equation and making use of 
Eq. (35.33), we obtain

Σ { Σ U,~ „· U;..n.-  dn.„ =  0 . (35.34)
η" n'

Since the determinant | | does not vanish (by Eq. (35.32')),
linear homogeneous equations

Vi £i l +  £2 1 +  ■ · · +  Vn £n 1 =  0
V t  £1  2 +  V 2  £ 2  2 +  · · · +  V n  I n  2 =  0

V l  £ l  N +  V2  £2 AT +  · · · +  V n $N N —  0

have no other solutions than ηί — η2 =  . . . =  ηΝ =  0. From Eq.
(35.34) therefore follows

w  = o.
n'

This is in fact the first condition of Eq. (35.12) and we have proved 
the unitarity of Un„,.

We have thus obtained Unn. from ξηη. by (35.33). However, ξηη, 
cannot be determined uniquely even with the normalization condition. 
For the multiplication of ξηη, by an arbitrary factor ei<Pn', with φη, a 
real number, does not violate the condition (35.27). The matrix Unn. 
accordingly has the same kind of indeterminary. In our previous case 
of the oscillator, we saw that the coordinate a and the momentum p 
involved certain undetermined phase angles. This really was due to the 
above indeterminacy of U. We shall, however, see later on that this 
type of indeterminacy does not affect the physical conclusions of the 
theory.

We have shown in the above that the problems of matrix mechanics 
can be reduced to the solving of linear homogeneous equations of 
the type (35.24'). For the sake of simplicity, we assumed in our con­
siderations that the number of possible «-values was finite, but this
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assumption does not hold for general dynamical systems of quantum 
mechanics. Therefore, the problem is actually the solution of Eq. (35.24') 
as an infinite number of simultaneous equations for an infinite number 
of unknown variables ξ 1, ξ2) ξ3> . . . . The ordinary theory of linear 
algebra is not sufficient for this problem and we need more advanced 
mathematics. However many of the conclusions arrived at in our 
simple case remain valid also in the case of an infinite number of 
variables. For instance, in order for Eq. (35.24') to have non-trivial 
solutions, W  in the equation can not take arbitrary values but instead 
only a certain, generally infinite, number of allowed values. These 
values of W  allowing the existence of solutions of Eq. (35.24') are 
characteristic of the matrix H° and are called the eigenvalues of the
matrixH°.The solution of Eq. (35.24'), ξ ίη,, ξ2η,, ---- corresponding
to one of these eigenvalues, Wn,, is called the eigensolution corre­
sponding to this eigenvalue. Furthermore, it is shown that the eigen­
values of H° are determined by the functional form itself of the 
function H(x, p) and are not affected by the choice of X° and P°.

In conclusion, the problem is now reduced to finding the eigenvalues 
and the eigensolutions of an infinite number of linear homogeneous 
equations for an infinite number of variables. This is the so-called 
eigenvalue problem. Though problems of this type in general are still 
not very easy to solve, it is a substantial step forward that we can now 
always deal, irrespective of the properties of the forces acting in the 
dynamical system under consideration, with linear homogeneous 
equations rather than the original higher order equations such as 
Eqs. (33.17) and (33.18).

q  Nevertheless, it is very cumbersome actually to solve problems by 
matrix mechanics. Pauli and Dirac could each independently solve the 
problem of the hydrogen atom by matrix mechanics and by similar 
methods, and showed that the energy levels of Eq. (18.10) were actually 
derived, but their calculations were extremely complicated. Ij it were 
not for the help of wave mechanics, quantum mechanics would have 
been too cumbersome to be actually applied. Thanks_to the discovery 
of wave mechanics, however, it is now possible to solve problems by 
means of more familiar mathematics.
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Boltzmann’s Principle

We shall derive Boltzmann’s principle in this appendix. There are 
various methods of deriving this principle, but we shall give the one 
which seems, though not quite free from criticism, to have the clearest 
physical meaning.

i) THE TRAJECTORY OF A DYNAMICAL SYSTEM

Let us consider an otherwise arbitrary dynamical system governed 
only by conservative forces. Let the canonical coordinates describing 
the system and their conjugate momenta be denoted by ql,q 2> · · · 
and p x, p 2> · · · pf> respectively, where / i s  the number of degrees of 
freedom of the system.

Furthermore, let the energy of the system under consideration as a 
function of q's and p's be denoted by

H{qx, q2> · · · · qt, Pi, Pi,........ pf)· (1.1)

This function, H(q, p) for short, is the so-called Hamiltonian function of 
the system and, according to Hamilton’s theory, the motion of the 
system can be determined by solving the equations of motion

d q ,  _  dH d g 2 _  dH dq f  _  dH
di dpx ’ d/ dp 2 ’ ’ ’ ‘ ’ dt dpf  ’

dpx _  dH dp 2 _  dH dpf  _  dH
di dqx ’ di dq2 ' ' ' ' ’ dt dqf  ’

(1.2)

to obtain the q's and p's as functions of the time t.
The positions and velocities of all the constituents of the dynamical 

system are determined by specifying the values of these q's and p's at 
each instant. We express this fact by saying that the phase of the 
system is determined by giving the values of these 2 / variables, or, 
more simply, we sometime call the set of values of these 2 / variables 
the phase of the system.

In describing the time variation of the phase of the system, it is often 
convenient to introduce the following geometrical picture. Namely, we

262
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consider a 2/-dimensional space spanned by the orthogonal axes 
qx, q2, · · . . qf>P\,p2> · · · p /· Each phase of the system is, then, 
represented by a point in this space. We call this space and the point 
representing the phase the phase space and the representative point, 
respectively. As the system changes in the course of time, the represen­
tative point moves in phase space and the path described is called the 
trajectory of the system.

Concerning the trajectory, the following properties result directly 
from the equations of motion (1.2).

(I) The trajectories never cross each other; that is, more than one 
trajectory never passthrough the same point.This is due to the fact 
that, if the values of qv. q2, ■ ■ ■ qf  and p x, p 2, . . . , pf  are given at a 
certain instant, their values at an adjacent instant are uniquely 
determined by Eq. (1.2).

(II) Two representative points infinitely close to each other at a 
certain instant will always be so at any other instant in the course of 
their motion. Or, more generally, if one of the representative points 
starts to move at time tx from a certain point, while the other starts to 
move at time t2 from another point infinitely close to the former point, 
then the location of the first representative point at time tx -f- t is 
infinitely close to the location of the second at time t2 +  t.

(III) Let us consider a (2/-1)-dimensional surface, defined by the
equation . . .  q, , Pip 2 . . .  p t ) =  const. =  £  . (1.3)

The representative point starting from a certain point on this surface 
remains for all time on the same surface during the course of its motion 
in the phase space. In other words, the trajectory is contained in this 
surface. This is the law of energy conservation expressed in geometrical 
language.

A surface, like the one defined by (1.3) on which the energy has a 
certain constant value, is called an equi-energy surface.

These properties, (I), (II) and (III), hold quite generally. In cases 
where the dynamical system under consideration has a certain type of 
symmetry, conservation laws other than that of energy, e.g., con­
servation of momentum or of angular momentum, prevail. Denoting 
such a constant of motion, as a function of q and p, by F(ql, q2 . . .  qf , 
p i , p 2> . · · p f ), the trajectory of the system remains not only on an 
equi-energy surface but also on the surface defined by

F(qxq2 ----- qfP ip2 · · -Pf) =  const. =  K  .

A. I]
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Thus, the trajectory is restricted to lie on the intersection of this 
surface with the equi-energy surface. Such a constant of motion, how­
ever, exists only for dynamical systems of very simple structure. For 
instance, the conservation of angular momentum is realized only when 
the dynamical system has perfect spherical symmetry, a condition 
which can hardly by expected to hold for real systems. The dynamical 
systems which arc actually handled in statistical mechanics arc of such 
a complex structure that they have no constant of motion other than 
the energy.

What shape of the trajectory then does the representative point 
describe on the equi-energy surface ? The answer to this question can 
only be obtained when one solves Eq. (1.2) for each specific case. 
However, this is utterly impossible for the complex dynamical 
systems which are usually treated in statistical mechanics. We may 
expect that the more complex the dynamical system becomes, the 
more so would be its trajectory, so that it would cover almost every 
part of the equi-energy surface.

With this in mind we assume the following, namely that the 
trajectory will cover the entire surface of the equi-energy surface. We 
call this the ergodic hypothesis. From the mathematical point of view, 
there are a number of arguments to be made concerning this hypothesis 
but we shall not go into any details here. We now make a further 
hypothesis about our dynamical system. That is, we assume that the 
equi-energy surface does not extend to infinity, but forms a closed 
surface in the phase space. This hypothesis is fulfilled for the dynamical 
systems one usually deals with.

Under these hypotheses the dynamical system assumes, for a given 
energy, all the phases on the equi-energy surface as time goes on. In 
general, the aggregate of all the phases wilich the dynamical system 
assumes during its temporal development is called the temporal 
ensemble. According to our ergodic hypothesis, this temporal en­
semble of the system is made up of all the phases on the equi-energy 
surface.

ii) THE PROBABILITY DENSITY

Let us take a small domain 0  on the equi-energy surface on wilich 
the representative phase point under consideration describes the 
trajectory.

Observing the representative point for a very long time T, one will

[A. I
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find that it goes through this domain again and again during its 
journey on the equi-energy surface. Let r be the total time during 
which the point is within the domain 0. Then the ratio

A. I]

indicates what fraction of the total time T the representative point 
stays within the domain 0. As T goes to infinity, this ratio W r will 
approach a certain finite limit. Or rather we assume here that it does, 
and put

then W represents the probability for the phase point to be found 
within the domain 0. Furthermore, when the domain 0  becomes 
infinitesimally small, the ratio WjO will approach a certain limit, 
which will hereafter be designated by w,

This quantity w we shall call the probability density for the re­
presentative point to be in the infinitesimal domain 0.

Under the hypotheses introduced in the preceding subsection, one 
can calculate this probability density without actually solving the 
equations of motion. We proceed as follows. Consider an infinitesimal 
domain d 0 1 on the equi-energy surface. To each phase point in d0, 
there is a corresponding phase point in which the system will be found 
after a certain time t. We consider the set of all such phase points.

This set will, according to the property (II) in the last subsection, be 
contained in another infinitesimal domain c\02. Conversely, to each 
phase point in d0 2, there is in dOx a corresponding phase point in 
which the system was found a time t before.

Therefore, there is a one to one correspondence between the two 
sets of phase points, those in dC  ̂ and those in d0 2. Moreover, since 
they are connected by a definite time interval t, the time which the 
representative point spends in dC  ̂ is equal to the time it does in d0 2. 
Accordingly, we have

W — lim τρ- ;
T —► m ·*■

(1.5)

W
(1.6)

wx d O j - w2 d 0 2 , (1 .7 )
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where wx and w2 denote the probability densities at dOt and d0 2, 
respectively. This implies that we can calculate the ratio of the two 
probability densities, wx and w2, when we have a method of calculating 
the ratio of the two areas, dOj and d0 2. The latter ratio can in fact be 
calculated by making use of the following important theorem.

iii) LIOUVILLE’S THEOREM

Let us consider a 2/-dimensional domain Gj in the phase space 
which is also of dimension 2/. The phase points in this domain will 
move in phase space as the time goes on. The set of phase points 
contained in this domain at one time will constitute another domain 
G2 at a later time. Then we have the theorem: The volume of G2 
is equal to that of Gx independently of the time. In other words, we 
can simply say that the volume of the phase space is conserved.

This theorem is called Liouville’s theorem and the proof goes as 
follows.

Proof: We must find what domain will be formed after a certain 
time by the set of phase points which once constituted the domain Gi . 
For this purpose, it is enough to observe the temporal variation of the 
phase points constituting the boundary surface of the domain. The 
set of these phase points will move, starting from this surface and 
forming all the time a certain surface. If the original surface is con­
tinuous, it will always remain so because of the property (II) of the last 
section. The volume contained in this moving surface is our domain G2 
since the phase points originally inside the surface will never leak out 
of the surface due to the properties (I) and (II).

We set the starting time at t =  0 and investigate the surface after 
the infinitesimal time di.

Let the equation determining the surface be

and let the interior and the exterior of the surface be given by F < 0, 
and F >  0, respectively. The volume of the domain is then given by

· · · qf,Pip2 · · - P f )  =  0 (1.8)

Vi =  JJJdfi dq2 . . . d p f , (1.9)

where the integration is to be carried out in the domain

^(?1?2 · · · Pf) ^  0 . (1.10)
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Here we have used for simplicity the triple integral sign for the 2/-fold 
integration. Further, we will use the double integral sign for a (2/— 1)- 
fold integration on an equi-energy surface and call the domain of 
integration the area.

We now look for the equation determining the surface formed at 
t — dt by the phase points which were on the surface (1.8) at t =  0. 
In other words, we are to find the equation to be satisfied at t =  ch 
by the representative points. This can easily be obtained in the following 
way.

We look at one of the representative points at t =  d£ and desig­
nate its coordinates by q'v q'2> , q'f , P[, p'2> . . . , p'f . According to the
equation of motion (1.2), the coordinates of this representative point 
at t — 0 are given by

A. I]

where (dHfdp') and (dHjdq') stand for dH(p', q')tdpr and dH(pq')ldq', 
respectively.

The coordinates of the representative point thus found must, by 
assumption, satisfy Eq. (1.8). Thus

This is the required equation to be satisfied at t — άί by the coordinates 
of the representative point which originally was on the surface (1.8)
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at t =  0. The volume contained in this surface, is then given by

=  pt (U2)
where the integration is to be carried out over the domain

f  u ; dH\ c\f n'XT-, ) dt, q2d p j
a- H- )
dp'J

< 0 (1.13)

The integration can easily be done by changing the variables from 
q'v  · · · , q'f , p\, ■ ■ · ,p'f  to qt, . . . , qf> p x, . . . , p f  defined by (1.11). 

The integral then becomes

v > =  S I S  s f e S f c i w  d? I . . .  d? /  d i l . . .  (I. 14)

where the domain of integration is again defined by (1.10). We now 
calculate the Jacobian

d{q[ .  .  .  q'/p'i ...pf)
% i  ·  ·  -qfP 1 ·  ·  -Pf) '

This can easily be done by using (1.11), since

I d(q[ .  ■  .  q'fp\
[d{qi . . . qf p j

i i r 1
pf) I

1 — d ( OH d£

a ( M V  1

^ p [

d fd H  
dq'2

d _ (d H  
dq\ \dp2

d_ ( m  
dq'2 W 2

d t , . . 

d*, .  .

which, retaining only first order terms in d£, becomes



Bo l t z m a n n ’ s  p r i n c i p l e 2 6 9a . 1]

Making use of the identity

d_ fdH\ _  _d_ /  dH\ 
dq's \dp'J dp's \dq's )

we arrive at the result

d (q 1 · · · q'fP\ · · · P's) =  x 
d (qi · · -qf P\ · · -Pf )

Thus (1.14) is reduced to

V 2 =  !SSd<h . . . dqf dpx . . . dpf  , (1.15)

the domain of integration now being defined by (1.10). We therefore 
have the result

V 2 =  V, (1.16)

up to first order with respect to dt, which means that the difference 
V 2 — 1 1 is of the order of (d/)2, so that

We have thus proved that the volume of the phase space is conserved.

iv) CALCULATION OF THE PROBABILITY DENSITY

The relation between dOx and d0 2 of Eq. (1.7) can readily be ob­
tained by the use of Liouville’s theorem. In addition to the equi- 
energy surface Η — E on which dC  ̂ and d0 2 lie, we consider an 
auxiliary surface Η =  E +  6E, with an infinitesimally small energy 
difference όΕ. Let the distance between the two surfaces be δη. This 
distance δη varies from place to place on the surface and its values 
at d0 1 and d0 2 on the surface Η =  E are designated by dnx and dn2, 
respectively. Very close to the surface element dOj we consider a 
surface element d0[ on the auxiliary surface Η =  E +  0E in such a 
way that its area is equal to that of d0 2. The domain d0[ moves in the 
course of time on the auxiliary surface and arrives at d0'2 after the time 
t. This d0'2 will then be very close to d0 2 since in the limit of δE -> 0
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ά0'2 tends to d0 2.

Fig. A. 1. The relationship 
between the separation of 
equi-energy surfaces and the 

surface element.

The situation is illustrated schematically in

Now let us consider two cylindrical 
domains between the equi-energy sur­
faces Η =  E and Η =  E +  δΕ, one with 
dOi and dO' as the bases and the other 
with d0 2 and dO'. The representative 
points starting at t =  0 from the for­
mer domain will all be found at t =  t 
in the latter domain. Therefore, Liou-

ville’s theorem requires that the two volumes be equal; i.e.,

dΟιδη1 — d0 2δη2 . (1.17)

This relationship (1.17) reduces the calculation of the ratio of dOj 
to d02 to that of the ratio of <5% to δη2. The distance between the 
two equi-energy surfaces can, on the other hand, be obtained from 
the equation

as =  » / 1 ^  I +  +  . . .  +  m \ n .  (1.18)fdl£
\dqj 1 \dq2J

If, for simplicity, we employ the symbols of ordinary 3-dimensional 
vector analysis for our 2/-dimentional phase space, Eq. (1.18) can be 
written as m =  R

Using this (1,17) becomes 

d 0
(  1° )  =i 0  )
\ I grad H \ \ [ grad H \ ) .

(I.18')

(1.17')grad Η \ )  l \ [ grad Εί

Introducing this result into Eq. (1.7), we obtain

{w I grad H \ )1 =  {w\ grad H \)2 . (1.19)
Since Eq. (1.19) holds for any choice of dΟγ and d0 2, on the equi- 

energy surface Η =  E, it can be expressed more generally as

w (1.19')I grad H \ ’

or by using Eq. (1.18') it can also be written in the alternative from

δη
w 0E ' (1.19")
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The quantity c in Eq. (1.19') has a constant value on an equi-energy 
surface but assumes different values on different equi-energy surfaces. 
It is then in general a function of the energy E. As will be shown later, 
the functional form of this quantity, c(E), can also be calculated 
without much difficulty.

Once the Hamiltonian function H(q1, q2, . . . ,p f ) is given, we are 
now able to calculate the probability density w from Eq. (1.19') 
together with the formula for c(E).

The meaning of Eqs. (1.19') and (1.19") can be visualized in the 
following manner. Let us imagine a set of equi-energy surfaces with the 
same energy difference dE from one to the other in phase space. The 
probability density on one of these surface will then be smaller at 
places where these surfaces lie close to each other, i.e., δη/δΕ is smaller, 
while it will be larger at places where the surfaces are more widely 
separated, i.e., δη/δΕ is larger.

The situation can further be understood in terms of the velocity of 
representative point in the phase space, which is given by

=  I grad H  [ .

Thus, the representative point moves faster in places where the equi- 
energy surfaces are closer to each other and slower in places where 
these surfaces are more widely separated. Then we can infer that by 
definition, the probability will be large when the velocity is small and 
small when the velocity is large.

Having found the probability density, we can now calculate the 
probability for any finite domain 0  on an equi-energy surface by

w ° = c S S o i & m ·  (U1)
where the double integral sign is for the (2/-1)-fold integral over the 
domain 0  on the equi-energy surface.

If the domain 0  is the entire surface of the equi-energy surface, the 
probability is by definition unity, i.e.
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1 d 0
I grad H  | ’ (1.22)

where the integration is to be carried out over the entire surface 
H =  E. The quantity c is thus determined.

To perform the integration in Eq. (1.22) it is convenient to use a 
geometrical consideration along with Eq. (LI9"). Then the integral is

dO
J i grad H m S S ^ 0 ·

The integral on the right had side has the simple geometrical meaning 
that it gives the volume of the shell shaped region between the two 
equi-energy surfaces H =  E and H =  E +  δΕ. Denoting the volume 
of the phase space enclosed by the equi-energy surface Η =  E which 
by assumption has a finite extension, by V(E), the shell shaped volume 
between Η — E and H — E -j- δΕ is

and hence,

dV 
d E δΕ

dVδη dO =  δΕ . d E

V(E), is, on the other hand, defined by
F ( E ) =  M A q i . . . d q f dp1 . . . d p f ,(1.23)

where the integral is carried out over the entire domain defined by

H{qiq2 ■ ·  ·  Pf) ύ E  .
We then have for c ^

C =  d F ’ 
d E

and, accordingly, for the probability density

1 1w — dF | grad H | 
d E

and for the probability for a finite domain 0

W ° =  w
d E J

, r d 0
grad H

(1.24)

(1.19'

(I.2L)
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The integration over the domain 0  on the equi-cnergy surface can 

be most easily performed as follows. We specify a point on the surface 
by the 2/-1 variables qx, q2, . . . , qf ,pi_, p 2, . . . > p f - 1 , with the last 
coordinate pf  given by solving H(qly q2, , qf , p i ,p 2> · · · . pf) — &'·
Then the surface element dO is expressed as

d O =  l y  dql . . . d q , d p i . . . d p , - l . (1.25)

W s

where pf  in H and dHjdpf  is understood to belong to the solution of 
Η — E and hence to be a function of the2/-l variablesq\<q2... 
pf _ l. The relationship (1.25) can be inferred in the following way. On 
the surfaces Η =  E and the adjacent surface H =  E +  dE, let us 
consider the surface element d0  and dO' both specified by dqv . . ., 
dqf , . . . , dpf _ x; then the volume of the infinitesimal cylinder between 
two surfaces having dO and dO' as bases is given by

with
dv =  dqy dq2 . . . dqf  dpy . . . dpf

dp f

On the other hand, the volume of the same cylinder is given by

dv — dO dn ,

dn being the hight of the cylinder, i.e., the distance between d0  and 
dO', which is given by

dn = 1
I grad H |

dE .

These four equations immediately give rise to Eq. (1.25). Making use of 
Eq. (1.25) in Eq. (Ι.2Γ) we obtain

W 0 = 1
dV
dE J 1

^ r d q 1 . . . d q / dp1 . . . d p f _ 1 ,

W f

(1.21")

where the integration is to be carried out over the projection of the 
domain 0  on the coordinate plane pf  =  0.
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Furthermore, the integration over the entire projection should give 
WQ =  1 from which we obtain

· · · # / - ! ·  (1-25')
J J dpf

e ntire
p ro je ctio n

v) A SYSTEM IMMERSED IN A THERMAL RESERVOIR

The preceding subsections have begun the consideration of the 
statistical behavior of a complicated dynamical system. We have seen 
that when the dynamical system under consideration satisfies the 
assumptions of section (i), we can calculate the probability for the 
system to be in a certain particular phase without actually solving the 
equations of motion for the system. The dynamical systems so far 
considered were isolated ones, i.e., those having no interactions with 
the surroundings and hence having a given constant energy all the 
time. The dynamical systems of practical interest in statistical mecha­
nics, however, are the ones which are immersed in certain types of 
thermal reservoirs and, accordingly, which constantly exchange energy 
with the reservoir. We must then proceed to this kind of problem 
starting with the arguments given in the last sections for isolated 
systems.

Since a thermal reservoir is by itself a dynamical system, we can 
combine it with our dynamical system to make a composite dynamical 
system, which then can be considered as an isolated system. For this 
isolated system we can directly apply the arguments of the last 
sections.

Let the coordinates and the momenta of the dynamical system be 
denoted by qx, q2, . . . , qf , p lf . . . p f , and those of the thermal reser­
voir by q°v q°2 , . . . , q°fo, p°f , . . ., p0f0, respectively. Since the thermal 
reservoir is in general much larger than the dynamical system under 
consideration, the number f°  of its degrees of freedom is usually much 
larger than that of the dynamical system / .  Furthermore, the Hamil­
tonian function of the dynamical system will be denoted by H{q1, 
q2, . . . , pf ) and that of the thermal reservoir by H°(q°x, . . . , p of0). 
The Hamiltonian of the composite system is then given by

[A . I

H \qx . . . p f q\ . . . p ° )  =  H(qi . · · pf) +  #  °(rf · · · P°f o) . (1.26)
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Strictly speaking., there should be an additional Hamiltonian besides 
those of the two systems, one which describes the mutual interaction 
between them. We simply neglect it as negligibly small, since only the 
existence of such an interaction is necessary for statistical considera­
tions and its actual functional form is of little importance.

Hereafter all the quantities concerning the composite system will be 
denoted by the index*, as in H*, and those concerning the reservoir by 
the index 0, as in H°.

When the composite system has an energy E*, its representative 
point will move on the equi-energy surface H * =  E* in 2/* =  
2 (/ +  /°)-dimensional phase space. The probability for finding the 
phase point in the domain d0* on this surface is, in accordance with 
Eq. (1.21"), then given by

W o* _ L  f  r
dV*
dE *  J  .

. . . d p f d q i . . .  dp°f0_ l , 
O n

W s

(1.27)

where the last variable fi°f0 is understood to be the solution of 
H*(qi, . . . , pf , q®, . . .  , p°f0 ) =  £* and, hence, a function of the other 
{2 ( /  +  f°) — 1 } variables

·  ·  ·  » Pf> < 7 i >  ·  ·  ·  *  Pf° - 1 ·
Since Eq. (1.26) holds for H*, the last variable p°f0 in Eq. (1.27) is 

the solution of
H°(q01 . . .p ° f o ) = E * - H ( q 1 . . . p f ) > 

and we note that
dH* _  dH° 
dp°f o dp, 0

(1.28)

(1.29)

We are interested in Boltzmann’s principle and therefore in the 
probability for the phase of the dynamical system to be found in the 
domain d$q dq2 ■.. dpf  around the point specified by qlf q2>. . ·, pf  with 
no restriction on the phase of the thermal reservoir. Accordingly, the 
domain of concern 0* is the one with

q! in the specified range (q1} qx +  dqPj 

q2 in the specified range (q2, q2 +  dqP)
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ftf  in the specified range (p f , pf  +  dpf ) 

q\ any value , 

q2 any value ,

p /ο-! any value .
The probability we are looking for is then given by

Wo* — — ^ -7 dqt dq2 . . . dpf  f  f  —  
dF* * f  dH
dE* „ J dp°f 0

- d * ? d * 2° . . . d # . _ le (1.30)

where Eq. (1.29) has been used.
In this expression, ql,q 2, ■ · · , p f  have specified values and the 

integration is to be carried out over the entire range of q°, q®,. · · ,p °f0- 1· 
In Eq. (1.30) the last variable p°f0 is a function of other variables 
obtained by solving Eq. (1.28).

The variables, qlt q2, . . . p f , of the dynamical system having fixed 
values, H(ql, q2, .. .Pj) in Eq. (1.28) also has a definite value, which can 
be interpreted as the energy of this dynamical system. We denote this 
by E. Making use of Eq. (1.25') for the integral in Eq. (1.30), we obtain

' d?? d?2 · · .

J J dp°f 0

(1.31)

where F°(£'°) is the F-function for the reservoir only, defined by

V°(E°) — JJJ d<7 i dq°2 . . . dp°f0 (1.32)

with the domain of integration
H °{q lq 02, . . . , p ° f o)ikE0 . (1.33)

We thus have derived the desired probability IF*, which is desig­
nated in the text, § 2, by P{qu q2, , qf ,p ^ p ! ,  · ■ . ,pf ) d qx d q2 . . .
dqf dpx dp 2 . . . dpf ,

Wo* — P{qxq2 . . . qfp ip 2 · · · P f) d?i dq2 . . . dqf  dpx dp 2 . . . dpf  

=  ( 7 ^ )  dqi dq2 ‘ d^ 2 * ’ * dPf · (L34)

dE*
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vi) INTRODUCTION OF THE TEMPERATURE

The probability which is used in Boltzmann’s principle is given by 
Eq. (1.34). However, it still contains the quantity, dV°jdE°, which 
depends on the specific structure of the thermal reservoir. In this 
section we explain how we can approximate this quantity by a certain 
function which does not depend on the structure. This approximation 
will be valid under the circumstance that the number of degrees of 
freedom of the reservoir is extremely large. A quantity called “ tempera­
ture” will be introduced in this process.

We shall take an ideal gas in a large box as the reservoir. The volume 
function F0(Zi0) of this reservoir can be calculated as follows. Let the 
number of gas molecules be N° and the coordinates of the representative
point be 7 ®, q°2 . . . q®N0 ,p\,p°2 , .........fi°N0 ■ The Hamiltonian function
is then given by

Since this Hamiltonian does not contain the q0’s, the integrations 
with respect to the q0’s in Eq. (1.32) simply give the IV0-th power of 
the volume of the box. Denoting this volume by Ω, we obtain

where the integration with respect to the p0’s is to be carried out over 
the domain:

in the 3A70-dimcnsional ^>°-space. In other words, the integral is the 
volume of a sphere of radius -γ/2mE° in this 3iV0-dimensional 7>°-space. 
Although the integration can be performed in a straightforword way, it 
suffices for our purpose to make use of the obvious fact that the volume 
of this sphere is proportional to the 3IV0-th power of the radius. 
Therefore, the dependence of V°(E°) on E° is expressed as

(1.35)

V°(E°) =  ΩΝ° JJJdpi dp°2 . . . d/>3No ,

V°{E°) =  const. {E°)iN° =  const. {E* — E )iN° . (1.36)

Using this result in Eq. (1.34) we have
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where the proportionally constant may depend on E* but not on E.
So far we have made no approximations. We shall now make use of 

the fact that N° is extremely large and E/E* is very small.
First of all, the exponent ( f  N ° — 1) of the last of Eq. (1.34') can 

be approximated by fiV° and
/  17 \£iY°

Ρ(ΐι. =  (const.) ( Ε ψ Ν°~' ( l  -  A J

[A. I

=  (const.)' 2 3 N°
3N° 2ΊΓ*

(1.34")

We note here that the thermal reservoir must be much larger than the 
dynamical system immersed in it and, hence, that the energy of the 
reservoir is, in almost all the phases of the composite system, much 
larger than the energy of the dynamical system. In order that the 
dynamical system have the definite average energy E the total energy 
E* of the composite system must be larger for larger N° in such a way 
that 3A70/E* remains constant. Keeping this in mind, we approximate 
Eq. (1.34") for large N°, using the formula

lim ( 1

to obtain

or, by putting

3 N°
P{qu q2> · · · >pf) =  const, e i e * ,

3 N° 1

we can write this as
2 E* θ ’

P{q 1 ,  q2> ·  ·  ·  ,  Pf) =  const, e 0

(1.37) 

(1.34'")

(1.38)

(1.39)

When the thermal reservoir is not an ideal gas, the volume V°(E°) 
can not be calculated so easily. In any case, however, this quantity is the 
volume of a domain in some phase space of a great many dimensions and 
its over-all radius will certainly increase with the energy E°. The volume 
will then increase very rapidly with E°, i.e., with a very high power of 
E°. We can not claim that F0̂ 0) will in general be represented ac­
curately by a simple form like const. (E°)aS°-with N° the number of 
moleafies and a a constant, but in many cases V°(E°) can still be
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approximated over a considerable range of E° by C- (E°)*N° with a 
proper choice of the constants C and a. In other words, if we determine 
C and a by requiring that V°(E°) and dV°[dE0 at E° =  E* coincide 
with C · (E°)aN° and dC· (Ε0)αΝ°ίάΕ0, respectively, V°{E°) will be well 
approximated by C-(E°)aN° over some range of E° in the vicinity of 
E° — E*. Choosing, therefore, C and a so as to satisfy

CaN° ■ (E

C ■ (E*)aN° =  V°(E 

dVjO / i r * \ a / V 0 - l dV°\
d £ % ° = £* ’

we shall employ the approximation

V°(E°) =  C-{E°)aN°

(1.40)

(1.36')

With this approximation, the arguments given for the ideal gas hold 
equally for our general case and we shall arrive at the same result, 
Eq. (1.39), except for a difference in the meaning of 0. Namely, in this 
case, a has to satisfy Eq. (1.40) and hence

1 _  aN° _  1 / dE°(E°)\
θ ~  E* ~  V°{E*) \ dE° ) eo=e'

=  i d  log V°\ (L41)
\ dE° /  E°=E*

Thus the formula (1.39) becomes of general applicability.
We shall now investigate the physical meaning of 0. For this 

purpose ŵ e consider a thermometer inserted in a thermal reservoir. 
Specifically we take as the thermometer a unit mole of an ideal gas 
contained in a closed box of unit volume and measure the temperature 
by its pressure. Considering this ideal gas as the dynamical system in 
the above arguments, the probability function for these gas molecules 
is given by Eq. (1.39) with Θ defined by Eq. (1.41). Then we have the 
velocity distribution of molecules in this ideal gas, from which we can 
calculate, through the elementary kinetic theory of gases, the pressure 
on the wall of the containing box. We shall not repeat this calculation 
but merely quote the result that the pressure is given by

p = m,
where N  is the number per mole of the gas molecules.

(1.42)
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Now, the fact that the gas pressure is given by Eq. (1.42) indicates 
that the temperature of the gas has the value

Ρ Θ
T =  R = k ·  <L43)

where R is the gas constant and k — R/N; we can then interpret Θ as

Θ =  kT . (1.43')
and Eq. (1.39) becomes

P{qu q2> . . . ,p f ) =  const. e~E/kT . (1.39')

The proportionality constant can be determined by the requirement 
that the total probability for q1> . . . pf  to assume any of their possible 
values is unity. The constants appearing in Eqs. (2.1) and (2.2) in the 
text have been calculated in this way.

Through the considerations of this section, one can clearly see that it 
is simply the approximation formula (1.37) which gives rise to the 
magical factor e~E/kT which appears almost everywhere in statistical 
mechanics.

APPENDIX II

A  Simple Model of a Crystal

Since the vibrations of a general crystal lattice are too complicated
for us to deal with, we consider a 
simple one-dimensional model of a 
crystal in order to give a general 
idea of the problem.

The model consists of N  identical 
balls of mass m arranged with equal 
inter-separations on an elastic string 
of length L which is fixed at both its 
ends, as in Fig. (A.2). Let the tension 
of the string be k. The mass of the 
string will be neglected. For simpli­

city, we consider only transverse vibrations of this dynamical system. 
The balls are labelled 1, 2, 3, iV from the left and their

Fig. A.2. A simple model of a one­
dimensional crystal lattice.



coordinates, measured from their equilibrium positions, are designa­
ted by qx, q2, q3, · · · , qi, ■ · ■ qn, respectively. In general, the distance 
between the (l— l)-th and the /-th ball is given by ̂ /a2 +  (qi — qi-\)2> 
where a is L/(Ar+ 1). Since the distance at equilibrium is a, the increase in 
potential energy due to this displacement is κ {·\/α2 +  (qi— qx~\)2 — cl }· 
The potential energy of the whole system is then given by

£ Pot =  κ Σ  { V a 2 +  [qt — j)2 — a } ,
i

which, in the case of small displacements, reduces to

£po. =  ̂ Σ ( ? - 2 ■ (Ill)

The kinetic energy is obviously

=  (Π.2)
l

and the total energy becomes

E =  } m £ q ?  +  ̂ Σ ( ? ι  — <h-i)2 ■ (Π-3)

We shall now use, for describing the system, the N quantities Qx, , 
Qs>- · · >Qn defined by

? , =  !_<?. sin (II.4)

A. I l]  A SIMPLE MODEL OF A CRYSTAL 2 8 l

These N  relations determine the Q's uniquely from the given q's and 
vice versa, and hence these variables Qx, Qz, · ■ ■ QN can as well be 
used to describe the system.

Substituting Eq. (II.4) into Eqs. (II.1) and (Π.2), we obtain after 
some straightforward calculation

N sn
ακΣ 31" 2 2(N +  1) Qi

Ekin =  iNm  2  Q[
(Π.5)

We denote the momentum conjugate to the coordinate Qs by Ps and by 
definition this is given by

P . = d £ ki

dQs
=  \Nm Qs .
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Expressing P kin in terms of the P s’s we have

Ekill = — y pN m L
2
s

and the total energy of the system becomes

£  =  Σ I i
Nm

N k
aP 2 +  sin2 S7l

2 (N +  1) ( ■ (II.6)

This expression has the standard form of Eq. (2.13) of the text and, 
thus, these Q’s constitute the normal coordinates of our system.

Using this expression as the Hamiltonian, we can write Hamilton’s 
canonical equations of motion for the P ’s and Q’s, i.e.,

o E  2
Q =  — - =  — — P dP. Nm s

p

dQs
2 N k . 2 S;7r

s m  o / A r  , i  , ‘ Qsa 2{N +  1)

The solution is readily obtained as

Qs =  A s cos (2nvst +  <5S), s =  1, 2, . . . ,  N  ,

( Π . 7 )

(Π.8)

where A s and ds are the integration constants and the frequency vs is 
given by

1 sm S 7t
1, 2 ,s π V ma 2{N +  1) ’

The original coordinates qx, . . . , qN are obtained from these ()’s as

IsTi

(H*9)

=  .Σ  A° sin (N +  1) cos (2nvst +  6S) . (11.10)

The coordinate of each ball is thus expressed as a superposition of N  
harmonic oscillations with frequencies given by Eq. (II.9). These N  har­
monic oscillations are the proper oscillations of our dynamical system. 
When the system is in its s-th proper state of motion, qi is given by

qi =  A s sin Isn
N  +  1 cos (2nvst +  <5S) .

The N  proper frequencies given by Eq. (II.9) are not equally spaced, in 
contrast to those of a continuous string which will be treated in the
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next section. The frequencies for the case N  8 are shown in Fig. 
{A.3). The maximum frequency for this case is given by

κ . Νπ 
—  sm · (II.ll)

It is seen from Eq. (II.9) that the separa­
tion between the neighbouring frequencies, 
A, is for very large N,

A = w v ; (11. 12)

Accordingly, the number, Z(y) dr, of proper 
oscillations with frequencies between v and 
v +  dr is given by

Z(v) dr 2 N dr. (11.13)

This is the expression corresponding to

9 T
Z(v) dr =  —  dr v c

for the case of continuous string.

APPENDIX III

Fig. A .3. The distribution 
of frequencies of the nor­

mal vibrations.

Transverse Oscillations of a Continuous String

Consider a string of length L, stretched with tension κ. The string is 
fixed at both its ends. Its linear density is denoted by σ. Taking the left

end of the string as the origin of the 
coordinates, the position a is measured 
to the right along the string as in 
Fig. (A.4). The transverse displace- 

Fig. A.4. The vibration of a string, ment of the line element of the string
at x is denoted by q(%). Due to this 

displacement the element of string Ax at this position is elongated 
and becomes

1 +
dq
dx d x .



2 8 4 APPENDIX III [A. ΙΙΓ

Accordingly this part has a potential energy

The potential energy of the whole string is then 

while the kinetic energy is obviously

£ “ " = 5 . Ι ’ 0ί @ ) 2<3* · <m '2>

The total energy of the system is the sum of the two, i.e.,

E = (III.3)

We shall now introduce the normal coordinates of the system. For 
this purpose we expand q(x) in a Fourier series

Φ) = Σ Qssin'-j-· (m·4)
By the way, the non-occurrence of the cosine terms is due to the fact 
that the string is fixed at both ends. Eq. (III.4) enables us to 
determine q{x) when its Fourier coefficients, Qlt Q2, . . . , Qs> . . . are 
given and conversely to determine the Q’s when q[x) is given. We can 
then consider these Q’s as the coordinates of the system. The fact that 
there are an infinite number of these Q’s reflects the infinite number of 
degrees of freedom of our dynamical system. Introducing Eq. (III.4) 
into Eq. (III. 1) as well as into Eq. (III.2), we obtain

and

2 00

E -°' =  Ί Σ s2Q‘ ■ 

Σ ft2· ̂ s= 1

(III.5)

The momentum P s conjugate to Qs is determined by Ps — dEkinldQ& 
to give

P* — iLcf Qs .
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In terms of these P ’s, the total energy is given by

E =  E

= Σ
pot "Ί- -̂ kin

La Pi + ^ s 2Qi4 L

(III.6)

which has the standard form (2.13) of the text. Therefore, these 
Fourier coefficients constitute the normal coordinates of our dynamical 
system.

From the exprsssion (111.6) follow Hamilton’s equations of motion 
for the 0 ’s and P ’s

Qs

p s

—  pL ^ s  >a

____  s2Q
2 L V s ‘

1, 2 , (HI-7)

The solution is readily obtained as

Qs =  A a cos (2nvst +  <5S) , 

where the frequency vs has the value

s Ik
Vs= 2L σ '

(III.8)

(III.9)

The frequencies are thus seen to be equally spaced with the separation

Δ (III.10)

Substituting Eq. (III.8) in Eq. (III.4), an oscillation is found in 
general to be expressed as a superposition of sinusoidal oscillations,

q{x) =  X  A s sin cos (2nvst +  0S
s= 1 L’

(III.I1)

In particular, when only the s-th mode is excited
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which indicates that the string is oscillating with (s — 1) nodes. These 
are the proper oscillations of the string and since s can assume any 
integral value from 1 to oo there exist an infinite number of proper 
oscillations for a continuous string.

The wave length of the oscillation (III. 11') is given by

λ = 2L
s ' (III.12)

and then the wave velocity c on this string is, from c =  νλ, given by

c — (III.13)

In terms of this quantity c, Eq. (III.9) becomes

vs 2 L S ’ (III.14)

and Eq. (III. 10) becomes
.  c 

Δ ~  2L ’ (III.15)

which immediately leads to
9  L

Z(v) dv =  —  dv.  
c

(III.16)

The introduction of Eq. (III. 11) into Eq. (III.5) gives the energy of 
the oscillation as a function of A  l f  A 2, . . . , i.e.,

£  =  i £ c r  X  (2m- f A l  .
s

(III.17)

The energy per unit length of the string, the 
thus found to be

“ energy density” , is

v X  (2m,)1 A 2, . (III.18)
S

APPENDIX IV

Dynamical treatment of Electromagnetic Oscillations

In this section we shall show that electromagnetic oscillations can 
also be treated, like those of an ordinary dynamical system, in terms
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of normal coordinates and that they can be formulated in Hamiltonian 
form.

Electromagnetic oscillations in vacuum satisfy Maxwell’s equations, 
i.e.,

curl £ +  -  H =  0 , div H =  0 ,c

1  .  ( I V . l )
curl H — -  £ =  0 , div £ =  0 ,c

where £ and H signify the electric and magnetic field, respectively. We 
introduce, as usual, the vector potential A defined by

£ — — -  A and H — curl A . (IV.2)

The first half of the equations (IV.l) is, then, automatically satisfied 
and we are left with the wave equation

together with
Δ A — - 'A  =  0 

c2

div A =  0

The energy of the electromagnetic field is then given by

h =ά 1 (£2+h1) ̂
/̂J^2+<curiA)2!ck''

(IV.3)

(IV.4)

(IV.5)

where the integration is to be carried out over the entire volume under 
consideration.

Let us suppose that our oscillation is confined in a cubic cavity of 
side L with mirror walls which perfectly reflect light.

Both the tangential component of £ and the normal component of H 
have to vanish at the wall and, hence, the tangential component of A
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also has to vanish there. Under this boundary condition, A(x, y, z) is 
expressed in a Fourier series of the form

A x{x,y, z) =  YQs.x cos
S

nsxx
~L~ • sin nsyy

L • sin nszz
~JT

nŝ .x
A y(x, y ,z)  =  Σ Q * ,y sin ~ r ~  * cos

A , v V- · nsxx . πsyyA z{x, y ,z)  =  Σ  & >z sin — · sin — · cos

?rsvy  . jrs,2: 
sm  —

nszz
~ rL

(1V.6)

where sx, Sj, and sz denote positive integers and stands for the 
summation over all possible values of these integers, i.e., for £ Sjc J]Sy £ Sz. 
The sufhx s on the Q’s is likewise to be understood to mean QSx,Sy,Sz. In 
what follows, we consider sx, sy and sz to be the three components of a 
vector s and Qs>x, Qs,y and Qs,z those of a vector Qs.

When A satisfies the condition (IV.4), we have

(Qs-s) =  0 ,

that is, the vector Qs is normal to the vector s. This corresponds to the 
well known fact that light is a transverse wave. We now introduce the 
two unit vectors e*1* and e<2) which are both normal to the vector s and 
at the same time normal to each other. In terms of these vectors,

and
A x =  Σ (?5(1) e*(1) +  ?i2) es(2))x cos . . . ,

S

A y =  Σ  ($ri1) es(1) +  ?s(2) es(2))y sin . . . ,
s

^ .  =  Z ( i i ‘ , e.< n +  s i n . . . .
s

The electromagnetic oscillation in the cavity is thus expressed as a 
superposition of linearly polarized monochromatic waves of various 
directions, s, of various frequencies, | $ | c/2L, and of various polariza­
tions, e 1̂) and e*2). The realtionship (IV.8) allows us to determine the 
q{l),s and #(2)’s from a given A and conversely to determine A from a

(IV.7)

(IV.8)
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given set of (̂1),s and <7(2)’s. Therefore, we can regard the q’s as the 
coordinates of the electromagnetic wave.

Introducing Eq. (IV.6) into Eq. (IV.3), Qs is found to satisfy

^ - Q s +  Qs =  0 , (IV.9)
L

where
|s|2 =  s2 =  sj +  s2 +  s2 . (IV. 10)

The solution is readily obtained as

?5(1) =  asl) cos (2w st +  ό<η) ,
(IV. 11)

ql2) =  « s(2) cos (2nvst +  0<2)) ,

where a*1*, «<2), and <5<2) are the integration constants and vs is 
given by

[ s I c 
~2L~' (IV. 12)

Eq. (IV.8) together with Eq. (IV. 11) gives the electromagnetic oscillation 
as a superposition of a number of oscillations which vary sinusoidally 
with time. It is then expected that these q(l),s and q(2),s constitute the 
normal coordinates of the electromagnetic oscillations and that each 
oscillation described by these coordinates is a proper oscillation of the 
cavity radiation. These proper oscillations are labelled by a set of three 
positive integers sx, sy, and sz, and, furthermore, there exist two kinds 
of oscillations, corresponding to ê 1} and e<2), for each set of s*, Sj,, and 
sz. These facts are utilized without explanation in the text.

We shall now show that in terms of these q's the energy of the 
electromagnetic wave actually takes the standard form (2.13). In­
troducing Eq. (IV.8) into Eq. (IV.5), after some straightforward 
calculation, we obtain the energy H  as

Η  =  ~̂ —2 Σ{ ?*<1)2 +  ?«'2)2 +  ^  ( ? ί1)2 +  ? i 2>2) } · (IV. 13)

This energy consists of two kinds of terms, one containing q's and the 
other q's. They can be interpreted as the kinetic and potential energy,



2go APPENDIX V [A. IV, V

respectively. We can define the momentum/) conjugate to q according 
to the general procedure

and obtain
P

d £ kin
dq ’

Ps1} =  and />s(2) =  μ^ 2), (1V.14)
where

V
32 tic2

By means of Eq. (IV. 14), the energy (IV. 13) is reduced to

-f 4πν2 q(1)2 +  ? Σ
I p

(2)2
4- 4πν2 q(2)1 (IV. 15)

which in fact is seen to have the standard form (2.13) of the text. It is 
thus ascertained that our q’s constitute the normal coordinates for the 
electromagnetic oscillation.

We further see that Eqs. (IV. 14) and (IV. 11) can actually be obtained 
from Hamilton’s equations of motion with Eq. (IV. 15) as the 
Hamiltonian, namely from

Ps2> =

dH dH
a ? ' " '

Hs

dH Λ(2> dH
a?<2) ’

2S
W 2'

(IV. 16)

Therefore, we may conclude that the electromagnetic oscillations are 
not at all different from the oscillations of ordinary dynamical systems.

APPENDIX V

Pressure due to Transverse Vibrations of a String

It may sound rather queer that electromagnetic oscillations in a 
cavity, or vibrations of a string, can give rise to some pressure on the 
“ walls” , since at first sight one may get the impression that an oscilla­
tion being a repetition of to and fro motions, gives positive and 
negative effects alternately, to result finally in a vanishing pressure.
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iff s' f iT
1

y
Fie. 5. A string with a movable 

partition plate.

However, it will be shown that the statement “ an oscillation gives 
sometimes positive and sometimes negative effects”  is erroneous. This 
has already been shown in the text for the case of a pendulum.

As a further illustration, we calculate the pressure due to the trans­
verse oscillation of a string. The problem is schematically illustrated 
in Fig. (A.5). A movable partition plate is inserted between the two 
end plates which fix the string at both its ends Q and R. The string 
goes through a hole P in the partition plate. We let oscillations occur 
only in the region PR. In order not p R
to have a longitudinal oscillation in 
QP caused by the transverse oscilla­
tion in PR, we consider that QP of 
the string is non-expansible. When 
there are no oscillations in PR, there 
is obviously no force acting on the moving plate. However, when PR 
is oscillating, it can be shown that there is a force pushing the partition 
plate toward the end plate Q. This is the pressure of the oscillation.

To calculate this pressure, we take a close look at what is happening 
at the hole P. Fig. (A.6) shows the situation when the string is in­
stantaneously making an angle Θ with respect to the hole P. Since the 
length of the string in the vicinity of the hole P is in this state increased 
by a factor sec 0, the tension T of the string is κ sec Θ. Consider a string

element 0  at the very end of the hole 
P, as in Fig. (A.6). The forces acting on 
it are the following: first, there is a 
tension OB of the magnitude T — 
κ sec 0 along the right hand part of the 
string and, second, another tension OD 
of the same magnitude along the left 
hand part of the string. The aforemen­
tioned non-expansibility of the string 
in QP, by the way, prevents the pul­
ling-in of this part into the right hand 

side of the hole, i.e., it prevents the occurrence of longitudinal oscil­
lations on the left hand side of the hole. The resultant of the above 
two forces is OC in Fig. (A.6) which has a component OE pushing the 
partition plate to the left. That is, the string element 0  is pushing the 
plate to the left. This is the net force the plate is receiving at this 
moment and its magnitude, as seen from Fig. (A.6), is given by

Fig. A.6. The force acting on a 
movable partition plate.
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Since also

we have

F — κ (sec Θ — 1) .

[ a . V

(V.I)

This quantity is always positive in contradiction to our guess that it 
would be alternately positive and negative.

Introducing Eq. (III. 11) into this expression, we obtain

F =  ^  X  X  A sAs'Ss'cos (2nvst +  ds) cos (2nvs.t +  <5S,) .
2,JL s s'

This instantaneous force is a complicated function of time but the 
quantity of concern to us, the pressure, is its time average, which is

i, = <f) = S?s!'1·’ (ν·2)
or, using Eq. (III.9),

P  =  ia 2 (2 n v s)2A^. (V.3)
s

Recalling the result for the energy density TJ, Eq. (III.8), we arrive 
at the conclusion

P ^ U  , (V.4)

which is to be compared with

p = $u
in the case of cavity radiation. The reason that the factor does not 
appear in our result is simply that our present problem is a one-dimen­
sional one.

It has been shown above that the effect of the transverse oscillation 
of a string on the partition plate is not “ sometimes positive and some-
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times negative” . What, then, gives rise to the same situation in the 
case of electromagnetic oscillations?. We shall not go into detailed 
calculations here but instead give a brief account of it. When an 
electromagnetic oscillation hits the wall, the electric field in its vicinity 
takes positive and negative values alternately. When the field is at 
some instant positive, or negative, there will be induced on the 
surface of the wall some negative, or positive, charge respectively. 
Since the electric force is the product of the electric field and the 
electric charge, this quantity is always negative irrespective of the sign 
of the varying field, exerting thus a negative pressure on the wall. But 
if we apply similar arguments to the magnetic field we shall see that 
the magnetic force is always positive and the resultant force acting on 
the wall due to the electromagnetic oscillation becomes positive, i.e., 
it is a pressure.

Now we shall make some remarks concerning adiabatic invariants. 
Suppose the length of the oscillating string is increased by an amount 
dL by displacing the movable partition by dL. The work performed 
through this displacement, which is equal to the increase in the 
oscillational energy, is given by

or, using Eq. (V.4),
d£ =  — P  dL , 

d£  =  — U dL .

The equation is further transformed, by E — UL, to

dE   dL
E ”  L

On the other hand, from Eq. (III.9),

dr, _  _  dL

and, hence,
d E dvs

which implies
E
—  =  c o n s ta n t  . (V .6 )
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It has thus been proved that Efvs is an adiabatic invariant. However 
the proof of the more detailed equation

— =  constant (V.7)

cannot be obtained by mere energy balance considerations. This proof 
will be given in the next appendix.

APPENDIX VI

Adiabatic Invariants of an Oscillating System

Consider an arbitrary oscillating system which may be a simple one 
like a pendulum or a very complex one like the electromagnetic wave. 
We shall prove that EJvs for each proper oscillation remains invariant 
under infinitely slow changes of the system caused by some external 
effects.

Let the normal coordinates of the system be qit q2, . . . ,  qs, . . .  . Then 
the energy of the system, H , will have the form

Η = Σ Ε*·
s

Es =  +  βsq2s) ·
(VIA)

We shall examine the case where no external influences act on the 
system. Although we have already shown that in this case qs performs a 
sinusoidal motion, we shall here for later convenience, use a different 
approach. We define new coordinates by

V i  qs Qs · (VI.2)
In terms of this Qs,

* ■ = * ( & + £ « ) . (Vl-3)

and the equation of motion becomes

Qs =  — { ^ s ) 2Qs > (VI.4)
where vs is given by

IK
s 2π V a, (VI.5)
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The solution is readily obtained as

Qs =  A s cos (2nvst +  6S) , (VI.6)

where the amplitude A s and the phase <5S are the integration constants. 
The energy of the oscillation as described by Eq. (VI.6) is found to be

We shall now allow an external influence to act on the system and to 
change it very slowly. Mathematically this process is described by 
assuming <xs and β5 of Eq. (VI. 1) to be functions of time, because these 
quantities arc functions of length, tension, and mass density of the 
string which are to be varied by an external influence. By very slow 
variation we mean that ccs and β5 can be treated as constants over 
a considerable number of periods of motion, or more specifically, that

With these properties of as and β8 in mind, we again define Qx 
according to Eq. (VI.2). Then we have

Our result (VI.3') differs from Eq. (VI.3), but taking Eq. (VI.8) into 
account we arrive at

(VI.7)

(VI.8)

and inserting this into Eq. (VI. 1) we obtain

since Qs is of the order of vsQs, and thus Eq. (VI.3') can be approximated 
by
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which again has the form (VI.3). This expression for the energy leads to 
equations of motion

Q s =  — (2^02 Q s ,

2 π

(VI.9)

Here, however, as and β3 are both functions of time and, hence, so is 
vs. It is in general quite difficult to solve Eq. (VI.9) with time dependent 
vs but an approximate solution can be obtained with the aid of 
condition (VI.8).

We proceed as follows. Due to the time dependence of vs the motion is 
no longer sinusoidal as given by Eq. (VI.6), but it will still be represented 
within a considerable number of periods of motion by a sinusoidal 
function and its amplitude, phase, and frequency will vary appreciably 
only after a time much longer than a period. Thus we shall represent 
the solution of Eq. (VI.9) in the form

Qs(t) =  A s(t) cos { 2nvs{t)t +  bs{t) } , (VI. 10)

and proceed to determine A s{t) and <5s(i) for a given vs(t). Since in Eq. 
(VI. 10) two unknown functions A s(t) and ds(t) are used to express only 
one unknown function Qs(t), we can impose one arbitrary condition to 
be satisfied by A s(t) and <5S(£). For convenience in later calculations, 
we choose the condition

A s cos (2nvst +  ds) =  (2nvst +  <5S),4S sin (2nvst +  0S) (VI. 11)

and consider A s{t) as unknown, <5S being determined by this condition. 
The convenience of this choice will be seen shortly.

In order to find A s(t), we introduce Eq. (VI. 10) into the equation of 
motion (VI.9). From Eq. (VI. 10) we have

Qs =  — 2nvsA s sin (2nvst +  bs)

+  A s cos (2nvst +  <$s) — A s[2nvst +  bs) sin (2nvst +  <5S) ,

which is simplified by the condition (VI. 11) to

Qs =  — 2πνχΑ χ s in  (2nvst +  ds) . (V I . 12)
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Furthermore, Qs is given, again after the use of Eq. (VI. 11), by

A. V i]

Qs =  — 2π(ν$Α s +  vsA s) sin (2nvst +  6S) — (2nvs)2 Qs

—  2 nvsA s

Substituting this Qs into Eq. (VI.9), we obtain

cos2 (2nvst -f <3S) 
sin (2nvst +  <5S)

vsA s +  2vsA s =  vsA s cos (4nvst +  2ds) (VI.13)

for the equation to be satisfied by As{t).
We now calculate the change of EJvs. Introducing Eqs. (VI. 10) and 

(VI. 12) into Eq. (VI.3") we obtain

E, =  ±(2πν,Ϋ

which is of the same from as Eq. (VI.3). Then we get

^  ( 0  =  2 Λ , Μ .  +  2- A )

or by making use of Eq. (VI. 13) together with Eq. (VI.3)

s©=S)icos(w+2y· (vu4)
In order to express mathematically the fact that the change of vs is 

infinitely slow, we replace vs(t) by vs{tjT) and let T tend to infinity. 
Thus v{tjT) changes from vs(0) to vs(l) when t changes from 0 to T. By 
letting T be infinitely large, this change become infinitely slow.

Now the change of EJvs caused by changing vs from vs(0) to vs(l) is 
obtained by integrating Eq. (VI. 14),

where
(VI.15)

d vs(t/T) 1 
d t vs(tjT)

cos { 4nvs{tlT)-t +  2ds{t/T) } dt . (VI. 16)

We now prove that for T -> 00 this F(T) vanishes.
To this purpose we transform the integration variable from t to τ 

defined by
r =  t/T.
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Then we get

F(T) =  J‘ ̂  ^  cos { 4^ ,(r) · +  } dr .

If T is very large the cosine term in the integrand is a very rapidly 
oscillating function of τ, while vs(t ) and <5s(r) are slowly varying ones. 
This fact gives rise to a vanishingly small value of F(T). To see this 
one has just to observe the fact that in each period of the cosine one 
may replace rs(r) and δχ(τ) by their mean values during this period, 
since the period is very small, of the order of 1 jTvs, and therefore 
neither vs nor 3S changes appreciably. The necessary correction to be 
added to this approximate integrand is of the order of 1/TVS. It is 
obvious that in this approximation F(T) vanishes, since in each period 
vs and ds are replaced by constants so that the integral vanishes in each 
period. On the other hand the correction term to F(T) is only a small 
small quantity of the order of 1 [Tvs, that is the order of magnitude of 
the integrand multiplied by the order of magnitude of the integration 
interval. We see thus that F(T) is a small quantity of the order of \jTvs 
which vanishes for infinite T.

It is instructive to apply the general method given in § 19(iii) to our 
dynamical system, but this problem will be left to the reader.

Having thus proved the existence of the adiabatic invariants for the 
general oscillating system, the pressure of an oscillation can be cal­
culated by considering, as in the text, the energy balance without 
making a close investigation of what is happening at the wall.

The approach in this section for proving the theorem of adiabatic 
invariance is quite elementary but a more general and more elaborate 
proof is found in § 19 of the text.

APPENDIX VII

Fluctuation of the Energy in the Oscillation of a String

We shall show for the oscillation of a string that a fluctuation of the 
energy occurs in the wave theory due to a kind of beat and that its 
mean square < ΔΕ2 )  satisfies

< d £ 2> < £ 2 >
Zv{v) dv ’

(V I I . 1)
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where < E2}  is the mean square of the energy and Zv(v) άν is the number 
of proper oscillations of frequency between v and v +  άν in the chamber 
of volume v. In the case of cavity radiation,

In the text we considered a small chamber v in a large one V. The 
small chamber is surrounded by walls and there is a small opening in 
one of the walls. From considerations more general than that in 
the text the same result (VII. 1) for the energy fluctuation can be ob­
tained without specifically setting up the small chamber, i.e., by merely 
considering the energy in an imaginary small part v of the large 
chamber V. The actual calculation of the fluctuation is simpler in the 
latter scheme, and we shall,in the following, derive the equation (VII. 1) 
for the oscillation of string by means of this scheme.

For a stretched string of length L, we consider a small part l which 
can in principle be anywhere on the string. For simplicity however we 
take the part l at the left end of the string.

The energy contained in this part of the string is given by changing 
the integration limit of Eq. (HI.3 ) from (0, L) to (0, l) i.e., by

We shall now extract from this energy the part which is due to the 
oscillations of frequency between v and v +  dr. This part of the energy 
will be denoted simply by E, without any suffix, to avoid excessive 
complication. The time variation of this E is what we shall be con­
cerned with, and it will be seen that E in fact shows a “ beat”  pheno­
menon and that the mean Square of this “ beat”  around the average 
value is given by Eq. (VII. 1).

We shall impose the following conditions for proving these facts:
(1) The length / under consideration is very much smaller than the 

total length L of the string; i.e ., I <^L.

and in the case of a string oscillation

Zi(v) dr =  — dr . c
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(2) The frequency r under consideration is sufficiently large that the 
corresponding wave length c/v is very much smaller than /; i.e., 
c/v l.

(3) The range of frequency dr is sufficiently large to contain a sizable 
number of proper oscillations of the string of length l; i.e., dr :> cj2l.

(4) dr is, however, small enough so that the intensity of oscillation 
does not vary appreciably over this frequency range. Denoting the 
amplitude of the oscillation as a function of r by A (r), A (r) can thus be 
considered as constant over the frequency range dr and it will be 
denoted by A v.

In what follows, the limits of the frequency range r and r -f- dr are 
sometimes replaced by v1, and r2, respectively. This is to avoid a 
possible confusion with the symbol of integration variable dr.

We shall, to begin with, calculate the time variation of E which is to 
be obtained by introducing Eq. (III.11) into Eq. (VII.2). After some 
algebraic calculations we have

CO 00

E =  i *  Σ  Σ  (2π^ )  (2nvs,)AsA s.
c = 1 c * = 1s = 1 s'= 1

cos { 2x(vs — vs)t  +  ds — ds. }

Ί
sin ( τ  +  v*w I

cos { 2n(vs +  vs.)t +  ds +  0S' }

where it is understood that

for s =  s', since this factor originates with the integral
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This expression gives the total energy contained in l but what we are 
seeking is that part resulting from the oscillations of frequencies 
between iq and v2‘

E  =  iff Σ  Σ  P™*) (2nvs.)AsAs.
V l < v s < v s V l < V s ' < V 2

■ ί 2π . Asm — {vs — vs.)l
• : ----- 9- -------------------cos { 2n(vs — vs.)t +  ds — ds. }

I

sin { (vs +  vs)l }
H--------o---------------------cos { -f vs)t  -f ds +  dS' } .

— Vs +  vs’)
(VIL 3)

We see from this expression that E varies as a superposition of two 
sets of oscillations, one with frequencies of type 2π(ν5 — vs>) ailfl the 
other with those of type 2n(vs +  vs>). From the condition (2) both vs and 
vsr are very large but their difference vs — vs. can become as small as 
c/2l. Therefore the first set contains oscillations of much smaller fre­
quencies than the frequency v under consideration. These slow oscil­
lations, their frequencies being the differences between the pre­
existing ones, are of the same nature as the well known “ beating” . We 
can thus call the variation due to the first set the “ beat” . The variation 
due to the second set, on the other hand, is extremely rapid.

The expression (VII.3) further tells us that the amplitudes of the 
first kind of oscillation are proportional to

• ί 2π ,Α
sm { (Vs ~~ Vs’’1)

2π v
—  Vs — v )

while those of the second kind to

sin { V  +  V̂ L }
2 π , v
—  Vs +  Vs')
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and, hence, that the slow oscillations have much larger amplitudes 
than the rapid ones; the main part of the time variation of the energy 
E is therefore due to the interference effect between an oscillation of 
frequency rs and those of the neighbouring frequencies vs.. Taking this 
main part only, Eq. (VII.3) can be approximated, without appreciable 
error (thanks to condition (2)), by

E = i° Σ  Σ  (2.™,) (2
V | < V j < V 2  V | < » , ' < V 2

. I 2π \
sm [ —  K  — va.)i I

2n
{vs —  V )

cos { 2 7i(vs — vs.)t +  <5S — δ , . } .  (VII. 4)

Using condition (4), it can further be simplified to

E =  \σ{2πν)2Α 20 £  Σ
V i <  V <  V 2 Vl <  V.,< V2

• ί 2π \
sm [ T  ~~ Vs'V i

2π .
—  V, — V,’)

cos { 2n(vs — vs)t  +  ds — ds. } . (VII.5)

The time variation of E being thus obtained, the time average of this 
expression gives the average energy < E )  in the frequency range v and 
v +  dr contained in l. After this averaging process, only the terms 
s =  s' remain, while the others vanish:

< E > =  \σ (2πν)2Α 2νΙ £  1 , (VII.6)

where ]TV1 < Vs < v2 number of proper oscillations of frequencies
between vt and v2, that is between v and v +  dv, and can be denoted by 
Z L(v) dv. The subscript L on Z(v) is to distinguish it from the same 
kind of quantity for the separated part l which will be denoted by 
Zi(v). According to (III. 16),

Zi{y)
21
c ’

(V I I .7)
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We arc thus led to

< E > =  £σ (2πν)2 A 2,IZ L(v) dr . (VII.8)

Now, the fluctuation around the average, £ — < £ > ,  is given by 
omitting in Eq. (VII.5) those terms with s =  s' and its square becomes

(ΔΕ)2 =  (E — < £  >

= ±o2(2nv)Ut Σ Σ
s Φ  s ' r Ψ  r ‘

\ . \ 2 π  \ ■ I 2 71j sm [ — iv* —  j sin j — (vr vr)l

Vl <  ( V S , Vs') < V 2  
Vl <  ( v r , v r')< V2

2 π 2 71
—  (V r —  V r ’)

cos {2 n(vs — vs)t  +  ŝ — (3s,}cos{27r(rr — vr.)t +  dr — r$r, } .

In taking the average of this quantity, we do so not only with respect 
to time t but also with respect to the phase angles 6S, ds>, ό, and 0V, 
since, in actual oscillation processes, particulary when the system is 
interacting with a thermal reservoir, these phase angles will change 
randomly through the influence of the boundary walls. We notice 
here that

< cos { 2n(vs — va.)t +  <5, — ds- } cos { 2n(vr — vr)t  +  <\ — dr. } >

=  i  < cos { 2n{vs — vs. +  vr — vr.)t +  ds — ds. +  6r — 6r. } >

+  i  < cos { 2π(νχ — vs. — vr +  vr.)L +  <5S — ds. — dr +  dr. } > ,

and that, in order to have a non-vanishing average value, we should 
have either s ~  r' and s' =  r simultaneously or s =  r and s' =  r’ 
simultaneously. Thus we obtain

< ΔΕ2> =  ,·6σ2 (2πν)*Α* Σ
s? s'

V l <  ( v s , v / ) < V 2

sin i ~ ~  (Vs ~~ Vs.)l

2π , (VII.9)

The summation on the right hand side can, under the conditions (1) 
and (3), be replaced by an integration, giving rise to

<ΑΕ2 } =  Ί\σ2 (2nv)*A*Zl{v)
sm 2 n [v — v')l

l—  ( V ---- V  )c '

dv dv' .

(VII. 10)



304 APPENDIX VII [A . VII

We now introduce a new variable ξ defined by

2π

Then the integral

(v —  ν') l =  ξ

sin i ^  (v — v')l 

2π— (v — v c

dv’

becomes

where

cl_
2n J ξ

2π(ν2 — v)l

W d f ,

and ξ ί — 2n(vi — v)l

Since v varies from vt to v2, ξ2 is positive while is negative and they 
are both very large as compared to unity on account of condition (3), 
which says that dv =  v2 — vt >̂ c/2l. The integration can then be 
carried out from — oo to +  oo without introducing a noticeable 
error in the result. Thus with sufficient accuracy we get

/»V2 j 2π
csin | — (v — v')l

2n (-v — ν') ‘'-ΙΠτΙ'*
=  ic l ,

and accordingly,

< ΔΕ2> =  ± a 2 $m)*A%ZLiyf\  P  dr ,
J Vi

which further is transformed to

< ΔΕ2 > =  γ^σ2 (2nv)4A4J 2Z L{v)2Z l(v)~1dv (VII.12)

where Eq. (VII.7) and the fact that v2 — vt =  dv have been made use of. 
Comparing this expression with Eq. (VII.8), we arrive at our result

< ri£ 2> < £ > 2
Zj(v) dv ’
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In the case of actual cavity radiation, the calculation becomes much 
more involved since the problem is three dimensional but it can be 
done essentially in the same way to arrive at the same result.

APPENDIX VIII

Another Proof of T — dJ/dW

The method used in the text for the proof of 
such an analytic nature that the train of re­
asoning involved might have been obscured. 
We shall in this section give another proof 
which should help clarify matters.

The trajectory of the system is assumed to 
be a closed curve as in Fig. (A.7) in which, be­
sides the trajectory corresponding to the energy 
E, we add for later purposes, the trajectory 
corresponding to the energy E -f- δΕ.

The equations of motion,

T =  d.JldW was of

Fig. A .7. The relation 
between the separation 
of equi-energy surfaces 
and the velocity of the 

trajectory.

d q _ d H  & t - _ d2L
d t dp an dt dq (VIII.l)

give for the velocity of the representative point (q, p) on the trajectory

v

(VI11.2)

and hence the amount of time required for the representative point 
to complete a full orbit on the trajectory is given by

T = (VIII.3)

where ds is a line element of the trajectory and the integration runs 
over one full turn of the closed curve.
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Let the distance between the trajectories of energies E and E +  δΕ, 
δE being very small, be denoted by δη as in Fig. (A.7). Then

1 δη

and the expression (VIII.3) becomes

T _1_ 
δ E § δη ds .

(VIII.4)

(VII1.5)

(VIII.6)

But <5wds is the area of the shaded domain in Fig. (A.7) and hence the 
integral on the right-hand side of Eq. (VIII.6) gives the area of the ring 
shaped domain between the two trajectories. Recalling the definition 
of J[E), this area is equal to J(E +  δΕ) —- J(E), so that we have

T =  ~ { J ( E +  6E) -  J(E) } . (VIII.7)

In the limit, δΕ 0, this leads to the result

which was to be proved.

(VIII.7')



Exercises

CH APTER I

(1) Consider a diatomic molecule in which the two atoms are bound 
together by an elastic force. Prove that the classical specific heat of a 
gas consisting of such molecules is iR.

(2) Find Z(y) for a box of sides Lx, Ly and Lz, containing radiation.
(3) In a given box with mirror walls there exists radiation propagating 

not isotropically but only in the direction normal to one of the sur­
rounding walls. Prove that the pressure on this wall is given by P =  U.

(4) Calculate the specific heat of a simple one-dimensional model 
crystal as in Appendix II. Observe the difference between the results 
with the Deb}^ approximation on the one hand and with the use of 
spectrum (11.13) on the other.

CHAPTER IT

(1) When light hits a free electron, which is bound in neither an 
atom nor an external force field, the Compton effect can occur while 
the photoelectric effect cannot. Find the reason.

(2) Use the corpuscular nature of light in proving that, when a light 
ray is reflected back by a mirror which is normal to the direction of its 
propagation the pressure exerted on this mirror is given by P — U.

(3) A mirror is placed facing a light source of 1 caudle at 3 meter 
distance. Calculate the pressure on the mirror.

(4) Discuss the Compton effect produced by a photon incident upon 
an electron of initial velocity v.

(5) Discuss the possibility of explaining the Doppler effect on the 
basis of the corpuscular nature of light.

CHAPTER III

(1) One used to consider a simple model of an atom in which an 
electron made simple harmonic oscillations under the influence of an 
elastic-type force. Discuss the motion in detail for the cases where
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such a dynamical system is placed in a uniform electric or a uniform 
magnetic field.

(2) A stream of particles is incident upon an elastic sphere of radius a. 
Calculate the angular distribution of the scattered particles as well as 
the scattering cross section. Show that the total cross section is equal 
to πα2 when the size of the particle is negligible and is equal to 
π (a +  r)2 when the incident particle is a sphere of radius r.

(3) Show that the coordinates of the electron in a hydrogen atom 
as a function of time can be expressed as a Fourier series with a 
single fundamental frequency. Show further that, when a uniform 
magnetic field is switched on, this becomes a double Fourier series 
with two fundamental frequencies one of which is the Larmor fre­
quency.

(4) Draw a figure corresponding to Fig. 28 of § 18 for the case n — 10 - 
and observe that for large n’s the classical frequencies agree well with 
the quantum-mechanical ones.

(5) Show that the value of §p&q is always the same for any choice 
of canonical coordinate q.

(6) Treat the simple model of the atom of (1) quantum-thcoretically, 
first with ordinary rectangular coordinates and then with the polar 
coordinates. Observe that the quantum-theoretically allowed motions 
differ in the different coordinate systems considered. This is a paradox 
similar to that of azimuthal quantization.

(7) Find the energy levels for an electron in the force potential 
— ejr -j- a2jr2, instead of the ordinary potential —  ejr, and show that 
they depend also on the subsidiary quantum number k.

(8) Show that the electron motion of the last problem is, in contrast 
to the case of a Coulomb force, described by a double Fourier series 
with two fundamental frequencies.

(9) Show that the selection rules of § 28 (iv) actually hold for the 
hydrogen atom, the atomic model of problem (1), and that of problem

( 7 ) .
(10) Use Boltzmann’s principle for calculating the specific heat of a 

diatomic molecule considered as a rotator and show that the specific 
heat-temperature relationship of Fig. 2 actually results.

(11) For a quantum-theoretical gas contained in a cubic box of 
volume 1 cm3, find the temperature at which the specific heat starts 
deviating from the classical value due to the quantization of trans­
lational motion.
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(12) Find the temperature at which the motion of the atomic 
electrons starts contributing to the specific heat.

CHAPTER IV

(1) Investigate the Rydberg correction for the atomic model of 
problem (7) of the last chapter. The constant a is assumed to be very 
small.

(2) The X-rays of the continuous spectrum from an X-ray tube are 
due to the stopping of the cathode-ray electrons by the anticathode. 
As the applied voltage is increased, the spectrum shifts to shorter 
wave lengths. Discuss the physical reason behind this fact and find 
the relationship between the wave length and the applied voltage. 
Calculate the shortest possible wave length in the continuous X-ray 
spectrum from a 1000 volt X-ray tube.

(3) The size of an atom is known experimentally to vary with the 
same period as seen in the periodic table. Find the explanation and 
predict where in the periodic table it shows maxima and minima.

(4) Use Pauli’s principle in explaining why the ground states of 
atoms with only closed shells, i.e., inert gases, have zero angular 
momenta.

(5) Due to Pauli’s principle the so-called electron gas exhibits many 
differences from ordinary gases and from a photon gas. As an example, 
investigate the specific heat-temperature and the pressure-temperature 
relationships for this gas. Find how they differ from those of an 
ordinary gas and a photon gas.

CHAPTER V

(1) For two given matrices A and B, prove that

{ ABf  =  B f ,4f ,
and

(AB)~l =  B ~ 1A ~1 . 2 3

(2) Is the statement correct that the product of two Hermitian 
matrices is also Hermitian? If the statement is not generally correct 
find the condition under which it is so.

(3) Is the product of two unitary matrices also a unitary matrix ?
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(4) When two matrices X  and P  satisfy P X  — X P  =  (h/2m) 1, prove 
that the eigenvalues of H(X, P), a function of X  and P, are identical 
to those of H(U"XU, WPU)  where U is an arbitrary unitary matrix. 
Finite dimensionality may be assumed since the proof for the infinite 
dimensional case is very difficult. This problem proves the result in 
the text that the eigenvalues of H° are independent of the choice of 
X°  and P°.

(5) Find the unitary matrix which transforms (° *) into a diagonal 
matrix. What is the transformed diagonal matrix ?
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